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Preface

Why do biotechnologies raise new problems of economic interest? Are there
legitimate policy concerns to be voiced about problems concerning the rate or
direction of technological change? Why do biological contexts raise distinct forms
of management problems? How should policy makers respond to these problems?

This volume is the result of a workshop on Environmental Policy, Agriculture
and Biotechnology held in Rome, Italy in May 2000 that focused on these gen-
eral questions in the context of recent agricultural biotechnology changes. This
workshop was attended by a large group of economists interested in the issues that
exist at the interface between the biological, industrial and technological worlds.
It also attracted the interest and involvement of a number of scholars and policy-
makers expert in these individual fields. There were presentations that covered the
basics of the biotechnologies currently appearing in agriculture, and presentations
on the essence of the policy discussions about these biotechnologies. Then there
were sessions where the economists discussed their various approaches to thinking
about the problems that lie at the interface between the biological and industrial
worlds.

The first part (Part A) of this volume includes a number of survey papers de-
vised to ‘set the scene’ concerning the problem of agricultural biotechnologies and
their management implications. The first paper by Charles Spillane and Yvonne
Pinto covers a lot of the agricultural grounding for this issue. It lists the range and
forms of biotechnological changes occurring in that field, and the various types of
benefits that might be anticipated to result. After indicating the range of benefits,
it then catalogues the various types of risks and limitations inherent within the
technologies. Finally the paper then moves into the policy realm, indicating the
wide variety of regulatory forums and regimes that are currently dealing with these
problems. Thus the paper provides a very broad and general introduction to the
benefits, risks and policies applicable to these technologies.

The second paper in the volume is by a pioneer in the field of biological manage-
ment, Uri Regev. It was Professor Regev and his co-authors who first identified and
discussed the economic nature of the problem of resistance nearly thirty years ago.
This problem concerns the management of the capability of biological organisms
to adapt to prevailing technologies by reason of natural selection. Thus any new
pest management technology that is extremely (but not absolutely) effective sows
the seeds of its own demise by reason of the enhanced reproductive success of
those pests naturally resistant to the technology. His early work on the intertem-

vii
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poral externalities inherent within pest management technologies is here extended
to the case of biotechnological innovations. That work had demonstrated that the
biological context introduced an intertemporal externality amongst joint pest man-
agers (e.g. farmers) of the nature of a common pool problem. Each pest manager
would share in the future benefits from reduced selection pressure, and hence the
trait of resistance is like that of a common pool resource. It will be subject to
overexploitation if there are a large number of managers sharing the resource.

The third paper of the volume is a neat economic survey of the new biotechnolo-
gies, analogous to the first chapter, but applied to the case of forestry. Roger Sedjo
places the benefits, risks and policy issues applicable to biotechnologies in terms
that economists understand by assessing the costs and benefits of their introduction
into forestry plantations.

Together the papers of Part A are intended to introduce the problems, principles
and policies inherent within the new agricultural biotechnologies. This first part
makes clear that the problems of biotechnologies within agriculture are well-known
and much-discussed. There are many different venues that have considered these
problems for many years, on account of the on-going international discussions over
agriculture and the long-standing problems with pest management.

However, as indicated above, there are several relatively new lines of economic
enquiry raised by the questions of biotechnological advance. While Part A raises
surveys the issues within a very specific context, it is also possible to abstract from
this particular context and to consider the general problems involving technological
changes introduced within biological systems. This is what we do in the ensuing
parts of the volume.

The first general issue raised by biotechnology concerns the question of di-
recting technological change down specific avenues through appropriate incentive
systems. Part B contains three papers considering the direction of technological
change within the biological context. Chapter 4 is a survey of the literature on the
problem of pest resistance and a consideration of the capacity for a decentralised
industry to address it. As the evolutionary model in Goeschl and Swanson make
clear, the nature of the resistance problem is the directed evolution of pests in
response to the application of the technology — evolution ensures that the pests
reproducing best in the presence of the technology are precisely those which pre-
dominate within future populations. This introduces the common pool problem
earlier noted by Regev, but it also introduces a problem at the level of the tech-
nological innovator. Since innovations must be rewarded through their use across
time horizons during which they are marketed, the in-built depreciation through use
reduces the incentives for innovation. A decentralised industry, rewarded through
use of its innovations over time, has little incentive to solve such problems.

Chapter 5 is a specific application regarding the problem of directing technol-
ogy to a desirable outcome. Here the problem being considered by O’Shea and
Ulph concerns the externality inherent in the use of an innovative technology by
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reason of its extreme novelty within the biological environment. Biotechnologies
represent the capacity to bridge across vast distances within the genetic pool, and
this implies new biological innovations of an extreme nature. Such innovations,
when introduced within a biological world, may not fit in well with already-existing
organisms. This implies the possibility of pest management, but also has the un-
intended effect of removing other layers of the trophic pyramid. Hence, severe
impacts on wide varieties of insects might translate into losses of bird life as
well. O’Shea and Ulph examine this problem and analyse the policies required
to internalise the externality inherent in such forms of technological change.

Chapter 6 is a paper on the economics of risk management in the context of
uncertainty and irreversibility. Wesseler examines the problem of technological
management when there is extreme uncertainty about the possible effects from
introducing the innovation. Biotechnologies involve such uncertainties precisely
because they involve the generation of organisms across greater distances than
nature has attempted, and because the existing system of organisms will respond
in unpredictable ways to such innovations. Under standard theories of option pric-
ing, he assesses the ‘hurdle rate’ for biotechnologies, i.e. the additional benefits
required of these technologies to compensate for their inherent uncertainties.

Thus, Part B of the volume assesses the general problem of managing tech-
nological change for its environmental/biological consequences. The three forms
of analysis consider various aspects of the problem of managing biotechnologies:
resistance; unintended effects; and, irreversible uncertainties. This part of the vol-
ume demonstrates that an unregulated market may not generate the direction of
technological change that society desires.

Part C of the volume considers the management of biotechnological change
from a different perspective: how should drastic technological change be intro-
duced within the context of biological resources? The specific policy issue of
concern is the optimal size and extent of refugia retained to dampen the effects of
dramatic technical change. The paper by Laxminarayan and Simpson in Chapter 7
analyses this issue from the economic perspective. It assesses the costs of retaining
reserves and balances them against the benefits of reduced resistance. Reserves are
a buffer against enhanced resistance effects because they retard the rate at which
successful pests are able to diffuse across space (the epidemiological benefit) and
because they provide a source of diverse pests and pathogens (the selection ben-
efit). Of course these benefits come at the cost of both reduced production and
increased pestilence, and the analysis by Laxminarayan and Simpson assesses the
economically optimal level of reserves given these trade-offs.

Chapter 8 by Hurley et al. considers the same issues but looks at them solely
from the agricultural perspective, i.e. what is the optimal level of reserves for
containing the development of resistance? This is an important policy question
because laws already exist that specify minimum reserve requirements for the in-
troduction of biotechnological products. This paper analyses whether those policies
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are correct, when assessed solely against their own objective, i.e. the avoidance of
enhanced resistance effects.

Together the papers demonstrate that the management of dramatic techno-
logical change must involve the managed introduction of the products of those
technologies. When the adverse effects are known and expected, then the phased
introduction of the technology may enable the dampening of those impacts. In a
biological setting, phased introduction accords with managed introduction across
both time and across space.

Part D of the volume turns to the industrial, as contrasted with the environmen-
tal, impacts of new technologies. New technologies or rapid rates of technological
change often have distributive as well as efficiency effects. This is because such
technologies often imply highly concentrated industries. The reasons for this vary.
Sometimes it is attributable to the complex of patents and other restrictions that
develop around the new technologies. Sometimes it is because the capital struc-
tures or development capacities of certain parts of the world render them incapable
of assimilating or applying the new technologies. In either event, fields of rapid
technological change frequently display the characteristics of heavily concentrated
industries. Chapter 9 by Munro assesses the industrial economics of the biotech-
nology industries, determining the conditions under which these new technologies
might result in greater industrial concentration. One of the more straightforward
routes by which this is occurring in the field of biotechnology is through the
advance of new use restriction technologies. These are technologies that inhibit
the reproduction of products sold previously, e.g. the development of sterile seed
technologies. Such technologies enable the enhanced appropriation of the rents
from innovation, by disallowing any unlicensed transfers or uses.

Chapter 10 by Goeschl and Swanson assesses the distributive impacts of such
use restriction technologies. The efficiency effects should be straightforward:
greater appropriation of the benefits of innovation should result in greater invest-
ment in innovations, wherever they might be applied. However, the distribution
of the benefits from innovation will depend in part on: (a) the investment by the
innovator in technologies applicable in all parts of the world; and (b) the diffusion
of the information embedded in technologies across all parts of the world by the
innovator. In theory the innovator should have incentives to pursue both activities to
distribute benefits, but in practice Chapter 10 demonstrates that this has not always
occurred. For this reason the benefits of rapidly advancing technologies are often
concentrated near that technological frontier.

Part E of the volume comprises two papers with some policy reflections and
conclusions. Chapter 11 by Dale states the obvious benefits from biotechnologies
and the clear-cut risks associated with them. The chapter lists the elements of the
necessary risk assessment that must be conducted before new biotechnologies are
introduced. This is one of the clear messages from the analysis contained within
this volume: new technologies imply new management obligations.
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Chapter 12 by Crompton and Tzotzos gives a less obvious but equally impor-
tant set of conclusions. New technologies also imply new needs for international
cooperation. This is because the implications of the technologies vary significantly
for different parts of the world, and these varying needs must be taken into account
when managing safety implications and when managing technological diffusion
and distribution.

In sum, the volume sets forth a range of issues concerning technological change,
its impacts (environmental and industrial) and its management implications. The
papers have been selected to provide a survey of the issues concerned rather than
in-depth analysis of a single topic. The volume is best read in its entirety in order
to take the message from the Rome Workshop.
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1. Biosafety in Agricultural Biotechnology:
Balancing Social and Environmental Impacts

CHARLES SPILLANE and YVONNE PINTO

1. Introduction

Agriculture, grazing, forestry and other human managed ecosystems are highly
important economic sectors that are geographically extensive covering at least two
thirds of the terrestrial surface of the planet. Although the percentage of people
engaged in agriculture can vary widely between countries (e.g. 92% in Nepal, 2%
in USA), on average almost 50% of the world’s economically active people are
engaged in agriculture. From a social perspective, over 1100 million farmers, in
many different farming systems and environments, are economically active in agri-
cultural production globally (about 50 million farmers in the developed countries
and 1050 million in the developing countries).

The vast majority of the world’s farmers have little access to productive re-
sources but practice approximately 60% of global agriculture, producing 15-20%
of the world’s food. The low productivity of resource poor farmers tends to per-
petuate rural poverty to the extent that of the more that 2,500 billion people in
developing countries who live in rural areas, approximately 1000 million live below
the poverty line: 633 million in Asia; 204 million in Africa; 27 million in the Near
East and North Africa; and 76 million in Latin America. Even in 2010 over half of
the people in the developing countries will look to farming for their livelihoods.

The challenge facing world agriculture in terms of improved food production
in the next decades is enormous. As the world’s population increases to 8.5 billion
by 2025, world food production will need to increase by about 60% in the next
25 years in order to ensure adequate food supplies — especially from local pro-
duction. By the year 2025, 83% of the expected global population of 8.5 billion
will be living in developing countries. It has been estimated that in the next 25
years humanity will have to produce as much food as it has over the past 10,000
years. Even if yields are to be maintained at current levels there will have to be
a sustained public-sector funding base for ongoing research to develop techniques
and technologies which can limit the negative effects of pests and diseases, while
improving the livelihood security of the world’s farmers and consumers. This will
have to be done through sustainable intensification of existing arable lands.

Timothy Swanson (ed.), The Economics of Managing Biotechnologies, 3-49.
© 2002 Kluwer Academic Publishers. Printed in the Netherlands.
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Agricultural biotechnology comprises a collection of scientific techniques, in-
cluding genetic engineering, that are used to modify and improve plants, animals
and microorganisms for human benefit. Agricultural biotechnologies are not a
substitute for conventional plant and animal breeding, but can be a powerful com-
plement to improving the efficiency and sustainability of agricultural production.
Agricultural biotechnologies are widely expected to change the nature of agricul-
ture and food production over the coming decades. The ongoing debate between
groups who are either advocates or opponents of agricultural biotechnologies is
whether such change will be beneficial to society. Both groups have differing
perceptions of the stakeholders in society that should be the key beneficiaries,
regarding the application of modern biotechnologies to agriculture.

Advocates of agricultural biotechnology point to issues such as the limitation of
conventional breeding approaches, rising demand for food (mainly urban based),
the ‘environmentally friendly’ substitution of chemical inputs with renewable gene
inputs, and the generation of beneficial options that were hitherto unavailable to hu-
manity. The opponents of agricultural biotechnology raise issues such as perceived
long-term health risks of transgenic foods, environmental risks of the release of
transgenic organisms, increasing industrial concentration in the food supply sector,
increasing property claims over ‘life’ products and processes, and the ‘unnatural’
decontextualisation of the code of life.

The practical application of agricultural biotechnology has become increas-
ingly contentious largely because of conflicts between multiple stakeholder groups
regarding the stringency of biosafety regulations. In such a polarised political cli-
mate, emerging biosafety assessment models require that risks, benefits and needs
be given balanced assessment in relation to transgenic organisms. Indeed, many
opponents of plant biotechnology cite biosafety as the key risk based issue for
the more stringent regulation of transgenic organisms. At one end of the extreme,
many powerful environmental groups call for a moratorium on the planting of
‘genetically modified’ crops. The other end of the extreme would be no biosafety
regulations regarding transgenic or conventional organisms. The academies of sci-
ences in Brazil, China, India, Mexico and the United States, the Third World
Academy of Sciences in Trieste and the UK’s Royal Society have collectively
stated that concerns about safety and the possible environmental impacts of GM
crops should be countered by research. The environmental effects of transgenic
crops, if any different, should be measured against the effects of conventional agri-
culture and care taken to maintain a diversity of crops, conventional and transgenic
(Spillane, 2000).

This review provides an introduction to current developments in agricultural
biotechnology research, followed by a review of some of the biosafety issues
that have been raised, mainly regarding transgenic crops, and concludes with a
review of current policy developments in the area of biosafety of agricultural
biotechnologies.
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2. Scientific Developments in Agricultural Biotechnology

Agricultural biotechnology research is now generating a wealth of information of
utility to crop improvement strategies. The basic research being undertaken at the
level of genomics is making it possible to generate a large number of interesting
applications of biotechnology for agriculture (see Section 3). In this section we
survey some of these important fundamental scientific developments that underlie
these new applications.

2.1. THE EMERGING IMPORTANCE OF AGRICULTURAL GENOMICS

Genomics is a recently coined term used to describe the development and appli-
cation of large-scale, high throughput and parallel processing approaches to the
functional analysis of entire genomes (or genetic systems) (Bouchez and Hofte,
1998). Genomics technologies can allow the identity and function of tens of thou-
sands of different genes to be analysed simultaneously or in parallel. The science of
genomics has arisen because the speed and scale at which the genomes of econom-
ically important organisms can be functionally analysed is increasing at a rapid
pace (Broder and Venter, 2000). Through private and public sector initiatives, a
first working draft of the complete sequence of the human genome was had been
completed was announced in June 2000 (Dunham, 2000). Technology spillovers
from such programmes will result in high throughput DNA sequencing and gene
expression analysis being increasingly applied to the genomes of commercially
important organisms such as human pathogens, crops or domestic animals. Efforts
are underway to sequence the complete genome of a range of priority organisms.
Whole genome sequencing is now being complemented by proteomics where a
range of high throughput techniques for analysing the protein profile (or proteome)
of an organism are under development (Pandey and Mann, 2000; Banks et al.,
2000). Agricultural genomics research is currently underway for a range of impor-
tant agricultural species (Timberlake, 1998). Large-scale DNA sequencing of some
crop and plant genomes is now at an advanced stage, especially for Arabidopsis and
rice (Rounsley et al., 1998).

Expressed sequence tags (ESTs) are small fragments of genes that have been
sequenced and which can act as unique ‘bar-codes’ for each particular gene in
an organism. Large-scale EST projects can rapidly generate unique ESTs for the
majority of the genes in an organism in a very rapid and cost effective manner.
For instance, ESTs which each uniquely identify more than 95% of the estimated
120,000 human genes are available on public databases on the Internet. Publically
funded research has now identified ESTs representing the majority of genes in
the Arabidopsis (International Arabidopsis Genome Initiative) and genomes (Rice
Genome Project in Japan). The majority of such ESTs have been placed in the
public domain via their publication in publically accessible EST databases on the



6 C. SPILLANE AND Y. PINTO

Internet. It is also known that there are several large-scale commercially funded
EST projects for crops such as maize and soybean. However, to date much of this
EST data is publically unavailable (Cohen, 1997).

Agricultural genomics initiatives are both generating genetic markers and
identifying genes that can be used either for marker assisted breeding or the devel-
opment of transgenics with improved agronomic properties (Phillips and Freeling,
1998). The application of molecular markers to genetic linkage maps of a wide
range of crops is allowing the identification of the chromosomal (physical) loca-
tions of genes for improving yield and other complex traits important to agriculture
(McCouch et al., 1997). The underlying genetics of a wide range of quantitative
agronomic traits are being unravelled through the identification of quantitative trait
loci (QTLs) using a combination of molecular markers and advanced statistical
breeding procedures. A reflection of the wide range of agronomic traits and cor-
responding QTLs currently under investigation or improvement can be obtained
from browsing through the abstracts of the annual Plant and Animal Genome Con-
ferences (http://probe.nalusda.gov:8000/otherdocs/pg/pg6/pag6.html). As research
progresses it is possible that a range of quantitative trait nucleotides (QTNs), which
are responsible for traits of agricultural importance will be identified (Phillips,
1999).

Powerful ‘functional genomics’ systems to explore the function of genes
through ‘knockout’ and ‘monitoring’ strategies have also been developed using
existing transposon mutagenesis systems, which have traditionally been widely
used for the genetic analysis of maize (Martienssen, 1998). The development of
DNA ‘chip’ technology is also set to revolutionize the scale at which genetic ex-
periments can be done and can potentially allow simultaneous and rapid analysis
of all (e.g. 10,000-100,000) of the genes in any organism at any particular point
in time or environment (Collins, 1999). If this technology becomes cost effective
in the same manner which has led semiconductor technology to become wide-
spread, it will have a very significant impact on how genetic improvement of crops
and animals is conducted. There are some large-scale publically funded efforts
to develop genomics technologies and tools which would be made available to the
academic plant biology community with ‘no strings attached’ regarding intellectual
property. In the US the Arabidopsis Functional Genetics Consortium is adopting
this approach (Green et al., 1998).

The potential value of agricultural genomics has been recognised by the pri-
vate sector judging by its current level of investment. High levels of public sector
funding have also been approved for agricultural genomics initiatives in a few
countries. For instance, the US government has approved $40 million to fund
genomics initiatives for crops of national importance (Bennetzen et al., 1998), and
the Japanese government has earmarked substantial financial support for a national
Rice Genome Project (Briggs and Helentjaris, 1997). Some analysts consider that
the USA’s research capacity in agricultural genomics now outstrips that of all other
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countries and that the technology gap is widening in this area (Joly and Lemarie,
1998). The promotion of the French GenoPlante agricultural genomics consortium
is one national initiative which is trying to bridge such gaps between regions (Joly
and Lemarie, 1998). The Indian government is assessing proposals to strengthen
India’s capacity to conduct agricultural genomics research (Bagla, 1999).

Scientists participating in some of the plant genomics initiatives have stated that
publicly available research tools and data are a priority if broader scientific, social
and economic spillovers are to be promoted. It is felt by some in the scientific
community that international co-operation is critical to such large-scale genome
projects, both because genome projects are typically too large for any one country
and the information forthcoming should be of benefit to the world and not just the
teams involved (see http://www.staff.or.jp). International co-operation is essential
to ensure that overly protectionist proprietary positions are not taken which would
inhibit the availability of potentially useful public domain information.

2.2 COMPARATIVE GENOMICS: UNIFYING CROP GENEPOOLS

An important discovery that is accelerating genetic mapping research has been the
discovery that the genomes of distantly related crop species may be quite similar
to each other in terms of gene order and structure (Gale and Devos, 1998). For
instance, a gene on the chromosome of one grass species can be anticipated to
be present in a predicted location on a specific chromosome of other grass family
species. For this reason, many cereal geneticists now view the grass family as a
single genetic system whereby genomic information from one cereal species can
be used to understand much of the genetics of other cereal species (McCouch,
1998).

Because it is relatively easy to determine the DNA sequence of species with
smaller genomes, a number of species (e.g. rice, Arabidopsis) are emerging as the
‘anchor genomes’ which are expected to act as the ‘Rosetta Stones’ for under-
standing the larger genomes of other related species (Messing and Llaca, 1998).
A number of major multi-partner efforts are underway to determine the sequence
and structure of major cereal crop genomes which will provide valuable infor-
mation for understanding the genomes of other cereals. Examples include the
International Grass Genome Initiative, International Triticeae Mapping Initiative,
the International Rice Genome Sequencing Project (http://rgp.dna.affrc.go.jp/), the
Japanese Rice Genome Project (Sasaki, 1998) and the US National Corn Genome
Initiative (Coe, 1998). The entire Arabidopsis genome has now been sequenced
by a multi-partner international effort and made publically available (Anon, 2000).
Such genome data is already providing valuable information regarding the genet-
ics of economically important crops both within the Brassicaceae and many other
tribes (Lagercrantz and Lydiate, 1996). The Arabidopsis genome has already been
sequenced by at least one company, and a rough draft of the rice genome has been
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sequenced by the private sector. Until recently, because of the cost of generating
genomic sequences, the sequence data for plant genomes sequenced by the private
sector has typically not been made unconditionally available to the academic com-
munity, or to competitor companies. However there are signs that such corporate
policies are beginning to change. In July 2000 Monsanto established a web site
(http://www.rice-research.org) where researchers may register and gain access to
the Monsanto Rice Genome Sequence data at no charge, as part of Monsanto’s
new strategy to support global agricultural research. Since important scientific
advances are aided by the dissemination and exchange of information Monsanto
is encouraging the users of this rice genome sequence database to publish their
research results widely.

2.3. BIOTECHNOLOGIES TO INCREASE THE ACCESSIBILITY AND USE OF
GENEPOOLS

Crop wild relatives stored in the world’s genebanks are valued as a unique source
of genetic variation, but they have rarely been used for the genetic improvement of
quantitative traits. Indeed it is widely acknowledged that exotic germplasm is infre-
quently used by breeders (Duvick, 1996). A recent development of significance has
been a powerful molecular marker based methodology whereby QTLs conferring
complex traits such as yield and organ size can now be effectively transferred from
wild relatives into crop varieties (Tanksley and McCouch, 1997). This powerful
technique has now been demonstrated for rice (Xiao et al., 1998) and tomato (De
Vicente and Tanksley, 1993) and is being tested in other crop species for which
suitable molecular maps are available. This discovery suggests that the innovative
use of molecular maps and markers will increase the accessibility and realisable
value of wild and exotic germplasm.

3. Biotechnology Applications in Agriculture

Plant biotechnology research is best realised when it is integrated with conven-
tional breeding or crop improvement approaches to pursue important agronomic
objectives. In many countries, plant biotechnology research is being integrated
in this way wherever the technical and financial resources for such integration
are available. Among the scientific community it is often highlighted that plant
biotechnologies could generate agricultural and environmental benefits, especially
where renewable genetic inputs can be effectively used to substitute agro-chemical
inputs.

A vast range of applications through biotechnology are being pursued. These
include:
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3.1.

Micropropagation and plant tissue culture technology (e.g. the vegetative
propagation of disease-free plantlets of staple crops such as cassava, potato,
sweet potato, taro, etc.).

Improved fermentation technologies.

Improved technologies for generating biomass derived energy.

Improved vegetable oils for cooking that maintain texture at raised tempera-
tures, reduce processing energy costs and create healthier products.
Generation of higher micronutrient levels (e.g. vitamin A, iron, essential
amino acids) in micronutrient deficient staple crops such as rice and other
cereals.

Reduced toxin levels (e.g. nutraceuticals, reduced mycotoxin contamination)
and reduced allergenic potential (e.g. hypo-allergenic peanuts).

Crops with better storage and transport characteristics through delayed ripen-
ing and fungus/pest protection.

Multiple marker assisted selection strategies for improving agronomic traits in
animal and plant varieties/breeds, including yield potential (e.g. rice, tomato).
Development of abiotic stress tolerance genes (e.g. Aluminium and man-
ganese tolerant crops which can grow in acidic soils, salt tolerance, drought
tolerance).

Vaccines against human and animal diseases (e.g. cholera-toxin B, hepati-
tis B, herpes, rabies, bovine rhinotracheitis, Salmonella, East Coast Fever,
liverflukes).

Insect resistance (e.g. against corn borer).

Bacterial and fungal disease resistance (e.g. against powdery mildew).

Virus resistance (e.g. against cassava mosaic virus).

Better crop digestibility for animals and humans (e.g. reduced or modified
lignin content).

Delayed over-ripening of fruits and vegatables (e.g. to reduce post-harvest
losses).

Herbicide tolerant seeds (e.g. to combat broomrape and witchweed infesta-
tions).

GENERATING NEW OPTIONS FOR PEST AND DISEASE RESISTANCE

Breeding for resistance to pests and diseases is a major ongoing activity for the vast
majority of crops. There are many pests and pathogens against which conventional
breeding has failed to provide crop varieties with durable resistance. There are also
serious pests and pathogens which integrated pest management (IPM) approaches
have not yet managed to address. A significant proportion of plant biotechnology
is targeted at developing new strategies for pest and disease control for which there
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are currently few options, although most such work is concentrated on pests and
diseases of major commercial or export crops.

The genetic basis of gene-for-gene interactions in plant pathogen interactions is
being rapidly elucidated. Plant biotechnology research is identifying and isolating
a vast range of genes and QTLs conditioning resistance against a wide range of
pests and pathogens (Hammond-Kosack and Jones, 1997; Bent, 1996). Powerful
techniques have been developed for ‘scanning’ crop genomes for related resistance
genes and subsequent cloning of such genes (Leister et al., 1996; Chen et al., 1998).
The effective transfer of resistance genes from one crop species to another has been
demonstrated as a new option for resistance breeding. Some transgenic approaches
have demonstrated higher levels of broad-spectrum resistance against pathogenic
viruses (Tacke et al., 1996), bacteria (Cao et al., 1998) and fungi (Shah, 1997).

Plant biotechnology could have significant substitution effects in the global
insecticide market. The latter is estimated to be worth approximately US$ 8100
million per annum (James, 1997). The development of genes (conditioning resis-
tance against insect pests) which may replace insecticides could have a significant
impact both on the environment and sales of insecticide. The source of many such
genes has been the bacterium Bacillus thuriengiensis (Bt) although many other
organisms are now being screened for useful genes. Bt has been used for decades
as an insecticide spray but has had limited use outside of organic agriculture and
Canadian forestry, in total accounting for less than 1% of the insecticide market.
It is now estimated that US$ 2700 million of chemical insecticide applications
could be replaced with Bt biotechnology applications, either as improved sprays
or through expression in transgenic crops (Krattiger, 1997). Bt transgenic crops
were planted on an estimated 20 millions acres in the USA in 1997. It has been
proposed that if Bt corn, crop rotations, monitoring of pest populations and other
IPM related strategies were used in com production, in some instances insecticide
use in corn production could be reduced by more than 50% (Pimentel et al., 1993).
It is considered that there are many environmental and other benefits that can be
derived from the widespread use of Bt transgenic crops (Betz et al., 2000).

It has required the advent of transgenic single gene resistance approaches to
warrant legal requirements on farmers to engage in large-scale resistance gene
‘deployment’ or ‘recycling’ (McGaughey et al., 1998). The planting of large
contiguous crop areas to varieties which are relying on monogenes to condition
resistance to important pathogens has long been recognised to be unwise because
some monogenes can exert a selection pressure for resistance breaking strains of
the pathogen to evolve (Kiyosawa, 1982; Mundt, 1994). Research is underway to
determine in the case of Bt crops whether resistant pest biotypes are likely to be se-
lected for (Gould et al., 1997; Tabashnik et al., 2000) and to develop effective crop
management strategies to maintain the efficacy of resistance genes (e.g. Shelton et
al., 2000). There have been few public policy instruments developed to encourage
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that low selection pressures on pathogen populations are maintained in agricultural
production systems.

The first generation of transgenic plants expressing the insecticidal Bacillus
thuriengiensis (Bt) protein now require a resistance gene ‘deployment’ strategy to
limit selection for an insect population that is insensitive to the particular Bt protein
(Gould, 2000; Shelton et al., 2000). Because Bt transgenic seed is proprietary it
can be sold with a legal requirement that a certain percentage of the cropping area
(i.e. refugia or mixed plantings) be planted to varieties which lack Bt transgenes to
limit selection for Bt insensitive pests. Also Bt gene ‘recycling’ strategies are being
established whereby a range of transgenic varieties each containing a different type
of Bt protein are released over time. These will effectively combat the potential
ability of the insect pest to overcome any particular Bt resistance gene, and hence
minimize the conventional ‘boom-bust’ cycles in variety-pathogen co-evolution.

Unless consideration is given to how monogenic resistance genes (whether
transgenic or not) are spatially and temporally deployed against important plant
pests and pathogens (especially airborne fungi) it is likely that the familiar ‘boom-
bust’ cycle will be perpetuated and valuable genetic resources will have been
wasted (Gould, 1998). Multiline and mixture strategies for resistance (trans)gene
deployment may become more feasible because of the increasing number of re-
sistance genes being isolated and the ease with which transgenic crops can be
established.

It is suggested that past failures with multiline and mixture strategies may have
been partly due to a lack of control by breeders over the accurate deployment
of resistance genes by farmers. In addition that stronger property rights (IPRs
or user contracts) over varieties or resistance genes would allow a requirement
to be placed on the variety user to ensure that optimal gene deployment or recy-
cling practices are followed (Pink and Puddephat, 1999). Less coercive resistance
gene deployment strategies are reportedly under development or in use in some
IPM programmes, including the FAO’s Farmer Field School Approach. Modemn
biotechnologies could be supportive of integrated pest management (IPM) ap-
proaches. However, the lack of fruitful interaction between farmer participatory
IPM approaches and transgenic or biotechnological approaches to pest/disease
management has been noted (Carozzi and Koziel, 1997, Brown, 1998). It is
suggested that there is a need for more collaborative interaction between experi-
menting farmers and scientists, especially regarding pest and disease problems that
cannot be solved by local level research alone (Loevinshon and Meijerink, 1998;
Thro and Spillane, 2000).

Barriers to inter-disciplinary approaches to agricultural research may stem from
a lack of constructive communication channels between ‘upstream’ public sector
agricultural biotechnology researchers and ‘downstream’ on farm researchers and
farmers groups. There are currently no mechanisms for effective translation of
farmers' expressed needs into research action through appropriate ‘participatory
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problem transfer’ (Thro and Spillane, 2000). Most public sector bodies which
either fund or conduct agricultural biotechnology research have no incentive mech-
anisms which would ensure that agricultural biotechnology research might be
targetted to the needs of poorer farmers or social groups. In essence, many public
bodies involved in agricultural biotechnology research with a poverty alleviation
mandate may experience ‘mission creep’ whereby public sector research agendas
are more targetted to commercially lucrative markets or clients, rather than so-
cial markets or poorer clients. This is a public policy problem that can only be
addressed by governments, their institutions and publically funded researchers.

3.2. LABOUR SAVING APPROACHES TO WEED MANAGEMENT

While dangerous pesticides have been over-used in many developing countries,
herbicide use has been very low even though most herbicides are far less toxic
than pesticides. Yet weed control is a major time, labour and resource-consuming
task especially for resource poor farmers with limited access to inputs such as
affordable herbicides, etc. It is estimated that these farmers spend more than 60%
of their time weeding. Much of the weeding is done by unpaid women and children
(Halos, 1992). There is a convincing case to be made that herbicide-resistant crops
could in the near term offer significant, economically accessible, advantages to
many farmers in developing countries, in particular poorer farmers with limited
labour availability (Gressel et al., 1996a).

In particular, there are many weed problems faced by farmers in developing
countries with no effective control measures in existence, with or without the ap-
plication of herbicides. These include the parasitic broomrapes and witchweeds
(Striga spp). The areas infested with such weeds are vast and expanding. For
example, a survey of 18,000 square kilometres in Nigeria found that 70% of fields
were infested with witchweed seeds (Hartman and Tanimonure, 1991). In the seven
agro-ecological zones of sub-Saharan Africa witchweeds are generally listed as the
worst pests affecting agriculture (Akobundu, 1991). Witchweeds infest the grain
crops of more than 100 million people in sub-Saharan Africa and Asia, reducing
yields by 50%, and by more in drought years. Labour intensive weeding is largely
ineffective against such weeds. Crop yields could potentially be doubled if such
weeds could be controlled. In addition labour spent in weeding could be released
for other more productive activities, such as increasing literacy and schooling for
children.

Control of such weeds has proven to be a formidable challenge for IPM
based approaches. ICIPE (Kenya) has recently reported success in the control
of stemborers, termites and the parasitic weed striga using a push-pull inter-
cropping strategy whereby one inter-crop repels the stemborers (the push) and
another attracts (pulls) the pests. In addition to its stemborer repelling effect,
the leguminous silverleaf (Desmodium uncinatum) inter-crop has the added ad-
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vantage of suppressing Striga infestations when it is inter-cropped with maize
(http://www.icipe.org/agriculture/maizepest.html).

In recent years it was also discovered that it is possible to control Striga spp
using imadizoline-resistant maize (Abayo et al., 1996). One such strategy of po-
tential utility to developing country farmers is being developed whereby only the
transgenic seed is treated with high levels of a systemic imadizoline with aresultant
excellent control of Striga. Using $5 of herbicide gave $100 of increased maize
yield per hectare in Striga infested areas in Kenya (Gressel et al., 1996a). Such
strategies would require resistance management measures to ensure that Striga
resistance to the herbicide would not evolve (Gressel et al., 1996b). Herbicide-
resistant crops could form part of integrated weed management systems, where
resistance management strategies are used to ensure that herbicide tolerance does
not develop in the weed flora. However it would seem that current biosafety regula-
tions will limit African farmers access to herbicide tolerant crops in the near term,
even for crops such as maize which have no weedy wild relatives in Africa.

The FAO held a workshop on regulating herbicide tolerant crops in 1998 and
is reported to be in the process of publishing Guidelines for the Regulation of
Herbicide Tolerant Crops. The Nuffield Council on Bioethics has expressed some
concern about the labour displacement potential of herbicide tolerant crops, espe-
cially if used to promote no-till farming (Naylor, 1994; Lipton, 1999). Questions
have also been raised regarding the differential gender impact of herbicide tol-
erant crops and/or the utility of herbicide tolerant crops for polycropping and
intercropping systems, where the secondary crops are also of value.

3.3. OTHER NOTABLE IMPROVEMENTS IN DESIRABLE CROP TRAITS

Hidden hunger, such as protein and micronutrient deficiencies, is a widespread
and endemic problem for the worlds poorest people, especially women and chil-
dren. A range of transgenic approaches have now been developed to nutritionally
improve the amino acid profile of crop protein. This is achieved either by trans-
ferring genes encoding more nutritious proteins from other species (Molvig et al.,
1997), or by manipulation of crop biosynthetic pathways to increase the nutritional
profile of endogenous proteins (Karchi et al., 1993). Where transformation proto-
cols have been developed, many important legumes (whether landraces or modern
varieties) such as peanut, beans, clover, etc., could feasibly be nutritionally im-
proved through transferring methionine-rich protein genes from a species such as
sunflower (Molvig et al., 1997; Khan et al., 1996). Sunflower seeds, unlike Brazil
nuts, are not known to cause any allergic reactions.

Insufficient intake of dietary vitamin A is implicated in the death of approxi-
mately 1-2 million children annually (Humphrey, 1992). In South-East Asia, every
year an estimated 5 million children develop the eye disease xerothalmia (Sommer,
1988). Unfortunately, many staple crops such as rice are deficient in dietary vitamin
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A. In addition, the vitamin A containing tissues of rice (embryo, aleurone layer)
are removed during milling. Genetic engineering approaches have now developed
milled rice which accumulates vitamin A to provide one additional means of facil-
itating increased dietary intake of vitamin A (Burkhardt et al., 1997). If technology
transfer of such vitamin A rich crops can reach its intended clients, it is likely that
the transgenes used to increase vitamin A production could be applied to other crop
species or varieties in locations where vitamin A deficiency is a medical problem.
Similar approaches to combating micronutrient deficiencies by increasing both the
content and availability of iron in transgenic rice are showing much promise (Goto
et al., 1999).

The biosynthetic pathways which produce commercially interesting compounds
in plants and other species can now be manipulated by ‘metabolic engineering’
of the pathway so that higher levels of desirable compounds may be obtained.
For example, seed oil content has been increased using this strategy (Zou et al.,
1997). Such strategies are currently the focus of much commercial biotechnology
interest (Murphy, 1999). It is now becoming possible to tailor the specifications for
the modification of vegetable oils in transgenic plants that more specifically meet
end user needs (Knauf, 1995). One example is the production of higher levels of
laurate in rapeseed (Brassica napus) (Voelker et al., 1996). Metabolic engineering
approaches are also being explored for the transfer of the key biochemical compo-
nents of C4 photosynthesis to those crops which rely on the less energy efficient
C3 photosynthesis (Ku et al., 1999).

Similar antisense or gene-suppression technologies approaches can be used to
‘switch off or control the timing of the production of undesirable (or desirable)
compounds (Senior, 1998). For instance, the Flavr Savr tomato developed by
Calgene uses anti-sense technology to suppress one of the genes responsible for
ripening, so that tomatoes remain on the vine longer and become sweeter without
going soft. Major improvements in the efficiency of such procedures have recently
been developed (Waterhouse et al., 1998). The introduction of genes which delay
ripening or spoilage, could help to reduce the post-harvest losses. Some perishable
vegetables and fruit markets may gain, especially in situations where poor farm-
to-farm-to-market roads, inadequate transportation and storage facilities exist to
exacerbate post-harvest losses. Similar types of transgenic approaches are being
extended from tobacco (Gan and Amasino, 1995) to other crops such cassava.

A number of transgenic methods have been developed for changing the molec-
ular structure of plant structural or storage compounds so that the crops are more
digestible for either humans or domestic animals (Halpin et al., 1994). For in-
stance, lignin is a plant compound that adversely affects pulp and paper production
processes and which also lowers the nutritional value of animal feeds. Mutant
lines of maize, sorghum and pearl millet have been described that have a reduced
lignin content and improved digestibility (Cherney et al., 1990). A number of trans-
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genie strategies for the manipulation of lignin quantity and quality have also now
emerged (Chappie and Carpita, 1998).

Human disease is a major constraining factor to labour availability in many agri-
cultural projects and to socio-economic development in general. Lack of effective
cold storage facilities limits the efficacy of linear supply chains for many vaccines.
Vaccine production can also be expensive. Production of effective oral vaccines
against major tropical diseases in transgenic plants may be an extremely appro-
priate and low technology means of decentralising both vaccine production and
distribution in developing countries (Walmsley and Arntzen, 2000). The potential
feasibility of producing oral vaccines in transgenic plants has now been demon-
strated for diseases such as cholera-toxin B (Arakawa et al., 1998) and hepatitis
B (Mason et al., 1992; Richter et al., 2000). If they are made widely accessible,
such transgenic plants may be of major utility to hospitals and medical centres
in providing a reliable and cost effective supply of heat-stable vaccines and other
protein based pharmaceuticals (Yu and Langridge, 2000).

3.4. EFFICIENCY IN DOMESTIC ANIMAL PRODUCTION

Population growth combined with increasing incomes and urbanisation primarily
drive the demand for animal products and feed grains. This is especially so for
poultry, pig and milk production. There have been significant increases in the
production efficiency of most livestock products in the industrial world, primar-
ily through development and use of improved technologies in genetics, health,
nutrition and management. With limited resources, it is critically important that
growth in efficiency rather than in numbers should be the dominant factor in the
doubling of global output of livestock products that is expected to take place in
the next 25 years. Improvements in efficiency arise from the development, spread
and adoption of improved technologies for breeding, feeding, management, and
healthcare of animals. The new molecular technologies and in vitro reproductive
technologies have been responsible for significant progress in research on livestock
genetics, physiology and health, in the context of improved production efficiency.
Agricultural biotechnologies are expected to play an increasing role in developing
environmentally friendly animal production systems (Cunningham, 1999; FAO,
2000b).

In vitro reproduction technologies have had major impacts on animal produc-
tion, especially in the intensive meat and dairy sectors. For instance, in the OECD
countries Artificial Insemination (AI) has now been a practical technology in dairy
cattle for over 50 years. Long-term semen and embryo storage, without loss of
viability, is a valuable technique for assisting conservation in endangered breeds
of most of the more important farm animal species. Embryo storage and transfer
(ET) techniques have been developed to increase reproductive rates of selected
cows so that genetically outstanding cows can contribute more to the breeding
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program. Because the cost of ET is high, use is almost confined to the trade in
high value pedigree animals. The application of Al and ET in a manner which does
not displace local breeds and varieties is an important policy issue regarding the
conservation of animal genetic resources.

Genetic marker technologies, such as marker-assisted selection, parentage iden-
tification, and gene introgression can equally be applied to livestock selection
programs (Davis and DeNise, 1998; Axford et al., 1999). Highly saturated ge-
netic maps are now available for cattle, swine, and sheep to provide the genetic
framework for developing marker assisted selection (MAS) programs. Clonal prop-
agation of genotypes of crops such as potato and cassava is the norm for such crops,
and somatic embryogenesis in plants was first demonstrated in the 1950s. In the
animal arena, the advent of the cloning of farm mammals such as the sheep named
‘Dolly’ has only now become at least a technical possibility within domestic animal
breeding programmes (Ashworth et al., 1998).

Partly because the vast majority of agronomic traits in livestock improvement
are quantitative, transgenic technologies are currently not widely used in animal
improvement programmes for agricultural purposes (Cunningham, 1999). The im-
pact of transgenic animals on animal breeding and production is presently very
limited as there is a dearth of single gene traits in livestock and the propagation
process of a transgene in an animal population is relatively slow (Cunningham
1999). Transgenic animals have mainly been developed for ‘niche’ markets such
as production of high value pharmaceutical proteins where transgenic plants cannot
fulfil the same function (Rudolph, 1999).

Vaccines against brucellosis, encephalitis, liverfluke, hepatitis, etc., have been
developed for domestic farm animals and poultry. It is likely that some of these
vaccines can also be produced in transgenic plants using the same processes as
developed for human vaccines. A range of new vaccines have been or are under
development for animals diseases of importance to commercial animal production.
There have also been notable successes with DNA vaccines, which if continued
may represent a more cost-effective means of both developing and distributing
vaccines in many resource poor situations (Beard and Mason, 1998; Krishnan,
2000).

3.5. MICROBIAL BIOTECHNOLOGIES

Microorganisms are essential components of agricultural ecosystems. For instance,
beneficial soil microorganisms such as rhizobia and ectomycorrihizae contribute
greatly to agricultural productivity. Conversely, most crop and animal diseases are
caused by pathogenic microorganisms. Microbial biotechnology is proceeding at
a more rapid pace than other biotechnology sectors simply because the genomes
of many scientifically or commercially important microorganisms are typically
smaller in size and hence can be easier to analyze. Because of their importance and
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the relatively higher levels of funding for medical biotechnology research, most of
the microbial genomes currently being sequenced are human pathogens (Saunders
and Moxon, 1998). In 1995, Haemophilus influenzae became the first free-living
organism to have its entire genome sequence published (Jenks, 1998).

By 1999, the sequence of the genomes of 20 different microbial organisms
had been completed and it is known that the sequencing of an additional 69
different microbial genomes is at an advanced stage in both public and pri-
vate sector research institutions (http://www.tigr.org/tdb/mdb/mdb.html). In 1996
the cyanobacterium Synechocystis became the first completely sequenced pho-
tosynthetic organism, of critical importance to plant biology for functional and
evolutionary comparisons (Kaneto et al., 1996). To date few microbial genomes
of direct importance to agricultural productivity are being completely sequenced.
A notable exception has been the sequencing of the genome of the plant pathogen
Xylellafastidiosa by a decentralised consortium of Brazilian laboratories (Lambais
et al., 2000). Important advances are being made regarding the underlying biol-
ogy of symbioses between nitrogen fixing bacteria and leguminous crop species
(Bladergroen and Spaink, 1998).

3.6. THE UTILITY OF PLANT TISSUE CULTURE AND MICROPROPAGATION

The rapid propagation of many desirable plant varietal genotypes using plant
micropropagation technology is a relatively low technology ‘appropriate’ biotech-
nology which is now delivering tangible benefits to many farmers in both developed
and developing countries (Sasson, 1998; Van Uyen and Van der Zaag, 1993; Bryan,
1988). In addition to its rapid propagation advantages, such tissue culture can also
be used to generate disease-free planting materials. There are numerous examples
of micropropagation initiatives which are delivering disease-free planting materi-
als to poorer farmers. These include local level micropropagation work on taro in
Samoa, Musa spp and multipurpose trees in Kenya, potato in Vietnam (Van Uyen
and Van der Zaag, 1993) and cassava in Colombia.

Micropropagation techniques have now been developed for a wide range of
crops. For instance, China now has developed micropropagation technology for
more than 100 crop species (Sasson, 1998). In the Guangdong province, 3—4
million micropropagated banana plantlets are produced annually and 1 million
exported. Micropropagated bananas are reported to have been successfully adopted
by poorer farmers in Guangxi and Guangdong in China. In 1994 it was estimated
that the farmers in Guangxi received an extra income of about $723,000 as a result
of adoption of approximately 600,000 disease-free plantlets. Similarly, 10% of the
area of China planted to potatoes was derived from micropropagated virus-free
material in the early 1990s and yields are reported to have increased by up to
100-200%.
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Micropropagation of both food and export crops is also now routine in many
Latin American and Caribbean countries (Sasson, 1998). Large-scale microprop-
agation is conducted for crops such as coffee, banana, plantain, taro, cocoa,
cocoyam, sweet potato, apple, blueberry, raspberry, pineapple, citrus, grapes,
papaya, mango, guava, potato, kiwi, cherry, pear, ornamentals, and yams. The
existing and potential benefits of adoption of such micropropagated plants by farm-
ers have been substantial as testified by the following selected examples (Sasson,
1998):

e In Mexico about 2.6 million people are dependent on coffee cultivation and
production, However coffee rust affects 90% of coffee plantations. The Mexi-
can government is facilitating the distribution of disease-free plantlets both to
protect labour in this area and export earnings.

e Costa Rica is the world’s second largest banana producer. The national ba-
nana corporation, Corbana, a semi-public company is undertaking large-scale
micropropagation of nematode-free plantlets. The combination of a fallow
period with nematode-free plantlets has eliminated the need for the use of
nematicides in Corbana’s plantations since 1987.

e At the Federal University of Rio de Janeiro, Brazil meristem culture of sweet
potato cultivars to eliminate viruses and pathogens, followed by field trials
around Rio de Janeiro resulted in the raising of yields from 9 to 19 tonnes.

e In Argentina, a company called Tecnoplant SA provides a service whereby
it will ‘clean’ varieties delivered by customers from viruses and other
pathogens, through tissue culture methods. It does this under contract for
large-scale producers and planters. With appropriate subsidies such initiatives
could be extended to producing disease-free planting material of the locally
adapted varieties of low income farmers.

e At the Biotechnology Institute, Santa Clara, Cuba clonal propagation of ba-
nana following in vitro micropropagation produces about 5 million plantlets
annually. This is done using relatively low tech facilities at 25-30°C with the
result that yield from tissue culture derived plantlets was 30% higher than
from conventional planting material.

Micropropagation capacity is less well developed in most African countries,
yet it represents a technology which if better integrated with ongoing efforts in
seed/planting material production and supply, could yield significant agronomic
benefits to farmers. There are few links between genetic resources conservation ini-
tiatives and micropropagation initiatives for the more rapid supply of a wide range
of healthy planting materials to farmers. Plant tissue culture and micropropagation
capacity if effectively coupled to local seed/planting material delivery channels
(private sector, state sector and informal sector) could generate benefits for many
resource poor farmers. The application of such biotechnologies to local varieties
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and landraces of root and tuber crops could generate disease-free plantlets while
helping to both boost yields and also limit ‘genetic erosion’.

377. THE DEVELOPMENT OF APOMIXIS TECHNOLOGY

Apomixis is a naturally occurring phenomenon whereby some plant species can
produce seeds without fertilisation. While apomixis has been described in over
400 different plant species it is only found in a few crop species. The harnessing
of apomixis genetics for heterosis breeding and general crop improvement could
have significant implications for agricultural research. One potential benefit is that
it may be possible to develop true breeding hybrids which retain their yield advan-
tages over generations. Indeed, the long lists of potential agronomic benefits that
could be derived from apomictic systems which are easy to use in crop improve-
ment suggests that apomixis may be one of the most important targets for concerted
international research efforts (Jefferson, 1994; Jefferson and Bicknell, 1996). In
theory apomixis could allow both plant breeders (and possibly farmers) to geneti-
cally adapt plants to specific micro-environments, rather than the current practice
of adapting the overall cultivation environment to the crop plants requirements.
Hence, through the use of apomixis plant breeding could become extremely rapid
and responsive to specific micro-environments, cropping conditions and markets.
This in turn could stimulate diverse strategies for more sustainable agro-ecosystem
management and could have profound implications for biological resource man-
agement within agricultural systems. The development of apomictic technology is
one biotechnology that could provide major food and livelihood security benefits
to farmers in developing countries. Some advances have been made in the appli-
cation of biotechnology for the development of apomictic crops and a number of
promising research approaches are now underway (Grossniklaus et al., 1998). If
any of the existing research approaches are successful, it is thought that apomictic
crops may be developed within the next decades. However broad social benefits are
only likely to occur if apomixis technology can be made accessible to developing
countries and in particular resource-poor scientists and farmers.

4. Transgenic Biotechnologies and Biosafety Concerns

Since the first developments of transgenic organisms (GMOs, LMOs) through
recombinant DNA technology there has been a vast body of scientific research
undertaken on risk assessment regarding the use of different types of trans-
genic organisms. Scientific risk assessment procedures regarding transgenic or-
ganisms are now an active and specialised area of scientific research. UNIDO
and UNEP maintain a roster of scientists who have recognised expertise in
biosafety related risk assessment regarding GMOs and a list of national contacts
(http://irptc.unep.ch/biodiv/).
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Living organisms (whether transgenic or not) retain the ability to disperse to
new environments, colonize and multiply there. All transgenic organisms are as-
sessed for risks associated with human health including food toxicity/safety, the
presence of gene products conferring allergies, long-term effect of antibiotic re-
sistance genes . In addition there are also perceived environmental risks such as
the increased fitness or invasiveness of organisms containing transgene products,
the effects of transgene products on non-target organisms, the effect of transgenic
organisms on current agronomic practice and instability in the expression of some
early-generation transgenes. There are also impacts which may require assessment
at the level of the agricultural system including the potential for the development
of ‘superweeds’ (Gressel, 1999), alteration in nutritional value of crops and the
loss of beneficial biodiversity. General concerns regarding transgenic organisms
(especially for consumption) include a loss of familiarity, and ethical issues such
as labelling.

To avoid technology prejudice, all risk assessments on transgenic organisms
should be compared with substantially equivalent non-transgenic organisms from
whence the transgenic was derived. For instance, risk assessment of transgenic
maize plants expressing the Bacillus thuriengiensis insecticidal protein should be
comparative to conventionally bred insect-resistant and insect-susceptible maize
varieties, and also compared with the risks from the use of Bt-protein containing
insecticidal sprays. These very necessary base-line studies are being established
for conventional agriculture against which risk analysis of transgenic crops can be
conducted.

The basic features of risk assessments include risks to animal and human health,
risks to the environment, risks to agriculture and general risks. Whether a particular
type of risk has to be assessed in a particular location or context will largely depend
on the risk itself. Hence, there may be possibilities for international harmonisation
of food safety including testing of most transgenic foods, whereby if they have not
proved uniformly detrimental to human health in one country, they are unlikely to
do so in another country. Such risks can then simply be assessed based on what
is already known about human dietary biology regarding conventional foods (e.g.
allergies and food intolerances that may be specific to certain individuals or cultural
groups). However, other types of risks such as transfer of genes which confer a
selective advantage in a particular ecological niche, or adverse secondary effects on
non-target organisms may have to be assessed within the particular context or agro-
ecosystem which they are to be applied. It will be possible to develop hierarchical
procedures for international harmonisation of biosafety regulations.

On a crop by crop basis, many studies have now been done of pollen dispersal
from transgenic crops and gene transfer from transgenic crops to wild relatives.
Such ‘transgene independent’ plant based studies have shown that the overall like-
lihood of gene-flow from the cultigen can be estimated for any particular plant
species at any particular location. Hence, while gene flow from transgenic potatoes
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to its wild relatives is virtually impossible in most of Europe it is more probable in
the centres of diversity of the potato in the Andean region (FAO, 1995).

The scientific consensus emerging from the vast range of biosafety studies
of transgenic plants is that each case should ideally be evaluated on a case by
case basis. Hence biosafety decisions might differ according to the particular type
of transgene, crop, environment and end-use involved. Useful analysis tools for
such evaluations can be the general concepts of ‘substantial equivalence’ (OECD,
1993b) and ‘familiarity’ (OECD, 1993b). The concept of substantial equivalence
was first introduced in 1993 by the OECD and was subsequently endorsed by
the WHO, the FAO and many governments including Japan, Canada, USA, UK,
and the European Community (Banati, 2000). In devising process-based biosafety
legislation there is now a conflict regarding what emphasis to place on two
quasi-legal conceptual principles: the Precautionary Principle and the Principle
of Familiarity, both of which are proposed by opposing groups as primary guid-
ance for risk assessment (Matthee and Vermersch, 2000). Many scientists are
questioning the objectivity of a ‘no risk’ Precautionary Principle which applies
only to genetically engineered traits/varieties and does not compare or apply the
same Principles to the possible health and environmental effects of convention-
ally bred traits/varieties. A range of points and counter-points which illustrate
the wide range of interpretation of precautionary principles can be found at:
http://www.cid.harvard.edu/cidbiotech/.

However, there is little doubt that biosafety regulations should exist for intro-
duction of any new living organisms (whether transgenic or not) to an ecological
niche and should be based on scientific analysis of the risks and benefits from such
introductions. The application of the science of ecology to risk assessment is to be
welcomed because of past knowledge gained from exotic species introductions.

4.1. THE ORIGINS OF A NEED FOR TRANSGENIC APPROACHES TO CROP
IMPROVEMENT

Many discussions on the merits or drawbacks of modern plant biotechnologies
rarely separate the vast range of technologies commonly referred to as ‘modern
plant biotechnologies’. Generalisations regarding the utility (or not) of biotech-
nologies as a generic category to different groups of farmers are usually not very
meaningful or informative.

From a public funding and regulatory (biosafety) perspective it is worth con-
sidering that not all biotechnologies generate transgenic or so-called ‘genetically
modified’ organisms (GMOs). Modern biotechnologies such as vaccine devel-
opment, antibody production, immunodiagnostics, molecular genetic mapping,
marker assisted breeding and plant tissue culture are also highly useful technolo-
gies which can be applied within any particular crop genepool to generate improved
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varieties/breeds which are not transgenic and hence outside the increasingly
onerous restrictions of current biosafety legislation.

Conventional plant breeding has been extremely successful and increased fi-
nancial support for plant breeding (and basic research to further improve our
knowledge of plant genetics) will be necessary if plant breeding is to both maintain
and improve agricultural yields (Cooper et al., 2000). However, there are some lim-
itations inherent in conventional plant breeding such as the lack of practical access
to useful germplasm due to sexual incompatibility barriers or undesirable link-
age blocks and concomitant time lags in incorporating useful genes into existing
varieties (Spillane and Gepts, 2000).

Most crop genepools are typically depauparate in a range of agronomically
useful traits (e.g. protein quality, abiotic stress tolerance, virus or viroid resistance,
etc), that may be available in the genepools of other crops or species. For instance,
resistance to softrot (Erwinia carotovara) is lacking in the potato genepool and
causes crop losses estimated at $100 million per year worldwide. Another exam-
ple is resistance to rice yellow mottle virus (RYMV) which is lacking in many
popular rice varieties, and sources of resistant germplasm are only found in some
African rice landraces, from which it is difficult to transfer by conventional breed-
ing crosses (Pinto, 2000). As there were no conventional solutions to this disease
problem, a transgenic approach for control of RYMV disease has been developed
(Pinto et al., 1999). Indeed, many transgenic approaches to crop improvement arise
from a lack of suitable conventional approaches available to deal with a particular
agronomic problem (e.g. rice sheath blight, cassava mosaic virus, potato leaf roll
virus, black sigatoka in plantains). For many serious pests or pathogens, transgenic
approaches may provide new control options where current options are lacking in
their efficacy or existence. Transgenic approaches can therefore be of use for a
range of crops and areas where there are limited options available through conven-
tional breeding e.g. nuclear male sterility, improved heterosis breeding, reducing
toxic compounds, herbicide tolerance, generating novel resistance genes.

Transgenic approaches have considerably broadened the range of genepools
which are now accessible for crop improvement purposes (Flavell, 1999). For
instance, the application of useful gene transfer from microorganisms through ge-
netic engineering techniques range from the introduction of vaccine antigen genes
(Mason et al., 1996; Arakawa et al., 1998) to aluminium tolerance genes (De la
Fuente et al., 1997) to food plants. Isolated plant genes (such as those conferring
resistance against pests and pathogens) can now be usefully transferred between
sexually incompatible crop plant species (Whitham et al., 1996; Wilkinson et al.,
1997; Molvig et al., 1997). Transgenic technologies are currently not widely used
in animal improvement programmes for agricultural purposes. Transgenic animals
have mainly been developed for ‘niche’ markets such as production of high-value
pharmaceutical proteins where transgenic plants cannot fulfil the same function.
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In the context of ongoing debates regarding transgenic crops, public funding
agencies should not forget that many modern agricultural biotechnologies such as
plant tissue culture, molecular genetic mapping and marker assisted selection could
still have a major impact on any conventional crop improvement approaches which
decide to limit themselves to the genetic variation accessible within the primary to
secondary genepools.

42.  BIODIVERSITY AND PLANT BIOTECHNOLOGY - GENE FLOW
CONSIDERATIONS

There is currently no concrete evidence either way to suggest that transgenic crops
or agricultural biotechnology innovations per se would either decrease or increase
biodiversity in agricultural or ‘natural’ ecosystems. Indeed, any tendency towards
crop monocultures was well established before any transgenic varieties existed,
and was also well in evidence before the era of the ‘Green Revolution’ varieties
(Smale, 1997; Wood and Lenne, 1997). A diversity of crop varieties and species
in agro-ecosystems may have an intuitive and popular appeal (e.g agriculture in
nature’s image), to those seeking greater stability in agricultural systems. However,
there is a paucity of ecological evidence supporting the diversity equals stability
hypothesis in either agricultural or wild ecosystems (Wood, 1996, 1998, Wood
and Lenne, 1999). For instance, there are many natural ecosystems that are highly
productive and stable despite being species poor or genetically uniform pure stands
(e.g. mangrove, papyrus, bamboo, water hyacinth, Dipterocarp forests, karite trees,
bracken, Spartina, Phragmites) (Wood, 1996, 1998).

Within agricultural systems, plant biotechnology research could be applied to
either increasing or decreasing genetic diversity of cultivated plants depending
on the research objectives and the agro-ecosystem in question. For instance, the
wild relatives of crops, although a major genetic resource, are actually rarely used
in the breeding of plant varieties, because of practical difficulties in using such
exotic germplasm in breeding programmes. With some modern biotechnological
methods the use of such resources may increase (Tanksley and McCouch, 1997).
Recent advances in agricultural genomics, marker assisted breeding and transgen-
esis suggest that useful genetic diversity is actually becoming more accessible to
crop researchers. This has the potential that aggregate increases in genetic diversity
within crop genepools could now practically be achieved through increased use of
genes from wild relatives and other species (Tanksley and McCouch, 1997). Novel
transgenic traits can add to the diversity of traits that are available in any crop
genepool (Spillane and Gepts, 2000).

Plant micropropagation can generate many clones of a particular variety in an
analogous manner to vegetative propagation of root and tuber crops. While plant
tissue culture and micropropagation might (contingent on its objectives) possibly
increase the propensity for monocultures, such techniques may also be used to
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generate and multiply healthy plantlets of diseased locally adapted varieties which
without such intervention are likely to be abandoned by farmers. This tissue- cul-
ture approach has been used for the maintenance of traditional landraces of Andean
potatoes (Iriarte et al., 2000). Reductions in broad spectrum pesticide applications
through the substitution effects of resistance genes conferring specific resistances
against agronomic pests may contribute to an increase in beneficial insect biodi-
versity in agricultural systems. If escalating demand for food due to population
pressure is to be met without an agricultural expansion into natural areas containing
high levels of biodiversity (e.g. tropical forests) then yields in high potential areas
must be significantly increased. FAO has estimated that two thirds of the required
agricultural productivity will have to occur through intensified use of lands al-
ready under cultivation. Plant biotechnology which substitutes renewable genetic
inputs for chemical inputs is likely to be one source of the potential yield increases
required for high-potential agricultural areas (FAO, 1999).

Invasive exotic species (such as zebra mussels, kudzu, water hyacinth, etc.)
are major and well known environmental and agricultural problems world wide
(Williamson, 1996a). In the context of biodiversity, the severe environmental and
economic damage that can be caused by such ‘genetically unmodified’ exotic
species introductions are likely to pose a much greater threat to biodiversity and
ecosystems than transgenic crops per se (Barton et al., 1997). Yet, transboundary
movements of exotic species which, on rare occasions result in the emergence of an
invasive pest are unlikely under current phytosanitary legislation to be subjected to
the same level of intense scrutiny or biosafety regulation as transgenic organisms
(Williamson, 1996b).

Gene flow to related wild plants is a natural long-term phenomenon and not
a novelty of transgenic plants — such geneflow is essential for species evolution.
Crop wild relatives only account for a small proportion of the world’s genebank
accessions and it is generally agreed that the in sifu conservation of such wild
resources is preferable to the many difficulties in maintaining them under long-
term ex situ conditions. Any slight risk potential of mono-transgene gene flow
contributing to the genetic erosion of sympatric wild relatives should be assessed
relative to other factors which are known to contribute to genetic erosion of wild
relatives. Base line studies are being established which will allow any risks from
transgenes to wild relatives to be assessed. Recent studies have shown that despite
a century of geneflow from sugar beet production fields to adjacent wild sea beet
populations in the Italian Po-valley no negative effects on the intra-species genetic
diversity was measured.

Concern has been voiced about the perceived risks of transgene ‘escape’ to wild
relatives of crops with the potential for creation of weeds with additional selective
advantages exclusively conferred by a transgene (Rissler and Mellon, 1996). For
any crop, the risk of any such geneflow will differ considerably according to a range
of factors including the nature of the transgene and whether the crop is cultivated in
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a region where there are sympatric weedy wild relatives (Ellstrand and Hoffmann,
1990). Unlike transgenic food safety analysis, any such risk assessment has to be
region or country specific and will differ widely according to the reproductive and
agricultural harvesting biology of the crop in question (Dale and Irwin, 1995).

Risk assessment will also be contingent on whether the transgene in question
can confer any selective advantage on the wild relative, either within or outside of
agricultural ecosystems (Dale, 1994). In considering what would happen if gene
flow of a transgene to weedy wild relatives there are many additional issues to
be considered before any level of risk can be assessed. For instance, any long-
term effects will be contingent on whether the transgene can confer a selective
advantage and on the likelihood of persistence and spread of the transgene in weedy
of natural populations (Linder and Schmitt, 1994; Mikkelsen et al., 1996). A de-
tailed risk analysis methodology for assessing the risks of geneflow from herbicide
tolerant crops to their weedy wild relatives has concluded that no generalisations
can be made as to whether genetic engineering would either exacerbate or alleviate
herbicide resistance (Gressel, 1997b).

Nonetheless, to maintain the efficacy of herbicides it is important to limit any
potential for herbicide-resistant transgene flow into weedy wild relatives. Any such
risk assessment should be done based on what is known about weed biology and be
assessed relative to the risks and problems encountered with conventional herbicide
tolerant weeds. The evolution of herbicide tolerance in weeds which are related
to crop plants is very well documented (Gressel et al., 1996a, 1996b). The more
than 10 million hectares of herbicide-resistant weeds that have appeared in the
past 30 years all result from selection of naturally occurring herbicide-resistant
mutants among weed populations. This has occurred for legume weeds in soybean,
Abutilon in cotton and bromes in wheat, and is still occurring for major crops such
as rice and wheat (Gressel, 1997). In most instances, the use of genetic isolating
mechanisms such as male sterility and/or maternally inherited expression systems
(Daniell and Varma, 1998) will substantially reduce any risks of transgene flow into
sympatric weedy wild relatives (Gressel, 1999). However, some scientists question
whether such risk minimisation strategies will be sufficient to appease those who
are per se opposed to transgenic crops (Chamerlain and Neal Stewart, 1999).

In general, risks transgenic crops pose to biodiversity should ideally be assessed
relative to other non-transgene related factors. These may include urbanisation,
agriculture and land use changes, exotic plant introductions, conventional weeds,
etc., which are likely to more drastically reduce the geographic ranges of useful
crop wild relatives or biodiversity in general. Many risk assessment studies re-
garding transgenic crops fail to do comparative studies to assess each particular
risk comparative to the levels of risk from other factors. Ideally risk assessment
studies using transgenic plants should be conducted in parallel (using the same risk
analysis indicators and criteria) with risk assessments of conventional farming, and
organic farming.
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43. NON-TARGET SPECIES

Another area of concern regarding transgenic biotechnologies and biodiversity
is a potential impact of these technological changes on non-target species. One
theoretical possibility is the potentially direct impact of introduced characteris-
tics on non-target species (Pimentel and Raven, 2000). For example, a laboratory
based study from Cornell University (USA) was published in 1999 which suggests
that pollen from transgenic maize which produces an insect-killing Bt toxin from
Bacillus thuriengiensis may have toxic effects on the larvae of the monarch but-
terfly (Losey et al., 1999). The monarch butterfly is not an endangered species
in the USA. The larvae of the monarch butterfly feed on the milkweed plant
which may grow in proximity to maize fields in some parts of the USA. Pollen
from Bt maize was artificially dusted onto milkweed leaves and the pollen-dusted
leaves used to feed monarch larvae, most of which died. The initial results of
the study have since been exaggerated and extrapolated in the popular media
and are viewed by anti-biotechnology groups as vindicating their fears about Bt
transgenic maize.

However, the scientists who performed the initial studies of the effects of Bt
toxin on Monarch butterflies (a non-target organism) have stressed that their lab-
based studies cannot be extrapolated to predict the situation that might (or not)
occur in farmer’s fields. The study raised no new concerns regarding the sus-
ceptibility of butterfly species to Bt proteins because the target pests of most Bt
microbial insecticides (e.g. such as Dipel(r) which is used in organic farming) are
members of the same insect order (Lepidoptera) that includes moths and butterflies.
Reductions in use of broad-spectrum insecticides through the use of Bt maize has
been reported for control of the European corn borer in the USA. Because not all
monarch butterflies are killed due to the proximity of their host plant to maize
fields, such reductions may overall be of benefit to the Monarch butterfly and other
insect species. Hence more comprehensive studies on biodiversity impacts must be
completed, before the risks of direct, non-target impacts can be assessed (Hodgson,
1999; Wraight et al., 2000).

Although Bt corn pollen under certain circumstances has the potential of
adversely affecting the population levels of monarch butterflies and other non-
target Lepidoptera, these impacts are considered to be minimal when compared
with habitat loss and the widespread use of pesticides throughout the ecosystem
(Pimental and Raven, 2000). Field trials conducted since 1999 have not supported
the suggestions of laboratory studies that concluded that Monarch or swallowtail
butterflies would be threatened under natural field conditions by Bt-containing corn
pollen. The US EPA recently concluded that the currently available evidence does
not support the conclusion that registered (biotech plants) may cause unreasonable
adverse effects on the environment (http://www.epa.gov/scipoly/).
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There is always a possibility of unforeseen and unintended indirect impacts
from any technological changes. For pest-resistant crops, these should effectively
be raised during resistance management strategies employed to plan effective field
tests (Shelton et al., 2000). Indirect impacts due to changes in agricultural crops (or
cropping practices) might occur through large-scale changes in the pest population
within agricultural environments, e.g. by reason of the loss of certain classes of
insect life. Such losses might indirectly result in the loss of bird and other wildlife,
themselves dependent on the continuing existence of particular forms of insects at
given times of the year. Recent studies on herbicide-resistant crops and farmland
biodiversity are gathering evidence on the dynamics of pest populations and their
natural enemies (Woiwod et al., 2000; Cui and Xia, 2000). Changes in the field
ecology of agriculture may result indirectly in changes in the biodiversity of crop
pests and their natural enemies. Of course, the existence of such indirect effects is
possible as much for other technological changes (chemical, cultivational) as it is
for biotechnological changes. Once again it is important that the net effect of the
technological change be considered, notjust any discernible impacts. For example,
the efficacy of using refuges in Bt-resistant crops as a management strategy to
prevent the build up of Bt-resistant pests can be compared against other strategies
to maintain the long-term efficacy of Bt insecticidal sprays (Gould, 2000).

44, HUMAN HEALTH AND TRANSGENIC FOODS

Despite much searching, there is currently no scientifically accepted evidence to
suggest that transgenic crops per se are any more or less toxic or allergenic than
their conventionally bred counterparts (Ruibal-Mendieta and Lints, 1998). Indeed,
genetic engineering approaches and other research approaches are underway to
develop ‘functional foods’ or ‘nutraceuticals’ which would contain lower levels of
allergens and toxins, or higher levels of beneficial compounds, than conventional
foods (Kottke, 1998; Weiss, 1997; Astwood and Fuchs, 1996; Knauf and Facciotti,
1995). There is now a substantial body of research addressing the issue of whether
transgenic foods have any negative effects on mammalian digestion. The emerging
evidence is that the transgenic food available on the market for human or animal
consumption are substantially equivalent to their conventionally bred counterparts
and are safe for consumption (e.g. Burks and Fuchs, 1995; Berberich et al., 1996;
Nida et al., 1996; Padgette et al., 1996; Hammond et al., 1996; Harrison et al., 1996;
Brake and Vlachos, 1998; List et al., 1999; Pusztai et al., 1999; Taylor et al., 1999;
Sidhu et al., 2000). There has been much misinformation circulated in the popular
media regarding perceived dangers to human health from use of transgenic foods
or ‘Frankenfoods’. As a result of such misinformation, the majority of the public in
many countries are not aware of the fact that any scientific evidence that transgenic
foods are inherently unsafe is largely non-existent, despite intensive research to
assess its safety. Changes in consumer attitudes over recent years have provided
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worldwide evidence of the effect of this campaign of misinformation (Lappe et al.,
2000).

Many crops and foods have potential health risks associated with them, espe-
cially if they are not correctly prepared (e.g. cooked) for eating. There are dozens
of crops that are toxic unless treated, or if taken in quantity (D’Mello et al., 1991).
Many naturally occurring plant proteins and compounds can be anti-nutrients, toxic
or allergenic. In addition, in humid areas a range of carcinogenic compounds (e.g.
fumonisin and aflatoxins) can be produced by fungal growth on grain crops. A
significant number of crop species are toxic if not cooked or prepared properly
to reduce or inactivate such compounds. A low percentage of the human popu-
lation experiences some form of food allergy (Bruijnzeel-Koomen et al., 1995;
Hefle et al.,, 1996). In most instances, standard procedures for assessing toxicity
(LD50) and allergenicity (in vitro test, skin prick tests) can equally be applied
to conventional and transgenic varieties to identify those transgenics which are
substantially equivalent to conventional varieties (Lehrer and Reese, 1997). Such
standard testing procedures were sufficient to identify that a methionine-rich 2S
albumin protein from the Brazil nut (Betholletia excelsa) was allergenic (Nordlee
et al., 1996) to some people and hence was not as good a candidate. An alternative
was a non-allergenic methionine-rich sunflower seed albumin gene which may be
used to improve the nutritional content of legumes (Nestle, 1996).

Selectable marker genes (e.g. antibiotic resistance or herbicide tolerance genes)
are used in constructing transgenic plants containing an associated transgene of
interest, but are usually not required once the transgenic plants are produced.
Existing biosafety regulations have been stringent enough to disallow corn-borer
tolerant maize in Europe because of the extremely low risk of antibiotic tolerance
spreading in bacteria in the rumen of cattle (Williamson, 1996b, Estruch et al.,
1997). Considerable research on the widely used nptll selectable marker gene has
shown that it is safe for both the environment and the consumer (Fuchs et al., 1993).
Even though most selection markers in constructing transgenics are likely to pose
little danger either to humans of the environment because of perceived consumer
concern it is likely that future generations of final product transgenic plants will
not contain selectable marker genes (Nap et al., 1992; Goldsbrough, 1992). This
is because a number of quite efficient systems have now been developed for the
development of ‘marker-free’ transgenics (Komari et al., 1996). More innocuous
marker systems which are not based on antibiotic or herbicide resistance genes are
also being developed (e.g. mannose-6-phosphate isomerase) (Joersbo et al., 1998).
Hence it is possible that biosafety considerations regarding such genes may grad-
ually become less of an issue as improved ‘marker-free’ transformation systems
become available.

Any risk assessment regarding pest-resistant plants should be comparative with
existing approaches to dealing with the pest in question while maintaining pro-
ductivity levels (e.g. insecticides, cropping strategies, IPM, conventionally bred
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resistant varieties, transgenic varieties, no control measure). The use of transgenic
crops expressing the Bt insecticidal protein can be assessed relative to the wide-
spread use of insecticidal sprays composed of the entire bacterium (the active
ingredient of which is the insecticidal toxin). For instance, it has been proposed
that there may be certain health risks associated with the use of Bt insecticidal
sprays that are not associated with the use of Bt transgenic plants (MacKenzie,

1999).

4.5. THE NEED TO UNPACK THE REASONINGS BEHIND THE LABELLING OF
‘GM Foobs’

There is no scientific evidence that transgenic derived foods are any more injuri-
ous to human health than food derived from conventionally bred crops. While the
labelling of transgenic foods may be seen as a right of consumers, in the absence
of any known risks to the consumer it is a technology-prejudiced labelling system.
In most cultures, food taboos exist which often are historically associated with
perceived undesirable effects of a particular food in a particular cultural context
(O’Laughlin, 1974; Odebiyi, 1989; Simoons, 1995; Harris, 1998). Strategic anti-
biotechnology lobbyist activity against ‘GM foods’ has had an intended effect of
inculcating novel food taboos among consumers regarding the consumption of such
foods. The manufacturing of dissent regarding transgenic foods (in the absence of
any unique health or environmental risks) is evidently considered by politicians
to have created an increased demand for labelling and segregation of transgenic
foods.

However the extent of such demand for non-transgenic produce can simply
be assessed via voluntary rather than mandatory labelling requirements, i.e. if
there is a major demand for segregated non-transgenic foods then voluntary la-
belling schemes will be adopted by food companies in response to such consumer
demands. Most current certification and labelling standards for ‘organically pro-
duced’ food require that transgenic technology was not used on the production
of the organic food, and currently provides the best example of a ‘non-GM food’
label. Indeed, for many people there are valid belief-based reasons for deliberately
choosing certain types of food (or food preparations), for which they may pay a
premium. The most well known and widely adopted examples are probably veg-
anism or vegetarianism. Other religion- based examples are Kosher food (foods
which are acceptable according to Jewish dietary laws) and Halal/Haram food
(food categories which are lawful [Halal] or unlawful [Haram] according to the
Holy Quran). Certification systems have been developed for all these classes of
foods. For instance, there are Kosher certification authorities such as the London
Beth Din or the Federation of Synagogues which give kosher certification to food
commodities.
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In the absence of known risks to human health from ‘GM foods’ the costs of
segregation of transgenic foods will ultimately be borne by the consumer and will
push transgenic food production towards larger-scale farmers where economies
of scale regarding the transaction costs of segregation can be achieved (Barefoot
et al., 1994). In 1999, the consultancy firm KPMG was commissioned to ana-
lyze the cost of compliance of mandatory ‘GM food’ labelling for Australia, and
found that the cost of mandatory labelling would be about $3 billion or 7% of
the Australian industry’s $42 billion in sales (J. Bishop Grewell, pers. comm.).
The KPMG consultancy report prepared for health ministers also warned that a
stringent labelling regime could reduce key Australian food exports by up to 20%.
Requests for traceability of segregated food lines derived from either transgenic
versus non-transgenic sources (e.g. as proposed by the European Union’s revised
Directive 90/220) will add further costs, which will ultimately be borne by the con-
sumers. It is estimated that food production costs could rise by between 6 and 17%
under the new labelling regime for genetically modified food within the EU. Public
policy makers should consider whether mandatory labelling of foods derived from
transgenic crop varieties makes sense if such ‘GM foods’ have no health risks
associated with them that are any different to foods derived from conventionally
bred crop varieties.

5. International Policy Making Regarding Biosafety Concerns

Policy decisions taken in regard to biosafety regulations may have long-term impli-
cations for the sustainability of agriculture and food security. In particular, policy
makers should realise that long-term negative implications for agriculture and food
security can equally arise from having biosafety regulations which are either too
lax or too stringent. If any countries expect over the long term to benefit from
modern biotechnologies in their agriculture and food sectors, they will have to give
serious consideration to the drafting of biosafety regulations which are tailored to
meet their socio-economic needs.

Biosafety risk assessment procedures can vary widely between countries. While
many OECD countries have functional biosafety systems, many developing coun-
tries do not. Many countries are now establishing national biosafety committees
and biosafety regulations regarding the use of GMOs. There are also initiatives to
harmonise biosafety regulations at the regional level. For instance, the South Asian
Association for Regional Cooperation recently developed an agreement between
seven countries on germplasm exchange and the future development of biosafety
regulations (Jayaraman, 1999). The Biosafety Information Network and Advi-
sory Service (BINAS) is a service of UNIDO monitoring global developments in
regulatory issues in biotechnology (see http://binas.unido.org/binas/). The BINAS



BIOSAFETY IN AGRICULTURAL BIOTECHNOLOGY 31

maintains an on-line database of the state of development of national biosafety
legislation worldwide.

5.1. THE BIOSAFETY PROTOCOL TO THE BIODIVERSITY CONVENTION

At the international policy level there are 171 governments which are Parties to the
Convention on Biological Diversity (CBD), see http://www.biodiv.org/biosafety/.
Article 19.3 of the CBD requested Parties to consider a legally binding interna-
tional Protocol for Biosafety, recognising the potential risks posed to biodiversity
by living modified organisms (LMOs) resulting from biotechnology. The proposed
Biosafety Protocol was intended to specify obligations for international transfer of
LMOs and set out means of risk assessment, risk management, advance informed
agreement, technology transfer and capacity building regarding biosafety.

In 1995 the Conference of Parties (COP) to the Convention on Biological Di-
versity (CBD) established a negotiation process to develop, in the field of the safe
transfer, handling and use of living modified organisms, a protocol on biosafety,
specifically focusing on transboundary movement of any living modified organism
(LMO). The primary focus of these negotiations was to be the adverse effects
of LMOs on the conservation and sustainable use of biological diversity. The
inter-governmental negotiations of the draft Biosafety protocol reached deadlock
in Cartagena, Colombia, in February 1999 (Masood, 1999). At that point issues
still under negotiation were the scope of the protocol (only LMOs, or LMOs
and products thereof), trade implications, the introduction of socio-economic con-
siderations, liability, and the treatment of non-parties. Informal consultations on
reviving the negotiations took place at meetings in Montreal (June 1999) and
Vienna (September 1999).

The Cartagena Protocol on Biosafety was agreed by 130 governments in Mon-
treal in January 2000 and represents a legally binding international agreement.
LMOs are now legally defined as ‘any living organism that possesses a novel com-
bination of genetic material obtained through the use of modern biotechnology’.
The objective of the Protocol is ‘to contribute to ensuring an adequate level of
protection in the field of the safe transfer, handling and use of living modified
organisms resulting from modern biotechnology that may have adverse effects on
the conservation and sustainable use of biological diversity, taking also into account
risks to human health, and specifically focusing on transboundary movements’. The
Protocol recognises that modern biotechnology has great potential for human well-
being if developed and used with adequate safety measures for the environment
and human health. The Protocol refers to the use of the precautionary approach
contained in Principle 15 of the Rio Declaration on Environment and Development.
The following paragraphs outline some of the key elements of the Protocol, based
on the text of the Protocol.



32 C. SPILLANE AND Y. PINTO

5.1.1. Scope

LMOs covered by the Protocol are to include, for instance, various food crops that
have been genetically modified for greater productivity or nutritional value, or for
resistance to pests or diseases. The Protocol will not apply to the transboundary
movement of living modified organisms which are pharmaceuticals for humans.

5.1.2. AIA Procedures

Under the Protocol, governments are supposed to signal whether or not they are
willing to accept imports of agricultural commodities that include LMOs by com-
municating their decision to the world community via an Internet-based Biosafety
Clearing House. The specific mode of operation of the Biosafety Clearing-House is
to be decided by the Parties to the Protocol. An advance informed agreement proce-
dure (AIA) procedure is outlined for transboundary movement of LMOs. However,
the AIA procedures will not extend to transit or contained use of LMOs (e.g. within
appropriate research facilities), and less stringent AIA procedures are to apply to
LMOs intended for direct use as food or feed, or for processing. Stricter AIA
procedures are to apply to LMOs (e.g. seeds, live fish) that are to be intentionally
introduced into the environment.

Under the AIA procedure, exporters will be legally required to provide ex-
tremely detailed and accurate information to the competent authority in each
importing country in advance of the first shipment. The Party of import then has to
acknowledge receipt of the notification, in writing, to the exporter within 90 days
of its receipt. The Party of import has then to provide in writing, within 270 days, to
the exporter and to the Biosafety Clearing-House their decision as the whether the
intentional transboundary movement may proceed. Failure of the Party of import
to acknowledge receipt of a notification or provide a decision will not imply its
consent to an intentional transboundary movement. Lack of scientific certainty
due to insufficient relevant scientific information and knowledge is not supposed
to prevent an importing Party from taking a decision, one way or the other. The
Parties to the Protocol are now supposed to decide upon appropriate procedures
and mechanisms to facilitate decision-making by Parties of import. A Party that
makes a final decision regarding domestic use, including placing on the market, of
an LMO that may be subject to transboundary movement for direct use as food or
feed, or for processing is required within 15 days of making that decision to inform
and provide detailed and legally accurate information to the other Parties through
the Biosafety Clearing-House. However, this provision shall not apply to decisions
regarding field trials.

If the 130 governments who are currently Parties to the Protocol formally agree
that certain LMOs are not likely to have adverse effects biological diversity or
human health, they can exempt such LMOs from the AIA procedure. Similarly,
an importing Party may specify in advance to the Biosafety Clearing-House that
imports of LMOs to it to be exempted from the AIA procedure. Parties may only
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enter into bilateral, regional and multilateral agreements regarding trans-boundary
movement of LMOs if such agreements do not result in a lower level of protection
than that provided for by the Protocol.

5.1.3.  Risk Assessment Procedures

The Protocol also makes some general provisions regarding risk assessment pro-
cedures. It proposes that risk assessment should be carried out in a scientifically
sound and transparent manner, taking into account recognised risk assessment
procedures and/or expert advice of relevant international organisations. According
to the Protocol, lack of scientific knowledge or scientific consensus should not
necessarily be interpreted as indicating a particular level of risk, an absence of
risk, or an acceptable risk. Risks associated with LMOs or products thereof, are
supposed to be considered in the context of the risks posed by the non-modified
recipients or parental organisms in the likely potential receiving environment. Risk
assessment is to be carried out on a case-by-case basis. The Protocol outlines a six-
step risk assessment methodology. The importing Party is required to ensure that
risk assessments are carried out and may require the exporter to carry out and/or
bear the cost of the risk assessments. The Protocol also makes provisions for risk
management.

5.1.4. Labelling

The Protocol aims to ensure that shipments of commodities that may contain LMOs
are to be clearly labelled. Each Party is required to take measures to require that
relevant LMOs that are subject to intentional transboundary movement are handled,
packaged and transported under conditions of safety, taking into consideration rel-
evant international rules and standards. There are requirements for minimum but
detailed documentation, which include:

e for LMOs intended for direct use as food or feed, or for processing to use
the words ‘may contain’ LMOs. The detailed requirements for this are to be
negotiated by governments over the next two years;

e for relevant LMOs destined for contained use to be clearly identified as
LMOs;

e for LMOs that are intended for intentional introduction into the environment
of the importing to be clearly identified as LMOs, in addition to more detailed
documentation requirements.

5.1.5. Other Provisions
The Protocol also raises questions of liability and redress. According to the Pro-
tocol, the Parties are to adopt a process for the elaboration of international rules
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and procedures in the field of liability and redress for damage resulting from
transboundary movements of LMOs over the next four years.

Under the agreement, the Protocol and the WTO are to be mutually supportive
with a view to achieving sustainable development. At the same time, the Proto-
col is not to affect the rights and obligations of governments under any existing
international agreements.

The Protocol will legally enter into force for its member governments shortly
after 50 countries have ratified it. From that point on all Parties to the Protocol will
be legally bound to take appropriate legal, administrative and other measures to
implement their obligations under the Protocol. However, the protocol is supposed
to be evaluated for its effectiveness by the Parties to the Protocol on a five yearly
basis.

5.2. THE WORLD TRADE ORGANISATION

The World Trade Organisation is an important forum for the legal settlement of
disputes between trading blocks. The issue of whether some biosafety-related reg-
ulations may constitute barriers to trade is likely at some stage to be considered
by the dispute settlement mechanism of the WTO. The resolution of such disputes
will likely depend as much on questions of political economy as on the state of
knowledge within the biological sciences.

In particular, the WTO’s Agreement on Sanitary and Phytosanitary (SPS) Mea-
sures is likely to be of increasing importance regarding explicit requirements for
transparent, science-based risk assessment of material for import. In the case of
beef hormones the USA alleged an infringement of the SPS by the EU' and the
subsequent WTO Dispute Panel finding stated that risk assessment should not in-
volve social value judgements made by political bodies (WTO, 1997). Upon appeal
by the EU, the Appelate Body supported the Panel’s decision and stated further that
the precautionary principle did not override the requirements of the SPS Agreement
to take into account relevant scientific evidence (WTO, 1998).

The scope of the SPS Agreement covers measures in trade that are intended
to protect human, animal, and plant health or life. Although other WTO Agree-
ments refer to international standards, only the SPS Agreement identifies specific
organisations to be used for international harmonisation of standards under the
Agreement. For instance, the FAO/WHO Codex Alimentarius Commission is
named for human health and food safety while the FAO’s International Plant
Protection Convention (IPPC) is responsible for plant health. There may also
implications for trade in transgenics in standard-setting under the Agreement on
Technical Barriers to Trade (TBT Agreement). This Agreement covers a large
number of technical measures concerning human, animal and plant life and health
not covered by the SPS Agreement, and the environment.
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The WTO’s SPS Agreement concerns sanitary and phytosanitary measures
(a) to protect animal or plant life or health from risks arising from the entry,
establishment or spread of pests, diseases, disease-carrying organisms or disease-
causing organisms; (b) to protect human or animal life or health from risks
arising from additives, contaminants, toxins or disease-causing organisms in foods,
beverages or feedstuffs; (c) to protect human life or health risks arising from
diseases carried by animals, plants or products thereof, or from the entry, estab-
lishment or spread of pests; or (d) to prevent or limit other damage from the entry,
establishment or spread of pests.

The SPS Agreement is based upon international standards, guidelines and
recommendations:

(a) for food safety, the standards, guidelines and recommendations established by
the FAO/WHO Codex Alimentarius Commission relating to food additives,
veterinary drug and pesticide residues, contaminants, methods of analysis and
sampling, and codes and guidelines of hygienic practice;

(b) for animal health and zoonoses, the standards, guidelines and recommenda-
tions developed under the auspices of the Office of International Epizootics
(OIE); In particular, OIE guidance includes internationally agreed principles
and methods for risk analysis with specific applications in the evaluation of
risk and measures for animal diseases.

(c) for plant health, the international standards, guidelines and recommendations
developed under the auspices of the Secretariat of the International Plant
Protection Convention (IPPC) in cooperation with regional organisations
operating within the framework of the IPPC; and

(d) for matters not covered by the above organisations, appropriate standards,
guidelines and recommendations promulgated by other relevant international
organisations open for membership to all Members, as identified by the
Committee.

The SPS Agreement is based on several important principles. These include, for
example, the principles of sovereignty, necessity, harmonisation, transparency, and
equivalence. The same principles are reflected in the work programmes for global
harmonisation under Codex and the IPPC. These principles provide the founda-
tion for the elaboration of standards, guidelines and recommendations to be used
in implementing the SPS Agreement. Measures based on the SPS principles and
conforming to corresponding standards from the designated standard setting or-
ganisations are deemed acceptable without further justification. In instances where
measures deviate from established standards, or where measures are established
in the absence of standards, the SPS Agreement requires justification based on
scientific principles and evidence. Risk analysis methods elaborated by Codex and
the IPPC are to provide systematic frameworks for this purpose.
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5.3. THE WHO/FAO CODEX ALIMENTARIUS COMMISSION

In the specific context of labelling of transgenic foods the WHO/FAO Codex Ali-
mentarius Commission (CAC) is of increasing international importance. Its current
membership is 163 countries. Since 1962, the Codex Alimentarius Commission has
been responsible for developing standards, guidelines and other recommendations
on the quality and safety of food to protect the health of consumers and to en-
sure fair practices in food trade (Randall and Whitehead, 1997). Codex standards,
guidelines and recommendations are based on current scientific knowledge includ-
ing assessments of risk to human health. The risk assessments are carried out by
FAO/WHO expert panels of independent scientists selected on a worldwide basis.

Codex standards, guidelines and other recommendations are not binding on
Member States, but are a point of reference in international law (General Assembly
Resolution 39/248; Agreement on the Application of Sanitary and Phytosanitary
Measures; Agreement on Technical Barriers to Trade). The CAC is presently de-
veloping Recommendations for the Labelling of Foods obtained through Biotech-
nology (CAC, 1998). The CAC is also considering the development of a general
standard which would apply basic food safety and food control disciplines to foods
which are derived from biotechnology. The advice of prior FAO/WHO expert
consultations on biotechnology and food safety will be used as guidance for the
conditions required for foods prepared from biotechnology. The FAO states that
foremost among these are consideration of potential allergenicity, possible gene
transfer from LMOs, pathogenicity deriving from the organism used, nutritional
considerations and labelling (FAO, 1999).

The 23rd Session of the Codex Alimentarius Commission (June/July 1999)
established an Ad Hoc Intergovernmental Task Force on Foods derived from
Biotechnology. The Task Force will submit a preliminary report to the Codex Al-
imentarius Commission in 2001, and a full report in 2003. The Codex Committee
on Food Labelling is also working on the development of recommendations for
the labelling of foods obtained through biotechnology. It is envisaged by FAO that
Codex standards will apply to all types of foods, and, for this reason, Codex will
need to deal with foods of plant, animal and fish origin. The impact of feeding
GMO plants to animals, and the nature of the resulting foods from these animals
will also be addressed.

5.4. THE FAO INTERNATIONAL PLANT PROTECTION CONVENTION (IPPC)

The IPPC was adopted by the FAO Conference in 1951 and came into force in
1952. It is recognised as the primary instrument for international cooperation in the
protection of plant resources from harmful pests. There are currently 107 govern-
ments that are contracting parties to the IPPC. The IPPC’s purpose is common and
effective action to prevent the introduction and spread of pests of plants and plant
products, and the promotion of appropriate control measures. It covers both culti-
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vated and wild plants; the direct and indirect effects of pests; and the prevention
of the introduction and spread of weeds, and their control. The IPPC also covers
the movement of biological control agents, and other organisms of phytosanitary
concern claimed to be beneficial. The IPPC provides the global standard setting
mechanism for phytosanitary measures. It may be concerned with evaluating the
potential ‘pest’ characteristics (including weediness) of GMOs, that is, whether a
GMO may be detrimental to plant life or health. The IPPC allows parties to take
phytosanitary measures, i.e. any legislation, regulation or official procedure having
the purpose to prevent the introduction and/or spread of pests. These cover the pest
concerned and may also cover any plant, plant product, storage place, packaging,
conveyance, container, soil and any other organism, object or material capable of
harbouring or spreading pests that are deemed to require phytosanitary measures.

The IPPC calls for phytosanitary measures to be based on a pest risk analysis,
which covers both economic and environmental factors including possible detri-
mental effects on natural vegetation. The Convention also allows for the prohibition
or restriction of the movement of biological control agents and other organisms
of phytosanitary concern claimed to be beneficial into the territories parties. Any
transgenic organism that can be considered a pest of plants falls within the scope
of the IPPC and is likely to be subject to the provisions of the Convention.

The interpretation of areas such as risk assessment and the precise legal defin-
ition of terms such as injurious, economic and phytosanitary concern will have a
bearing on the level of application of the IPPC to the regulation of some transgenic
organisms. Where certain classes of transgenic organisms fall under the auspices
of the IPPC, this will allow for their regulation under national phytosanitary
legislation and providing quarantine services with the authority to take measures.

At the second meeting of the Interim Commission on Phytosanitary Measures
(ICPM) in October 1999, a number of governments gave high priority to standard
setting in relation to GMOs in particular to risk assessment and testing and release
of GMOs. They indicated that this could be addressed within the framework of the
IPPC. Others advocated a more cautious approach while some indicated the need to
give sufficient priority to development of standards for plant quarantine. The ICPM
decided that an exploratory working group would address the issues of biosafety in
relation to GMOs and of invasive species and report back to the 3rd meeting of the
ICPM in April 2001.

6. Conclusions

Scientific methodologies for risk assessment regarding the biosafety of transgenic
organisms (e.g. crops, animals, biocontrol agents) in agriculture have been under
development since it first became apparent that transgenic organisms could have a
useful role to play in agricultural and other anthropocentric production systems. As
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scientific risk assessment has evolved it has become clear that most biosafety as-
sessments regarding transgenics can only be meaningful when compared to the best
or worst of conventional practices involving their non-transgenic counterparts (e.g.
conventionally bred plant varieties or animal breeds). Many of the initial studies
focussing only on the effects of transgenics failed to include adequate controls to
allow comparative assessment with the effects of their non-transgenic equivalents.
The emerging picture seems that there is no clear evidence for environmental risks
regarding transgenic crops which are generically over and above those observed
for conventional crops.

While many scientists (and their representative organisations) do not perceive
any additional risk inherent in transgenic versus conventional crop varieties per se,
the anti-biotechnology lobbying via the popular media has resulted in the public
having higher perceptions of risk associated with agricultural biotechnology. Un-
like the pharmaceutical sector, the agricultural biotechnology sector has suffered
from a failure to communicate to the public the low relative risks associated with
agricultural biotechnology products (Spillane and Thro, 2000). In the domain of
public policy, public perceptions can set reality as politicians try to address the fears
of their constituents. Hence, in parallel to the evolution of scientific methodologies
for risk assessment, a substantial body of national and international policy and
legislation has emerged over the past decade concerning the regulation of trans-
genic organisms in production systems, especially in response to popular concerns
regarding the biosafety of transgenic organisms. Such biosafety legislation has
tended to focus only on the transgenics, even though non-transgenics which are
substantially equivalent may have similar effects.

The exaggeration of the risks of transgenic crops and concomitant over-
regulation has in some regions led to reductions in public sector funding support
for any plant genetics research. For instance, support for plant science research
within the European Union (EU) has been dropping sharply (Heselmans, 1999).
In recent years, there has been a two-thirds reduction in the number of successful
plant research proposals funded by the EU. Dutch authorities are in the midst of
implementing a 30% cut of plant research funding over five years and have ended
funding for all collaborative projects. All Danish programs in plant biotechnology
will expire by 2002, and no new initiatives are planned (Hodgson, 1999).

Because of emerging biosafety legislative regulations, there are likely to be high
initial costs for the introduction of transgenic crops or products (Tripp, 2000a).
Traditionally the public sector has played a facilitating role for the introduction
of novel useful innovations to farmers and consumers. In some instances, this has
included reducing the cost of entry for private firms (Pray and Umali-Deiniger,
1998). However, in the case of agricultural biotechnology it is by no means clear
who will bear the burden of the initial high costs of agricultural biotechnology
entry. It is probable that such costs are likely to be borne by the earliest adopters of
any benefits that transgenic crops or products confer. If current concerns driving the
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drafting of stringent biosafety models transpire to be exaggerated, then such over-
regulation regarding biosafety will have amounted to no more than a technology-
specific tax which pushes agricultural biotechnology research towards meeting the
needs of richer clients.

Risk management regarding transgenics in agriculture will require any relevant
risks (which may not be novel) to be weighed against the expected benefits of de-
veloping and deploying such transgenics. Much of the risk assessment procedures
that have been developed to date mainly focus on biological effects of the deploy-
ment of transgenic organisms. However, most transgenics have been developed in
response to a particular social need and hence any risks should ideally be weighed
against the expected social benefits that could accrue from the use of the trans-
genic innovation. In this regard, there has been a lack of economic analyses which
conduct comparative cost-risk-benefit studies of transgenic versus non-transgenic
approaches to addressing particular human needs. In some instances there will un-
doubtedly be conventional non-transgenic approaches which are perfectly adequate
to addressing particular agronomic needs or problems (Spillane and Thro, 2000).

There are also important questions of representation and accountability re-
garding the issue of the main actors are that are developing/influencing biosafety
regulations and whose interests they are ultimately representing. Perceptions of
risk will differ between those whose livelihoods depend on technological innova-
tions reaching them (e.g. farmers, poorer consumers, patients) and those whose
livelihoods will be largely unaffected whether certain technologies are developed
or not. There is a need for a new era of good governance and democratisa-
tion regarding decision making over biosafety regulations. A move towards more
needs-driven decision making regarding biosafety and biotechnology policy should
involve membership based organisations (e.g. trade unions, farmers organisations,
consumers organisations, scientific bodies) (Tripp, 2000b; Spillane, 2000). When
we enter such an era it will become possible to weigh the risks and benefits of trans-
genics or other biotechnological products against their conventional counterparts,
in the context of the needs of different societies or social groups.

Selected Biosafety-related Websites

e Biosafety Clearing House of the Convention on Biological Diversity
http://www.biodiv.org/biosafe/

e Biosafety Information Network and Advisory Service UNIDO
http://binas.unido.org/binas/index.php3

e National Focus Points for Biosafety
http://www.unep.org/unep/program/natres/biodiv/irb/focpts.htm

e Biosafety: National Contacts
http://irptc.unep.ch/biodiv/cont03.html
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¢ Convention on Biological Diversity — Working Group on Biosafety
http://www.iisd.ca/linkages/biodiv/bios

e Third World Network viewpoints on biosafety
http://www.twnside.org.sg/bio.htm

e Biotechnology Advisory Commission (Stockholm Environmental Institute) —
an outline of the function of this organisation
http://www.sei.se/envtech.html#Biotechnology AdvisoryCommission

e Organisation for Economic Cooperation and Development Biotrack Online —
a database of transgenic trials
http://www.oecd.org/ehs/service.htm

o FEuropean Commission: GMOs in food and environment: database of trials in
member states
http://food.jrc.it/gmo/gmo.asp

e IRRO Databases on Environmental Releases (Includes OECD)
http://www.bdt.org.br/bdt/irro

e Biosafety — Bioline’s electronic only journal
http://www.bdt.org.br/bioline/by

Note

1 WTO disputes WT/DS26 (USA versus EU) and WT/DS48 (Canada versus EU).
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2. Pest Resistance in Agriculture: An Economic Perspective

URI REGEV

1. Introduction

One of the most striking trends to have taken place in the past 100 years in modern
agriculture is the decrease in its economic share in developed countries, from about
50-70 to 2—4%, concomitant with the ability to supply ever rising quantities of food
to the entire world. This drastic increase in food production efficiency is largely
attributable to the interaction of chemical pesticides and herbicides, and the genetic
selection of new high yield but susceptible plant varieties. However, this wealth of
food output has cost society dear in negative side effects (externalities) that have
resulted from the tremendous increase in the use of chemical pesticides. These
externalities include air, soil and water pollution, residues in the food chain, elimi-
nation of beneficial organisms, disruption of the natural ecological equilibrium, and
the development of pest resistance to pesticides. Ecologists were among the first
to recognize the environmental consequences of extensive chemical use in modern
industry and agriculture. Carson (1962) shook the world when she warned of the
environmental threats posed by pesticides, and Van den Bosch’s provocative book
The Pesticide Conspiracy (1978) alerted society to the economic consequences of
environmental pollution and resistance to chemical pesticides: “Today the pesticide
treadmill spins more wildly than ever. We use twice as much insecticide as in
1962, there are more insect species of pest status than ever before, insect control
costs have skyrocketed, and insecticide impact on the environment is the worst in
history” (Van den Bosch, 1978, p. 35).

The economic incentive problem associated with the external effects of pesti-
cides is that our market prices do not reflect the benefits and cost entailed by these
externalities. As a result, profit-maximizing criterion of competitive firms ignores
external effects of pesticides, which results in resource misallocation by pesticide
users involving the wrong choice of control strategy as well as the overuse of
chemical pesticides. This phenomenon has not gone unnoticed, but was already
observed some 25 years ago in quite a few studies (Hueth and Regev, 1974;
Feder and Regev, 1975; Regev, 1976; Regev et al., 1976; Carlson, 1977), Note
that resistance differs from other externalities of environmental pollution in that its
impact (reducing future efficiency of currently used pesticides) affects the farmers
themselves, rather than the rest of the society. This type of externality is known as

Timothy Swanson (ed.), The Economics of Managing Biotechnologies, 51-69.
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the common property resource problem, which is a special case of the well-known
prisoners’ dilemma in game theory.

Pesticide resistance is a global phenomenon that has affected common pests
including fungi, bacteria, insects, rodents, and nematodes. Since World War I,
chemical pesticides have been the major weapon for suppressing human and
agricultural pests. However, as early as 1950, some species began to exhibit resis-
tance to DDT and other organochlorine compounds. After several years, resistance
spread to the more expensive organophosphorus compounds. Weed resistance to
herbicides developed only much later, due to the relatively slower rates of seed
migration between fields, resulting in better pest control incentives (as will be
explained in Section 3).

The different externalities caused by chemical pesticides have aroused conflict-
ing reactions from individual farmers, farmers’ organizations and the chemical
industry. The traditional response to pesticide environmental pollution from both
farmers and the pesticide industry has been to undermine the importance of the
damage and emphasize how the extensive arsenal of pesticides revolutionized agri-
cultural technology and food production. While recognizing the limitations and
problems associated with their use, they maintained that no one who compre-
hended the food-shortage consequences to humanity could seriously recommend
that chemicals be quickly replaced by alternative means of pest control. In line with
this view, LeBaron and Gressel (1982, p. 1) argued that “the net effect of pesticides
as with drugs has been the same; an increasing life expectancy with medicines and
an increasing food production with pesticides. Chemical pesticides must certainly
be a major and increasing part of agricultural technology in the decades ahead.
Resistance development is an inherent result of chemical control”.

Regarding resistance however, the incentives of the individual farmers differ
from those of the pesticide industry. Resistance development is accelerated by
excessive use of pesticides in pursuit of short-term gains, which entails long-term
cost through permanent loss of, often irreplaceable, pesticides. While each indi-
vidual farmer tends to ignore resistance in his pest control decisions, the chemical
industry react differently, as Green et al. (1990, p. ix) contended: “The traditional
response to resistance, by switching to new compounds, has become less practical
due to substantial increases in the time and expense of agrochemical discovery and
development”. Optimal resistance management could be achieved by collective
action, possibly by farmers’ cooperatives who have a regional view of the problem.
The economic incentives, attitudes to resistance, and the pest management policy
implications of the various interest groups are further discussed in Section 3.

Any discussion of resistance would not be complete without noting the recent
introduction of biotechnology that seems to present a great potential for replacing
chemical pesticides in pest management. Recent breakthroughs in genetic engi-
neering have opened the stage for dramatic changes in agriculture and, in particular,
crop protection. These developments might lead to a second revolution in the
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control of agricultural and human pests, analogous to the discovery of chemical
pesticides and antibiotics in the early 1940s. It is forecasted that genetic engi-
neering may bring about a greater selection of high yielding varieties for food
production, and will substitute chemical pesticides by developing plant varieties
with pest repelling genes. However, scientists and policy makers have already
begun to be concerned that conceivable external effects of biotechnology might be
worse than those of pesticides, both in terms of environmental pollution and vulner-
ability to the rapid development of pest resistance. A possible risk of biotechnology
could be the disruption of the ecological equilibrium and reduced bio-diversity
engendered by the elimination of some insect groups altogether, thereby inducing
the extinction of an entire pyramid of species. Biotechnology has already been
introduced into several crops (e.g. corn tobacco and cotton), where it has evoked
anxiety in regard to food quality, possible dispersion of the transplanted genes to
other populations, and pest-resistance development to the genetically transplanted
toxins. These concerns and possible tactics to encounter them are discussed in
Section 4.3.

2. Resistance Development over Time

2.1.  INSECT RESISTANCE

Insect resistance to pesticides has a history of nearly 90 years, but its deleterious
consequences in plant pathogens was recognized in the 1940s with the introduc-
tion and extensive use of synthetic organic pesticides. The incidence of resistance
continues to rise, and has been recorded to include over 500 species of insects
and mites, a 13% increase since 1984 (Georghiou, 1990; see Figure 1). The initial
response to the loss of efficiency induced by pesticide and herbicide-resistance
development was to increase dosages and frequencies of applications. When this
failed, the next move was a shift to a new toxicant, typically one that was more
expensive, with no basic change in the philosophy or strategy of chemical control.
This process created a vicious cycle of increasing the numbers and varieties of
pests, which triggered a rise in pest control costs. A few examples can illustrate
this hapless situation.

The Colorado potato beetle, a major worldwide pest of potatoes, was one of
the first pests to exhibit resistance to DDT (1952) and has subsequently developed
resistance to all synthetic insecticides in the northeastern US, apparently because
of cross-resistance. For example, carbofuran was initially highly effective for con-
trolling this pest, however, resistance developed unusually quickly, often within
one growing season (loannidis et al., 1992). Control costs of the Colorado potato
beetle were estimated in 1991 to be $35-74/ha in resistance-free areas versus
$306412/ha  in high-resistance areas (Grafius, 1997). A similar experience was
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Figure 1. Magnitude of the resistance problem. Source: Georghiou (1986, p. 17; 1990, p. 19).

encountered with resistance to fungicides, which was first reported in 1940. By
1957, 76 insect species were identified as having developed resistance to chemical
and organic pesticides, increasing to 228 by 1967 and 364 by 1976 (LeBaron and
Gressel, 1982).

In citrus fruit Eckert (1990) observed that all major organic fungicides had
failed to provide satisfactory control of post-harvest decay, caused by fungicide-
resistant bio-types of penicillium. Fungicide resistance has become a persistent
threat to the fresh citrus fruit business throughout the world. A final case in point is
the continuous spraying program of pesticides for heliotis (Helicoverpa armigera)
and whitefly (Bemisia tabaci) on cotton fields. Resistance of these pests to all major
pesticides had brought by 1987 cotton production practically to a stand-still over
large areas in Israel (Ishaaya, pers. comm.) and virtually everywhere else where
cotton is grown (Gutierrez, pers. comm.).

These examples only touch the surface of the general situation which is pre-
sented in Figures 2 and 3, that summarize the numbers of insect and mite resistance
to various insecticides.
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Figure 3. Number of resistance species, by insecticides-1984 (total = 866). Source: Georghiou
(1986, p. 19).

2.2. ' WEED RESISTANCE

Resistance of noxious weeds to herbicides is a quite recent phenomenon (see Fig-
ure 1), but has begun to be detected with increasing frequency as a consequence
of the growing intensity of herbicide use. Genetic components and selection pres-
sure are considered to be the main factors that contribute to the rate of herbicide
resistance. Clearly, since total weed eradication is impossible, a higher rate of kill
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leaves the surviving weeds more resistant, so that faster resistance development is
unavoidable (Gressel, and Segel, 1982). The first reports on herbicide resistance
appeared in Ryan (1970) and Radosevich and Appleby (1973). Ryan (1970) re-
ported the failure to control groundsel (Senecio vulgaris L.) in a nursery where
simazine and atrazine had been used continuously since 1958. These herbicides
were however effective against weed seedlings from sources outside the nursery,
where selection pressure was lower. As herbicide rates were increased in 1968
in an effort to gain control, the level of resistance in the surviving seedlings have
risen still further. This example represents a three-decade general trend of increased
agricultural costs of production due to weed resistance to herbicides, particularly
in Australian agriculture (Gorddard et al., 1995).

Resistance to herbicides is further complicated by the problem of cross-
resistance. This is a phenomenon where a biotype which has developed resistance
to one pesticide exhibits resistance to another that differs chemically from the origi-
nal and has different modes of action (Powles and Holtum, 1990). The development
of cross-resistance to commonly used herbicides is of great concern to both farm-
ers and the pesticide industry. A case in point would be annual ryegrass (Lolium
rigidum), a widely distributed weed, that has demonstrated a remarkable capacity
for rapid development of herbicide resistance. In many cases the repeated use of a
particular herbicide immediately endowed resistance to other groups of herbicides
not formerly used. This problem is especially rampant in Southern Australia where
ryegrass is found in pastures at widely dispersed sites throughout the cropping
zones. The intensive cross-resistance development in the ryegrass population has
eliminated the use of major groups of selective herbicides as predominant means of
weed control. Schmidt and Pannell (1996) reasoned that herbicide resistance was
a serious problem to agriculture in Australia, more than in any other country in the
world, and herbicide resistance could radically change the management practices
of grain growers in Southern Australia.

3. The Economic Incentives

Economic optimization in pest management involves decisions on the type of pes-
ticides, optimal doses and number of applications, as well as timing of the initial
spraying. The optimization process has often been based on short-term profit maxi-
mization for a single season only, ignoring inter-seasonal effects, as well as external
effects of pesticides. Pest resistance is obviously not of concern in this type of opti-
mization process, since it is a long-term phenomenon that does not usually develop
within a single season. However, resistance should play a major role in long-term
pest control optimization. This is the rationale for incorporating the effect of pest
resistance into a pest management optimization model where resistance is consid-
ered as a stock variable in the context of exhaustible resources. In this context,
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the optimal application of pesticides implies conjunctive management of both the
pest and its associated stock of susceptibility. An optimal application should be
lower for pests with potential resistance development, because the cost of pesticide
resistance is added to the standard marginal cost of pesticide use. This additional
cost (sometimes called user cost) results from the reduced future effectiveness of
chemical pesticides due to an incremental dose of pesticides at the present time.
In this situation, disregarding future effects of resistance can be attributed only to
ignorance or myopia (Hueth and Regev, 1974; Sarhan et al., 1979).

The long-sighted pesticide user should weigh the short-term benefits of chemi-
cal control against the long-term (user) cost, owing to pesticide-resistance build-up
in the pest population. Taylor and Headley (1975) developed an illustrative popula-
tion resistance model with three groups of genotypes that mate randomly according
to the Hardy—Weinberg law. They suggested a dynamic programming compu-
tational procedure as an illustration of a whole class of pest control decisions.
However, even this dynamic optimization approach, which considered future pest
resistance in addition to the immediate short-term profits, overlooked the common
property feature of pest resistance resulting from pest migration.

Many pests, especially insects, are highly mobile and when the cropping season
is over, their life cycle carries them to different hosts outside the field, often to an
area that is quite distant from the original field. This biological feature of many
pests is the basis for resistance being a common property resource. The reason
is that the degree of resistance of the incoming pests to any given field does not
depend on the resistance generated by pesticide use in that field, but rather on
the average resistance in the region, determined by all the pesticide users in the
area. This common property phenomenon was observed long ago: “The individual
farmer does not take resistance into his economic considerations because the level
of resistance is affected not by his own pest management decisions, but as a result
of the total chemical pesticides applied in the region” (Regev, 1976, p. 271).

Resistance being a common property resource implies conflicting interests be-
tween individual farmers and the farmers as a group in the region, namely a farmer
who seeks to maximize profits in competitive markets will not take into consider-
ation the effect of increasing his pesticide use on resistance development. When
farmers cooperate, the cost of increasing future resistance by pesticide use in the
present time is taken into consideration by the farmers’ organization, since their
aggregate pesticide use affects their future profits. However, farmers have to be
convinced that acting collectively as long-term managers of pest susceptibility is
in their own best interest, rather than to act competitively and use potent pesti-
cides with onerous resistance consequences. But, cooperation is feasible only if
transaction costs of farmers’ organization are low so that the net gains of acting
collectively are positive.

Naturally, the higher the pest mobility the higher will be the common property
effect on farmers’ pest control decisions, and this hypothesis is testable by empir-
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ical data. For a non-mobile pest species, the stock of resistance is a private (rather
than a common) property, resistance is affected only by the farmer’s own pesticide
use, and the long sighted farmer will take future resistance risk into account when
making his present pest control decisions. Thus, the hypothesis that resistance plays
an important role in farmers’ pest control decisions will be empirically confirmed,
if data show that resistance development is slower for non-migratory pests, and that
cooperative pest control decisions are positively related to pest mobility.

The main consequence of resistance being a common property (the case of
migratory pests) is a market failure, which means that prices do not reflect the
true costs, and farmers tend to apply pesticide dosages that are higher than the
socially optimal ones. Even worse, these farmers are likely to reject alternative
control methods that avoid or delay resistance development, if they even slightly di-
minish profits in the short run. Market failures were also observed in other common
property resource situations (Regev, 1984; Regev et al., 1979, 1983; Miranowski
and Carlson, 1986; Clark and Carlson, 1990), where they invariably led to resource
misallocation, mostly overuse of those common property resources.

The obstacles in finding the optimal pest management strategy are further aug-
mented by the difficulties encountered in estimating the true value of pest control
decisions. Because pest control is a dynamic decision process, there is a tendency
to underestimate future control measures and overestimate current effects (Carlson,
1977). Also, when the neoclassical production function is used to evaluate pest con-
trol decisions, there is an estimation bias (Lichtenberg and Zilberman, 1986). This
bias can also explain why farmers respond to increased resistance by increasing
usage levels, as compensation for the decreased pesticide productivity.

The pesticide industry is also concerned about pesticide-resistance development
and its profit incentives go hand in hand with those of farmers’ organizations. Thus,
chemical companies have market incentives to restrict the usage of those pesticides
with high risk of resistance development. They also will tend to invest in new
compounds where resistance to currently used ones is increasing. Undoubtedly,
the pesticide industry has an interest in monitoring resistance and developing new
products with an underlying strategy of maintaining and expanding their market
shares. However, in an effort to delay resistance development, these companies’
R&D programs are mostly geared towards developing new chemicals, rather than
encouraging alternative non-chemical technologies that could be of benefit to both
pesticide users and the environment.

In addition to resistance, there are other negative side effects of pesticides that
impose negative externalities (environmental pollution and pesticide residues in
the food chain), lead to market failures, and imply overuse and wrong choice of
pesticides. In these situations the negative externalities are imposed largely on all
of the society, while the effects on the farmers is only negligible (except in cases
of health risks to the farmers or farm workers). Without government regulation, the
profit seeking pesticide industry has little motivation to relate to those externalities
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which do not directly affect its own or the farmers’ profits. However, while public
regulation is called for in the case of environmental pollution, it is not required
for the case of resistant management, as the latter can be efficiently handled by
cooperation of the farmers.

Given this background of the negative externalities of chemical pesticides, it
is no wonder that biotechnology has excited such great interest with its potential
to create genetically modified crops as a means for obtaining higher yield while
avoiding the harmful pesticides. The best example of using biotechnology as a
substitute for pesticides, is the Bacillus thuringiensis (Bt), a soil bacterium has been
transplanted into corn, soybeans, tobacco, cotton and other crops. The genetically
modified Bt corn does not require any pesticide application against the European
corn borer, which is a major and widespread corn pest.

However, the rapid adoption of Bt corn and other genetically modified crops
has caused much concern about the risks for food quality, ecological balance and
the harmful effects in reducing biodiversity. Another worry is the rapid selection
of pest mutations that will be highly resistance to the Bt toxin transplanted into
the plant. Scientists also fear that resistance to the newly developed toxin will have
high cross-resistance characteristics. In other words, a pest species that has devel-
oped resistance to the Bt toxin will be resistant to other chemical pesticides, even in
the first application. The economic issues and incentives in this case are similar to
those relating to chemical pesticides, i.e., common property resources and myopic
decision-making by individual farmers. Therefore, any recommended policy for
managing this new type of potential resistance must weigh the immediate gains of
saving pesticide direct and external cost against future and as yet uncertain risks
of new types of ‘super resistant’ pests. Furthermore, it should be anticipated that
farmers may hesitate to cooperate with policies that will limit their use of this new
technology, if such cooperation will reduce their immediate profits. A comparison
of the current recommended policies for managing pest resistance with the newly
genetically modified crops will be discussed in Section 4.3.

4. Recommended Policies

Resistance management has to be flexible, and must be determined from factors
such as pest mobility, farm size, array of available chemical and non-chemical con-
trols, and the cost of coordinating collective action. Miranowski and Carlson (1986)
delineated several categories of resistance management and institutional arrange-
ments that hinge upon pest mobility, speed of resistance development, availability
of control substitutes, cost of information gathering, cost of coordination efforts,
and competitiveness of the pesticide market. When pests are immobile and farmers
are informed, no form of intervention in pest control decisions is required. How-
ever, when the pests are mobile, farmers’ cooperation and organization becomes
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necessary in order to achieve optimal long-term pest and resistance management.
This need for organized resistance management is even more urgent once cross-
resistance is evidenced in the field, since cross-resistance can make new pesticides
obsolete soon after their introduction.

4.1. PESTS

Even though some general principles for managing resistance are available, actual
recommended policies vary according to the particular crop and pest. The follow-
ing are only a few examples of the variety of pest control methods for managing
resistance.

Rust resistance has been found to be the culprit for growing non-optimal wheat
cultivars. Heisey et al. (1997) calculated yield losses resulting from maximizing
genetic diversity and plant resistance to rust, and estimated the costs of managing
resistance through genetic diversity to be around 65-70 kg/ha. Two factors, pest-
resistant wheat cultivar and planting date modification, have been found to be cost-
efficient alternatives for protecting winter wheat from the Hessian fly (Buntin et al.
1992).

Heliotis and whitefly, two widespread cotfon pests, have worldwide distribu-
tions and are responsible for major economic losses over a broad range of fields
and horticultural crops. In the US alone heliotis has caused more than one billion
dollars of annual losses that are attributable to crop damage and control costs
(Bull and Menn, 1990). In Israel, growers are encouraged to postpone spraying,
and it has often been found that an initial rise in the pest population was fol-
lowed by a dramatic reduction without intervention of growers. An important
insect-resistance management (IRM) strategy in Israel is based on a model de-
vised in Australia. In this model (see Figure 4), the growing season is divided into
three time ‘windows’. During the first period (April-July) no pesticide spraying
is recommended, for as long as possible, in order to preserve the pests’ natural
enemies. It is also recommended that no two successive pesticides be applied with
compounds that induce similar resistance mechanisms in the insect. Alternation
of insecticides (mostly selective ones) is introduced in the second and third time
periods in order to slow down resistance build-up (Horowitz et al., 1993). Figure 5
demonstrates the effect of this strategy on the reduction in pesticide applications
on cotton in Israel. The IRM strategy also recommends that two newly introduced
growth regulators (pyriproxyfen and buprofezin) be restricted to one treatment per
season during peak activity of the pest. Experiments show that one treatment of
these compounds appreciably altered the susceptibility of Bemisia tabaci to these
growth regulators (Horowitz and Isaaya, 1994). In the US, Bull and Menn (1990)
report on efforts to organize tri-state coordinated programs with similar features
for managing pyrethroid resistance.
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Figure 4. Scheme of IRM-IPM strategy in Israel cotton 1998. Source: Forer (1998).
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Figure 5. Number of insecticide sprays in Israel cotton. Source: Forer (1998).
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The ftobacco or cotton whitefly (Bemisia tabaci) is one of the more nasty
pests, attacking a wide range of edible and ornamental crops. In glasshouses in
Northern Europe biological control is mostly achieved by a parasitic wasp (En-
carsia formosa). Nevertheless, for outdoor crops insecticides are still the main
means of control, especially in Southern Europe. Worldwide resistance to a wide
range of chemical agents, including organophosphates, carbamates, pyrethroids,
and organochlorines is by now well entrenched. More recent insect growth regu-
lators (which work by a new mode of action) have recently been introduced, but
none of these new insecticides should be assumed to be immune from resistance
development (Horowitz et al., 1999a). Tactics of pesticide alternations or mixtures
might delay the onset of resistance, and also reduce its magnitude. For example,
Horowitz et al. (1999b, p. 94) noted that “reliance on insecticide mixtures can
also select additional resistance mechanisms, as demonstrated in Arizona cotton
in 1995”. Continuous resistance monitoring and the exploitation of non-chemical
management tactics, such as natural enemies, currently provide the best model for
combating resistance in these pests.

Gutierrez et al. (1979) developed a dynamic optimization (inter and intra-
season) control model for Egyptian alfalfa weevil that incorporated resistance into
the interaction of alfalfa and this pest. The empirical results presented optimal
within season and long-term spraying patterns, with and without information on the
development of resistance. In the long run, the quantities of pesticides were found
to be high in the first few seasons, but decreased later as a result of low infestation.
The results also support the common contention that overexposure to pesticides
not only decreases profits more rapidly, but also speeds up the development of
resistance.

The approach of the pesticide industry to pest resistance development is
twofold: on one hand it tries to extend the life span of existing pesticides by vari-
ous management tactics, while, on the other, it develops new pesticides that work
according to a different mode of action. However, tactical decisions that fall within
a strategy of reduced reliance on chemical pesticides (such as protection of natural
enemies, or treatment according to economic thresholds) are usually considered as
moderately or not useful at all. Tactics aimed at prolonging pesticide life (which
ultimately increase pesticide costs to the farmers) are highly encouraged and pro-
moted by the pesticide industry (e.g. alteration, rotation or sequence of pesticides,
new toxophores with alternate sites of action, or pesticides mixture). According
to LeBaron (1986, p. 323), “The discovery and development of new pesticides
has often been viewed as a major approach to management of resistance to earlier
pesticides. While we need to encourage new discoveries, we must do everything
possible to preserve all of our present pesticides. This strategy is a vital and rela-
tively long-term solution to the control of pests resistant to current pesticides, but
it can never be a permanent solution”. Schwinn and Morton (1990, p. 170) stated
that anti-resistance strategies need to be “effective, realistic and enforceable, and
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should be developed by the agrochemical industry in collaboration with extramural
partners ... in order to protect the highly needed modern fungicides from becoming
obsolete due to broad resistance development”. These statements encapsulate the
pesticide industry’s approach to the problem of managing resistance. Furthermore,
the authors’ long-term view of anti-resistance strategies does not allude to any
non-chemical control alternatives, conceivably because they do not contribute to
enhancing sales and profits of the pesticide industry.

Widawsky et al. (1998) observed that host-plant resistance is a viable alternative
to pest control. Under intensive rice production systems in eastern China, pesticide
productivity is low compared to that of host-plant resistance. They found negative
marginal returns to pesticide use, and host-plant resistance to be an effective substi-
tute, achieving substantial reduction in pesticide use with no loss in rice production.
Nevertheless, pesticides are overused in Chinese rice production, while host-plant
resistance is under-utilized. This finding can possibly be explained by two factors:
lack of information about the productivity of pesticides, and farmers’ risk aversion,
which leads the farmers to misperceive pesticides as a substitute for insurance.

4.2. WEEDS

According to Schmidt and Pannell (1996), the main issues in herbicide resistance
management include:

1. Estimates of the short-term cost of changing rotations to delay herbicide
resistance.

2. The length of time before profitability collapses when continuous crop rotation

ismaintained.

The optimal time path of herbicide usage.

Crop rotation when weeds become totally resistant

5. Economic complexities of non-chemical control.

B »

Schmidt and Pannell also mentioned that the best tactics to prevent or delay
resistant populations are:

(a) herbicide mixtures of compounds (or rotation of herbicides) that will act at
different sites of action with different modes of degradation, preferably with
no or negative cross-resistance; and

(b) mechanical cultivation in the crop rotation.

Resistance can be delayed considerably by rotating with herbicides of differing
groups to which the weeds are not cross-resistant (Gressel and Segel, 1982, 1990).
Ryegrass (Lolium rigidum) is the weed most commonly recognized for resis-
tance development, especially in continuous cropping rotation. Gorddard et al.
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(1995) suggested an optimal control model to select the optimal combination of
chemical and non-chemical control measures, taking into account the tradeoffs
between short-term profits and long-term costs of herbicide resistance. An optimal
resistance strategy would include decreasing herbicide dosages as resistance devel-
ops, with compensatory increases in the levels of non-chemical control. Gorddard
et al. evaluated three possible management strategies: non-chemical control, lower
herbicide dosages, and inclusion of grazed pasture phase into the crop rotation
with no selective herbicides. Each strategy entailed short-term costs due to lower
yields, which are weighed against its long-term benefits. Non-chemical control can
be profitable, depending on the relative costs and effectiveness of the weed control.
Economic short-term losses entailed by a pasture phase in the rotation process
to delay the development of herbicide resistance can be high. However, pasture
may be worth growing (possibly with application of non-selective herbicides) if it
causes a substantial reduction in ryegrass seed numbers, even if it generates little
or no direct income (Gorddard et al., 1996).

43. GENETICALLY MODIFIED PLANTS FOR PEST AND WEED CONTROL

Genetically engineered crops containing endotoxins from Bt are an alternative
pest management strategy that operate by making the plants tolerant to specific
insects. Each strain of Bt produces a characteristic set of crystal proteins that
are lethal to certain insects, yet does little or no harm to most other organisms,
including humans, wildlife and even other insects (Tabashnik, 1997). Furthermore,
cross-resistance between conventional insecticides and Bt should not be expected,
since they have different modes of action and engender different mechanisms of
resistance (Tabashnik, 1994).

Bt was first described in 1911 and has been available for commercial use since
the 1930s, yet hardly been applied in agriculture until recently. Its emergence
as a viable commercial alternative for pest control is attributable to the recent
breakthroughs in biotechnology, to the increasing concern about environmental
hazards of conventional pesticides, and to the rapid evolution of pest resistance
to insecticides. Bt produces crystal proteins that kill insects by binding to and
disrupting their midgut membranes, so that a transplanted crop (e.g. Bt corn) could
provide a safe and effective means of pest control. However, their usefulness could
be short-lived if insects adapt to the toxins (Mallet and Porter, 1992).

Even though resistance to Bt has been recently reported in Hawaii, US conti-
nental and Asia (Liu and Tabashnik, 1997), it has been commercially used for over
two decades without reports of substantial resistance development in open field
populations (Tabashnik, 1994). This could be due to the short time that Bt crops
have been widely spread, or due to the inherent difficulties of conducting long-
term field experiments of resistance development. Another possible explanation for
lack (or slow) resistance development in the field is fitness costs. Genetic changes
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that confer resistance to Bt may compromise normal functions and thus impose
fitness cost when Bt is not present, which can cause a decline in resistance in mixed
populations when selection ceases.

However, there have been many theoretical arguments, simulations and labora-
tory experiments that demonstrate the development of resistance by various pests to
a number of Bt crops (see a review in Tabashnik, 1994). Therefore, scientists con-
sider resistance as the greatest threat to the continued success of Bt. The growing
concern for development of insect resistance to Bt crops has led to the following
suggested tactics to avert or slow it down by taking account of the unique features
of Bt itself (Tabashnik, 1994): mixture of the toxins, synergists, mosaics (adjacent
areas that are treated with different toxins), rotations, ultra-high doses and refuges.
Refuges means providing temporal and/or spatial areas free from the Bt crop, and
these refuges could be among tissues within plants, among plants within fields, or
between fields.

Refuges is a major policy recommendation of the EPA for managing potential
resistance to genetically modified plants, where a certain percentage of refuge areas
is allocated for the growth of non-trangenic crops. The objective of such a policy
is to preserve pest population that is susceptible to the trangenic crops in case of
resistance development. This tactic has been reinforced by computer simulation
results (Alstad and Andow, 1995), by theoretical projections (Liu and Tabashnik,
1997; Mallet and Porter, 1992), as well as laboratory experiments in several major
pests (Tabashnik, 1994). However, the implementation of refuge policy raises many
theoretical and practical problems: It increases pest levels and damages in the short
run, encourages the use of conventional pesticides with detrimental environmental
consequences, and may meet with non-compliance of farmers if such regulation
will lower their profits.

Bt corn is a case in point for illustrating the pros and cons of the various strate-
gies suggested for delaying resistance development. The areas planted with Bt corn
have thus far exceeded 25% of the corn areas in the US. Since pest resistance to Bt
corn has been found in laboratory conditions, but rarely detected in the fields, the
long-term gains of such policy are questionable. Refuge area policy allows the use
of conventional pesticides on the non-Bt fields, and thus hinders the possibility of
a few years of pesticide-free corn fields, which may help the resurrection of benefi-
cial insects and other organisms, establishing a new natural ecological equilibrium.
Mixing Bt and non-Bt seeds is another alternative policy that may mitigate certain
types of resistance development. However, Mallet and Porter (1992) showed in a
theoretical model that if insects can move from plant to plant seed mixture may
actually hasten insect resistance. The control of toxin concentration in genetically
modified crops may also help maintain resistance development below critical lev-
els. R&D in biotechnology may find another aspect and a corresponding gene that
could be transplanted and control the pest (a sort of backstop technology). Finally,
as long as resistance has not actually developed in the field (possibly because of
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high fitness cost of Bt-resistant pests), we should do our best in research and other
preparations in case it arrives, but continue to enjoy the current gains of the new
technology. If and when Bt resistance develops in the field, we could either go back
to square one, or employ newly developed technologies and tactics to manage it.

Finally, one should not forget that resistance is but one of many concerns and
worries regarding genetically modified crops, and adoption of these technologies
should be cautious and not take them lightly.

5. Concluding Remarks

Resistance is only one problem among many negative external effects of chem-
ical pesticides. Therefore resistance should not be treated separately from the
whole complex of economic and environmental problems in pest control decisions.
Farmers have incentives to consider resistance when acting collectively, but unless
forced, will disregard environmental pollution such as air and water pollution and
pesticide residues in the food chain. The same holds true for the pesticide industry.

To what degree conflicting economic incentives have contributed to the current
pest-resistance situation is still an open question. However, the faster development
of resistance by the highly mobile insects, relative to plant pathogens and weeds
(Figure 1), can serve as an empirical indication for the importance of the common
property role in pest control decision making. Whatever is the importance of ana-
lyzing past development of resistance, the main policy problem is how to proceed
from here.

If and when biotechnology becomes a viable substitute for pesticides, society
should seriously explore this option, though cautiously, given the environmental
risks and benefits, and the potential for undesired selection of resistant new pest
strains. The risks of biotechnology might turn out to be even more devastating than
those of the conventional pesticides. In addition to reducing biodiversity, there is a
growing concern that insects are smarter than humans, and will develop resistance
to these new technologies faster than we can even begin to imagine. If Carson
(1962) was even only partially right, perhaps we had better taken a risk-averse
approach and not put all our eggs in one basket.
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3. Biotechnology for Planted Forests:
An Assessment of Biological, Economic and
Environmental Possibilities and Limitations

ROGER A.SEDJO

Forestry is currently undergoing an important transition from a wild resource,
which had typically been foraged, to a planted agricultural crop, which is harvested
periodically as other agricultural commodities. Only the time scale for forestry is
longer. The transition of forestry from foraging to an agricultural cropping mode
has been underway on a significant scale only within the past 50 years or so.
Planted forests benefit from the same types of innovations that are common in
other agriculture. However, economic incentives for plant domestication, breeding
and improvement activities can occur when the investor can capture the benefits
of the innovation. As in other types of agriculture, early improvements involved
identification of trees with desired traits and attempts to capture offspring that
have the desired traits through the identification of superior trees. In recent decades
traditional breeding techniques were practiced in forestry. In the 1990s, however,
modern biotechnology, including tissue culture and genetic modification began to
be undertaken in earnest.

Forestry today is on the threshold of the widespread introduction of biotech-
nology into its operational practices in the form of sophisticated tissue cultures for
cloned seedlings, and in the form of genetically modified organisms. As more of
the world’s industrial wood is being produced on planted forests, the potential to
introduce genetic alterations into the germ plasma utilized in planting is obvious.
In many cases the biotechnology about to be introduced in forestry is simply an
extension of that being utilized in agriculture, e.g., a herbicide tolerant gene. How-
ever, biotechnology in forestry is also developing applications unique to forestry,
e.g., genes for fiber modification, lignin reduction and extraction, and to promote
sterility.

The environmental and ownership dimensions of biotechnology in forestry dif-
fer in some ways from agriculture. Unlike most agriculture there are no direct
concerns for health or safety from the consumption of wood products using ge-
netically modified organisms. Also, ownership and property rights issues related
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to biotechnological innovations appear to be more tractable in the longer harvest
rotation of forestry than in typical seasonal agriculture. This is because by the time
the tree is flowering and the seed is available, the technology in that seed may be
obsolete. There are, however, concerns related to genetic transfers that might occur
between transgenic and wild trees, and the potential implications for the natural
environment. Additionally, there is the broader question of the environmental im-
plications of producing larger portions of the world’s industrial wood on rather
modest amounts of land. One implication is that large areas of natural forest might
be free from pressures to produce industrial wood, perhaps thereby being better
able to provide biodiversity habitat. This paper addresses these issues.

The paper is organized as follows. The general introduction is followed by a
discussion of the application of tradition breeding and then modern biotechnology
to forests. In the next section the environmental impacts of these changes are ex-
amined in the forestry context. This is followed by a discussion of some of the
perceived risks. The fifth section discusses the various types of biotechnological
innovations that could be forthcoming and gives an estimate of where these in-
novations are currently in their development and which specific innovations are
likely to become operationally available over the next decade or two. The poten-
tial economic benefits associated with selected types of biotechnology innovations
are examined and the magnitude of one of the innovations, the herbicide-resistant
gene, is estimated. Finally, the paper discusses the problems of economic and eco-
logical viability of biotechnology in forestry, including the implications of forest
certification for the introduction of transgenic seedlings.

1. General Introduction

The domestication of a small number of plants, particularly wheat, rice and maize,
is among the most significant accomplishments in the human era. Modern civi-
lization would be impossible without this innovation. Common features associated
with plant domestication include high yields, large seeds, soft seed coats, non-
shattering seed heads that prevent seed dispersal and thus facilitate harvesting, and
a flowering time that is determined by planting date rather than by natural day
length (Bradshaw, 1999).

Recent decades have seen continuing increases in biological productivity, es-
pecially in agriculture. This has been driven largely by technological innovations
that have generated continuous improvements in the genetics of primarily domes-
ticated plants and animals. Much of this improvement has been the result of plant
improvements that have been accomplished by traditional breeding techniques
through which desired characteristics of plants and animals, e.g., growth rates or
disease resistance, can be incorporated into the cultivated varieties of the species
in question.
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Changes driven by technology, however, are not new. Hayami and Ruttan (1985)
pointed out that in the U.S. most of the increased agricultural production that oc-
curred over the past two centuries before 1930 was the result of increases in the
amount of land placed in agriculture as most of the increased production reflected
increased inputs in the form of labor saving technology — either animal or me-
chanical. In Japan, however, where land was limited, substantial improvements in
rice productivity were made by careful selection of superior yield-increasing seed.
Land productivity in grain production in the U.S. showed little increase until the
1930s as most of the gains in production were due to innovations that allowed more
land to come into production, e.g., new equipment and mechanization. By contrast,
land productivity in Japan was a function of biotechnological improvements in the
form of improved seed and increased yields. In the U.S. after the 1930s, when most
of the highly productive agricultural land was in use, the focus of innovation was
directed at plant improvement, which increased land productivity through higher
yields. Until fairly recently these improvements were achieved through the use
of traditional plant breeding techniques, which gradually increased agricultural
yields.

In its simplest form, biotechnology is the use of micro-organisms, plant and
animal cells, to produce materials such as food, medicine, and chemicals that are
useful to humankind. By this definition biotechnology comprises any technique
that uses living organisms to make or modify a product, to improve plants or
animals or to develop micro-organisms for a specific use (Haines, 1994a, 1994b).
Such activities have been common among humans for a long time and include
such activities as brewing alcoholic beverages or the use of traditional breeding
techniques for improving food crops and domestic animals.

A more narrow but contemporary definition of biotechnology is ‘the commer-
cial application of living organisms or their products, which involves the deliberate
manipulation of their DNA molecules’. Gradually, science has evolved its un-
derstanding of the chemical coding system, the gene, and how its message is
encoded in the molecule’s chemical structure. The gene is a segment of a substance
called deoxyribonucleic acid; the DNA molecule and its message is encoded in the
molecule’s chemical structure. DNA is passed on from one generation to the next
transferring a range of individual traits from parent to offspring. The science of
manipulating and transferring chemical instructions from one cell to another is
called genetic engineering. When the process involves the transferring of DNA
from one organism to another, the result is a genetic modification that would not
normally take place in nature — the production of a transgenic organism. This ap-
proach has been extremely successful in the development of new drugs, medicines
and Pharmaceuticals, as well as in agriculture.

A primary aim of modern biotechnology is to make living cells perform a spe-
cific useful task in a predictable and controllable way. Whether a living cell will
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perform these tasks is determined by its genetic make-up and by the instructions
contained in a collection of chemical messages called genes.

This paper begins its investigation of biological innovations with those associ-
ated with traditional breeding techniques, but focuses primarily on those associated
with genetic modification, including cloning and genetic marking, and particularly
as applied to forestry.

The types of biotechnological innovations that were developed in agricul-
ture and have applications in forestry include the two most common alterations
— herbicide tolerance, e.g., Glyphosate and a natural insecticide, e.g., Bacillus
thuringiensis (Bt), a type of bactera that infects and kills insects, which is used
in cotton and corn crops.

New methods of weedy vegetation control have been developed using trans-
genie plants. Glyphosate (Roundup), for example, is an effective herbicide that
has the desirable environmental property of rapidly decomposing into inert com-
pounds. Thus, it can eliminate vegetation on a site without creating the traditional
environmental problems such as leaving toxic residues in the soil and water. In
agriculture, herbicides had been used to treat fields before planting, eliminating
all existing vegetation and thus allowing the crop to begin growth with minimal
weed competition. However, with ordinary crop plants, herbicides cannot be used
after planting as it would damage the crop as well as the herbaceous weeds. In
response to this situation a modified herbicide tolerant gene has been developed
and introduced into agricultural plants, such as corn and soybean. Fields with these
transgenic plants can be sprayed with the herbicide without damaging crop plants.
The main advantage of this approach is lower weed control costs. Also, there is
the potential to reduce total herbicide usage. In addition, increased yields are often
experienced since weedy plant competition has been controlled and there is no
inadvertent damage to the crop plants from the herbicide. Similarly, the introduc-
tion of a potato-bug-resistant gene, which discourages bug infestation, e.g., the
Colorado potato bug, into potato plants has reduced pest control costs and increased
potato yields.

Although facing resistance in some regions, overall the rate at which agribiotech
applications have been commercialized has been quite rapid. In addition, there are
important new applications on the horizon, e.g., increasing the protein content in
milk, rice and potatoes.
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2. Application of Tradition Breeding and Modern Biotechnology to Forests

2.1.  TRADITIONAL BREEDING

Tree improvement most often has relied on traditional breeding techniques like
selection of superior (plus candidate) trees for volume and stem straightness, and
grafting these into breeding orchards and producing seed orchards. When breeding
orchards begin to flower, pollination of selections is artificially controlled, seeds
are collected, progeny tests are established, and the best offspring are chosen for
the next cycle of breeding. At the same time, selections whose offspring did not
perform well in the progeny tests are removed from the production seed orchards
to improve genetic quality. In the past, operational quantities of seed from pro-
duction seed orchards were derived from open pollination. Today, however, more
sophisticated large-scale controlled pollination techniques are in place that offer
the potential of further improvement of the offspring of two superior parents.

By identifying and selecting for desired traits, breeding can select for a set of
traits that can improve wood and fiber characteristics, improve the form of the
tree, provide other desired characteristics, and improve growth. These traits are
introduced into the genetic base that is used for a planted forest. This contributes
to the more efficient production of industrial wood and to an improved quality of
the wood output of the forest.

Thus far, most breeding activity has focused on increasing tree growth and
disease resistance. Today, by matching superior seedlings with favorable sites and
intensive management, planted forests are generating increased yields over what
are commonly obtained in natural forests. Research is now focusing on improving
other desired characteristics, in addition to growth rates.

The results of traditional breeding approaches to improve yields are instructive
to illustrate the possibilities of traditional breeding (Table 1). For most tree species
the typical approach involves the selection of superior trees for establishment in
seed orchards. Experience has shown that an orchard mix of first-generation, open-
pollinated seed can be expected to generate an 8% per generation improvement
in the desired characteristic, e.g., yield. More sophisticated seed collection and
deployment techniques, such as collecting seed from the best mothers (Family
Block), can result in an 11% increase in yield, while mass-controlled pollination
techniques, which control for both male and female genes (full sibling), have
increased yield up to 21%.

A variant of the traditional breeding techniques is that of hybridization, which
has provided robust offspring by bringing together populations that do not nor-
mally mix in nature. As in agricultural products, tree hybrids are often a means
to improve growth and other desired characteristics. Hybridization crosses trees
that are unlikely to breed in nature, often where parents do not occur together in
sympatric populations. These crosses often exhibit growth and other characteristics
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Table 1. Gains from various traditional breeding approaches: Loblolly Pine.

Technique Effect
Orchard mix, open pollination, first generation 8% increase in yields
Family block, best mothers 11%

Mass pollination (control for both male and female) 21%

Source: Westvaco Corporation.!

that neither of the parent species alone can match. In the U.S., for example, several
hybrid poplars have shown remarkable growth rates exceeding that found in parent
populations.2 The same is true for the Eucalyptus grandis and urophylla hybrid in
many parts of the tropics and subtropics. Also, certain types of pine hybrids, pitch
and loblolly hybrids, exhibit the cold hardiness found in pitch pine and the rapid
growth of loblolly pine. Also, hybrids of the P. carribaea (Caribbean pine) and
P. elliottii (slash pine) is are known to combine good stem form of slash with the
rapid growth of the Caribbean strain.

The traits introduced can be of various types. For example, the introduction into
trees of an engineered gene that confers tolerance to certain herbicides has already
been accomplished and the potential for herbicide application during the estab-
lishment phase for some types of planted forests is substantial. This application is
being widely used in certain agricultural crops and its adoption by farmers has been
extremely rapid. Today the herbicide tolerance trait is being introduced into new
plantings of certain hardwood plantations where weed problems are potentially
severe. The presence of this gene, which makes the young trees tolerant to the
herbicide, allows for the easy low-cost application of the herbicide early in the
establishment cycle without concern that it could injure the crop. This approach
not only lowers herbicide application costs, but also allows for more effective
vegetative control and potential yield increases.

2.2.  MOLECULAR BIOLOGY

A second major approach to genetic manipulation of trees utilizes molecular bi-
ology. Molecular biology has two facets. The first facet is that which may aid
the efficiency of traditional breeding programs. One problem with traditional ap-
proaches in tree breeding is the long growth cycles generally required by trees,
which make this process very time consuming. Techniques, such as molecular
biology and molecular markers, which identify areas on the chromosome where
genes that control desired traits occur, can accelerate the process and enhance
the productivity of the traditional approach. The second facet is where specific
genes are identified and modified to affect biochemical pathways and the resulting
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phenotypes. Forexample, lignin genes can alter the amount, type and form of lignin
that is produced.

In recent years molecular approaches to tree selection and breeding have shown
significant promise. The molecular approach, although limited in application by its
expense, involves genetic material being identified, collected, bred and tested over
a wide range of sites. Rather than simply choosing specific tree phenotypes on the
basis of their outward appearance, the molecular approach identifies the areas of
the chromosomes that are associated with the desired traits. ‘Markers’ are used to
identify the relative position of genes on the chromosome that control expression of
a trait. This approach exploits the genetic variation, which is often abundant, found
in natural populations. Molecular markers and screening techniques can be used
to examine the DNA of thousands of individual trees to identify the few, perhaps
less than a dozen, with the optimal mix of genes for the desired outputs. These
techniques are currently being applied to the development of improved poplar in
the U.S. and eucalyptus in Brazil.’

Recent work on hybrid poplar in the Pacific Northwest has shown a 20%
increase in yields in plantations and an additional 20% on dry sites, where irri-
gation can be applied (east of the Cascade Mountains) (T. Bradshaw, pers. comm.).
Growth rates with these plantations are impressive. Yields are about 7 tons per
acre, or about 50 m® per ha and improvements in the yield continue (Withrow-
Robinson et al., 1995, p. 13). These growth rates are approximately three times the
growth rates of typical pine plantations in the South. Elsewhere in the world, for
example, Aracruz in Brazil, yields of hybrid eucalyptus are reported to have more
than doubled those of earlier plantings.

The second facet is where specific genes are identified and modified to affect
biochemical pathways and the resulting phenotypes. For example, the promise of
controlling the lignin in trees is dependent on the ability to identify and modify
lignin genes, thereby altering the amount, type and form of lignin that is produced
in the tree (Hu et al., 1999). As noted, the ease of gene introduction (transforma-
tion) varies with different species, generally being more difficult in conifers than
hardwoods.

23.  CLONAL APPLICATIONS

The development of cloning techniques in forestry is important for a number of rea-
sons. First, if superior trees are available, an approach must be developed to allow
for the propagation of large numbers of seedlings with the desired characteristics
if these traits are to be transferred into a planted forest. Cloning provides a method
that allows trees that are improved by traditional breeding techniques to be repli-
cated on a large scale. Additionally, the clone provides the vehicle through which
desired foreign or artificial genes are transferred. Thus, for genetic engineering in
forestry to be viable, cloning techniques must be developed.
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The ability to use inexpensive cloning techniques varies with species and
genus. On the one hand, genera such as poplar tend to readily lend themselves
to vegetative propagation. Eucalyptus and acacia also tend to be effective prop-
agators. Other genera propagate less readily. In the pine family, loblolly and to
a lesser extend slash pine are difficult propagators. However, much progress is
being made, making the prospects for clonal production very promising in the
near term (B. Goldfarb, North Carolina State University, pers. comm.). Radiata
pine appears to have the best record on this account. Propagation improves when
certain procedures are undertaken. For example, using the shoots emerging from
newly trimmed clonal hedges increases the probability of successful regeneration.
For some species, typically hardwood species, cloning can be as simple as using the
vegetative propagation properties inherent in the species to accomplish the genetic
replication. This might involve simply taking a portion of a small branch from a
desired superior tree and putting it into the ground, where it will quickly take root
(rooted cuttings). Where vegetative propagation is part of the natural process, large
amounts of ‘clonal’ material can be propagated via rooted cuttings, the cuttings of
which come from ‘hedge beds’. Here the process continues until sufficient volumes
of vegetative materials with the desired genes are available to meet the planting
requirements.

For many species, however, the process is more difficult as simple vegetative
propagation does not normally occur or occurs only infrequently. Here, ‘tissue
culture’ techniques provide the tools to quickly produce genetically engineered
plants and clones to regenerate trees with desired traits (Westvaco, 1996, pp. 8-9).

Tissue culture broadly refers to techniques of growing plant tissue or parts in a
nutrient medium containing minerals, sugars, vitamins, and plant hormones under
sterile conditions. It involves a set of techniques known as micropropagation, that
is vegetative propagation that can produce multiple copies of an elite genotype as
well as provide a means of introducing novel genes. Approaches include organo-
genesis and somatic embryogenesis. Typically, plant tissue is placed on a nutrient
medium until new buds are initiated on the plant tissue. From these buds, shoots
and, ultimately, roots are developed. Somatic embryogenesis is a method of plant
tissue culture that starts with a piece of donor plant and forms new embryos. This
approach has shown promise for rapidly multiplying some types of conifers and
hardwoods. However, for some species’ micropropagation cloning approaches are
limited (Pullman et al., 1998).

The development of clonal approaches to propagation is important to the broad
utilization and dissemination of genetically improved stock. With tree planting of-
ten involving over 500 seedlings per acre,” large-scale planting of improved stock
requires some method of generating literally millions of seedlings, at a relatively
low cost, which embody the genetic upgrading. The costs of the improved seedlings
are important in a financial sense since the benefits of improved genetics are de-
layed until the harvest. With harvests often being 20 years or more after planting,
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Type Period
Wild forests 10,000 BC — current
Managed forests 100 BC - current
Planted forests 1800 — current
Planted, intensively managed 1960 — current
Planted, superior trees, traditional

breeding techniques 1970 — current
Cloning 1990 — current
Planted, superior trees, genetic

modification 2000+

Figure 1. Transitions in forest management and harvests.

large costs for improved seed may seem difficult to justify financially. However,
if the costs of plantings are going to be incurred, the incremental costs associated
with planting improved genetic stock are likely to be quite modest and therefore to
be financially justified.

3. Environmental Impacts of Biotechnologically Induced Changes in
Forestry

Currently, most of the world’s industrial wood is drawn from natural forests in
what is essentially, a foraging operation. In the past harvests occurred from forests
created by nature as humans simply collected the bounty of nature. Figure 1 in-
dicates how this process has changed over time as humans gradually developed
silvicultural technology. Although forest management began in China as early as
100 BC (Menzies, 1985), significant areas of managed forest probably were not
common until the middle ages. Planted forests began in some earnest in the 19th
century in Europe and not until the middle of the 20th century in North America.
The planting of genetically superior stock began about 1970, and the serious plant-
ing of genetically modified trees is just now beginning in parts of the subtropics,
New Zealand and South America.

However, as Table 2 indicates, even today a large portion of the world’s in-
dustrial wood supply originates in natural unmanaged forests. In recent decades,
however, the widespread introduction of tree planting worldwide for industrial
wood production has resulted in most of the increases in global harvests being
drawn from planted forests.



80 R.A. SEDJO

Table 2. Global harvests by forest management condition circa

1999.

Forest situation Percent of global
harvest industrial wood
Old-growth 22
Second-growth, minimal management 14
Indigenous second-growth, managed 30
Industrial plantations, indigenous 24
Industrial plantations, exotic 10

Source: Sedjo (1999)*.

Notes: Old-growth includes: Canada, Indonesia/Malaysia, and
Russia, * adjusted for the large harvest declines following the
demise of the Soviet Union.

Second-growth, minimal management: parts of the U.S. and
Canada, Russia

Indigenous second growth, managed: residual

Industrial plantations, indigenous: Nordic, most of Europe, a large
but minor portion of U.S., Japan, and some from China and India.
Industrial exotic plantations

Second-growth, minimal management: the residual

The potential of the widespread introduction of genetically improved trees can
have important environmental and economic effects. With increasing yields and
shortened rotations, planted forests become increasingly attractive as an invest-
ment for producing future industrial wood as a substitute for the natural forest. The
plantation manager can control some of the important variables, such as choosing
a location for the planted forest and the species. Former agricultural sites often
are desirable locations for planted forests usually being accessible and reasonably
flat, thereby lending themselves to both planting and harvesting. Often, acceptable
access exists via the former agricultural transport infrastructure. The planted forest
can also be located in proximity to important markets.

Within limits, the manager can chose a species appropriate to the site, which
may also have good market access and a reasonably short harvest rotation.

The economic advantages of planted forests have led to their widespread adop-
tion in a number of regions throughout the globe; they are having an important
influence on global timber supply. Over time, a greater share of the world’s in-
dustrial wood supply has been and will be coming from planted forests. Planted
forests now account for most of the increased global output and their production
is replacing the timber formerly provided by native and old-growth forests, which
are no longer available for harvest due to political changes, e.g., Russia, or policy
changes as with the U.S. National Forest System.
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4. Perceived Risks: Some Concerns

Transgenetic biotechnology has become quite controversial when applied to agri-
culture (e.g., see, Williams, 1998). However, in drugs, medicines, and pharmaceu-
tical applications they are essentially without controversy.

The nature of the controversy in agriculture has developed around at least six
issues:

1. Ownership
First is the issue of ownership of the modified genes and the question of how much
ownership/control the biotechnology companies have over their transgenic prod-
ucts after they have been sold. Under one option the gene-altered seeds are sold
under the condition that their offspring, which also contain the altered gene, will
not be used as future seed in further plantings. Thus, the farmers must return to the
seed developer for future seed sources. The rationale is that the company that devel-
oped the gene-altered plant has intellectual property rights to this plant throughout
the patent period. This argument is buttressed by the fact that development often
takes decades and costs hundreds of millions of dollars. Related concerns are tied to
two considerations. The first is that of the disruptions and inconvenience associated
with monitoring users for compliance with various provisions of the agreement.
(This seems to be the essence in the Washington Post article of February 3, 1999.)
The second consideration relates to the ongoing controversy regarding the broader
philosophical issue of the ownership of biodiversity and improved products. For
example, are wild genetic resources the property of all of humanity or of the coun-
try in which they reside? Are developed biotechnology products the property of the
developer or should they be available without royalty payment to all of humanity?
(For example, see, Kloppenburg, 1988; Sedjo, 1992.) This controversy continues to
be manifest in the difficulties in interpreting and finalizing the ‘biodiversity treaty’
coming out of the UNCED ‘Earth Summit’ meeting in Rio in 1992. This issue
recently returned to the headlines with the inability, once again, of the parties to
agree to major dimensions of the proposed treaty.

The second set of issues in the overall controversy relates to the health, safety
and environmental aspects of transgenic products.

2. Health Effects of Foods

Direct health and safety effects involve concerns about the direct health effects of
foods ingested from transgenic products. Although there is little or no evidence that
transgenic foods are unsafe, health concerns are raised due to the lack of long-term
exposure and experience with such products. The health issue is not expressed in
concerns of how the plants were produced (transgenic or traditional breeding) but
rather what new proteins the plants are making and the health implications of these.
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3. Environmental Effects of GM Seeds

A third issue is related to the question of whether transgenics can ‘escape’ from
cultivated fields and, if so, would they have impacts on adjacent fields or the
natural environment. For example, can transgenics interbreed with similar wild
plants thereby changing the genetic make-up of wild plants and thereby impacting
on the natural ecosystem, eventually altering that system in unanticipated ways?
One method to prevent or reduce their ‘escape’ is to promote sterility or delayed
reproduction and thereby reduce the potential for the transfer of genes from
transgenics to the wild populations.

4. Effect on Herbicide (Pesticide, etc.) Use
GM seeds could result in the use of more (or less) herbicide, and more (or less)
dangerous herbicide.

5. Effect on Pest Population

Another issue relates to the impact of the biotechnology on the pest population. It
is well known that pests adapt through natural selection to the introduction of pest
controlling chemicals in their environment. The same response would be expected
to attempts at genetic pest control.

6. Effect on Demand for Land

Finally, there is the issue of whether biotechnology applied to agriculture will in-
crease the demand for land thereby putting increased pressure on natural habitats.
Some recent work suggests this is likely to be the case if the demand for agricultural
products is elastic.

4.1. DISCUSSION

The issue of forest products and food safety is more complex than it may initially
appear. Since wood products are not usually ingested, they are usually regarded as
unlikely to have any direct human health effects either in the short or long run.
However, wood cellulose is often used as a filler in foods and thus is, in fact,
ingested. Thus, if transgenic foods generate a health risk, it would also apply to
wood in some cases.

However, the ownership issue is associated with the use of seeds from
transgenic plants to create subsequent crops is likely to be less important due to the
long periods required for flowering in trees. The value associated with using germ
plasm from genetically altered trees after several years have passed and some of the
generic alterations may be nearing economic obsolescence appears modest. Fur-
thermore, most commercial tree planting operations obtain their seed or seedlings
from an outside source. In practice, most growers do not obtained seeds from their
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own trees unless they are large enough to have their own breeding programs. Thus
the ownership issue is reduced.

In forestry, as in agriculture, there is the problem of the pest population devel-
oping a resistance to the modified gene and thereby undermining its longer-term
effectiveness. The effect of the gene on the use for chemical herbicides and pesti-
cides is also of concern. In concept, use of herbicide-resistant GMOs could either
increase or decrease the use of herbicides. Under current conditions, the use of
environmentally benign herbicides, that readily decompose into inert compounds is
common. The use of a herbicide-resistant seedling could either result in increased
herbicide, since there are no longer concerns about damaging the crop, or less
herbicide usage, since the applications are more optimally applied. In the case of
pesticides, as with the Bt gene, the effect is almost certainly to reduce traditional
pesticide use.

A more pressing concern, however, relates to the potential for genetic transfer
from the transgenic tree to the surrounding natural environment. In cases where
the tree is an exotic it is sometimes argued that the potential for transfer is unlikely
since no similar species of trees are found in the natural environment. For example,
since conifer species are not indigenous to South America the accidental transfer
of genes from exotic conifer to indigenous trees is unlikely. Another approach to
this problem is the introduction of sterility as a vehicle for preventing the release
of genes that might transfer to the natural environment.

In forestry, the prevention of genes released into the wild can be facilitated by
permanent sterility of the tree, a terminator gene, or by delaying the flowering
of the tree to a period beyond the normal rotation period. However, the delayed
flowering approach is not wholly satisfactory since, for various reasons, all trees
may not be harvested in the period expected. Also questions exist regarding the
harvest approach since events may occur that postpone or preclude the planned
harvest. Thus, concerns arise that the probability of certain genes escaping is not
zZero.

If modified genes do escape, how serious are the ‘expected’ consequences or
the ‘worst case’ consequences? In the case of the herbicide tolerant gene the
consequences of release into the wild are probably small. This would be the case
especially of the gene were not expressed in the pollen. Herbicides are unlikely to
be applied to most of the natural environment. If herbicides are to be applied, types
can be used to which the escaped genes do not confer tolerance. In the intermediate
and longer term, the herbicide in question will almost surely be replaced periodi-
cally in the normal course of product change and development. Thus the presence
of that modified gene in the natural environment appears unlikely to constitute
any serious short or long-term environmental problem. Similarly for genes that
affect tree form or fiber characteristics, the release of this gene into the natural
environment is unlikely to provide a competitive advantage in survival and therefor
unlikely to have significant or adverse consequences.
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However, this situation could change if a survival gene is involved. For example,
the release of a Bt gene into the wild could constitute a more serious problem if it
results in the altering of the comparative competitive position of the various types
of vegetation in dealing with the pest. In some sense this modified pest might be
viewed as an exotic. Ultimately, the seriousness of this problem depends impor-
tantly on the probability of the transfer of a survival gene into the wild, on the scale
of the transfer and on the comparative change in the competitive balance within the
natural habitat. To the extent that the pest population adapts via natural selection to
modified genes, however, the long-term impact of the release of the modified gene
on the natural environment will be mitigated.

Although there is now a debate about the impact of genetic modification on
the requirements for agriculture land use after the demand requirements have been
fully considered (e.g., Angelsen and Kaimowitz, 1998).° the issue is unambiguous
in forestry for two reasons. First, the global demand for industrial wood usually
regarded to be less than unity. Secondly, the land currently being converted into
plantation forests overwhelming is drawn from agricultural lands, usually marginal
cropping lands or pastures. Thus, natural forest is rarely lost by the creation of a
planted forest.

5. Biotechnological Innovations Forthcoming in Forestry

There is little question but that biotechnology provides lower costs for the estab-
lishment of wood plantations. Some estimates of the cost reductions are presented
below. Under current conditions the vast majority of additional forest plantations
will continue to be established on marginal agricultural lands. Furthermore, plan-
tation wood has been and will continue to be substituted for harvests from natural
forests thereby reducing harvesting pressure on natural forests (Sedjo and Botkin,
1997).”

With the planting of trees for industrial wood production there is an inherent in-
centive for tree improvements. Tree improvements can take many forms (Figure 2).
Thus far, the most common emphasis of tree improvement programs is increased
growth rates, stem form and disease resistance. Growth typically refers to wood
volume growth or yields. Disease and pest resistance traits are also desired to pro-
mote or insure the growth of the tree. Resistance traits may be oriented to specific
problems common in the growth of particular species or to extending the climatic
range of certain species. For example, the development of frost-resistant eucalyptus
would allow for a much broader planting range for this desired commercial genus.
Other improvement possibilities include, as in agriculture, the introduction of a
herbicide-resistant gene to allow for more efficient use of effective herbicides,
especially in the establishment phases of the planted forest.
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Important Attributes:

— Growth rates.

— Disease and pest resistance.

— Climate range and adaptability.

— Tree form and wood fiber quality: straightness of the trunk,
the absence of large or excessive branching, the amount of
taper in the trunk.

— Desired fiber characteristics may relate to ease in processing,
e.g., the break-down of wood fibers in chemical processing.

Figure 2. Tree improvement programs.

Besides ensuring establishment, survival and rapid growth of raw wood ma-
terial, tree improvement programs can also focus on wood quality. Wood quality
includes a variety of characteristics including tree form, wood fiber quality, extent
of lignin, and so forth. Furthermore, the desired traits vary by end product. Wood
quality may involve one set of fiber characteristics for pulping and paper produc-
tion and another set of characteristics for milling and carpentry. Wood desired
for furniture is different from that desired for framing lumber. In addition, some
characteristics are valued not for their utility in the final product, but for their ease
of incorporation into the production process.

For pulp and paper production there are certain characteristics desired to fa-
cilitate wood handling in the early stages of pulp production. For example, the
straightness of the trunk has value for improving the pulp and paper products in
that less compression associated with straight trees generates preferred fibers. Also,
straight trees are important in pulp production since it allows ease of handling and
feeding into the production system. Also, paper production requires fiber with ade-
quate strength to allow paper sheets to be produced on high-speed machines. Ease
in processing includes the breakdown of wood fibers in processing and the removal
of lignin, a compound found in the tree that must be removed in papermaking.

Other wood characteristics relate to utility in producing the final product. The
absence of large or excessive branching, for example, influences the size and in-
cidence of knots thereby allowing for fuller utilization of the tree’s wood volume.
Also, desired characteristics or properties of final paper products include paper
tear strength, surface texture, brightness, and so forth. These are all properties that
relate in part to the nature of the wood fiber used. Other features relate to the utility
of the wood for use in final wood products, e.g., straightness facilitates production
of boards or veneer in solidwood products, wood characteristics related to milling
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Table 3. Forest traits that can be improved through biotechnology.

Silviculture Adaptability Wood quality traits
Growth rate Drought tolerance ~ Wood density
Nutrient uptake Cold tolerance Lignin reduction
Crown/stem Fungal resistance Lignin extraction
Flowering control  Insect resistance Juvenile fiber
Herbicide Branching

Source: Context Consulting.8

and use in carpentry, wood color, strength and surface characteristics. In addition,
wood fiber is increasingly being processed into structural products such as strand
board, fiberboard, and engineered wood products, which have their own unique set
of desired fiber characteristics.

In recent years pulp producers have begun to move away from simply producing
standardized ‘commodity’ pulp into the production of specialized pulp for targeted
markets. For example, Aracruz, a Brazilian pulp company, has asserted that it can
customize its tree fibers to the requirements of individual customers. This requires
increased control over the mix and types of wood fibers used. Customized products
require customized raw materials. However, in the case of Aracruz thus far the
control has been provided through cloning but not transgeneic plants.

5.1. FORESTRY IN THE FUTURE: TRAITS AND EXAMPLES

Gene alteration can result in unique gene combinations unachievable by traditional
tree breeding. This allows species to have attributes that would not be possible
through natural processes. Thus, for example, in concept, frost-resistant genes
could be transferred from plants or other organisms found in cold northerly regions
to tropical plants, thereby increasing their ability to survive in cooler climates.

These attributes or traits can be characterized as silvicultural, adaptability
and wood quality (Table 3). Silvicultural traits would include growth rate, nutri-
ent uptake, crown and stem form, plant reproduction (flowering) and herbicide
tolerance.

Growth potential, for example, has a substantial genetic component with rates
differing by 50% between families or different clonal lines. Traditional breeding
approaches are steadily improving elite line yield potentials.

A subset of these traits is found in Table 4. These traits include those that are
most likely to use biotechnology for further commercial development.

The first four traits of the list in Table 4 are traits that, in the judgement of many
experts, could be featured prominently in biotechnological innovations in forestry
over the next decade.
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Table 4. Traits of interest in forestry.

Herbicide tolerance
Flowering control
Fiber/lignin modification
Insect tolerance

Disease tolerance

Wood density

Growth

Stem straightness

Nutrient uptake

Cold, wet, drought tolerance

Planted trees typically require herbicide and, in some cases pesticide applica-
tions for one or two years after planting. The introduction of a herbicide-resistant
gene can reduce the costs of herbicide applications by allowing fewer but more
effective applications without concern of damage to the seedlings. The use of a
pest-resistant gene can eliminate the requirement to apply the pesticide altogether.
Flowering control allows a delay of several years in flower initiation, non-flowering
habit, or sterility. This control may be useful in preventing certain transgenic plants
from transmitting genetically modified matter to other plants and/or from migrating
into the wild.

As with pest resistance, disease resistance is also important and the technology
for genetic modification for disease resistance is fairly well developed. In New
Zealand, for example, the first applications of genetically modified pine are likely
to involve the ‘stacking’ that is, combining of several genetically modified genes,
perhaps including those of pest and disease resistance and flowering control, in the
seedling.

Lignin control is viewed by the industry as an important priority. Trials with
low lignin trees have already been undertaken in Aracruz Cellulose in Brazil (Hall,
2000).

6. Estimates of Some Potential Economic Benefits

Table 5 lists a number of innovations believed to be feasible within the next decade
or two and suggests the possible financial gain. The innovation development costs
of the innovation are not considered. All of the innovations noted in Table 5 result
in a decrease in costs and/or an increase in wood volume or quality. Rates of return
can be estimated from many of them. For example, the 20% increased volume due
to the cloning of superior pine is estimated to provide a return of about 15-20%
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Table 5. Possible financial gains from future biotech innovations.

Innovation Benefits Additional operating costs
Clone superior pine 20% yield increase after $40/acre or 15-20%
20 yrs
Wood density gene Improved lumber strength None
Herbicide tolerance gene in Reduce herbicide and weed- None
eucalyptus (Brazil) ing costs saving $350 or 45%
per ha
Improve fiber characteristic Reduce digester cost $10 per None
m3
Reduced amount of juvenile Increase value $15 per m®> None
wood (more useable wood)
Reduce lignin R(;duce pulping costs $15 per  None
e

Source: Context Consulting.

on the incremental investment cost of $40 per acre. This assumes initial yields of
15 m® per ha per year and a stumpage price of $20 per m>.

The herbicide and weeding cost savings due to the herbicide tolerance trait in
Brazil would generate an immediate cost reduction of $350 per ha in the establish-
ment costs over the establishment period of 2-3 years. Obviously, this potential
degree of financial benefit is substantial.

The financial impact of biotechnological innovations that reduce pulping costs
can also be estimated. The value added from pulping is about $60 per m* or $275
per ton of pulp output. If these costs are reduced $10 per m?, this provides a surplus
(or effective cost reduction) of about $47 per ton of woodpulp, assuming wood
prices are not affected.

This type of impact would be important to the forest sector. If the stumpage
wood costs are $20 per m? and the mill experiences an increased value of $10 per
m? due to the superior wood qualities, then the mill ought to be willing to pay an
initial premium of at least $10 per m3, or roughly 50%, for the ‘improved’ wood.
Thus, substantial revenue improvements could be generated initially. However, if
over the longer term many wood producers respond to the higher marginal wood
values with increased production that would lead to falling prices for improved
wood.

Furthermore, there is the issue of the cost to the wood grower of introducing
technological improvement. The developer is obviously going to want compen-
sation for the development costs. So, there is the issue of how the ‘surplus’ is
distributed, among developer, wood producer and final wood consumer. This will
be determined by the pricing policy in the context of the market structure and
conditions that exist. Over the longer term in reasonably competitive conditions,
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Table 6. Anticipated value increases.

Herbicide-resistance benefits:
— $35/acre ($87/ha) cost reduction for fast-growing softwoods
— $160/acre ($400/ha) cost reduction for fast-growing hardwoods

Source: Context Consulting.

the innovation can be expected to be made available at marginal cost. In this case,
eventually, the full net benefits will be captured in the wood market and shared
by producer and consumer. At this point the developer’s rights would cease to exist
either because the patent period has expired or because subsequent innovations will
overtake and make of limited value the initial innovation.

7. A Crude Estimate of the Global Impact

In this section we will examine the effect of biotechnological innovations on the
future timber supply, and by inference, the likely effect on harvests from natural
forests. The approach used is that of a crude partial equilibrium approach,” which
estimates the cost savings associated with the development of a specific innova-
tion as applied to forestry — the herbicide-resistant gene. The savings in plantation
establishment costs are estimated on the basis of the data presented above. These
savings are translated into the lowering of the supply curve for planting activity.
This results in an incremental addition to plantings. Due to the delay between
planting and harvest, the direct impact on harvests is to delayed to the future timber
supply.”

This section examines briefly the potential impact of one of the mostly likely
transgenic innovations to be introduced in the near term in forestry, specifically the
use of a herbicide-resistant gene.'" Table 6 provides estimates of the cost reduction
in plantation establishment for the herbicide-resistant gene and for the pest/disease-
resistant gene.

7.1. POTENTIAL COST SAVINGS DUE TO HERBICIDE RESISTANCE IN
FORESTRY

Forest plantation establishment involves incurring of substantial costs in an early
period in order to generate larger but discounted benefits at some future time.
High-yield plantation forestry involves plantations with harvest rotations from 6
to 30 years. To the extent that costs of establishment can be reduced, net bene-
fits can be achieved. Experts estimate that herbicide resistance would reduce the
costs of plantation establishment by an average of about $35/acre for fast-growing
softwoods (reduced costs of 15%) and an average of $160/acre for fast-growing
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hardwoods (reduced costs of 30%) through the elimination of the costs of other
pest mitigation activities.'”” In North America about 4 million acres are planted
annually: If 98% (3.9 million) are softwood and 2.0% (0.1 million) hardwood,
the potential cost reduction at current rates of planting would be $136.5 million
for softwoods and $16 million for hardwoods or a total savings of $152.5 million
annually.

Worldwide about 10 million acres of plantation forest are planted per year. If
the plantings are roughly 50-50 conifer and hardwood and the plantings remain
unchanged, the potential saving from the introduction of the herbicide-resistant
gene is $175 million for softwoods and $800 million for hardwoods or a global
potential savings of about $975 million annually.

7.2. POTENTIAL EFFECT ON PLANTATION ESTABLISHMENT AND TIMBER
SUPPLY OF THE USE OF THE HERBICIDE-RESISTANT GENE

Of the 10 million ha of forest planted annually, we assume that about 1 million ha
represents new industrial plantations.”> Assume that the actual costs to the industry
were reduced by the full amount of the cost reduction realized through the innova-
tion, e.g., that the innovation was priced at marginal cost. This would be an average
reduction of 22.5% in plantation establishment costs. Under these circumstances
what increase would be expected in the annual rate of plantation establishment? To
examine this question we develop and estimate the impacts from three scenarios:
the maximum impact, an intermediate impact, and a low impact.

In Figure 3 the supply of industrial wood from natural forests is given by S.
At Py plantations become economically feasible and the effective industrial wood
supply curve is given by §’, with production running up S to point ‘a’ and then
horizontally toquantity Q. Figure 4 can be viewed as derived from Figure 3, with
the demand curve being derived from the conditions in Figure 3.

Treating Figure 4 as focusing on the annual establishment of new plantations,
the introduction of the herbicide-resistant gene has the potential to reduce planter
costs from Costg to Cost;, due to the herbicide-resistant gene. This is reflected in a
downward shift of supply to $” and plantation starts increase from Qg to Q.

Scenario A: Maximum Impact. Given an initial total annual rate of global planting
of 1.0 million ha and assuming an infinite supply elasticity and a unitary demand
elasticity for forest plantation plantings (a derived demand), the estimated impact
would be the establishment of an additional total planting area of 225,000 ha
per year. This assumes that the additional planting would reflect current mix of
planting, i.e., the additional planting would be divided evenly between conifer
and hardwood. Furthermore, if we assume growth rates on plantation forests
would average 20 m® per ha per year for softwoods and 30 m? per ha per year for
hardwoods, the result of the additional plantings would result in a future addition
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Figure 4. New plantation starts.

to total annual production at harvest of 2.5 million m*/yr. If these increases
in plantings were realized each year for a 20-year period, about 100 million
m3/yr of ?fditional industrial wood production would be generated annually after
20 years.

Scenario B: Intermediate Impact. Suppose the same conditions obtained as in
Scenario A except the supply elasticity were 1.0.

In this case a total of 112,500 additional ha planted per year would result in a
total increased production at future harvest of 2.5 million m*/year. After 20 years
of planting this would generate about 50 million m?/yr of additional continuous
production.
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Table 7. Scenario summary

One year Twenty years
Additional plantings  Additional m®  Additional m?

Scenario A 225,000 5 million 100 million
ScenarioB 112,500 2.5 million 50 million
Scenario C 78,750 1.97 million 39.4 million

Scenario C: Estimated Minimum Impact. The assumption is that supply elasticity
remains a +1.0, as in Scenario B, but that the demand elasticity is —0.7.° In this
case we estimate a total of 78,750 additional ha planted per year with an increase
in total production at harvest of 1.969 million m? per year. After 20 years of plant-
ing at this rate the additional continuous wood production would be about 39.375
million m? per year.

8. Some Implications of Biotechnology for Forestry and for the Natural
Environment

The application of only one type of biotechnological innovation, the introduction of
a herbicide-resistant gene, could generate benefits estimated at $1 billion annually
in reduced forest plantation establishment costs and an expansion in the rate of
plantation establishment by up to 225,000 ha per year. The increased production
would not only generate increased social welfare through lower commodity prices
but would also generate environmental benefits in the form of decreased harvesting
pressure on natural forests.

It is well documented that there has been a gradual worldwide shift in in-
dustrial wood production from natural forests to plantations. Such a trend could
have advantageous effects on native forests as harvest pressures are relieved and
native forests can be devoted to other purposes. The more productive are forest
plantations, the more they can deflect harvesting pressures away from natural
forests. Furthermore, as noted above, planted forests rarely replace natural forest
but typically are in addition to natural forests. Biotechnology offers the potential
of further reducing wood costs thereby contributing to human welfare. Addition-
ally, biotechnology may promote the more rapid establishment of plantation forests
thereby contributing to the maintenance of the remaining natural forest system by
the reducing long-term pressures on natural forests, thus, leaving the natural forest
to meet other social and biological needs.

However, the future use of genetically modified organisms (GMOs) in forestry
could be influenced in the marketplace through the role being developed for forest
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management auditors and certifiers. Coming out of the Rio Earth Summit Meeting
of 1992 have been a host of initiatives for forests to meet criteria that indicates that
they are ‘sustainably managed’ or ‘well managed’ forests. One of the more active
groups is the Forest Steward Council (FSC), which has a certification procedure
that, at present, precludes the use of GMOs. Certified wood is expected to be used
in ecolabeled products, which may have a price premium in the marketplace (Sedjo
et al. 1997). This approach, if widely adopted and respected in the market, could
have a major influence on the use of GMOs in forestry.

Finally, the benefits of biotechnology must be compared with the costs. Re-
cently, biotechnology in agriculture has come under attack for its potential health,
safety and environmental risks. The application of biotechnology to forestry, how-
ever, poses somewhat different considerations than biotechnology’s applications
elsewhere. For example, direct health and safety risks appear non-existent or neg-
ligible in most of the uses of industrial wood as ingestion occurs only in its
specialized use as a food-filler. The environmental risks that exist appear to relate
largely to the potential for altered genes to move out of transgenic trees into the nat-
ural environment. These risks can probably be reduced by the delay or elimination
of flowering and/or by introducing the species into foreign environments where
similar species are not found in the wild and gene transfer is very improbable.
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Notes

! Source: Conversation with Westvaco researchers, Summerville, SC.

2 Growth in hybrid poplar stands is 5-10 times the rate experienced in native forest growth rates
(T. Bradshaw, University of Washington, pers. comm.).

3 Personal conversation with Toby Bradshaw, Director of the Poplar Molecular Genetic Coopera-
tive at the University of Washington, Seattle. Also see Westvaco (1997).
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* In general, thus far there has been greater success cloning hardwoods, e.g., poplar and some
species of eucalyptus, than conifers.

% It is estimated that 4 to 5 million trees are planted in the U.S. every day.

® It has been noted that since cattle are increasingly being placed in feedlots where they consume
grains, the total demand for grain, human and animal, may be elastic. This implies that if grain prices
fall, e.g., due to biotechnology, the total area of land in grains could increase. However, it should
be noted that where both grain and cattle are part of society’s diet, the feeding of grain to cattle
has resulted in a decline in pasture area. Thus, total agricultural land, grain plus pasture, may have
decreased even if the area in grains increased.

7 The argument that plantation wood substitutes for wood from natural forests is substantially
different from the issue of land involved in grain production in that forestry compares a foraging with
a cropping activity. A recent FAO study (1996) estimated the global demand elasticity of industrial
wood at —0.67.

8 Context Consulting provided information on potential innovations and their likely cost implica-
tion based on the best judgements of a panel of experts.

® A more sophisticated modeling approach is currently being undertaken to make these estimates
using the Timber Supply Model, a forest sector systems model (see Sohngen et al., 1999).

!0 It should be noted, however, that the anticipation of greater future supplies will effect current
actions, including current harvests (see Sohngen et al., 1999).

"' It should be noted that it is generally expected that the first commercial planting of transgenic
seedlings will involve the insertion of a number of genes, rather than a single gene as hypothesized
in this illustration.

'2 The percentages are based on an updating of plantation establishments costs as found in Sedjo
(1983).

13 Sedjo (1999) estimated this to be about 600,000 ha for the tropics and subtropics, while the
model of Sohngen et al. (1999) estimated new plantations to be about 850,000 ha annually. The
somewhat higher figure used in this study reflects the inclusion of new plantation establishment in
the temperate regions and anecdotal evidence suggesting that the other estimates, which were made
earlier, were somewhat on the modest side.

"“At the 0.5% annual increase consumption, on a 1997 production/consumption base of 1.5 bil-
lion m3, global industrial wood consumption would be expected to increase about 7.5 million m’
annually.

'3 This is approximately the recent FAO estimate of -0.67 for the elasticity of demand for
industrial roundwood.
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4. On the Economic Limits to Technological Potential:
Will Industry Resolve the Resistance Problem?

TIMO GOESCHL and TIMOTHY SWANSON

1. The Economics of Pathogen Management — A Review of the Literature

The economic literature on the management of pathogens that has developed over
the last 40 years does not present a unified view of the management of pathogenic
biological processes. Rather it is divided along the lines of two specific problem
areas: pest management in agriculture and disease management in public health.
This division exists despite the fact that the general laws that govern the disease
processes share the same fundamentals. While the optimal management of such
processes has been discussed in the biometric literature (for instance, Wickwire,
1977), in economics little research has been done on the fundamentals of pathogen
management across fields of application.

The first part of this literature survey will focus on general parallels in the
development of the pathogen management literature in both areas, agriculture and
public health. In the second part, we will look at the specific stages in the writ-
ings on agricultural pest management that have developed since the 1960s. This
is generally the richer field where decision rules for management have been at the
core of research. In the third part, we review the developments in the economics of
infectious diseases in public health that have been undertaken over the course of
the last ten years.

I.I. PARALLELS IN AGRICULTURAL AND PUBLIC HEALTH MANAGEMENT
OF PATHOGENS

In both agricultural economics and the economics of public health, the initial inter-
est was situated in stressing the economic efficiency perspective and in delivering
improved heuristics for individuals and social planners interested in managing
pathogen populations more effectively and efficiently. The motivation is that eco-
nomic losses are directly related to the level of pathogen density and thus of
immediate concern to the analyst. Pathogen control being a costly input and of-
ten requiring complementary investment in physical (machines) and human capital
(training), this is an interesting problem for decision-theoretic analysis, especially

Timothy Swanson (ed.), The Economics of Managing Biotechnologies, 99-128.
© 2001 Kluwer Academic Publishers. Printed in the Netherlands.
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once aspects of biological growth functions, i.e. dynamic models, and uncertainty
are considered.

Largely, therefore, the literature on pathogen management has been a literature
on the management of losses to pathogen populations whose occurrence is exoge-
nous and stochastic, but whose underlying characteristics do not ultimately differ
between time periods and are not subject to human management. This approach
has justification to the extent that it informs individual small-scale decision makers
about individually optimal usage of pathogen control since from this atomistic per-
spective, the nature of the problem is largely exogenous. The problem is that most
of this literature tends to ignore the wider implications for social welfare that result
from pathogen control, both along inter-personal and intertemporal dimensions.
These implications relate to the spatial and evolutionary dynamics of pathogen
populations that have more recently started to receive attention.

The evolution of pathogens has been taken up as a management issue rather
more recently. The reason for this is — again — largely historical in that the problem
of resistance development could only be observed after the large-scale introduc-
tion of biochemical control, first in agriculture and subsequently in health. The
characteristic times for the appearance of resistance' have been empirically estab-
lished to vary between 18 weeks and 40 years in the case of uniform exposure
of a closed population of vectors or parasites (Anderson and May, 1991). With
migrating populations and varying levels of exposure, the problem of resistance
development became apparent in practice only after prolonged use of uniform in-
puts. Of late, however, it is being regarded as a fundamental management problem,
especially in the field of antibiotics (Laxminarayan and Brown, 1998; Brown and
Layton, 1996; Baumol and Oates, 1988; Cornes et al., 1995) and in high-yielding
cultivars (Widawsky, 1998; Heisey and Brennan, 1991; Heisey, 1990).2 The issue
is of interest to economists predominantly because of the inherent inter-personal
and intertemporal externalities that are involved and that are mediated through the
transmission and evolution dynamics within pathogen populations.

1.2. THE ECONOMICS OF PEST MANAGEMENT IN AGRICULTURE

The literature on pest management in agriculture has contributed to a more
sophisticated understanding regarding the optimal farm-level decision making.
Historically, the initial objective was the development of static economic thresh-
old decisions under certainty (Hillebrandt, 1960; Carlson, 1970) and uncertainty
(Feder, 1979) that would enable farmers to start the application of chemical con-
trol based on the observation of a single parameter, pest density on crops. This
literature has been subsequently refined to take into consideration the relative prof-
itability of alternative thresholds (Moffitt et al., 1984; Hall and Moffitt, 1985) and
different forms of risk aversion exhibited by farmers (Moffitt 1986). The biological
processes that underlie crop disease dynamics have been of little importance in this
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part of the literature and only to the extent that they allowed further refinements
of action thresholds in a one-season, one-crop model by accounting for the short-
run predator-prey type relationship between the biomasses of hosts and pathogens
(Moffitt and Farnsworth, 1987) in the spirit of Volterra (1931). This strand of the
literature does not consider the exhaustibility of the effectiveness of control inputs
in any detail.

Taylor and Headley (1973) are credited with the first consideration of in-
tertemporal effects between the application of a pathogen control input and the
development of its effectiveness over time within an economic framework, al-
though the issue is also taken up by other authors in the same year (Hall and
Norgaard, 1973). In a seminal piece, Hueth and Regev (1974) combine this as-
pect with the investment-theoretic perspective of ‘biological capital’ put forward in
(Carlson and Castle, 1972) in order to develop a single-pest, single crop manage-
ment model that points out the structural similarities of optimal pest management
and the management of exhaustible resources. The most important similarity is the
market failure in that the shadow price of the stock of ‘biological capital’ is not
reflected through the market to the users, leading in a number of well-defined cases
to over-exploitation of the resource.

The main conclusions in Hueth and Regev (1974) are twofold: (1) use is optimal
if — at any point in time — marginal profits, i.e. increase in final output minus the
marginal cost of the control input, equal the user cost resulting from depletion of
the stock of effectiveness of the control input; and (2) for the economic threshold
of application, this means the threshold varies over time, in particular such that the
neglect of resistance dynamics rarely results in the overuse of chemicals.

There are a couple of specific assumptions underlying this early literature of
Hueth and Regev (1974) and Hall and Norgaard (1973). In both models as well
as in Moffitt and Farnsworth (1987), the emphasis is on the management within a
single growing season that is subdivided into three periods. Although this approach
extends the previous, static models towards considerations of optimal timing of
applications during the growing period (cf. Taylor and Headley, 1973), it restricts
the attention to a specific class of pathogens, namely to those that have a very
high number of generations per season such that evolutionary dynamics can have
an effect within a single season.” Secondly, none of the models considers spatial
externalities arising as a result of pathogen migration. A third common assumption
concerns the availability of single backstop technology to which the economy can
revert when necessary such that the general analysis of the optimal allocation path
is carried out against the background. The fourth limitation is that none of the
models delivers an explicit account of the factors that govern the evolutionary
dynamics of resistance development. Although the process is acknowledged, the
interaction between pest control technologies and pathogens is treated as a ‘black
box’. This leaves unanswered important questions about the nature of the process,
such as the possibility of reversibility of resistance development and the effect
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of migration on resistance. More importantly from a policy perspective, this also
restricts the number of instruments available to agents to only one, namely the rate
at which susceptibility of pathogens is exploited.

The subsequent literature relaxes some of these assumptions, most notably the
first and the second. The latter concerns the effects of pathogen migration; the first
assumption concerns the relevant time horizon and the appropriate modelling of the
seasonality of agriculture.* This point is tackled differently by Regev et al. (1983)
and by Plant et al. (1985): Regev et al. consider the case of a continuous agriculture
in order to derive the optimal program for a social planner under two different
regimes, one in which the planner is informed about the resistance dynamics and
one where information about this process is absent. The results suggest that since
the social planner unaware of the resistance development does not take into account
the shadow cost of a decreasing stock of susceptible pathogens, more pest control
will be used compared to the fully informed social planner.” Another interesting
result is that — due to migration — decentralised decision makers will operate closer
to the social optimum than an incompletely informed social planner as pathogen
immigration reduces the marginal product of pest control to the individual decision
maker. This means that non-intervention by the social planner may constitute a
second-best optimum if information about the evolutionary process is prohibitively
costly.

The advantage of Regev et al. (1983) over previous models is that it is amenable
to the tools of optimal control theory. However, this advantage reduces the validity
of the model for practical purposes as the analytical progress made regarding the
level of thresholds and timing of applications is absent from the model. Plant et
al. (1985) pursue these latter issues further in a discrete time model that leaves out
the question of migration between fields, but explicitly models the immigration of
pathogens from refugia at the start of each discrete season. Their contribution to
the literature is twofold: (1) they refine the strategies for the timing of applications
over several growing periods and are thus able to consider a much wider class of
pathogen problems than the previous literature, and (2) the extension of the model
to several periods demonstrates the crucial importance of planning horizons and
discount rates in this type of setting.

As discussed in the review of the first generation of literature, the evolutionary
dynamics were treated as a ‘black box’. This shortcoming was subsequently rec-
tified in two publications by Mangel and Plant (1983) and Mangel (1985).° These
two papers bring the evolutionary dynamics to the appropriate level of analysis,
namely the selection of resistance-conferring alleles in pathogens. This step not
only enriches the analysis, it has profound implications for the recommended
management. The reason is that in the absence of selection pressure exerted by
the application of a control input, resistance against this input does not confer an
evolutionary advantage. Instead individuals carrying this resistance are likely to
bear an evolutionary ‘cost’ for this trait. This should lead to the disappearance of



ON THE ECONOMIC LIMITS TO TECHNOLOGICAL POTENTIAL 103

resistance over time and would make the process of exploitation reversible (Bishop
and Cook, 1981). Consequently, models of exhaustible resources are no longer ap-
propriate for analysing the problem as susceptibility of pathogens (or, conversely,
the effectiveness of control inputs) can now be regarded as a renewable resource
stock.”

The presence of reversibility, extensively considered in Munro (1997), implies
that pesticide use will not be abandoned in the limit and the stock of effectiveness
will be mined as a result of time preference. The exact amount of exploitation
depends on the fitness gap between individual pathogens carrying the resistance
gene and susceptible ones and naturally, the discount rate of the social planner. Al-
though Munro does not consider this case explicitly, it also implies that if R&D in
backstop technologies is sufficiently costly, no research in substitute technologies
will be undertaken.

This argument in Munro (1997) points to the fact one common assumption
has remained unchallenged in the agricultural literature so far. This assumption
concerns the availability of a single backstop technology at a constant price to
which society can revert at any given point. Although this assumption simplifies the
analysis, particularly in a dynamic setting, by providing well defined transversality
conditions for the programme that has to be optimised, the analysis is forced to
omit the dynamics of technological change that have been a fundamental factor
in shaping agriculture over the last 50 years (Huffman and Evenson, 1993). This
assumption regarding R&D is therefore likely to provide little insight into the
actual development of pest management in the agricultural sector over a longer
time horizon. The conclusion to be drawn from this survey of the pest management
literature in the agricultural context is that significant progress has been made in
the analysis of the pathogen problem. Models have become increasingly refined in
their treatment of population growth and the evolutionary impacts of population
management through pesticides. However, the focus has largely remained on the
short term and on developing practical algorithms for pest management at the farm
level.

1.3. PUBLIC HEALTH

The literature on the economics of infectious diseases is of comparatively recent
origin and has initially revolved around two basic themes: the optimal management
of diseases in the context of developing countries (Wiemer, 1987; Hammer, 1993),
and the divergence, or lack thereof, between the social optimum and the ‘market’
solution (or, better, non-coordinated solution) in situations of epidemic spread of
diseases (Brito et al., 1991; Geoffard and Philipson, 1996, 1997; Francis, 1997).
Only recently the topic of intertemporal effects has received more attention with a
focus on the development of resistance against antibiotics (Cornes et al., 1995;
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Daily and Ehrlich, 1996; Brown and Layton, 1996; Laxminarayan and Brown,
1998).

The interest of the development literature in disease dynamics originates from
the impacts of diseases on the earning potential of individuals in locations where in-
fectious diseases are endemic. The incapacitation through disease is a major factor
determining labour supply in developing countries and has a measurable impact on
national output (World Bank, 1993). The initial interest in pathogen management
in this literature is on two management issues. The first is the establishing of the
economic threshold, which answers the question whether programmes should have
continuous management or eradication as a target. The second issue concerns the
decision about preventive versus curative (or reactive) measures. The results — de-
rived in the context of schistosomiasis control in Wiemer (1987) — are strikingly
similar to the ones previously arrived at in the agricultural literature: the presence
of an economic threshold makes eradication of the disease uneconomical in most
circumstances (unless the marginal cost of infection is extremely high even at a
low pathogen population levels) and reactive measures should take precedence over
preventive measures unless transmission rates are very high.®

A second set of literature exists around the question of divergence between the
socially optimal solution and the aggregate result of private decision making in
manageable epidemics. Initially, these questions were asked exclusively in terms
of inter-personal externalities. Lately, inter-temporal aspects have come more to
the fore.

One subset of the literature centres around the question of the optimal regulation
of immunisation in a population. Conventional wisdom has it that there are posi-
tive inter-personal externalities arising from vaccination programmes that make
compulsory vaccination socially desirable, but unlikely to come about without in-
tervention. Brito et al. (1991) examine this proposition in a static framework and
find that compulsory vaccination is pareto-inferior to free choice of vaccination for
a wide class of utility functions. Their argument is effectively one used before in
the context of compulsory social insurance schemes (Seidl, 1988): in the absence
of regulation, individuals will ‘self-insure’ by adjusting their exposure to risk to
the individual optimum. For immunisation decisions, this means that some people
will vaccinate (self-insure), but many others will not, reflecting that the disutility
from vaccination exceeds the private benefits. Compulsory vaccination will leave
the welfare position of the first set of people unaffected, but hurt those who did
not choose to vaccinate under free choice. Since inter-personal externalities exist,
the optimal solution lies between these vaccination levels under free choice and
compulsion and can be approximated by taxes and subsidies (Brito et al., 1991).

Static analysis has its obvious limits in that the transmission process of disease
is dynamic by nature. Comparative statics may therefore misrepresent important
features of the problem. The power of the dynamic perspective in problems of
disease management is demonstrated in Francis (1997) and contrasted with the
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static result. In the latter, the same results as in Brito et al. (1991) are obtained.
However, in the dynamic case, it is shown that under certain conditions, there are
no externalities associated with vaccination decisions, i.e. regulation cannot im-
prove upon the non-coordinated decision making by individuals.’ In this model, the
question that arises for decision makers is when to carry out the single investment
in immunisation. Since demand for vaccination is clearly ‘prevalence-elastic’ with
regard to the level of infections in the population, high levels of infection will lead
to high rates of immunisation and vice versa. Individuals can immediately respond
to the current level of prevalence. This ‘closed-loop’ response to the level of in-
fections generates an aggregate behaviour in the population that coincides with the
social planner’s solution. The divergence between the static and the dynamic model
arises from the fact the disease transmission occurs over time and has an impact on
the effective demand. This shift in the underlying incentives for vaccination does
not get captured in a static representation of the problem and explains the origin of
the discrepancy in the results.

The concept of ‘prevalence elastic’ demand was first coined in Geoffard and
Philipson (1996) who studied the behavioural responses of individuals to the levels
of disease in a population of agents. This is used to augment purely biological
models of epidemiology by taking into account that agents can adjust their expo-
sure to the risk of infection and will thus influence the epidemiological dynamics of
a disease. The most striking result is that the hazard rate of infection increases with
the prevalence of the disease in standard models, but declines with prevalence in
an augmented model that allows for behavioural change as demand for protection
increases with prevalence. This approach shows the limits of using non-augmented
biological models in the context of public health when behavioural change is
relevant."

In another paper, the same authors explore the problem of eradication along
the lines of prevalence elastic demand for vaccination and find that there exist
under none of the standard market structures, a disease will be eradicated through
vaccination decisions (Geoffard and Philipson, 1997). This is because the marginal
benefits to immunisation decrease with every vaccination and — for most meaning-
ful cost schedules — eventually fall below the marginal cost of vaccination before
the disease is eradicated. Eradication is only likely to be achieved with subsidies
to a monopolistic vaccine producer if demand is highly price elastic and highly
prevalence inelastic and when the discount rate is high. We will return to this result
later in this chapter since it has some obvious similarities with the conclusions of
the model developed in the following sections.

Of the most recent origin is the literature on the inter-temporal effects of
pathogen management in humans, in particular the problem of increasing resistance
of pathogens to treatment. Although the problem has been well known for years
and discussed informally, Cornes et al. (1995) present what is probably the first
model of resistance build-up with special reference to human health. The paper
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presents both a discrete time, three-period model of the individual decision making
and its continuous time equivalent. There is a common input that is used by all
decision makers and usage of this input results in a decrease in the input quality
(effectiveness), thus linking all individuals into the usage of a common resource.
As can be expected, non-cooperation leads to an exhaustion of the pool at too rapid
a rate due to the dynamic negative externalities between individual decisions. The
parallels to the fishing literature are apparent.

A second line of inquiry has been the problem of misuse of antibiotics that is
discussed in Daily and Ehrlich (1996). A straightforward positive analysis of this
problem is presented by Brown and Layton (1996) in the context of antibiotics in
agriculture. This involves a game between farmers and consumers about the correct
level of application, given that both draw from a common pool of susceptibility of
pathogens to treatment. Again, the problem of the overexploitation of a commons
arises in this context.

In the treatment of disease, more than one input can be used, each representing
a pool of effectiveness (or resistance) exploitable through use. This has two im-
plications: firstly, if there are substitutes available for each input, resistance may
be reversible through non-use over a period of time. Secondly, substitutability of
inputs makes the problem amenable to the application of results from the theory of
multiple resource deposits (Weitzman, 1976; Hartwick, 1978). This would put the
problem firmly into the domain of renewable resource models.

These questions are addressed in a paper by Laxminarayan and Brown (1998).
They analyse the problem when reversibility of resistance build-up is negligible."
Then the theory of multiple resource pools developed in the context of the extrac-
tion of ore can be successfully applied. The contribution of their paper is twofold:
it presents one of the first attempts to bring the literature on the evolutionary ecol-
ogy of pathogens to bear on the problem of management. These enriched model
dynamics lend support to the economic model and lead to conclusions on optimal
management thatdiffer significantly from the epidemiological literature by includ-
ing cost considerations. Its second contribution is the application of an pathogen
management model to an empirical dataset on antibiotics usage.

14. THE CONTRIBUTION OF THIS CHAPTER

This chapter aims to make a number of small contributions to the literature on
pathogen management at a level that is sufficiently encompassing to view the re-
sults as applicable to both agriculture and public health. The overarching purpose is
to provide a positive analysis of the interaction between pathogen dynamics and the
industrial structure that is in place to deal with pathogens. Specifically, this chapter
asks whether this industrial structure is likely to eradicate the pathogen problem if
it is technologically feasible to do so.
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There are a number of smaller points this chapter also provides. Firstly, the
chapter introduces the lag load concept of evolutionary dynamics into the eco-
nomic literature that has originated with Maynard Smith (Stenseth and Maynard
Smith, 1984). This concept offers a simpler and more flexible form of modelling
evolutionary dynamics over time, thus fulfilling Mangel’s dictum that little gain
is derived from building more complex evolutionary models (Mangel and Plant,
1983). Secondly, it presents a model of decision making about treatments that
accommodates migration and evolution within a threshold model. This model in
turn is able to generate a prevalence-elastic demand curve in the manner of (Geof-
fard and Philipson, 1997) at the aggregate level and thus reconciles the threshold
literature in agriculture with the single decision models in public health. The third
point is that it captures the dynamics of the R&D process by no longer assuming
the existence of a single backstop technology, but by explicitly modelling the R&D
behaviour by industry in the face of evolution.'> With these three components, a
positive analysis of the interaction between pathogen dynamics and R&D provides
new insights into the nature of the inherent problems of the current industrial
structure that exists to manage pathogens in both agriculture and public health.

2. The Problem

The underlying assumption of a substantial part of this literature is that humanity is
engaged in an ever-lasting battle against its biological competitors, a battle which
cannot be won with any certainty and finality (Laxminarayan and Brown, 1998)."
According to this view, humanity can contain the rate of loss to pathogens at some
specific level for every host specie through the application of pharmaceuticals and
pesticides combined with R&D in these inputs, but attempts to lower this loss
rate through increases in dosage speed up pathogen evolution by more than can
be compensated efficiently through R&D." The conclusion is there exists what
could be termed a ‘non-accelerating evolution rate of loss’. If loss falls below this
level, evolution increases rapidly such that deviation from this natural rate only
incurs a short-term benefit which is outweighed by its long-run costs (Morse and
Schluederberg, 1990; Krause, 1981).15

On the other hand, many scientists regard a future in which losses to pathogens
are reduced to zero as a realistic possibility. More specifically, this scenario is con-
sidered attainable within commercially meaningful periods of 20 to 40 years (Ulph
and Sianesi, 1998). A sufficiently low discount rate would render the present-value
of such a state of nature high enough to justify both R&D costs and the potential
expenses involved in lost evolutionary battles in the meantime. This implies
policy recommendations exactly opposite to the ones laid out above. If sufficient
evolutionary pressure was applied to pathogens and a sufficient level of R&D ac-
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complished, the costs of defending a high-input/high-output type of interaction
with surrounding biological systems would vanish in the long run.

This evidence poses to a social planner two mutually exclusive options: one is
to continue to apply substances which inhibit pathogen growth at ever increasing
levels and to develop simultaneously more effective substitutes for these substances
through R&D, in the hope that the technology which allows the decisive strike to be
delivered will be produced in the process. The second is to target the last remaining
areas where gains can be made without inducing strong evolutionary responses
and then cease to innovate. As long as the respective likelihood of the outcome
of the evolutionary competition is unknown, this decision cannot be made on firm
grounds.16 The question to be asked, however, is whether the final technology, if
available, will in fact result in the evolutionary race between humans and their
biological competitors to be decided in favour of society.

This chapter provides a positive analysis of the forces that inhibit disease erad-
ication in the absence of intervention. The main proposition is that even if the
premises of the first line of research were wrong and the battle between humans
and pathogens can be decided in favour of humans in the end, there are important
grounds for suggesting that in the absence of intervention, this possibility will
not realised by uncoordinated decision makers responding to market signals. The
reason for this lies in the specific incentives that these ecological processes pose
to a decentralised economic system, specifically in the form of prevalence-elastic
demand functions for treatment (cf. Geoffard and Philipson, 1997).

The conclusions of this chapter will be developed in the context of two inter-
acting sectors of the economy. The one sector is characterised by a large number
of decision makers that are individually concerned with the production of a final
good. Pathogens inflict some damage on the final output from this sector and their
growth can only be contained by using some additional input in the production.
Specific examples of such a sector would be the agricultural sector with farmers
as decision makers on the level of pesticides applied or the health sector where
patients ultimately determine the dosage of, for instance, antibiotics.'” The other
sector produces this specific additional intermediate input used in the final sector.
The effectiveness of this input declines, however, as a function of the use rate of the
input in the final sector. This decline can only be overcome through R&D. Specific
examples here would be the agrochemical or the pharmaceutical industry where
development of resistance reduces the effectiveness of chemicals for crop protec-
tion or of drugs. The analysis of the spill-over between the industry providing the
intermediate input and the final users is similar to Geoffard and Philipson (1997).
The difference is that their paper deals with the incentives for eradication for a
monopolist when there is no natural product life-cycle as in our example."® In the
present case, R&D is continuously necessary in order to keep up with pathogen
evolution.
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In contrast to Laxminarayan and Brown (1998), the model presented here al-
lows for the battle between humans and their biological competitors to be won
by society. The question we are concerned with here is: is the ‘winnability’ of
this contest a sufficient condition for this two-sector economy to effect ‘victory’ by
itself? Will the market edge its way towards this resolution? Despite the importance
that ‘winnability” has from the vantage point of a social planner, this paper claims
that this feature does not alter the outcome of an uncoordinated decision mak-
ing process over pathogen management in a systematic way. Independent of the
‘winnability’ property, the two-sector economy will keep pathogen populations at
positive, but stable levels and will exhibit cyclical R&D expenditure levels without
addressing the option of ‘winning’, if it is available. The stochastic nature of the
innovation process, however, can result in successful eradication as a random event.

This leads to two conclusions: society cannot expect uncoordinated pathogen
management to result in pathogen eradication, and the ex ante answer to the
question whether the system is winnable or not cannot come from observing the
behaviour of the managed system. The reason for this pessimistic outlook is the
difference between the way ecological processes are tied together and the way in
which decision makers that influence these processes relate.

In the following model, we construct a system incorporating two dynamic
processes as a stylised model of the ecological processes in nature as proposed
by some ecologists: (1) pathogen population changes driven by a modified version
of the classical exponential growth function, and (2) changes in the susceptibil-
ity of pathogens to treatment which derive from a simple lag load formulation
customary in evolutionary biology (Stenseth and Maynard Smith, 1984). Activi-
ties in the final goods sector and in the intermediate goods industry affect both
processes, the final sector by applying inputs which depress pathogen growth, and
the industry by producing inputs which decrease the fitness of pathogens. We then
examine the implications of this arrangement for the question of ‘winnability’.
Finally, we establish the conditions which result in the economic system resolving
the evolutionary problem.

3. The Interaction between Pathogens Dynamics and Human Choice

3.1. AGRICULTURE AS A CO-EVOLUTIONARY SYSTEM

This model of agriculture as a co-evolutionary system closely follows the ideas of
Maynard Smith about the co-evolution of species (Stenseth and Maynard Smith,
1984). Elsewhere I have shown that models of this kind have a natural equilibrium
of stable pathogen population levels, degrees of resistance and population den-
sity by hosts (Goeschl, 1998). At these equilibria, rates of genetic innovation are
positive, i.e. we observe what evolutionary ecologists have termed a ‘Red Queen
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race’: a permanent and continuing interchange between co-evolving species where
each specie changes in non-deterministic ways in order to counter moves on the
part of the other — in order for the species to remain in a steady state of ecologi-
cal fitness (Frank, 1996; Rosenzweig, 1996; Schaffer and Rosenzweig, 1978; Van
Valen, 1977). The equilibrium is guaranteed by the way nature allocates resources
to species of different ecological fitness.

Man has replaced this natural mechanism for resource allocation by processes of
human choice, leading for instance in agriculture to a higher degree of uniformity
among crop plants and to a system which runs at higher evolutionary speeds than
one would observe in nature (Scheffer, 1997, Swanson, 1995; Barrett, 1981). In
this sector, a continuous flow of inputs is necessary to maintain the human share of
agricultural products. For an equilibrium to be brought about, the societal process
of conversion of lands to intensive agriculture would have to be modified, an issue
which has been taken up elsewhere (Goeschl and Swanson, 1998).

3.2. POPULATION DYNAMICS

This section follows closely Plant et al. (1985) with the exception of considering
migration of pathogens. We assume that pathogens grow on a population of uni-
form hosts of mass 1. One could think of this mass as a population of humans
or farmlands of identical plot size. Now suppose — such as Mangel (1985) — that
treatment is the application of some optimal amount L of the intermediate input
per unit of time in order to contain pathogen growth. At those host sites where
there is no treatment, pathogens grow according to the standard exponential growth
function,'® minus emigration of pathogens from the site to others plus immigration
of pathogens from other sites, given by

N,=N;r—eN,+mY N_,, (1)

where N; denotes the pathogen population level at site j, N_; the pathogen popula-
tion level outside j, r the natural growth rate of pathogens, e the rate of emigration,
and m the rate of immigration.

At sites where pathogens are being fought, we have to take into account the
effect of treatment. As customary in entomology, we will view treatment here as
a substance that increases the death rate among pathogens as a linear function of
dosage and independent of the population level (cf. Hueth and Regev, 1974). This
resultsin

Nj:Nj(r—L(l——v]))—eNj+mZN_,, (1b)

where v is the share of ecologically successful pathogen in the population and L is
the optimal level of treatment per time unit.

This growth function enhances the standard version by introducing a resistance
component into the equation of motion. Pathogens are either resistant, i.e. able
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to produce offspring under current ecological conditions, or susceptible to the
intermediate input. The population share of resistant pathogens is denoted by v.
The ecological conditions are to a large extent set by humans® and involve in our
specific case the use of a treatment load, L. The parameter v hence denotes the
share of pathogens which are able to function under these given conditions.

Assuming a closed system, immigration and emigration have to cancel each
other out at the aggregate level of the total pathogen population. This means that
for the number of sites sufficiently large, m, the rate of immigration, is linearly
related to e, the rate of emigration.”’ Let the share of hosts where the intermediate
input is applied be denoted by f, then the average population dynamics of the
pathogen (viruses, fungi, etc.) are given by this version of the standard exponential
growth function:

N=N@r- fFLA - v)), 2)

where f is the share of hosts undergoing treatment.

It is easy to establish the rest point for the differential equation (2): pathogen
growth is zero either when population levels are zero, i.e. N = 0, or when the
dosage neutralises any growth produced by bringing the death rate into line with
the birth rate, i.e. when the share of treated hosts is f = r/(1 — v)L.

3.3. EVOLUTION OF RESISTANCE

Evolution enters into the model via changes in resistance over time, i.e. resistance
to treatment. The engine for this change lies in the lag load of the species, i.e.
the average distance of the pathogen population from its local fitness maximum.
Positive lag loads merely state that the chance for mutant or recombinant members
of the pathogen population to pass on fitness-enhancing traits is positive, and that
this chance increases with the distance from the local maximum (see Felsenstein,
1971). This basic concept underlies many models that explain evolutionary change
over time. Most other models of evolution of resistance adopt some formulation
of the Hardy—Weinberg Law based on a one-locus, two-allele model (cf. Mangel
and Plant, 1983; Plant et al., 1985; Munro, 1997). The lag load concept captures a
wider class of combinatorial effects and time scales and makes it easier to integrate
migration and technological innovation. Also, more complex genetics-based mod-
els do not yield qualitatively different outcomes as Mangel and Plant (1983) point
out.

Generally, the relative change in resistance is the change induced by the lag
load of pathogens plus that caused by the host lag load. Formally,

Evolution of Resistance (after Maynard Smith, 1976)

v . )
-—=—.P+—_.H,
v 0d +3H )
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where P denotes the pathogen lag load and H the host lag load.

In natural systems, these changes operate in opposite directions, the host reduc-
ing resistance through genetic innovation, the parasite increasing it. In managed
populations, it is technological innovations in agricultural inputs that takes over
the role of host innovation.

We derive the lag loads from the fitness function in the manner of Roughgarden
(1979) such that the fitness of the individual pathogen is 1 plus its contribution to
growth. For a pathogen population with a randomly distributed share of resistant
individuals v and of avirulent individuals (I — v), the average population fitness is

F=v(l+n+0-vfd+r-Ly+ 1 - fir]
= 14r—fLO —v). 4)
The lag load is the relative distance of the average population fitness from the

local adaptive peak (Stenseth and Maynard Smith, 1984).* Applying (4) to this
definition results in

F—F fLAQ-v)
Lag= —— = 7 .
F +r

&)
Assuming quadratic adaptive speed, the change of resistance per time unit effected
by pathogens due to exposure to treatment is —dv/d Lag - Lag?i.

An underlying assumption of this lag load model is that there is some form
of interaction between these pathogens such that fitness differentials can have a
real effect. So it is suited to small-scale environments where individual pathogens
compete directly with each other. Migration of pathogens in and out of host
sites therefore not only affects local population growth (as discussed above), but
also widens the area over which fitness differentials have an effect by bringing
pathogens in contact with each other. Comins (1977) shows in an influential paper
that migration indeed has evolutionary effects in that the speed of genetic response
to selection pressure can be mitigated or amplified by the effects of migration
within the population. The gist of the argument is that if resistance genes are
sufficiently recessive and migration is high, the aggregate pathogen population
can absorb a good deal of treatment without producing a large share of resistant
individuals. In other words, if the fitness cost associated with carrying resistance
genes is not substantial, then migration can retard the speed at which the effective-
ness of the intermediate input declines. The rate of absorption is therefore directly
linked to e, the rate of migration. We denote this absorption™ by a = a(e) with
a'(e) > 0 and let R be a random variable that stands for the realisation of R&D
at this particular point in time, in other words, an innovation in the protection of
the host population. This innovation will be embodied in the intermediate good.
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The net impact of these two changes on resistance results in a relative change in
resistance of

: 2
Lo ot -aen ST Ei-], ©
v 1+r

where a denotes the rate of absorption, i the adaptive speed of pathogens, and R

the realisation of industrial R&D process.

Equation (6) shows the relationship between the development of the pathogen
population through growth rate r, its control through treatment at rate f L and the
impact of an innovation of size R on the RHS and the development in resistance
over time on the LHS. The first term of the RHS summarises the factors which
govern the rate at which members of the pathogen population that are ecolog-
ically more successful than the average invade the population if the benefits of
resistance to the current type of treatment outweigh the costs. This leads to a rise
in overall resistance determined by the adaptive speed of the pathogen popula-
tion, i. The second term summarises the reduction in resistance brought about by
changes in the ‘host’ which are a probabilistic function of the R&D investment in
the intermediate sector. Pathogen evolution rests when v = 0, i.e. if the pool of
mutants with beneficial traits is exhausted; when v = 1, i.e. when all pathogens
have reached the local adaptive peak and are able to produce offspring; and when
(1 4+ r)R(x) = i(fL — a)(1 — v)?, ie. when R&D exactly compensates for the
evolutionary pressure exerted by treatment.

3.4. WINNABILITY: AN OPERATIONAL DEFINITION

Equations (2) and (6) clearly show the basic problem inherent in pathogen man-
agement: if pathogen growth is sufficiently high and the damage associated with
pathogen populations significant, then more of the pathogens should be exposed to
treatment. This, however, decreases the effectiveness of the treatment at the rate of
pathogen evolution which — in return — increases with the proportion of pathogens
treated. It is therefore necessary to invest in R&D to devise new forms of treatment
in order to contain pathogen growth.

This system of population and evolution dynamics is termed ‘winnable’ if the
system is capable of rendering unnecessary any further investment in R&D while
successfully containing pathogen populations. This means that for X denoting the
total R&D expenditure and R(X) the expected increase in the effectiveness of the
intermediate input given X, there exists an f > 0 such that N <Oand v < 0 for
X = 0. Inspection of the population dynamics and ecological evolution shows that
for the system to be winnable, the rate of absorption a(e) has to equal or exceed
f(e)L, ie. the evolutionary pressure which will be exerted by decision makers
given the migration rate e. In other words, either migration is substantial and ab-
sorption gains more from this than the level of treatment or the costs to pathogens of
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being resistant to treatment must be significant. The higher a, the lower R&D has
to be to compensate for treatment-induced resistance and, conversely, the higher
levels of treatment can be without triggering an erosion of its effectiveness.

Trivial as this may appear in terms of the arithmetics, there is considerable
uncertainty in the biological literature regarding the question whether a differs from
zero for different pathogens. In particular, although the theoretical argument that
high levels of migration will dampen the evolutionary response of pathogens is
sound, this relationship is not easy to quantify. Much importance is attached to
answering this puzzle for the purpose of eradication programs (cf. Anderson and
May, 1991). After all, if absorption is a significant factor in pathogen evolution,
the way seems to be clear for a future without substantial damages due to pathogen
activity. The question addressed in the following section is what the nature of the
incentives is that this system poses to decision makers, and whether results differ
when absorption is a factor.

The next section will show that the externalities present in pathogen treatment
at the level of decision makers in the final goods sector support an optimistic con-
clusion: high migration rates are associated not only with high absorption, but also
with lower levels of treatment, resulting in very low net drift towards resistance
by pathogen evolution. ‘Winnability’ is therefore sets the correct incentives at the
level of the final sector decision making from an evolutionary point of view. If we
assume that levels of R&D are not affected by the migration rate of pathogen and
remain positive, then ‘winnability’ would indeed be a sufficient condition for this
two sector economy to move towards this state.

4. Decision Making in Pathogen Management

4.1. FINAL GOODS SECTOR

4.1.1. Individual Decision Making

We will first look into the behaviour of decision makers in the final goods sector and
determine the aggregate demand for treatment. The aim is to derive analytically the
so-called ‘threshold decision rule’ which is popular both in crop protection (Moffitt
and Farnsworth, 1987; Hall and Moffitt, 1986) and in the treatment of common
infectious diseases (Laxminarayan and Brown, 1998). The individual ‘manager’ is
faced with a growing pathogen population unless she decides to start treatment.**
Consequently, at any point in time, she has to consider two alternative pay-offs, one
from continuing to do nothing and the other from starting treatment which incurs
a single fixed cost of F.* In the spirit of Plant et al. (1985), we think of treat-
ment as involving the application of a technically optimal amount L to the host.*
Managers do not take into account pathogen evolution as the application time is
arguably small relative to the time scale over which evolution occurs. Assuming
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conveniently that damage from pathogen is linear in population levels (Plant et al.,
1985), the pay-off from treatment, POT, equals the value of damage avoided minus
the cost of treatment minus the fixed cost of commencing treatment. Therefore,
dropping the host site index j,

s+AT
POT = — / D-N@®)[r— L —-v)—el]dt
=5
s+AT s+AT

- / Dmy N_;jdt — / c-Ldr—F, 7
t

1=s

=5

with s being the starting time, AT the application time, D the damage inflicted per
unit of pathogens, ¢ the unit cost of treatment, and F the fixed cost.

Optimising (7) with respect to application time, we find that given population
levels N(s) and resistance v(s) at starting point s, the optimal length of treatment’’
is

1 cL+Dm}) N_;

AT = LU —ven —¢ "TDNOF — LU v — e’ ®

After this period, treatment stops and the host faces a reduced pathogen population.
We will call this level of pathogens the ‘discontinuation threshold’, Ny4. The solu-
tion to (8) enables the manager to compare POT with the pay-off of doing nothing
and suffer the associated damage of pathogen growth over this period, denoted by
PDN. We find that

s+AT* s+AT*
PDN = — / D-N@)(r—e)dt — f Dm Y N_;dr. ©9)
=y t=s
Consequently, the manager will choose to start the application when population
levels increase to the point where POT > PDN. Hence, the action threshold is
N = AT*cL + F
T ~Dlexp{lr — L(1 — v(s)) — e]AT*} — exp{(r — e)AT*}]’

(10)

This threshold is a well-known concept in pathogen control, especially in the area
of crop protection (cf. Oerke et al., 1994): managers, in this case farmers, will not
engage in pest control until population levels reach such a level that the expected
damage from refraining from pesticide use exceeds the costs of pesticide applica-
tion. Likewise, in the absence of a vaccine, patients may decide not to take action
against a pathogen until it has reached a sufficient level to warrant intervention.
Unsurprisingly, this threshold increases with the costs of treatment, both fixed
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and variable, with the optimal duration of application and with the resistance of
pathogens.

4.1.2. Aggregate Demand for Treatment

The start of pathogen growth does not occur at the same moment for each individ-
ual host. Agricultural seasons start at different points in time at different locations;
humans become exposed to pathogens as they spread through the population over
time. At any given point therefore, there will be a distribution of pathogen levels
across hosts. We know, however, that the levels will lie somewhere between the
action threshold N, and the discontinuation threshold Ny. For the starting points of
treatment sufficiently smoothly distributed along the time axis, the aggregate de-
mand for treatment is a linear function of the share of managers currently applying
the intermediate input. This share, again denoted by f, is then

AT*
AT* + WT*’

where WT* is the optimal waiting time between having reached the discontinua-
tion threshold and reaching the current action threshold, which is

[ Ny(s + AT*(@)) N
Ny(s)exp{lr — L(1 — v(s + AT*(1))) — e]AT*(2)}

f= (1)

1
WT*(t) = ;ln

1]. (12)

The intuition behind Equation (11) is that managers can find themselves in one
of two states, either treating the pathogen population or waiting until it becomes
economical to do so. Hence the relative share of managers in either of these states
will conform to the relative length of either of the periods. Consequently, the mo-
nopolist in possession of the patent for the currently used technology will sell fL
of the input per unit of time.

The aggregate demand for treatment reacts to changes in the price of the in-
termediate input and to changes in resistance as we would expect. Examining the
derivatives of the share of managers involved in treatment at any given time, we
find that 8f/3c < O and 0f/3v > 0, such that the demand of treatment decreases
with its unit cost and increases with resistance. Interestingly, a social planner would
reach the opposite conclusion on that last point: as resistance increases, the mar-
ginal social productivity of the intermediate input declines such that less of it will
be allocated (Munro, 1997).

Not only does the individually optimal level of crop damage increase both with
the price of the intermediate input and resistance, there is also a direct effect of
migration on the aggregate demand for treatment. Taking the derivative of (11)
with respect to e, we find that application time decreases with increases in mi-
gration for two reasons. First, emigration decreases local population growth and
thus requires less treatment the higher the dissipation of pathogens into the envi-
ronment of the host site. Second, immigration will increase with higher migration
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rates which renders the treatment less competitive as there is a source of pathogen
growth that the treatment is ineffective against. This means that treatment will be
discontinued at an earlier point in time the higher the rate of migration. Although
this also decreases the optimal waiting time WT%*, the impact on WT is less than
on AT. We know therefore that the partial derivative of aggregate demand with
respect to migration is df/de < 0. This means that although the rate of migration
has no effect on the aggregate pathogen population in the economy, the average
population will increase when migration increases since farmers reduce their crop
protection measures.

The conclusion from examining the final goods sector is therefore that because
absorption increases with migration, i.e. da/de > 0, increasing rates of migration,
and therefore, increased ‘winnability’ reduce the evolutionary drift in the pathogen
population both from the side of increased absorption and decreased selection
pressure through treatment. This means that decision making in the final sector is
compatible with the hypothesis that winnability is sufficient for an uncoordinated
system to effect pathogen eradication. The following section will analyse whether
the same holds for the industry providing the intermediate good that embodies
R&D.

4.2. INDUSTRY

Our model of the intermediate goods industry assumes that there is a sequence of
firms that — by virtue of making a patentable drastic innovation — become for a
limited time monopolist in the market, namely until they are being superseded by
a competitor that has created the next innovation. This is a standard construction
in models of infinite sequences of innovation as we are considering here (Aghion
and Howitt, 1992; Grossman and Helpman, 1991; O’Donoghue, 1998). The drastic
innovation in our case is the discovery of compounds that are able to negatively
affect the growth of those pathogens that are resistant against the currently avail-
able technology.™ We suppose constant and identical unit production costs for the
intermediate input, denoted by k. To simplify the analysis, drastic innovations in
this model are of constant size I (i.e. a fixed share of resistant pathogens is becomes
susceptible as a result) and innovations are generated by a Poisson process with
probability Ax(#) where A is the arrival rate and x(f) the R&D effort of some
individual firm. We will assume for simplicity that any new product is also able to
contain those currently susceptible, although the results are not believed to depend
on this point.

4.2.1. The Incumbent Monopolist

The incumbent monopolist, i.e. the one holding the patent for the current technol-
ogy, faces the problem of maximising intertemporal profits by choosing the price
of the intermediate good. Hence the problem can be written as
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m(a)xn’(t) = L{f(t)c(t) — k]. (13)
Solving (13) for the optimal price, c*, we arrive at
o f®
<O =S 9

Since the optimal price is a function of current state variables only, this pricing
policy is Markov-perfect, but not necessarily sub-game perfect. Solving (13) with
(14) in hand, we obtain

)2

LW k]'
f c* (t )

What is the likely development of these intertemporal profits over time? Most

importantly, f (f) depends on the level of resistance in the economy, i.e. v(¢). The
change in profits over time is hence

o am T 20 0 | fOR 3]
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() = L[ (15)

o5 (16)
The first-order effects on the RHS of (16) — the first term in the brackets repre-
senting the increase in demand and, hence, revenues — are clearly positive while
the second-order effects — the effect of changes in v on marginal revenue — are
negative. This means that profits will increase if evolution favours resistant strains
of pathogens (v > 0), although at a decreasing rate as marginal revenues decrease
with resistance rising. The intuition is clear: as we learned from the analysis of the
final sector, aggregate demand moves in the same direction as resistance. This en-
ables the monopolist to increase the price, although the optimal marginal increase
declines with increasing v. The movement of intertemporal monopolistic rents is
therefore positively related to pathogen evolution. This need not be a problem,
however, as rents generate incentives for competitors to enter the market: given
sufficiently high rents, R&D may well be high, thus driving resistance down over
time. The final part of the analysis is therefore to examine the incentive structure
for R&D.

4.2.2. The R&D Sector

As in other n-firm patent race models of this type, firm i, the incumbent monop-
olist, is not undertaking any research because his expected value of innovation
is diminished by his ownership of the current technology. This is known as the
‘replacement effect’. At the same time, all other (n — 1) firms may be involved
in R&D such that there is a cumulative probability of (n — 1)Ax_; of the current
technology being superseded. According to Reinganum (1985), the current value
V(#) of the next innovation to firm j is then

pV (@) =m(t) — (n — Dix_;(DV (1), amn
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where V denotes the current value of next innovation, o the discount rate, n the
number of firms in the industry, and A the arrival rate of innovations per unit of
research expenditure.

R&D investment of a risk-neutral firm j is optimal where the marginal cost of
R&D equals the marginal expected benefits such that

m(t) om(s)/dx;(t)

i . 1
p+(n-—1)).x_j(t) +)‘xj(t)p+(n—1)}\x~j(t) (18)

With constant marginal costs of R&D, firm j must choose x;{f) such that the
marginal benefits equal 1, given the (necessarily identical) choices of all the other
competitors in the race, (n — 1)x_;(t). The marginal benefits can be divided up
into two terms, the first capturing the increase in the probability of successful
innovation, the second capturing the effect on expected profits. This second term
is unusual in patent races, but captures an important effect present in this model;
namely that innovating firms have to take into consideration the decrease in in-
tertemporal profits that accompanies any innovation: innovations — by their very
nature and due to the demands of the patent system — must be more effective
against pathogens than their predecessors and hence invariably affect resistance
in a negative way. This undercuts the profitability of innovations as the final goods
sector responds to a drop in resistance with a reduction in aggregate demand.

The pay-off function for firm j derived from (18) is continuous and concave in
x;(t). This makes the situation ideal to be considered under the Nash conjecture.
A continuous and concave pay-off function in the strategy space of player j is suf-
ficient for a pure-strategy Nash equilibrium of identical players. This is known as
the Glicksberg theorem (Fudenberg and Tirole, 1998). Under the Nash conjecture,
x;(t) = x_;(r). The optimal research intensity for each player is then x*(z),

f@)?
L [~ft*(t) - k] -3

2@ W, [0 ]
[1 +AIL [" fc*(r)ﬁém * fnw? oo ]]

(n—Dx*@) = (19

Equation (19) states that the optimal research expenditure of the industry is ex-
pected monopolistic profit minus the real opportunity cost of capital in the R&D
industry29 discounted by the cumulative externality of innovation on the value of
the patent as demand falls with higher effectiveness of treatment. This discounting
of the patent value naturally increases with the size of innovations I, and the
probability of discovery A. What this tells us is that there exists what one could
call an ‘industry-wide Arrow effect’ in the intermediate goods sector: not only
does the owner of the patent that protects the currently used technology refrain
from innovation because her pay-off would be strictly lower than that of any of the
competitors (Arrow, 1962); but the whole R&D sector suffers from the expected
loss of profits associated with R&D activity.
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It is easy to check that ax*(r)/3v(t) > 0 and 3%x*(1)/dv(t)?, ie. that x is
concave in v. The intuition is that the aggregate demand for treatment drops more
sharply with an increase in price when v is higher which reduces the marginal
profitability of owning the patent when resistance is high.

This means that the optimal R&D expenditure policy closely tracks the devel-
opment of resistance: expenditure is high when present value is high; the present
value is only high if expected profits are high and the probability of innovation low;
profits again are high only when resistance is high. Solving (19) for an individual
firm’s R&D expenditure and taking the limit as resistance goes to zero, we get

lim x*(t) < 0. (20)
v—0
This means that innovation ceases in the limit as resistance disappears.

43. DISCUSSION

43.1.  The Overall Behaviour of the System
The problem of non-cooperative management is one that involves two distinct dy-
namic processes at the same time: one is the development over time of pathogen
population levels, the other the evolution of strains in the population that are re-
sistant to current forms of treatment. A manager in the final goods sector will
start treatment as soon as pathogens pass a certain population level. This action
threshold that positively depends on the price of the intermediate good and the
resistance of the pathogens ensures that overall, population levels are stable and
that the loss to pathogens is contained.™

Demand for treatment is satisfied by an intermediate industry in which the
current treatment technology is produced by a patent-holding monopolist. The
monopolist initially faces a low profit level as a result of having provided an effec-
tive input that decreases resistance by the fixed amount /: the share of managers
engaged in treatment has dropped sharply as the optimal duration of treatment
shortened in response to the innovation. Over time, however, and since aggregate
demand is concave in resistance, profits rise as technological effectiveness declines
in response to evolutionary pressure on pathogens. This increasing availability
of rents present in the intermediate goods market induces R&D spending among
competitors in the industry. Initially, R&D spending reacts very slowly to rising re-
sistance as the relative (negative) impact of an innovation on resistance (and hence
profits) is substantial, but spending must increase over-proportionately over time.
With R&D spending rising, the probability of an innovation rises as well and finally
leads to some competitor displacing the incumbent with a new technology. The
overall behaviour of the system is therefore cyclical, but stable. Figure 1 depicts a
typical period of resistance evolution over time when a series of firms replace each
other after having innovated and thus decreased resistance at ¢y, t, #3, and #3.
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Figure 1. Development of resistance over time.

4.3.2. The Impact of Winnability

As the analysis in Section 1 shows, the behaviour of the final goods sector is in-
fluenced by pathogen migration. Specifically, high migration rates are associated
with decreased intensity of treatment. The response in the final sector is therefore
conducive to the idea that an uncoordinated economy can realise the potential for
pathogen eradication as the evolutionary response in pathogen populations is low
when migration is high. This means that a small level of R&D may be sufficient
to move pathogens into a situation where resistance is so low and irresponsive to
treatment that containment is possible without continuing R&D. The question must
therefore hinge on the behaviour of the intermediate goods sector.

To examine the likely outcome, we have to look at the specific components of
the evolution function. Turning to the incentives for innovation first, it is appar-
ent from Equation (19) that low levels of resistance or even decreasing resistance
exacerbate the negative externalities from innovation for industry. This is because
‘winnability’ effectively means that the industry is competing against a ‘competi-
tor’ that is able to innovate without costs. The ‘competitor’ in this case is nature. In
the same way that any innovation within the industry inflicts a negative externality
on all the competitors, nature punishes industry spending on R&D. This causes
R&D spending to collapse.

The answer to winnability must therefore come from the aggregate demand
for treatment. Only if the share of managers is below a/L, does the pathogen
population enter into a phase of resistance decline. For this to occur, however,
industry must have previously provided a technology with an associated v(¢) such
that f*(v(t)) < a/L. Unless a is very substantial, this means that winning the
evolutionary battle depends on the fortunate conjunction of at least two innovations
over a very short stretch of time and on sufficiently low production costs which
enable thﬁ firm that innovated last to generate a profit even at very low aggregate
demand.
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Winnability therefore has no structural effect on the dynamics of the system.
Moreover, it will not be possible to answer the question whether pathogen dam-
age can be overcome from observing industry behaviour as the incentives for the
industry are clearly unfavourable to the goal of a consistent reduction of pathogen
resistance. Instead, if eradication of pathogens is possible, it requires a serendipi-
tous combination of events and the question of winnability can only be answered
ex post.

44.  QUALIFICATIONS

On the way to deriving our results, we have made a number of assumptions, the
most important of which is the premise that innovations in the industry are drastic
and that they affect a fixed share of pathogens. Without re-iterating thejustifications
given for these assumptions, it is interesting to consider what the implication of
endogenously determined innovation size would be. Since pay-offs to innovation
are clearly decreasing in the size of innovations, we would expect a tendency for
innovations to become smaller. On the other hand, as Aghion and Howitt (1992)
point out, innovators have an incentive to choose an excessive innovation size to
increase profit margins. Since this effect is related to the elasticity of demand,
however, it is unlikely to balance the negative effects of innovation size on profits
as demand becomes more elastic for highly effective inputs. Overall, therefore,
endogenising the innovation size will accelerate the replacement process at the
technological frontier of the industry, but will not create incentives to decrease
resistance more than before.

A second point concerns the fact that we have chosen the migration rate to
be exogenously given as a ‘natural’ parameter. The transmission mechanisms in
reality are ajoint outcome of biological and topographical factors as well as human
choice: land use patterns affect the possible linkage between pathogen populations
by putting hosts close together or far apart. Migration of the vector of the pathogen,
such as human migration, affects the geographical spread of pathogens among
human hosts. This is a natural instrument available for regulation to social planners
and there may be incentives for decision makers both in the final and intermediate
goods industry to affect these rates.

Further possible extensions of the model could be the inclusion of stochasticity
in pathogen evolution and growth which would enrich the analysis of decision
making processes of managers in the final sector and of firms in the intermediate
industry. Further work is also necessary on endogenising the industry structure that
gives rise to the innovations.
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5. Conclusion

This chapter has looked at the potential for a two sector economic system to effect
pathogen eradication if this was technologically possible. The motivation has been
the idea that there may be allocative problems in the way ecological processes
are managed in a two sector economy which may render successful pathogen
management unlikely even if the premises of the ‘eternal battle’-hypothesis were
not correct. The latter predicts that the evolutionary battle can never be won with
finality.

Our results show that the incentive structure created by the combined working of
population growth and evolution is not conducive to an eradication of pathogens. In
particular, the question whether the race between humans and society is winnable
or not has no bearing on the basic structure of the incentives. Although the final
sector responds ‘correctly’ to the presence of high migration rates, the incentives
forindustry to maintain a sufficient rate of innovation during the transitional period
to the point when R&D becomes unnecessary are exactly opposite The intuition be-
hind this negative result is that investment into resistance decrease made by a firm
through technological innovation inflicts a negative externality on the industry. The
reason for this ‘sector-wide Arrow effect’ is that high levels of resistance enhance
the scope for acquiring monopolistic rents from managers in the final goods sector.
Winnability, however, can have an effect due to the stochastic nature of innovation
as the outcome can be achieved as a random event.

A final observation is that there is also a social trade-off between the desirability
of winnability and its associated costs. high migration rates not only allow possible
eradication in the future, they also create current costs by increasing optimum
level of epidemiological damage. The aggregate population level increases with
the migration rate. This means that in the absence of intervention and somewhat
counter-intuitively, society may be worse off in a situation where pathogens can be
eradicated. Whether or not this is the case depends of course on the relative cost of
R&D. This paper therefore predicts that the potential to manage society’s biolog-
ical competitors is seriously constrained by economic factors even if technologies
are available, and that society is worse off if the technologies are available, but are
not realised.
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Notes

' This is customarily defined as the time it takes for 50% of the pathogen population to exhibit
resistance against the control input (Anderson and May, 1991).

2 The most notable case is that of DDT in the course of Malaria eradication programs in India
(Cornes et al., 1995).

3 In one of the best researched parasite species, avian coccidia (Eimeria tenella), the time to
resistance is between 6 and 65 generations, corresponding to between 1 and 27 years. This is a
common time scale for this process (cf. Anderson and May, 1991, p. 612). As the growing season
for crops is usually not longer than one year, resistance development does not appear to be of great
importance within a single planting period.

* There is an obvious trade-off between analytical clarity and the realism of the model in that a
dynamic programming approach is unlikely to yield interpretable closed form solutions at meaningful
time horizons (‘the curse of dimensionality’), but represents a more realistic depiction of the problem.

° The result is not firm since it depends on the costs of developing new types of pest control inputs
and thus on the characteristics of the relevant innovation function.

® An almost identical paper to Mangel (1985) was later published by Munro (1997).

7 The possibility of reversibility is mentioned in Regev et al. (1983), but not explored.

8 The reason for the last conclusion in Wiemer’s model stems from the fact that the marginal gains
from reducing the rate of transmission are lower than those from curing already infected patients.
Different results arise in the context of vector-borne diseases such as Malaria (Hammer, 1993).

? These specific conditions are: the disease is transmitted directly, person-to-person. Individuals
do not recover from illness, once infected. The effectiveness of a vaccination has infinite duration.
Individuals are homogeneous with regard to the cost of vaccination and susceptibility to infection.
There is no behavioural response in individuals.

' The authors explore the theme in the context of AIDS where behavioural choices clearly have
an impact. With other infectious diseases, this element may carry significantly less weight, e.g. in
the case of water-borne diseases in developing countries where adjustment to disease prevalence is
prohibitively costly.

! The conditions that make reversibility unlikely are explained in Anderson and May (1991).

'2 1t is especially in this context that the lag load model proves helpful as its general form that does
not depend on allele frequencies helps to accommodate the shifts in resistance in a straightforward
manner.

'3 For instance, cf. “Ingenuity, knowledge, and organisation alter but cannot cancel humanity’s
vulnerability to invasion by parasitic forms of life. Infectious disease which antedated the emergence
of humankind will last as long as humanity itself, and will surely remain, as it has been hitherto, one
of the fundamental parameters and determinants of human history” (McNeill, 1977).

4 The industries which exists to manage these externalities, the agrochemical and plant-breeding
industry for agriculture and the pharmaceutical industry for human and animal health, are thus
engaged in intertemporal rent-seeking activities at the expense of the welfare of future generations.

'3 To take an analogous concept from macroeconomics, in the same way that the concept of the
NAIRU (‘non-accelerating inflation rate of unemployment’) relates productivity growth to unem-
ployment, the NAERL relates the productivity growth of crop or health protection to the equilibrium
level of losses to pathogens.

'S The concept of the expected value of information would suggest, however, to go on investing in
R&D and to gather information about the likelihood of the two scenarios through the observation of
usage and success.
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"7 We are not concerned with the specific problems that may arise in some of these situations such
as principal-agent problems between patients and doctors.

** Biologically, the difference is one between viral and other (bacterial, fungal, etc.) types of
diseases. For the first type, the question of optimal vaccination is the prime management issue.

" The reason for choosing the exponential model rather than the logistic one is that we assume that
society is sufficiently concerned about pathogen loss such that at the point where there is a crowding
cost in the pathogen population, society has already taken action.

* Agriculture is to the greatest extent a man-modified environment and manufactured drugs play
asignificant role in human health.

* Strictly speaking, e/m = S(1 — 1/S) where 5 is the number of sites.

2 Here this is an individual that is resistant under current conditions and thus has fitness F =
+r).

® Ifresistance has a negative cost to the pathogen, then there is of course ‘negative absorption’.

* There are many ways to derive the threshold level rule. With a discrete control variable, it could
also be formalised as an optimal control problem. This does not yield qualitatively different results
(cf. Moffitt and Farnsworth, 1987).

* The cost is not essential for the argument, but makes the decision situation crisper. We could
think of F as a cost of going to a doctor for the purpose of diagnosis or the fixed cost involved with
purchasing agrochemicals.

* We could think of L as the dosage of treatment where the marginal benefits equal the disutility
from side effects.

¥ Equation (8) imposes two conditions on the current intermediate input. The first condition is that
r < L(1 - v), the second that cL + Dm ZN—j < —DN(s)[r — L(1 — v)]. The first condition
means that in order to be used, the current technology has to be effective, i.e. it may not merely
dampen pathogen growth, but has to have a negative impact on population levels. The second states
that current technology has to be competitive, i.e. the intertemporal cost of treatment has to be lower
than the intertemporal damage avoided.

* This attributes the innovation to improvements in the productivity of the input in the final goods
sector rather than improvements in the marginal costs of production as in most models (cf. Tirole,
1988).

® This is the relative productivity of a unit of money in the economy overall, r, over the
productivity of a unit of money in research, A.

%0 As has been pointed out in other models (Cornes et al., 1995; Hueth and Regev, 1983), the use of
treatment may be excessive, however, since the managers do not take into account the evolutionary
impact of their choice. Since the effects of evolution diffuse over many managers and since the
threshold decision rule used only takes into consideration the optimal time horizon of the treatment
during which changes in resistance will be hard to observe, managers may be entirely rational to be
unconcerned about the long-term effects of their choices.

*' Since withholding the product from the market if positive profits can be earned achieves less
pay-off then marketing the product (since the owner of the patent suffers from the chance of being
replaced by a new entrant), it is unlikely that patent shelving will be excessive.
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5. Providing the Correct Incentives for Genetic Modification
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1. Introduction

Despite a steadily decreasing population growth rate, the absolute level of popula-
tion is rising and thus ever-increasing supplies of food are required — especially in
regions where environmental degradation compromises the ability to produce food.
The prospect that genetically modified crops might greatly enhance yields is prob-
ably the single greatest argument in favour of genetic engineering of plants (Reiss
and Straughan, 1996). One major cause of reduced crop yields is due to crop pests.
Worldwide, around a third of all potential crop production is lost through pests
(Reiss and Straughan, 1996). The potential for increased crop yields arises from
the reduction of crop losses due to pests. Indeed, according to Reiss and Straughan
(1996) the most immediate source of increased crop yields will be through en-
hanced pest resistance. Enthusiasts argue that genetic pest resistance will lead to
enhanced yields, reduce the use of pesticides and result in reduced consumer prices.
However, there is a concern that GM (genetically modified) crops may present a
threat to the environment. In this chapter we limit our analysis to the question of
possible impacts on biodiversity caused by a reduction in the availability of food
for organisms due to the incorporation of a pest-resistant gene into agricultural
crops. The impact on biodiversity will obviously depend on how biodiversity is
measured. We utilise the most simple representation of biodiversity — the number
of species per unit area.’

The central question we shall address in this chapter is whether policy on GM
crops should be directed towards the growth of the crops themselves or the R&D
which leads to the technology for growing GM crops.”> Obviously, this is not the
only issue to be addressed, but we focus on this issue because it is not an issue
that has been much addressed in the environmental economics literature. Perhaps
this reflects the fact that most economists’ intuition would be that if, as we shall
assume, it is the growth of GM crops rather than the undertaking of GM R&D per
se which damages the environment,’ then one should regulate the growing of GM
crops. Such regulation may indirectly affect the rate of R&D that is done, but tha
is a consequence of the policy not a direct target of the policy. In a closely related
paper by Sianesi and Ulph (1999) which addresses this question, that is indeed
precisely the conclusion that is reached, namely that the only intervention that is

Timothy Swanson (ed.), The Economics of Managing Biotechnologies, 129-143 .
© 2002 Kluwer Academic Publishers. Printed in the Netherlands.
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warranted is the decision about whether to grow GM or non-GM varieties of crops,
and there is no need to alter the normal incentives to do R&D.*

However, we will argue that these conclusions follow from a very specific model
of how it is believed that GM crops affect the environment. Like us, Sianesi and
Ulph (1999) are concerned solely with the potential threat that growing GM crops
will pose to the diversity of species. In their model, species diversity is directly
related to the total supply of non-GM crops that is grown. The externality in their
model is thus that the growing of non-GM crops generates an external benefit in
terms of species variety. Thus if left to market forces, a suboptimal level of non-
GM crops results. Thus, the policy required is to subsidise the growing of non-GM
crops. Therefore, in their model irrespective of whether GM technology is available
or not, a subsidy on non-GM crops is necessary. However, there is no link in their
model between the number of crops grown as either GM or non-GM varieties and
the number of species - in the limit if a sufficient quantity of only one crop in the
non-GM variety is grown, with all other crops grown as GM varieties, then one
could sustain any level of diversity desired. In other words, their model assumes
that species are polyphagous, i.e. that they can feed on many sources of food and
if one source disappears they can easily switch to another. This seems to us an
implausible characterisation of the feeding habits of different species. Assuming
greater specialisation in feeding habits demands that a degree of variety of crops is
maintained. Thus, we follow most of Sianesi and Ulph’s (1999) model but modify
the assumption about the link between GM crops and species diversity. Thus, we
adopt an equally simple, but very different view of the relationship between species
diversity and crops. In our approach the variety of animal and insect species that
survives is directly linked to the variety of crops for which at least some minimum
threshold quantities of non-GM varieties is grown. With this characterisation of the
link between GM crops and biodiversity we get rather different policy conclusions.
There will be outcomes where there is no need to directly intervene in the decisions
about which crops to grow, although in other possible steady states of our model
it will be necessary to subsidise the growing of the minimum threshold levels of
non-GM varieties for some, but not all crops. The need to intervene in the decision
about whether to grow crops as GM or non-GM varieties arises only because of
the existence of GM technology. This is in direct contrast to Sianesi and Ulph
(1999) and arises because of the different way in which species dependence on
food supplies is modelled. More importantly, we will show that it is necessary
to intervene in the R&D decision, essentially by taxing the profits that would be
earned from R&D in order to reflect the social costs imposed on society by making
available GM technology to a wider range of crops.

The format of the chapter is as follows. In Section 2 we set out the model and
assumptions. Within Section 2 the problem at hand is set out and the results are
analysed in three parts. Firstly, the optimal amounts of crops grown are determined
and explained. Secondly, we determine the optimal proportion of GM-only crops.
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Three possible optimal levels of GM-only crops are found. Thirdly, the optimal
proportion of crops for which GM technology is made available is determined as
well as the approach path to its equilibrium level. The policy implications of the
findings of this section are also presented. Finally, in Section 3 we conclude.

2. Model

We shall stick as closely as possible to the model by Sianesi and Ulph (1999)
and modify it only with respect to the link between GM crops and biodiversity. We
assume that there is a continuum of possible crops that can be grown denoted by the
interval [0,1]. Although crops grown are inherently different from each other, we
shall assume that the model is symmetric with respect to different crops, in a sense
that will become clear as we proceed. For each crop it is possible to grow a non-
GM variety at a unit cost k. If and only if the GM technology has been discovered
for a particular crop, it will be possible to grow a GM variety of that crop at a unit
cost ¢, which is the same for all crops. To make the problem interesting, we assume
¢ < k. The advantage of GM technology therefore is simply to lower the unit cost
of growing crops. However, crops are sufficiently different from each other, that
developing the technology to grow a GM variety of one crop does not give one the
technology to grow GM varieties of other crops, and so one has to continuously
invest in GM R&D if one wishes to expand the range of crops for which GM
technology is available. Specifically we assume that at time ¢, for fraction p, of all
crops, GM technology has been developed, and that if one carries out GM R&D at
the rate g, then the proportion of crops for which GM technology is available can
be expanded at the rate p = g;.

As shown by Sianesi and Ulph (1999), without loss of generality, we shall
assume that po = 0. The cost of carrying out the R&D is given by y(g), where
y' >0, y” > 0forall g; in particular ’(0) > 0, so that there are strictly positive
and increasing marginal costs of doing GM R&D, even for the very first unit of
R&D.

Now obviously on the proportion (1 — p;) of crops for which there is no GM
technology available, it is only possible to grow non-GM varieties of those crops,
and we denote by z, the amount of the non-GM variety grown for each of these
crops (although crops are different, everything in the model is symmetrical so if
it pays to grow z, of one crop with no GM technology it will pay to grow z, for
all crops for which there is no GM technology). For the proportion of crops p; for
which GM technology has been discovered at time ¢ we do not assume that only
GM varieties need be grown. We assume that on a proportion ¢, < p, of crops
only GM varieties are grown, and the amount of GM variety of each crop grown
we denote by w;. On the remaining proportion (p; — g;) = 0 of crops we assume
that both GM and non-GM varieties of each crop are grown, and we denote by
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x; the amount of GM variety of each crop grown, and y, the amount of non-GM
variety of each crop grown. Now in Sianesi and Ulph (1999) it was just assumed
that ¥V ¢, g, = p,, so that once GM technology is available for a crop only the GM
variety would be grown. It turns out that for their model, such an assumption is
justified, at least in steady state, but because of the different way we model the link
between GM crops and biodiversity it is essential that we maintain the possibility
of growing both GM and non-GM varieties of the same crop. We now turn to the
different models of the GM-biodiversity link

In Sianesi and Ulph (1999) the number of bird/insect species, S is related to the
total food supply of non-GM crops, denoted by

fi=U-=p)z

through an equation

S, = ¢(f:/5)S:.

But this implies thateven if ¢, = p; & 1, provided z, is made large enough one can
achieve, over time, whatever level of variety of species one desires. So species of
insect (and hence birds) which may have fed on the non-GM variety of one crop,
which is subsequently made insect resistant through GM technology, are assumed
to be able to switch to feeding on the non-GM varieties of other crops. Insects are
assumed to be completely non-discriminatory in their feeding habits. This seems
to us biologically a very strong assumption and inconsistent with the recognition
of specialised feeding habits among species.

So in our paper we adopt an equally simplistic but radically different assumption
about the link between species diversity and crops. We assume that there is a direct
link between the variety of species of insects and birds and the variety of crops
which are not GM, provided that for insect species that feed on a particular crop
atleast ¥y > 0of the non-GM variety of that crop has to be grown, otherwise the
species is driven to extinction.

Now since the only rationale in our model for growing non-GM varieties of
crops for which GM technology is available will be to ensure the survival of the
insects/birds which depend on that crop, it will turn out that for the proportion of
crops (1 —¢q;), y» = y. We shall therefore simply identify the variety of species of
insects/birds dependent on crops by S; = (1 —g,). Since it will also turn out inour
model that g, > 0, this implies that once a crop is grown only in its GM variety, the
associated species of insects and birds which depend on that crop are irreversibly
lost.

Society’s instantaneous preferences for variety of species is captured in a value
function V(1 — g;) with the properties V' > 0, V” <0, V/(0) = 00, so that there
is a strictly positive but diminishing marginal benefit to a given variety of species,
and an infinite marginal disutility associated with the loss of the last species.
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Finally we consider the benefits obtained from consuming crops. We assume
that consumers are completely indifferent to whether they consume the GM or
non-GM variety of a crop,” but that they have a preference for consuming a variety
of crops. This is captured by the usual Dixit-Stiglitz C.E.S. preferences, so that at
any moment of time, consumer benefits are given by:

U(p,g.w,x,y,2)

w'# x+n'* 2P
=q—— —qg)—————+ ({1 - p)—ry;
q1~ﬁ+(p 9) - ( p)l_ﬂ
Lete = 1/8 be the elasticity of substitution between crops and obviously with
B > O crops are imperfectly substitutable. As in Sianesi and Ulph (1999) denote
by

B>0,8#1.

x\P —gx

B¢) = mfx I 1

the maximum social surplus (ignoring environmental effects) from a having a crop
produced at unit cost §. Carrying out the maximisation yields

1
x=£° B = —ms“e

so that B’(§) < 0.

We assume that y < k~%; as we will see this implies that if one grew only the
non-GM variety of a crop at unit cost k£ and chose to grow the amount of that crop
which maximises social surplus, then one would grow enough of it to meet the
minimum threshold amount of the crop to allow the insects and birds that depend
on that crop to survive. So, in the absence of any GM technology, there would be
no reason to intervene in the growing of crops.’

2.1. OPTIMAL PATHS OF GM R&D AND GROWTH OF GM CROPS

The problem facing the social planner is to choose w;, X;, ¥, Zr» & and g; to
maximise:

i ~51 wt]_ﬁ (x; + )’t)l_/8
ety —— +(p—q)———F—

gy 1-8
0
2"
+1- pr)l'_—_ﬂ — qwic — (pr — qr)(cx; + k1)

~ (1 =pkz;, —y(@)+ V(A - qt)} dt
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such that
Pr=8: Y=2¥ @&=<p;s p=<l p=0

The first-order conditions are:

wf<e w=>0, (1)
xi+y) P < x20, )
x+y) P <k—ps 320, 3)
e — Y =0, 4)
' <k %20, ©)
m<y'(a): &=0, (6)
[B(c) = (B(c)—tk—0)y) = V'(1—g)) <X ¢ 20, )]
ri(p—q) =0, (8)
f; = 87, — [B(c) — B(k) — (k — ©)F + A — ], ©)
w (1~ p;) =0. (10)

We analyse these conditions in three stages.

2.1.1. Optimal Amounts of Crops Grown
In this subsection we take as given p; and ¢, and determine wy, x;, y; and z;.
From (1) and (5) it is straightforward to see that, ¥ ¢,

w=c" =k wo>z. an
Although we have omitted finding the private market solution explicitly, it is
trivial to see what it would be. When only GM or non-GM varieties are grown the
amount chosen is what would be demanded if the crop was sold at its marginal
(unit) cost of production, and so is the amount that would be grown in competitive
markets with no need for policy intervention. In the absence of a constraint on
y, this would be zero in the private solution as farmers would grow all crops for
which GM technology existed as GM-only. In the social optimisation the level of
y attained is the constraint level. To see this using (3) and (2) and y, = ¥ > 0, then
(G +y)™® =k—p, <c.Since k > c, that implies p, > 0, which from (4) implies
that y, = y, ¥ ¢. Since y < k7% < ¢7%, from (2) we must have x, = c* — y > 0,
V t. What this means is that where both GM and non-GM varieties of the same crop
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are grown, the total amount of the crop grown is the same as would be the case if
only the GM variety had been grown, so consumers will get the same benefit from
the ‘mixed’ case of GM and non-GM varieties as from the pure GM-only case. But
out of the total, the minimum amount of non-GM variety is grown (y) to sustain
the existence of the species of insect and birds which depend on these crops. To
induce the ‘mixed’ case which includes the required levels of non-GM crops, all
crops in the mixed category are sold at a price equal to the unit cost of producing
GM crops and the shortfall in profits from producing non-GM crops is made good
by the government which grants a subsidy equal to the difference in the costs of
production, (k — ¢) for each unit produced of non-GM crops up to the threshold, y.
We summarise the above as:

RESULT 1. For all time periods ¢, the following pattern of crops is grown:

(i) on a proportion of crops g, < p;, only GM varieties are grown: an amount
¢~ is grown of each crop and sold at price c;

(i) on a proportion (I — p,) of crops, only non-GM varieties are grown: for each
such crop an amount k¢ is grown and sold at price k;

(iii) on a proportion (p; — g,) of crops both the GM and the non-GM varieties
are grown: for each of these crops, y of the non-GM variety is grown and
(¢f — y) of the GM variety is grown: both varieties are sold at price c¢; and

(iv) the only policy required is that on the proportion (p; — ¢,) of crops for which
both GM and non-GM varieties are grown, the amount of y of the non-GM
variety should be subsidised at the rate (k — c) per unit.

2.1.2. Optimal Proportion of GM-only Crops Grown

We now determine the optimal value of g, taking as given the value of p,. It is
easier to begin with the case where 0 < q; < py, so that from (8), A; = 0 and (7)
becomes:

[B(c) = (B(c) — (k —0)y) = V'(1 — gq1)]
=[k-0c)y-V(1-g)1<0; ¢ =0 (™)

The interpretation of (7') is straightforward. An increase in g, by ‘one crop’ has
three effects. First for this crop, only the GM variety is now grown, which has a
social benefit B(c). Second, the crop will no longer be grown as a mix of GM and
non-GM varieties: since this crop was sold at a common price of ¢, but an amount
y was subsidised at a rate of (k — c), the net social cost of no longer growing this
crop in a mix of GM and non-GM varieties is B(c) — (k — ¢)y. These two effects
together mean that the net social benefit of increasing g, by ‘one crop’ is (k — ¢)y,
i.e. it eliminates the need for society to subsidise the growing of y level of the non-
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GM variety of a crop for which the GM technology is available. The third effect is
that increasing ¢, reduces the variety of species and the marginal social cost of this
is V'(1 — ¢,). So, assuming that g; < p,. the net social gain from an increase in g,
is (k — ¢)y — V(1 — ¢q,). At an optimum, it must not be possible to vary g, and
obtain a net gain. There are therefore two cases. (A) V/(1) > (k — c)y. This says
that the marginal social cost of the loss of even one species is at least as great as the
cost of subsidising the growth of non-GM varieties. If that is the case, then ¢* = 0,
Y 1, i.e. one never grows only GM varieties of crops, so all species are retained.
B) V'(1) < (k — ¢)y. Since V'(0) = oo, there must exist a g*, 0 < g* < 1 such
that V(1 — ¢*) = (k — ¢)y.

In case (B) the level of g, depends on the relationship of the availability of GM
technology and the optimal implementation of that technology or growing of GM
crops. If p, > g* then ¢; = g*. In this case, the proportion g* of crops will be
grown as GM-only, whereas the proportion (p; — g*) > 0 of crops will be grown
as both GM and non-GM.

Suppose that p, < gq* then V'(1 — p;) < V(1 — g*), and from (7),
A= (k~c)y—V'(Qd—p) >0, q = p; In this case, all the crops for which GM
technology is available will be grown as GM varieties. We summarise these results
as follows:

RESULT 2. For any value of p,, 0 < p, < 1, there are three possible values of g;:

i) fVI)=k=-0y g=0xr=0V

(i) ifV'(1) < (k—c)y, and p; > q*, where V(1 —g*) = (k — )y, then g, = ¢*
and A, = 0; and

(iii) if V(1) < (k—c)y and p; < q*, thengq, = p,, and A, = (k —c)y — V'(1 —
p) = 0.

These three possibilities are illustrated in Figure 1.

2.1.3. Optimal Path for GM R&D

Steady State
To find a solution to the optimal path for p, or equivalently, g; we begin by consid-
ering the steady-state solution. Steady-state values are denoted by an asterisk. In
steady state 77, = 0, or 7, = 7*. Equation (9) becomes:

«_ B@)—Bk)y—(k—-o)y+1 -o*

= 3 .
In addition p, = 0, or p, = p*, so that using (6) and (12) steady state requires

that
B(c)-Bk)—(k—c)y+ 1" - o*
)

=

(12)

< y'(0), (13)
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Figure 1. Determination of optimal GM-only crops.

where y’(0) is the marginal cost of carrying out the first unit of R&D. It will be
useful to define

¢ = B(c) — B(k) - 8y'(0),

where ¢ is the instantaneous marginal private net return to carrying out the first
unit of research in GM technology, and would be the instantaneous marginal social
net return to the first unit of GM R&D in the absence of any concern about the
environmental consequence of GM crops (by net return, we mean the marginal
gross return net of the marginal cost of doing R&D). The definition of ¢ implicitly
reflects the result that in the absence of any concern about environmental conse-
quences of GM, once the GM technology exists for a crop, only the GM variety
would be grown. To make the problem interesting we assume ¢ > 0, otherwise it
would never pay to carry out GM R&D even if there was no environmental impact.
We can rewrite the condition for steady state as

p<tk—c)y—-r2+o" (14)

Now we shall follow Sianesi and Ulph (1999) in arguing that if the steady-state
value of p* is strictly positive, then along the approach path to steady state we must
have had g; > 0 and hence (6) would have held with equality; by continuity (14),
which is the steady-state version of (6), must also hold with equality. However, if
p* =0, so GM R&D is never carried out, then (14) could hold as a strict inequality.

There are then three possible outcomes for steady state:

(i) ¢ < minf[(k—c)y, V'(1)]. In this case we argue that p* = 0, and hence p; = 0,
V t. From (10) w;, = w* = 0. There are two sub-cases. If (k — )y < V'(1)
then from Section 2.1.2 ¢* =0, g =0,V ¢, A, = A* = 0, V¢. Hence (14)
holds as ¢ < (k — ¢)y. If (k — ¢)y > V'(1) then from Section 2.1.2 g* > 0,
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G =p=p =0,V =2 =(k—-c)y— V(1) and so (14) holds
as ¢ < V’(1). These two sub-cases are summarised by ¢ < min[(k — )y,
V(D]

(i) V(1) < ¢ < (k —¢)y. Define p* by ¢ = V(1 — p*) and recalling that g* is
defined by (k — ¢)y = V'(1 — g¢*) we have 0 < p* < g* < 1. This implies
that p, < 1, ¥ ¢, so that from (10) w, = @* = 0, ¥ . From Section 2.1.2 since
p* <q*.q = p,Vit, A =&k —c)y— V(1 — p*). Hence (14) becomes
¢ < V'(1 — p*), which from the definition of p* holds with strict equality.

(iii) ¢ > (k — ¢)y. In this case p* = 1. Again there are two sub-cases. Firstly,
(k — ¢)y < V’(1), in which case g, = 0,V ¢, or (k — ¢)y > V’(1), in which
case in steady state, g, = g¢* < 1. In either case, in steady state g, < py, and
so A, = A* = 0. From (10) we must have w* > 0, and from (14) we must
have ¢ = (k — ¢)y + w*,sothen w* =¢ — (k — c)y = 0.

These results are summarised in:

RESULT 3. There are three possible steady states for the proportion of crops p*
for which GM technology will be developed.

(i) If¢ < min[(k — o)y, V'(], p* = 0.
(i) IfV'(1) < ¢ < (k= )y, p*is definedby ¢ = V'(1 — p*) and p* < g*
(iii) If ¢ > (k — ©)y, p*=1.

The three different levels of returns to R&D relative to V'’ and (k — ¢)y are il-
lustrated in Figure 2. The interpretation of this result is straightforward. If the
marginal private return is less than the minimum social cost of doing GM R&D,
defined as the minimum of the subsidy required to ensure the survival of species or
the marginal cost of the loss of just one species, then it is never worth doing GM
R&D. On the other hand, if the marginal private returns to R&D are higher than the
cost of subsidising the growing of non-GM varieties, then it is worth undertaking
GM R&D so that all crops have GM varieties.

Finally, if the marginal private return is less than the cost of the subsidy to grow
non-GM varieties, but higher than the marginal social cost of losing a species, then
it will be desirable to do GM R&D on some fraction of crops, and for those crops
grow only GM varieties, where the steady-state proportion is determined by the
rule that the private marginal return to the last unit of GM R&D just equals the
marginal social cost of the last species lost.

2.1.4. Approach to Steady State and Policy Implications
The approach to steady state in terms of p, and g, is straightforward to describe in
the three cases, identified in Result 3.
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Figure 2. Comparison of R&D returns to: non-GM subsidy and social cost of GM crops.

(i) Inthis case, py = ¢, =0,V ¢.

(i) In this case ¢ = p;, Y ¢ and p, rises as described below until it reaches
p*<q*.

(iii) In this case there are two phases; in the first phase ¢, = p, and both rise at a
rate as described belowuntil p, = g, = g*; in the second phase, p; continues
torise until p, = 1, but g, remains constant at g*.

The way that p, evolves in cases (ii) and (iii) is described by py = 0, p, = g
where, integrating (9) we get

oo

V() =1 = / e DB — BU) — (k — )5 + e —arldr.  (15)
1

Equation (15) is just the condition that ensures that R&D is carried out until the
marginal cost of doing R&D equals the present value marginal gross social return
from R&D. The instantaneous marginal gross social return from GM R&D can be
written as B(c) — B(k) — 6, — w; and 8, = (k — ¢)y — A;. B(c) — B(k) is the
marginal gross private return to GM R&D, and represents the gain to consumer
surplus from a reduction in the cost of growing crops. We follow Sianesi and Ulph
(1999) in assuming that this private return can be fully captured by those engaged
in GM R&D. Of course there are standard reasons why that is unlikely to be the
case, but the arguments are not specific to GM R&D, and so we ignore them for
the purpose of this chapter.

What we are concerned with are the variables 8, and @, which are the policy
variables designed to bring the private rate of return on GM R&D in line with the
social rate of return. We shall interpret 8; as a tax that needs to be levied on the
return from GM R&D to reflect the social cost of GM R&D. We interpret w, as
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a ‘licence fee’ to undertake GM R&D on crops. From our previous analysis its
straightforward to see what value €; and w; must take for the three cases identified
in Result 3.

(i) 6 =min[(k — )y, V'], 0, =0,V 1

(ii) In this case, we are always in the region where p; = ¢, < 1, so that w, = 0,
Ao = tk—c)y—-V'(1—-p;),sothatV 7,8, = V'(1— p;), with 8* = V'(1— p*)
in steady state.

(iii) In this case there will be three phases. The first phase corresponds to (ii), so
that throughout this phase p; = ¢; < 1, and w; = 0, 6; = V’(1 — p;). This
phase persists until p; = g*. In the second phase, g; = ¢* < p; < 1, so
that A; = w; = 0,and 6; = (k — ¢)y. Finally, p, = p* = 1, and inthis
case Ay = 0, w; = B(c) — B(k) — (k — ¢)y, and 8, = (k — ¢)y. Clearly,
6; + w; = B(c) — B(k). w; can be thought of as a ‘licence fee’ which is used
to signal to biotech firms that thelimit p, = 1 has been reached and there
are no more crops left to modify, by effectively taxing away any remaining
surplus to doing R&D.

We summarise the discussion in the following:

RESULT 4. To secure the optimal investment in R&D the social planner imposes
a licence fee to develop crops for GM R&D, w;, and a tax to reflect the social cost
of GM R&D, 8,. 8; and w, are determined as follows from each of the three cases
in Result 3.

(i) 0: = min{k — )3, V'(D]; @, = 0.
(i1) 6 =V'(Q1 = pr)w, =0.
(iii) Phase 1: (0 < p; < ¢*);0; = V'(1 = p;); @, = 0.
Phase 2: (¢* < p; < 1); 0, = (k — )y, w;, = 0.
Phase 3: (p, = 1); 8, = (k — ¢)y; w, = B(c) — Bk) — (k — ©)y.

Figure 3 illustrates the optimal path of R&D. As stated above, between zero and
g*, pr = g, both of which continue to rise until g* is reached, at which point g,
stops rising and remains equal to g*. p, keeps rising until it reaches 1.

In terms of policy outcomes, the key point to note is that unlike Sianesi and Ulph
(1999), it will now be necessary to intervene in the market for R&D to reflect the
social costs of GM R&D. These social costs arise to the extent that the availability
of GM technology translates into crops grown as GM-only. The optimal proportion
of crops grown as GM-only is determined by the relative costs on the environment
in terms of reduced species numbers and the subsidy which has to be paid to
sustain the threshold level of non-GM varieties of crops, but the current value of
q: depends on the availability of GM technology. A single instrument is now no
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Figure 3. Dynamic path of R&D.

longer sufficient to ensure both the optimal levels of GM-only crops and R&D. In
addition to the subsidy granted to the cultivation of non-GM crops, the returns to
R&D should be taxed. Three scenarios depending on the size of R&D returns are
outlined. Obviously, the socially optimal level of R&D is zero when its marginal
net private returns fall short of its marginal social cost. To ensure this outcome a
tax is imposed. In this case there is no need to subsidise non-GM crops since the
critical level of non-GM crops is not binding. Once returns exceed the marginal
loss of species but are lower than the subsidy required to ensure an appropriate
amount of non-GM it is optimal to tax R&D at the rate of the marginal loss of
species. The tax is increased up to the point that the availability of GM technology
reaches the optimal proportion of GM-only crops. At this point no further crops are
grown as GM-only and the tax on R&D returns is capped at the level of the subsidy
required to maintained the threshold level of non-GM variety of crops. In the final
phase where the last crop is modified an additional charge in addition to the R&D
tax is imposed. The purpose of this additional charge or ‘licence fee’ is to choke
off any further demand for GM R&D.

3. Conclusion

In this chapter we have attempted to illuminate the debate on whether GM crops
should be grown and if so, in what quantity. We have also examined the issue
of whether intervention in the GM R&D market is warranted. Unlike Sianesi and
Ulph (1999) we found that intervention was indeed necessary. The reason for this
difference in policy conclusion stems from the different assumption about how
species diversity is related to the growing of GM and non-GM varieties of crops.
In Sianesi and Ulph (1999) species diversity is related only to the total availability
of non-GM varieties of crops, where, in terms of environmental impact, the non-
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GM variety of one crop is a perfect substitute for the non-GM variety of another.
A subsidy to the growing of non-GM crops is necessary to address the environ-
mental externality, and this affects the profitability of GM crops and indirectly
the incentive to do GM R&D, but once the subsidy is set there is no need for
any further intervention in GM R&D. By contrast, we assume that the number of
species is directly related to the number of non-GM crops grown at some initial
level, so a non-GM variety of one crop is not a perfect substitute for the non-GM
variety of another. In this case the number of crops for which GM technology is
available becomes an important variable and it is necessary to intervene directly in
the introduction of GM technologies.

To conclude, this chapter represents an initial step in analysing the impact of
GM on the environment. The environmental aspect focused upon in this chapter
is biodiversity. We have chosen an extremely simple model which has produced
some policy conclusions. There is no doubt that the model of species reliance
on resources does not capture all the nuances in the relationship between species
and their food sources. However, from our point of view, the pertinent question
is whether introducing a greater degree of complexity in this relationship adds
anything in terms of policy. We are not sure that it does. In addition, in an attempt to
concentrate on the potential impact of GM on species diversity we have omitted the
possibility of intertemporal spillovers in the R&D process. However, there appears
to be alot of similarity in the genetic make-up of species. This similarity referred
to as synteny enables specific useful genes identified in a well-studied species to
be localised to the corresponding genomic site in other species that have not been
studied in the same detail (de Vicente and Hodgkin, 2000). Thus, as the sequence
of incorporating the insect-resistant gene in successive crops proceeds the process
becomes progressively easier. At first glance it would appear that returns to R&D
may increase and the steady-state value of p, will move closer to 1. Such R&D
spillovers may indicate a need to intervene in the R&D market for GM. However,
the existence of such spillovers are not unique to GM R&D and we argue that their
inclusion does not detract from the basic message of this chapter - the need for
intervention in the R&D market in GM technologies when biodiversity depends on
a variety of non-GM crops rather than on a large quantity of a single non-GM crop.

Notes

' An example of another measure of biodiversity is distance or degree of dissimilarity between
two species (Weitzman, 1992). Instead of focusing on species, measures could also relate to different
levels of aggregation such as habitat, ecosystem, subspecies or gene as well as others. Choice of the
level of aggregation will depend on the focus of concern.

? Environmental economists have been concerned with issues of regulating pollution or possible
measures to encourage R&D to develop green technologies but has not addressed the issue of the
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balance of policy between regulating a new polluting technology once that has been developed or
slowing down the development of a new polluting technology.

* Of course this is a strong assumption, and we make it on the basis that even if GM R&D involves
growing some GM crops (perhaps as trials) this is unlikely to be on such a scale to be a real threat to
the environment, and that the real threat to the environment comes only if full-scale growing of GM
crops takes place.

* As we will see, this is based on the assumption that there are none of the usual failures in the
R&D market. Obviously, these would call for intervention, but these arguments are not specific to
GM R&D.

> Again this is a strong assumption designed to focus on the central issue of this paper. Effectively
we are saying that consumers have no reason to dislike GM crops (e.g. for possible health reason) and
their concern about the environmental effect of GM crops is captured in a separable fashion through
the value of species diversity function V.

® The reason for such an assumption is to omit externalities bar the one we are interested in which
is the reduction in species diversity caused by growing GM crops.
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6. Decision Making under Temporal Uncertainty and
Irreversibility: Benchmark Values for the Release
of Transgenic Crops in the EU

JUSTUS WESSELER

1. Introduction

The scientific revolution in the biological sciences with its rapid advances in mole-
cular biology offers great potentials for productivity gains in agriculture. Food
crops that have higher yields and better nutrition content, plants that are resistant
to drought and pests, livestock that are immune to disease, and fisheries that are
sustainable, are possible developments which can result from the application of
biotechnology (Krimsky and Wrubel, 1996).

However, opposing the expected gains, there are risks related specifically to the
widespread use of transgenic crops. Gene flow in plants can enable domesticated
plants to become pernicious weeds, or enhance the fitness of wild plants which
might be serious weeds, thus shifting the ecological balance in a natural plant
community. New viruses could develop from virus-containing transgenic crops.
Plant-produced insecticides might have harmful effects on unintended targets.
While some of these scenarios are highly unlikely, little is known about the overall
impact that transgenic crops can have on biodiversity, ecosystem balance and the
environment (Kendall et al., 1997).

Proponents of genetic engineering press for the rapid release of transgenic crops
while opponents either reject the use of transgenic crops in general or want to
postpone their release until further information on the related risks is available. An
immediate release of a transgenic crop will provide immediate and future benefits
through the expected positive effects on yields, product quality, production costs,
and/or other characteristics of the crop (e.g. Nelson et al., 1999)." On the other
hand, an immediate release will expose society to potential environmental risk.
Therefore, a decision to delay or reject a release delays or avoids those risks, but
also the benefits of an immediate release. Any such decision includes, implicitly
or explicitly, a comparison of costs and benefits. Even a decision which is based
on the assumption that the risk cannot be estimated and therefore transgenic crops
should not be released implicitly assumes that the expected risks are higher than
the expected benefits. As decisions have to be made, most developed countries

” Timothy Swanson (ed.), The Economics of Managing Biotechnologies, 145-156.
© 2002 Kluwer Academic Publishers. Printed in the Netherlands.
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have established regulating agencies which approve the release of transgenic crops.
The problem these agencies face is that if they decide to release the new crop
and discover later that the transgenic crop has a negative impact on health and/or
the environment, they may be able to prevent consumption and thus to reduce the
impact on health, but they cannot retrieve the genes released into the environment.
They may regret that they have allowed the release of the transgenic crop and did
not wait until further information on the impact of this transgenic crop on health
and the environment was available. On the other hand, every delay in release is a
loss in immediate expected benefits. Therefore, the agency has not only to weigh
the benefits of an immediate release against the expected risk but also against the
option to delay the decision into the future.

This decision-making problem can be described as one under temporal uncer-
tainty and irreversibility (Sianesi and Ulph, 1998; Wesseler and Weichert, 1998).
Temporal uncertainty exists because future prices, yields and other benefits as well
as environmental risks of transgenic crops are uncertain; irreversibility exists as
once transgenic crops are released, their genetic information cannot be gathered
again. Therefore, the value of the option to delay the release of transgenic crops is
most likely positive and, hence, the benefits have to exceed the costs by a certain
factor (Arrow and Fisher, 1974; Henry, 1974; Dixit and Pindyck, 1994).

A simple numerical example will be used to illustrate the approach: a com-
pany has developed a herbicide-tolerant crop. The immediate increase in gross
margin, 7o, through the introduction of the new variety is about US$ 1 Mio. For
the next year, #;, it is expected that the additional gross margin will change. Two
situations are possible. Either the additional gross margin, m g, will increase to
US$ 1.5 Mio., if more farmers adopt the technology and other factors are also in
favor of the technology or, if the factors are less favorable, the additional gross
margin, 1, decreases to US$ 0.5 Mio. To keep it simple, the additional gross
margin remains the same from #; onwards. The probabilities of both scenarios
(favorable/non-favorable) are assumed to be the same, p = 1 — ¢ = 0.5. Further, it
will be assumed that the gross margins are independent of the development of the
economy and the riskless rate of return of 10% can be used as the discount rate.
The release of the new transgenic crop into the environment is assumed to have a
negative impact on bio-diversity. A contingent valuation study shall have revealed
that the negative impact will be in the order of US$ 8 Mio. There are no additional
costs and benefits that have to be considered. In this case the net-present-value of
the immediate release (NPV/) of the transgenic crop into the environment would
provide the following solution:

. ]_ .
NPV, = —I + mo+ (p ;TIH)+(( p)-mL)

r
-8+ 1+75+25=3.0. 1)

i
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The NPV, of Equation (1) is positive and hence, under the traditional cost-benefit
approach, the new variety should be released into the environment. However, this
evaluation did not consider the possibility of delaying the release into the environ-
ment until more information becomes available on factors that may have an impact
on the result. If the release was postponed by one year and it is assumed that the
new state will be known with certainty, it is obvious that the transgenic crops should
not be planted if the additional gross margin decreases to US$ 0.5 Mio. On the other
hand, if the other state occurs, the NPV will be the following:

NPVp = 05 (- 4 30T ) 4B g @
b= 1+r+;(l+r)’ R
The result of Equation (2) shows that in the case of delaying the decision, a higher
NPV would be achieved, NPVp > NPV,, and hence this strategy should be
adopted. Ignoring the option to delay the release into the environment would result
in a sub-optimal decision under this scenario.

In the following, the model to describe the comparison of costs and benefits
under uncertainty and irreversibility which has been presented earlier (Wesseler,
1998) will be reviewed. The results of the model describe the factor by which the
benefits have to exceed the costs. Based on different scenarios for the European
Union benchmark values for the irreversible costs will be derived, that can be used
as a guideline for decision making.

2. The Model

The following assumptions were made about social benefits and costs. A hypo-
thetical agency has to decide on the release of transgenic crops. The agencies’
decision are based only on the benefits and costs of the release as explained below.
Hence, the political economy of the decision-making process is not considered in
the model.

The agency considers as social benefits V only the additional benefits that result
from the use of transgenic crops compared to non-transgenic crops (in the follow-
ing called conventional crops) and as social costs I only the additional irreversible
costs related to the release of transgenic crops. Strategic costs and benefits of
the company requesting the release of the transgenic crop are ignored. Further,
the agency considers only domestic costs and benefits. Across-border effects are
ignored.”

The additional social benefits of transgenic crops as compared to conventional
crops are assumed to originate from changes in yields, prices and/or variable pro-
duction costs under the assumption of perfect elasticity of demand and perfect
non-elastic supply. Overhead costs are assumed to be the same for transgenic
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and conventional crops. Therefore, the additional benefits can be described by the
difference in gross margin between transgenic and conventional crops. Positive
environmental effects of transgenic crops and possible health effects due to the
consumption of transgenic crops are assumed to be reflected in yields, prices and
variable production costs. If, for example, soil erosion is reduced due to the practice
of zero tillage in combination with a herbicide like Round-up® and a Round-up® -
resistant crop, positive on-site effects would result in a higher yield of the crop
and/or less use of fertilizer. Also, possible health effects of transgenic plants are
assumed to result in price adjustments.

Additional welfare benefits arising from the application of the new technology
through “peace of mind” (Monsanto, 1998, p. 4) are assumed to be balanced by
concerns about the new technology and are therefore ignored.’

In summary, all benefits resulting from the release of transgenic crops are
assumed to be internalized.

The irreversible costs of the release of transgenic crops are assumed to be
the loss in biodiversity (Mooney and Bernardi, 1990; ACRE, 1997; Tiedje et al.,
1989). Those costs are not known with certainty and it is also unknown whether
an increase in information will result in an increase or decrease of the expected
value of those costs. The contribution by Wesseler and Weichert (1998) analyses
the situation where benefits and irreversible costs both follow a Brown—Wiener
stochastic process. This allows to identify the ratio by which the benefits have
to exceed the irreversible costs. An application of the approach not only requires
information about the specific stochastic process of the irreversible costs but also
about the parameter values. Also, the justification of contingent claim analysis for
loss in biodiversity will depend on the identification of a relevant spanning asset.
The alternative use of dynamic programming leads to the problem of identifying
the correct discount rate (Wesseler and Weichert, 1998). Therefore, here it is as-
sumed that the irreversible costs I are known with certainty at the time when the
decision is made.

Bearing in mind the assumptions described above, the objective of the regula-
tory agency can simply be described as maximizing the value F(V) of the decision
to release transgenic crops under a given level of information:

F(V) =max E[Vr — ) e T | 0], (3)

with E the expectation operator, Vr the present value of the incremental benefits at
the time of release 7, I the irreversible costs, & the discount rate and Q the level
of information.

As the benefits are uncertain, it will be assumed that V follows a stochas-
tic process. As there are different views about the benefits of transgenic crops,
two main views will be modeled using two different continuous time stochastic
processes. One assumption is the benefits V follow a stochastic process with a
positive trend using a geometric Brownian motion. More specifically:
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dV =aVdr+oVdz, 4)
where « is the trend variable, o is the standard deviation and dz is a Brown-

Wiener process. It has been shown elsewhere (McDonald and Siegel, 1986) that
by assuming F(V) = AV# the optimal value of V, will be of the form:

V= ——. ], (5)

1 ) -5 17?
ﬁz__r + [z —={ +2rfo2>1, B>1,
2 a?

o? 2

where r is the risk-free interest rate, and § the difference between the discount rate
i, which is the risk adjusted market rate of return and the trend «.

If the irreversible costs I are set I = 1, Equation (3) shows that the benefits
from the release of transgenic crops have to be higher by the factor /(8 - 1) >
1 to justify an immediate release from the economic point of view, whereas the
traditional cost-benefit analysis would suggest an immediate release if V* > [
(Abel et al., 1996).

A continuous increase in benefits through transgenic crops is not necessarily a
valid assumption. Critics argue that benefits, if at all, will be only available for a
short period of time. Weeds and pests become resistant to the herbicides and crop-
produced pesticides and this much faster than previously expected (Bergelson et
al., 1998; Huang et al., 1999). This view about transgenic crops can be modeled by
assuming a mean-reverting process with respect to benefits, where initial additional
benefits V from transgenic crops decrease over time until they become zero:

dV =n(V = V)V dt + oV dz, (6)

where 7 is the speed of mean-reversion, V the value to which V tends to return, in
the following set to zero assuming no additional benefits after some years, and V
is the value of the initial additional benefits through the introduction of transgenic
Crops.

An approach to find the optimal hurdle is provided by Dixit and Pindyck (1994,
pp. 161-167). Defining the option function F(V) as:

F(VY=AV°H (Z—Zv;o,b) ™
g

with

0=

2
% +u—r—nV)/o?+ \/[(r —pu+nVje?— -]2—] +2r/02,
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Table 1. Hurdle rate V* for given parameter values.

Parameter Geometric Mean-reverting
Brownian motion  process

discount rate, i 0.08 0.08
risk-free RoR, r 0.04 0.04
standard deviationo  0.20 0.20
trend o 0.04

mean-reverting, n 0.76
hurdle rate V* 2.00 1.07

where A is a constant and H(...) a hypergeometric function. Analytical solutions
for V* do not exist but can be found numerically.

If reasonable parameter values are used the numerical value of the hurdle rate
can be identified. Following common practice, the discount rate @ is assumed to
be 8%, the risk-free rate of return r to be about 4% and the standard deviation ¢
to be 20% (Dixit and Pindyck, 1994). The average growth rate o is expected to
be 4%, a rather low value, whereas the immediate benefits from transgenic crops
are assumed to be in the order of 20%. Further, it is assumed that the speed of
mean-reversion will be approximately 7 years.

Using these guesstimates provides the results shown in Table 1. The critical
value V* the factor by which the benefits have to exceed the irreversible costs, is
in the order of two under a geometric Brownian motion. The benefits V* have to be
two times the irreversible costs to justify an immediate release of transgenic crops.
Surprisingly, the hurdle rate assuming a mean-reverting process is much lower. The
benefits only have to exceed the irreversible costs by a factor of 1.07.4 Tables Al
and A2 of the Appendix show the different hurdle rates for a range of parameter
values. The values can be translated into monetary terms calculating the expected
benefits from transgenic crops for a country or region like the European Union.

The present value of benefits Vy can be described as a function of adoption
rate, A, land allocated to crops where transgenic varieties exist, L, increase in gross
margin per ha, dGM, and discount rate, u:

_ . L
7y = ﬁ__‘?%“_‘__, @)

In the EU cotton, maize, potatoes, rape, soybeans, and sugar beet are grown on
almost 15.5% of the arable land or almost 12 Mio. ha (FAO, 2000). Assuming
adoption rates of 25, 50, and 100% and an increases in the gross margin per ha of
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Table 2. Range of possible hurdle rates and maximal tolerable
irreversible costs of first generation transgenic crops (Mio. Euro).*

V* Maximal tolerable irreversible costs (Mio. Euro)
Scenarios
a b ¢ d e
1.03 14018.20 7009.10 3504.55 1752.28 876.14
1.06 13748.18 6874.09 3437.05 1718.52 859.26
1.10  13211.67 6605.83 330292 1651.46 825.73
1.16 12528.50 6264.25 3132.12 1566.06 783.03
1.20 12052.30 6026.15 3013.07 1506.54 753.27
1.28 11312.27 5656.13 2828.07 1414.03 707.02
1.33 10880.25 5440.13 2720.06 1360.03 680.02
1.42 10205.16 5102.58 2551.29 1275.65 637.82
1.47 9883.19 4941.60 2470.80 123540 617.70
1.51 0593.32 4796.66 2398.33 1199.17 599.58
1.62  8976.17 4488.09 2244.04 112202 561.01
1.74  8335.86 4167.93 2083.96 1041.98 520.99
1.81 802291 401146 2005.73 1002.86 501.43
1.90 762241 3811.20 1905.60  952.80 476.40
200  7253.50 362675 181338  906.69 453.34
2,19  6632.85 331643 1658.21 829.11 414,55
246  5903.33 2951.66 1475.83 73792  368.96
2.81 5165.43 2582.71 1291.36 645.68 322.84
341 4249.00 212450 1062.25 531.13  265.56
3.61 4015.09 2007.55 1003.77 501.89 250.94
3.73 3887.14 1943.57 971.78  485.89 24295
460 315342 1576.71 788.36 394.18 197.09
6.05 2398.49 1199.25 599.62  299.81 14991
6.90 2101.42  1050.71 525.35 262.68 131.34
9.90 1465.50  732.75 366.38 183.19  91.59
11.81 1228.50  614.25 307.12 153.56  76.78
13.62 1065.30  532.65 266.33 133.16  66.58
18.89 767.80  383.90 191.95 9598  47.99
19.95 727.17 363.59 181.79 90.90 4545
38.95 372.46 186.23 93.12 46.56  23.28

*Crops include cotton, maize, potato, rape, soybean, and sugar

beet. Source: own calculations.
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about 25, 50 and 100 Euro and a discount rate of 8% results in the values shown in
Table A3. The results can be summarized as followed:

scenario a: (A =1 AdGM = 100 ECU),

scenario b: (A = 1 AdGM =50 ECU) v (A = 0.5 A dGM = 100 ECU)

scenario ¢: (A = 1.00 A dGM = 25 ECU) v (A = 0.50 A dGM = 50 ECU)v
(A = 0.25 A dGM = 100 ECU),

scenario d: (A = 0.50 A dGM = 25 ECU) v (A = 0.25 A dGM = 50 ECU)
scenario e: (A = 0.25 A dGM = 25 ECU).

If the monetary values are divided by the hurdle rate V*, the critical values for the
irreversible costs, I*, the costs associated with a release of transgenic crops into
the environment are obtained.
=

They range for the different scenarios from about 23.28 Mio. Euro on the lower
side up to 14018.20 Mio. Euro on the upper side (Table 2). Converted on a ha
basis the range is about 2 to 1208 Euro/ha. The extremely wide range indicates that

the identification of the stochastic process and the parameter values are of utmost
importance.

r ©

3. Conclusions

Temporary uncertainty and irreversibility are two important characteristics of the
benefits and costs related to the release of transgenic crops into the environment.
The economic literature on real option pricing theory has shown that under tem-
porary uncertainty and irreversibility an additional value, the value of the option
to delay the decision, has to be included as an additional cost into the traditional
cost-benefit framework. Therefore, decisions on the release of transgenic crops that
are based on the traditional cost-benefit framework may be wrong.

The two stochastic processes used to model the benefits of transgenic crops
reveal important results. Under the assumption that benefits follow a geometric
Brownian process, the benefits have to be much higher to justify an immediate
release than under the assumption of a mean-reverting process. The difference in
the results shows that it is not only important to include the option of delaying the
release of transgenic crops into the cost-benefit analysis, but also that the result
will depend to a large extent on the assumptions about the benefits from transgenic
crops in the longer run.

The scenarios show that the range of the tolerable irreversible costs is extremely
wide, ranging from 23.28 Mio. Euro up to 14018 Mio. Euro or 2 to 1208 Euro/ha.
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The wide range indicates that is important not only to get information on the ben-
efits side but also on the cost side to be able to improve the decision making about
the release of transgenic crops. The results at the lower side also indicate that the
release of transgenic crops not necessarily will result in net economic benefits.

Appendix

Table Al. Hurdle rates V* for different parameter settings, geometric Brownian process.

trend
Ve
0.01
0.02
0.04
0.06
0.08

discount rate pu“ standard deviation o'®
0.10 0.08 0.06 0.04 0.10 0.2 04 0.8 1.2
1.3333 14678 1.7403 24574 1.1429 14678 24843 6.0484 11.8088
1.3904 1.5774 2.0000 34142 1.1896 1.5774 2.7583 6.9034 13.6177
1.5774 2.0000 3.4142 F**x 1.4215 2.0000 3.7321 9.8990 19.9499
2.0000 34142 ¥k 24254 3.4142 6.7016 18.8941 38.9487
34]42 EE 223 Eokkk EE 223

“The standard deviation o is set to 0.2 and the risk-free rate of return r to 0.04.
bThe expected rate of return y is set to 0.08 and the risk-free rate of return r to 0.04.
Source: own calculations.

Table A2. Hurdle rates V* for different parameter settings, mean-reverting process.

Mean-reverting

discount rate pu®

standard deviation u?

speed n 0.10 008 006 004 010 0.2 0.4 0.8 1.2

0.05 1.1710 1.2037 1.2500 1.3173 1.1710 1.2037 1.2500 1.3173 4.6004
0.10 1.1211 1.1371 1.1579 1.1856 1.1211 1.1371 1.1579 1.1856 3.6131
0.20 1.0760 1.0822 1.0894 1.0980 1.0760 1.0822 1.0894 1.0980 2.8085
0.30 1.0552 1.0586 1.0620 1.0661 1.0552 1.0586 1.0620 1.0661 2.4233
0.40 1.0433 1.0453 1.0474 1.0498 1.0433 1.0453 1.0474 1.0498 2.1871
0.50 1.0363 1.0376 1.0390 1.0405 1.0363 1.0376 1.0390 1.0405 2.0235
0.60 1.0349 1.0360 1.0370 1.0380 1.0349 1.0360 1.0370 1.0380 1.9032
0.70 1.0452 1.0463 1.0474 1.9557 1.0452 1.0463 1.0474 1.9557 1.8082
0.80 1.1010 1.1184 1.5122 1.9944 1.1010 1.1184 1.5122 1.9944 1.7319
0.90 1.2540 1.3650 1.5691 19990 1.2540 1.3650 1.5691 1.9990 1.6690
1.00 1.2824 1.3852 1.5753 1.9997 1.2824 1.3852 1.5753 1.9997 1.6162

“The standard deviation o is set 10 0.2 and the risk-free rate of return r to 0.04.
bThe expected rate of return y is set to 0.08 and the risk-free rate of return r to 0.04.
Source: own calculations.
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Notes

! If there were no direct benefits, there would be no incentive for farmers to buy the seeds of
transgenic crops.

% The last two conditions were included to keep the model simple. Had they been omitted, the
analysis would have been complicated by the need to allocate cost and benefits correctly, as the
benefits and costs of a multinational company are not necessarily equivalent to those at the domestic
market.

3 Monsanto (1999) cites as one positive benefit from transgenic crops the positive mental effect
on users, because of the positive impact of transgenic crops on the environment. They call this kind
of benefits “peace of mind”.

* This observation can be explained by the fact that under increasing stochastic benefits a later
release reduces the risk of negative net benefits because of the positive trend, whereas the mean-
reverting process has no positive trend effect to counterbalance downside risk.
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7. Managing Pest Resistance: Timing the Initiation of
Refuge Areas

RAMANAN LAXMINARAYAN and R. DAVID SIMPSON

1. Introduction

The application of any pesticide will exert evolutionary pressure in favor of or-
ganisms resistant to its toxin. This fact has been recognized for many years, and
efforts have been made to understand the optimal use of chemical pesticides so as
to efficiently manage the evolution of resistant pests. Renewed interest has arisen
in resistance management in recent years, however, with the development of ge-
netically modified (GM) crops. A gene from the bacterium Bacillus thuringiensis
— frequently abbreviated as ‘Bt’ — has been inserted in cotton, tobacco, corn and
soybean varieties. This gene codes for the production of a protein highly toxic
to many insect pests. Unlike chemical pesticides, which, after being sprayed on
crops, may be blown or washed off, or carried away by the pests unlucky enough
to encounter it first, the pesticide is always present in these ‘Bt varieties’. Thus the
strategy of managing resistance by optimally timing application of pesticides is no
longer possible with the new technology.

The potential for the development of pest resistance to GM crops is a deterrent
to their sustainable use, and has been recognized by farmers, seed companies and
government regulators. It has been suggested that setting aside refuge areas adja-
cent to GM cultivars may ensure that the pest-resistant property of GM crops is
sustained in the long run (EPA, 1998, Mallet and Porter, 1992; Tabashnik, 1994).
Since 1999 the United States Environmental Protection Agency (EPA) has required
that farmers planting GM crops incorporating Bt plant refuge areas. This is the first
instance in which refuge areas have been required by regulation in the United States
(Livingstone et al., 2000).

In response to concerns regarding the potential growth of pest resistance to GM
crops, the EPA has required that refuge areas be grown in conjunction with Boll-
gard cotton, a Bt cotton strain that is effective against the bollworm (EPA, 1998).
Farmers have been offered two refuge strategies to choose from." Under the first
option, the size of the refuge area (planted with non-transgenic seeds) is roughly
20% of all fields in which transgenic cultivars are grown. Under this option, the
refuge area may be sprayed with insecticides, so long as the spray does not contain
the same Bacillus thuringiensis protein that is expressed by the transgenic plants.

” Timothy Swanson (ed.), The Economics of Managing Biotechnologies, 159-169.
© 2002 Kluwer Academic Publishers. Printed in the Netherlands.
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Under the second option a refuge area roughly 4% of the entire cultivated area must
be planted. This option does not permit the spraying of insecticides in the refuge
area.

Some studies have indicated that the refuge areas required by current EPA
mandates may not be optimal from a biological standpoint (EPA, 1998; Tabash-
nik, 1997). Tabashnik reported that a 4% unsprayed refuge area may not be large
enough to produce enough susceptible insects to reduce the overall pressure on sus-
ceptibility (Tabashnik, 1997). Another study that examined the economic tradeoffs
between current yields (that are typically diminished by refuge areas) and future
effectiveness of GM crops against pests found that a 20 to 40% unsprayed refuge
area was the most optimal from a social standpoint (Hurley et al., 1997).> Seed
companies, such as Monsanto, have argued that these recommendations are infea-
sible from the perspective of individual growers and that mandating larger refuge
areas than are currently prevalent will likely result in greater non-compliance with
EPA’s refuge requirements, and thereby increase overall resistance compared to the
status quo (Head, 1999).

In this paper we argue that the optimal initial refuge area size may well be zero.
It will often make little sense to initiate resistance management until resistance
becomes an important issue. In other words, all cropland should be devoted to the
new GM variety until a threshold condition is reached. Our result might be seen
as somewhat analogous to results from the economic literature on fisheries. Just as
it is generally the case that a policy of ‘maximum sustained yield’ is typically not
optimal in fisheries, attempting to maintain high levels of pest susceptibility may
not be optimal in agriculture. The long-term benefits of doing so by growing large
refuge areas may not outweigh the short-term sacrifices.

Refuges are intended to encourage the breeding of susceptible pests. This may
seem a strange objective, as the entire point of pest-resistant crops is to reduce pest
damage. The argument, however, is that unless a population of ‘susceptible’ pests
is maintained to interbreed with ‘resistant’ pests, the latter will come to dominate
the pest population and the GM crops will lose their relative advantage.” The refuge
strategy reduces the selective pressure placed on susceptible pests and thereby
limits the evolution of pest resistance (Mallet and Porter, 1992; Tabashnik, 1994).

There have been previous economic analyses of resistance and its manage-
ment. Hueth and Regev (1974) considered the timing of pesticide applications
and its effect on resistance. Other papers have considered analogous issues in the
management of antibiotic resistance (Goeschl and Swanson, 2000; Laxminarayan,
1999; Laxminarayan and Brown, 2001). Most notably, Hurley et al. (1997) have
conducted numerical analyses of optimal refuge strategies.

Our modeling approach differs in at least one important substantive aspect from
that of Hurley et al. We might categorize their approach as ‘time-invariant dynamic
optimization’. By this we mean that they have derived refuge recommendations that
would, if implemented in all periods, maximize economic benefits among the set
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of all time-invariant allocations of land to refuge. Policy makers must, of course, be
able to achieve at least as desirable an outcome by choosing a time-variant strategy,
and we demonstrate that such a strategy may well differ considerably from a time-
invariant one. A time-invariant strategy designed to check the growth of resistance
in the long run may be too stringent in the short run. By requiring that the same
refuge area be grown in every period, Hurley et al. impose undue restrictions in
the initial periods. Effective pesticides are effective precisely because resistance to
them is extremely uncommon initially. There is little economic justification, then,
for incurring substantial opportunity costs when the threat is as yet distant.

The remainder of the paper is organized as follows. We introduce our model in
Section 2. We turn in Section 3 to describing optimal refuge areas. In particular,
we consider optimal initial refuge choices. Section 4 concludes the paper.

2. The Model

We develop a simple model of evolution of pest resistance to transgenic plants.
The structure is similar to that adopted in earlier literature on bacterial resistance
to antibiotics (Laxminarayan and Brown, 2001). The setting is a large area in
which monoculture is practiced. The pest population is assumed to be local and
both in- and out-migration of pest population is ruled out. Other standard assump-
tions implicit in deriving the Hardy—Weinberg principle, such as random mating
between resistant and susceptible pests, negligible mutation, non-overlapping pest
generations and sexual reproduction of pests are all assumed to hold.”*

The pest population is denoted by D. A number of biological models assume
populations to grow logistically (see, e.g., Clark, 1990). We shall suppose that the
pest population grows logistically with an intrinsic growth rate of g and a carrying
capacity of K per unit of land planted in the crop. Total agricultural land is assumed
to be fixed, and is normalized to 1. The total number of new pest organisms hatched
(presuming them to be the offspring of egg-bearing insects) in every period is given
by gD (1-D/K).From this gross addition we must subtract mortality among pests.

The pest population is divided among ‘susceptible’ and ‘resistant’ organisms.
The former will be assumed to die on exposure to the toxin embodied in the GM
crop. A refuge strategy calls for planting a fraction q of the total land devoted
to agriculture in the GM crop. Hence, a fraction 1 — ¢ of agricultural land will be
devoted to a non-GM variety. We assume that a fraction w of all pests is susceptible
to the toxin, and the remaining fraction 1 — w is immune.

Resistant pests are immune to the toxin, but bear a fitness cost as a result of
their immunity. The fitness cost of resistance is the evolutionary disadvantage
placed on resistant pests in the absence of selection pressure (Anderson and May,
1991). There is typically a reason why the entire pest population is not resistant to
pesticides in the first place. It is because those organisms that possess specialized



162 R. LAXMINARAYAN AND R.D. SIMPSON

mechanisms for resisting a pesticide do so at the expense of attributes that would
be more valuable in the absence of the pesticide. Fitness costs account for the
relative rarity of resistant organisms in the absence of the pesticide. A pest with a
thicker shell, for example, may absorb less toxin, but does so at the evolutionary
disadvantage of reduced mobility. A number of empirical studies have demon-
strated that pesticide resistance does, in fact, impose high fitness costs in many
instances (Alyokhin and Ferro, 1999; Ferrari and Georghiou, 1981; Beeman and
Nanis, 1986). If the fitness cost of resistance is high, the selection pressure placed
by the GM crop on susceptible pests is strongly counter-acted by the selection pres-
sure placed by nature on resistant pests. In the refuge areas in which GM selection
pressure is removed, susceptible pests are placed at an evolutionary advantage, and
their numbers will increase relative to resistant ones.

We will denote fitness costs by the constant fraction r. A fraction r of resistant
pests will die regardless of whether they live among GM or non-GM crops. It is
easily demonstrated that r can be regarded as the difference between mortality
rates relative to the mortality of susceptible pests among non-GM crops: ‘baseline’
mortality can be subsumed in the constants g and K of the population growth
equation.

In summary, then, from the intrinsic growth rate we must subtract mortality
among susceptible pests, wg D, and mortality among resistant pests, {1 — w)r D.
Thus we have an expression for the evolution of the pest population,

D=gD (1 —%)—qu—(l — w)rD. 1)

It can be shown that the proportion of resistant pests in the population also
follows a logistic equation with growth parameter equal to the difference in
relative mortality rates between genotypes (see, e.g., Bonhoeffer et al.,, 1997,
Laxminarayan and Brown, 2001). Thus

W= (g —rww-1). (2)

Since w < 1, the larger is the fraction of land planted with the GM crop, ¢, the
greater is the decline in the effectiveness of the toxin in the GM crop.

Subsequent derivations will be more compact if we work in the population of
resistant pests, R, rather than the fraction of the total population that is resistant,
1 — w. Define

R=({1-w)D. 3)
Differentiating totally with respect to time,
R=(0-w)D-wD. 4)

Substituting from (1), (2), and (3) in (4),

tes(-0)]
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and eliminating w from expression (1) as well, we have

D:D[g(l——g)—r]—(D—R)(q—r). (6)

3. Optimal Refuge Areas

The proportion of agricultural land set aside as refuge area in each period, 1 — g,
determines net crop yield in that period, as well as the effectiveness of the GM
crop against pests in succeeding periods. There is, then, an intertemporal tradeoff
between, on one hand, crop losses today, and, on the other, more rapidly erod-
ing toxic effectiveness. In the interest of analytical tractability and of generating
unambiguous results, we abstract from other costs of production.

Let us suppose that each surviving pest eats an amount &. Normalize gross
output per unit area planted to one. Then gross production of GM crops will be q.
We will assume that pests disperse uniformly over the cultivated area. A fraction
q of the resistant pest population, R, will alight in the GM crop area. Thus the net
yield from the GM crop area is given by g — ag R. Similarly, the gross yield from
the refuge area is (1 — ¢). A fraction 1 — g of pests will light in the refuge area,
where they will consume (1 — g)er units of the crop.” Net yield in the refuge area
isthen (1 — ¢q) — (1 — g)Da. Net yield from agriculture is given by the sum of net
yields from GM sections and non-GM (refuge) sections of the crop.

Y(q,D,w)=1-—aD+a(D — R)q. ™

In the interest of analytical tractability and clarity we will abstract from the
costs of production. We will suppose the objective to be the maximization of the
discounted present value of agricultural yield. Let the discount rate be p. Then ¢
will be chosen to maximize

o0
/[1 — Da + (D — R)agle ™ dt. 8)
0

We append the two equations of motion, (5) and (6), with costate variables Ag

and A p, respectively, to form the current-value Hamiltonian

H = 1- Do+ (D - R)g

+KD(D|:g(1—%)—r]—(D—R)(Q—r))
+ARR[g(1_§)_r]. ©)
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The control variable is the fraction of land planted in GM crops, ¢g. As this fraction
can never be less than zero or greater than one, we must allow for corner solutions.
Let us begin, however, by considering the conditions that will hold if 0 < ¢ < 1.
If ¢ is optimally set to an ‘interior’ value, then

oH
— =a(D—R)—Ap(D—-R)=0,
dq

or, more compactly,
}"D = . (10)

Condition (10) may seem a little strange: the shadow price assigned to the popu-
lation of pests is positive, implying that one more pest is desirable. Recall, however,
that we are working with the fotal pest population, D, and its resistant component,
R. A costate variable in an optimal control problem can be interpreted as the partial
derivative of the objective with respect to the corresponding state variable. Thus A p
represents the shadow price of an additional pest organism, keeping the population
of resistant organisms fixed. This, then, means that A p is the value of an additional
susceptible pest organism.® An additional susceptible organism is one that can be
killed by the toxin in the GM variety, and hence, one whose consumption of the
crop can be eliminated.

An optimal refuge strategy will also satisfy

oH

—— = pip—4
3D PAD D

2D R
= —a(l—qg)+Xp ([g (1 - 7) - r] - (g - r)) _ARgE-

As we have just seen that Ap = a, a constant, when ¢ lies between zero and
one, the above expression can be rearranged as

gf( (1 2—9) 1 )~x 11
cR\E\ "k )T TP an

The optimal strategy will also have

aH . D
a5 = PAR—Ar=—aq +Aplg—r)+Air|8 1—-7{- -r].

aR
Using Ap = a again and rearranging the above expression,
: D
PAR — AR = [g (1—7(—) —r]AR—ar. (12)

The term in square brackets in (12) is, from (5), R /R. Thus we can restate (12)
as

(AR +ar)R = AgR + AgR. (13)
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Differentiate (11) totally with respect to time and rearrange it as

2aD = AgR + igR. (14)
Combining (13) and (14) and rearranging, we have

BT aD
R= R

(15)
Expressions (11) and (15) must be equal, so equating them and rearranging, we
have

. oK (g—1- R
pD+D=p—(g——p>+r-—. (16)
2 g 2

We could further elaborate expression (16) by using (6) to substitute for D. The re-
sult of that exercise, which renders the left-hand side of expression (16) a quadratic
expression in D, is not particularly revealing, however. Happily, however, we can
derive clear results for one case of particular interest: what is the optimal refuge
strategy at the time a new GM variety is introduced?

An effective pesticide is, by definition, one for which resistance is negligible.
Newly developed products, such as transplanted genes that code for the production
of Bt toxin, are effective because only a very few of the pests they target are favored
with resistant genes. Let us suppose, then, that we are considering a case in which
a new pesticide has just been introduced, and R is so small a fraction of D as to be
negligible. Divide both sides of (16) by D, the population of pests at the time the
new pesticide is introduced, and rearrange it as

D pK fg—1—p rR
— = (L) -+ —. 17
D 20( 2 Pt3D (7

We can interpret (17) as a condition on the proportional rate of growth to the pest
population. The middle term on the right-hand side of (17) is negative, and the first
term is negative for growth rates g < 1 + p. Proceeding under the assumption
that R/D is negligible, (17) states that an optimal solution requires that the pest
population be declining at a ‘fast enough’ rate. This rate of decline is increasing in
g, the area of land planted in GM crops. Suppose that initial conditions imply that
(17) can only be satisfied as an equality if the proportion of land in GM crops were
greater than one. This is an impossibility, so we conclude that the optimal strategy
calls for setting ¢ = 1 until resistance, R, increases to a level at which (17) can be
satisfied as an equality for0 < g < 1.

Let us give an example. Consider, then, the case of a new GM variety replacing
a pesticide with similar characteristics, save that resistance has already developed
and been optimally managed for the old pesticide, and resistance to the new GM
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Table 1. Optimal initial proportion, g, as a function of intrinsic growth rate, g, and
discount rate, p.

Block A:r =0

8
P 005 010 015 020 025 030 035 040 045 0.50

005 055 029 020 016 013 011 010 009 0.08 0.08
0.10 1.00 060 042 033 027 023 021 019 0.17 0.16
0.15 100 094 065 051 042 036 032 029 027 025
020 1.00 1.00 09 070 058 050 044 040 037 034
025 100 100 1.00 091 075 065 057 052 047 044
030 100 100 1.00 100 093 080 071 064 058 054
035 100 100 1.00 1.00 1.00 09 085 077 070 065
040 100 100 100 100 1.00 100 100 05 0382 076
045 100 1.00 1.00 100 1.00 1.00 100 100 095 0.88
050 100 100 1.00 100 1.00 100 1.00 100 100 1.00

Block B: r = 0.1
g
p 005 010 015 020 025 030 035 040 045 0.50
0.05 060 036 028 024 022 020 019 0.18
0.10 1.00 065 048 040 035 032 029 0.28
0.15 1.00 096 070 057 049 044 040 037
0.20 1.00 1.00 093 075 064 057 051 048
0.25 1.00 1.00 1.00 094 0.80 070 064 058
0.30 1.00 1.00 1.00 1.00 097 085 076 070
0.35 1.00 1.00 1.00 1.00 1.00 100 09 0.82
0.40 1.00 1.00 1.00 1.00 100 100 100 095
0.45 1.00 1.00 1.00 1.00 100 100 100 1.00
0.50 1.00 1.00 1.00 1.00 100 100 1.00 1.00

variety is negligible. If there is a steady state, it is easily demonstrated that D =
((g —r)/g)K.” Then (17) can be rearranged as
g+p+1-=2r
2(g—r)
The results of some computational examples are illustrated in Table 1. In Block A

of the table we allow both g and p to vary between 0.05 and 0.50 in increments of
0.05, while assuming r is constant at zero — no fitness cost. In Block B we suppose

(18)
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that » = 0.1. Note that negative values could result for g < r in (18), so we have
restricted the range of the table in Block B. If g < r, the optimal strategy could
be wholly to eradicate the pest population, but we presume this to be empirically
implausible.

4. Discussion

Since the beginning of 1999, the EPA has required that growers of genetically
modified corn, cotton and wheat to follow a refuge strategy intended to slow down
the evolution of pest resistance to these crops. This paper uses a simple model
of evolution of pest resistance to GM crops to characterize the optimal refuge
strategy for GM agriculture. In contrast to earlier work by other researchers, we
demonstrate that it may not be optimal to establish refuge areas immediately, even
if the evolution of resistance may eventually become a pressing concern.

From a practical perspective, it may be problematic to suppose that farmers will
decide, or be called upon, to allocate different amounts of their fields to refuge
depending on the current state of resistance. One thing that can be said of the
current EPA policy is that it comprises a clear regulatory standard. Our work sug-
gests, however, that a still better policy might be to institute such a clear regulatory
standard only after evidence is produced establishing that resistance has, in fact,
grown to troubling levels. In this respect, our model points to another analogy to the
fisheries literature. With a positive discount rate, the optimal strategy typically will
not call for ‘maximum sustained susceptibility’ analogous to ‘maximum sustained
yield’. Rather, we should strike a balance between the sacrifice of current output
and the stimulation of future resistance.
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Notes

' Seed companies are responsible for monitoring and enforcement of these refuge strategies. These
refuge options vary by crop.

% Further, this study does not taken into account the positive environmental amenities provided
by buffer zones for providing safe habitat to monarch butterfly larvae etc. and may therefore be a
conservative estimate.
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? The rationale for refuge areas becomes clearer when we note that resistance is often a recessive
trait. This means that both parent organisms must carry the resistant gene if their offspring are also
be to resistant. If the number of resistant organisms is kept low by maintaining refuge areas, it is very
unlikely that two parent pests mating at random will both be resistant.

* A genotype is a particular genetic configuration. An allele is any one of the two or more forms
that may compose a gene; for example, alleles for blue or brown eyes are common in many human
populations. The Hardy—Weinberg principle of quantitative genetics holds that, for a population sat-
isfying the assumptions we have stated and in which expected mortality is the same across different
genotypes, the expected proportion of alleles and of genotypes remains constant from generation to
generation.

3 Implicit in our assumptions are the notions, first, that susceptible pests die so quickly on inges-
tion of GM crops as to consume only a negligible amount before expiring; and second, that mortality
to other causes occurs after consumption. Both assumptions could be relaxed, but neither is important
for establishing our general results.

® This discussion begs the question of why we did not choose to follow the equivalent approach of
defining the state variables as the populations of susceptible and resistant pests, rather than the total
and the resistant populations. The answer is that subsequent calculations were rendered somewhat
more complicated by the alternative approach.

7 Note that this expression also applies in the trivial steady state when r = 0, and hence suscepti-
bility to the particular pesticide is wholly exhausted. The pest population would then increase to the
carrying capacity.
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8. Managing the Risk of European Corn Borer
Resistance to Bt Corn *

TERRANCE M. HURLEY, SILVIA SECCHI, BRUCE A. BABCOCK and
RICK HELLMICH

1. Introduction

Recent advances in genetic engineering allow genes to be transferred between
species. Applications of this technology to agriculture include the insertion of a
gene from the soil bacterium Bacillus thuringiensis (Bt) into corn and other crops.
Corn with the Bt gene produces proteins that are toxic when consumed by the
European corn borer (ECB) and other Lepidopteran insects. Since its commercial
introduction in 1996, Bt corn has proven to be an effective tool for managing the
ECB.

The high efficacy of Bt corn has resulted in rapid and widespread adoption.
In 1999, an estimated 25% of United States (US) corn acreage was planted to Bt
Corn. Bt corn’s high efficacy and rapid adoption foster concerns that the ECB will
develop resistance to Bt. The potential for insects to develop resistance to highly
effective and widely used pesticides is well documented, including resistance to Bt
(Bauer, 1995; Liu and Tabashnik, 1997; McGaughey and Beeman, 1998; Perez and
Shelton, 1997; Tabashnik 1994). Concerns of resistance are heightened because Bt
occurs naturally and is believed to pose fewer environmental and human health
risks than conventional pesticides. If the efficacy of Bt corn declines due to resis-
tance, growers may turn to more hazardous alternatives to achieve sufficient ECB
control.

The US Environmental Protection Agency (EPA) has authority over the intro-
duction, use, and registration of plant-pesticides. That is, pesticides produced by a
plant due to the introduction of new genetic material. Therefore, the EPA is par-
tially responsible for regulating and registering Bt corn. Through this authority and
acting in the public’s interest, the EPA has worked with industry and academic sci-
entists to established insect-resistance management (IRM) guidelines for Bt corn.
The objective of these guidelines is to preserve the efficacy of Bt and reduce the

* Names are necessary to report factually on available data; however, the USDA, Towa State
University, and the University of Minnesota do not guarantee or warrant the standard of a product,
and the use of names implies no approval of the product to the exclusion of others that may be
suitable.

Timothy Swanson (ed.), The Economics of Managing Biotechnologies, 171-193.
© 2002 Kluwer Academic Publishers. Printed in the Netherlands.
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use of more hazardous pesticides, while not overly burdening the regulated com-
munity (US EPA, 1998a). The existing economic literature provides rationale for
promoting IRM. Since surviving pests damage crops and propagate, the literature
argues pests are an unwanted renewable resource (Hueth and Regev, 1974; Regev
et al., 1976, 1983). Pest susceptibility, the converse of resistance, is a valuable non-
renewable resource since susceptible pests can be controlled (Hueth and Regev,
1974; Regev et al., 1983). Capturing this value however results in resistance and
a pest that is harder to control. A mobile pest can be viewed as common property
(Clark and Carlson, 1990); therefore, farmers have little incentive to account for the
effect of pest control decisions on neighbors, which results in too little voluntary
IRM.

Currently IRM guidelines for Bt corn are based on a high-dose refuge strat-
egy. The foundations of the high-dose refuge strategy require Bt corn to produce
enough toxins to kill all but the most resistant ECB and growers to plant refuge
corn. Refuge corn allows susceptible ECB to survive and mate with resistant ECB
emerging from Bt corn. If there is a high enough dose and sufficient refuge, most
surviving ECB will be susceptible and so will most of their offspring.

The EPA did not originally impose mandatory refuge requirements for most
Bt corn. However, mandatory requirements were introduced for the 2000-growing
season. In the predominant corn growing regions of the US, these mandatory re-
quirements obligate Bt corn registrants to ensure that farmers planting Bt corn also
plant at least 20% refuge corn.' Conventional treatments with non-Bt pesticides
based on economic thresholds are permitted for controlling ECB on refuge in years
of severe infestation.

The new mandatory guidelines for the 2000-growing season represent a depar-
ture from previous recommendations. Previous recommendations required more
refuge when refuge is treated with conventional pesticides because treated refuge
produces fewer susceptible ECB and increases the risk of resistance (Ostlie et al.,
1997; Mellon and Rissler, 1998; US EPA, 1998b; ILSI/HESI, 1999). Several ar-
guments provide rationale for not differentiating treated and untreated refuge. At
planting, farmers do not know whether conventional pesticide treatments will be
economical. In most regions of the US, conventional pesticide treatments for the
ECB are uncommon. If refuge is rarely treated, the increased risk of resistance
is likely to be small. Therefore, not differentiating treated and untreated refuge
benefits farmers by providing greater flexibility without substantially increasing the
risk of resistance. However, where conventional pesticide treatments are common,
there is a concern that 20% refuge is not enough.

The purpose of this paper is to develop a stochastic dynamic bieconomic sim-
ulation model to compare alternative high-dose refuge strategies based on ECB
resistance to Bt corn, conventional pesticide use, and the value of agricultural pro-
duction to farmers and industry. The model that is developed captures seasonal
variation in ECB populations using a density-dependent stochastic population
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model. In addition, field level monitoring data is used to address uncertainty re-
garding important biological parameters. The model is then used to evaluate the
arguments for allowing refuge treatments based on economic thresholds.

The results of the analysis support arguments for allowing refuge to be treated
based on economic thresholds in regions with a low historic frequency of conven-
tional pesticide use. Allowing growers to treat refuge in these regions can increase
the value of production with a negligible increase or even a decrease in the risk
of resistance. However, conventional pesticide use will be higher. Whether the
20% refuge requirement is enough to allow refuge treatments based on economic
thresholds in regions with a high historical frequency of conventional pesticide
use depends on the primary objectives of the IRM policy. If the primary objective
is to reduce conventional pesticide use or increase agricultural production, then
higher refuge requirements are not necessary. However, if reducing the risk of
resistance is of primary concern, then more refuge is required. Finally, we find that
increased agricultural production and reduced conventional pesticide use are usu-
ally complementary benefits. Therefore, refuge requirements that result in greater
agricultural productivity tend to reduce conventional pesticide use. Alternatively,
refuge requirements that result in a decrease in the risk of resistance tend to increase
conventional pesticide use.

2. The Model

Two approaches to modeling resistance management are found in the literature.
In the economics literature, Hueth and Regev (1974), Taylor and Headley (1975),
Regev et al. (1983), and Gorddard et al. (1995) develop dynamic models to evaluate
the optimal use conventional pesticides with increasing resistance. These models
are deterministic and account for important biological factors with varying degrees
of detail. The objective of the analysis is to characterize the time path for pesticide
use that maximizes the value of agricultural production. While these models do
not explicitly address the high-dose refuge strategy, they do offer insight into how
managing resistance can enhance the value of production in the long run. They also
demonstrate that the optimal amount of pesticide use will typically vary over time
as resistance evolves.

Alstad and Andow (1995), Roush and Osmond (1996), Caprio (1998), Gould
(1998), Onstad and Gould (1998a, 1998b), and Peck et al. (1999) provide a sample
of the second type of models commonly found in the entomology literature. These
biological simulation models vary in spatial and temporal detail and are designed
specifically to evaluate the efficacy of the high-dose refuge strategy. Most are de-
terministic, but some have stochastic components. All focus on describing how fast
resistance evolves under alternative refuge requirements. These models have been
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instrumental in identifying key biological factors that influence the evolution of
resistance.

The model we develop extends the one by Hurley et al. (1997), which is founded
more in the tradition of the entomology literature and less in the tradition of the eco-
nomic literature. The model extends both the economic and entomology literature
by broadening the set of objectives used to evaluate refuge requirements to include
the risk of resistance, value of agricultural production to farmers and industry, and
conventional pesticide use. In addition, the model includes a density-dependent
random pest population, parametric uncertainty, and conventional pesticide ap-
plications based on economic thresholds. While the model makes no attempt to
identify optimal IRM requirements, it does help to quantify important tradeoffs
that can inform the debate over the merits and deficiencies of alternative IRM
requirements.

Consider a simplified production region with a single crop and pest. The region
is divided between two varieties of the crop. The first variety, denoted by i = 0, is a
conventional variety that serves as refuge. The second variety, denoted by i = 1, is
a Bt variety that is toxic when consumed by susceptible pests. Let 1.0 > ¢ > 0.0 be
the proportion of refuge acreage planted in each season. This value is held constant
from one season to the next to facilitate exposition and comparisons with previous
refuge recommendations. However, the model can be easily generalized by specify
the proportion of refuge as both time and state dependent. The pest reproduces
with G generations per season where g denotes the generation in season f. Let
1.0 > tfg > 0.0 be the proportion of crop i that receives a conventional pesti-
cide application in season ¢ and generation g. The model allows for conventional
pesticide treatments on Bt acreage, as well as refuge acreage because if Bt fails
due to the onset of resistance, farmers may turn to conventional pesticides for
supplemental control.

The number of pests emerging to damage crops and reproduce is n,; > 0.0,
which depends on the number of pest surviving in the previous generation and envi-
ronmental factors such as random weather events. Pest populations are notoriously
variable over time due to random environmental events such as storms, though
not independent from past levels due to reproduction. To capture this random
interdependence, let

N, (ns ), for 1,
)Z( tg—l) 8> (1)

n
* Ne(n;_iq), forg =1,

where n,sg is the number of pests that escape control and survive to damage crops

and reproduce and N, () is a conditional distribution function. Equation (1) states
that the pest population is a random variable that is conditionally distributed based
on the number of surviving pests in the previous generation.

The Hardy—Weinberg model characterizes resistance, which is assumed to be
conferred by a single allele that is not sex linked.” There are two types of alleles:
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resistant and susceptible. The proportion of resistant alleles is 1.0 > r,, > 0.
Each pest posses two alleles, one contributed by its mother and one by its father,
and can be one of three genotypes: a resistant homozygote — with two resistant
alleles; a heterozygote — with one resistant allele; or a susceptible homozygote —
with no resistant alleles. The Hardy—Weinberg model implies the proportion of
each genotype is

Mg = [rk. 2rg(1 = ryp), (1 = rip)?), )

where the vector elements correspond to resistant homozygotes, heterozygotes, and
susceptible homozygotes.

The Hardy—Weinberg model assumes no selection pressure — survival rates are
the same for all genotypes. Bt crops impose selection pressure on pests with at least
one susceptible allele. Let or; be a 1 x 3 vector of genotypic survival rates for pests
on crop i in generation g with elements corresponding to resistant homozygotes,
heterozygotes, and susceptible homozygotes. The survival rate of all genotypes
treated with a conventional spray application is o,,. The vector of genotypic survival
rates for each crop, season, and generation is pfg = a; =+ tﬁg(aéos‘, - cr;), which
implies the number of pests surviving to damage crop i and reproduce is nf&f = pfg~
ni Mg The vector of genotypic survival rates for the region is p;, = p,'g + ¢, (p,og -
p,'g), which implies the number of pests surviving to reproduce is nfg = Drg * NigMig
Since each surviving pest contributes two alleles, resistant homozygotes contribute
two resistant alleles, heterozygotes contribute one resistant allele, and susceptible
homozygotes contribute no resistant alleles, the proportion of resistant alleles in
the subsequent generation is

M_ﬁ&__] forg > 1
rg = Prg—1 " Nig—1 3)
pi—icMni-16 for g = 1

Pr—1G * M—16

where M is the 3 x 3 diagonal matrix [1.0, 0.5, 0.0].

Equations (1-3) and the initial conditions ng; = Ny and rg; = Ry describe
a dynamic stochastic system, which is controlled by the proportion of refuge and
conventional pesticide use. To evaluate and compare the performance of this system
under alternative control strategies, we focus on measures of the risk of resistance,
conventional pesticide use, and the value of production over a fixed time period.
The probability that the proportion of resistant alleles exceeds 0.5 within T years
measures the risk of resistance:

® = Pr(r;r = 0.5), “)
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where the probability is defined over the random distribution of pests for ¢+ =

0,..., Tand g = 1,..., G. The expected number of conventional pesticide
applications per acre measures pesticide use:
T-1 G 1
60 + (1 1)
reg| Ly 2O, ®
t=0 g=1

where E, is the expectation operator defined over the random distribution of pests
fort = 0,..., Tand g = 1, ..., G. The expected annualized net present value of
production to farmers and industry measures the value of production:

61
M= Erz I—O == T , (6)
Y8

where § is the discount rate and 7, is the annual value of production to farmers and
industry in season ¢. The annual value of production to farmers and industry is

G
7 o= ¢4 PYY| 1= D@, ... .nfp) — FCO =Y & VCy,

G
+(1 =) {PY [1=D@mf,....n¥) - FC! =Y veh |t )

where Y,i bushels/acre and P,i $/bushel are the pest-free yields and crop prices;
F C,i $/acre is the production cost for items such as seed (excluding industry rents
from the sale for Bt seed corn), fertilizer, and labor that are exclusive of the cost
of a conventional pesticide application; VCfg $/acre is the cost of a conventional
pesticide application; and D’(n” e ,ntsé) is the proportion of pest-free yield lost
to pests throughout the season. Equation (7) represents the average net return to
farmers plus the proportion of the technology fee collected by industry representing
rents paid by farmers to industry for the right to plant the Bt variety.

Equations (4-6) are conditional on the values assigned to the number of gener-
ations of pest per season, genotypic survival rates, survival rates for conventional
spray applications, number of time periods, prices, pest-free yields, production
costs, discount rate, initial pest population, and initial proportion of resistance.
While reasonable values are readily available for many of these parameters, others
are uncertain. The typical method for addressing this uncertainty is to test the
sensitivity of the results to reasonable variations in parameter values. However,
if suitable data is available, this uncertainty can be captured explicitly using the es-
timated distributions for the parameters, such that Equations (4—6) can be rewritten
as

© = E[Pr(r;r > V)], @)
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T-1 G , l . i
r=E|E, ZZ"”"*H T , (5"

=0 g=1

1 !
O=E I: [Zr 887:'1:” ’ (6)
t=0

where E[:] is the expectation operator defined over the estimated distribution of
uncertain parameters. Combined with Equations (1-3) and (7), Equations (4-6")
allow for the comparison of alternative IRM requirements based on the tradeoffs
between measures of the expected risk of resistance, pesticide use, and value of
production.

and

3. Model Implementation

Implementing the model described in Equations (1-3), (7), and (4-6') requires
estimates of the conditional distribution of ECB; values or distributions for the
exogenous parameters; the proportion of refuge; and tﬁgVi e(l,2L,tell,...,T],
and g € [l1,...,G). We focus on distributions and parameter values that are
characteristic of the Midwestern US when Bt corn is planted to control the ECB.

3.1. DISTRIBUTION OF ECB

ECB populations in the Midwestern US are typically bivoltine (two generations
per season). Capturing the variability in these bivoltine populations and intergener-
ational dependencies requires longitudinal data for both first and second generation
ECB under conditions without control. Recent surveys of ECB pressure focus on
quantifying ECB tunneling at the end of the season and moth flights. Tunneling
data does not allow for distinctions between generations and moth flight data is
difficult to calibrate to the field level. An older survey conducted between 1960 and
1969 measured first and second generation larval populations (ECB/plant) at six
sites across the Midwest (see Calvin, 1996). Since Mitchell, Hurley, and Hellmich
(2000) suggests that state average second-generation ECB populations for Illinois,
Minnesota, and Wisconsin were stabile between 1960 and 1990, we use the 1960s
survey to estimate the conditional distributions.

Assuming ECB populations are log- normally distributed with parameters pu,
and oy, the Mldwestern data were pooled and maximum likelihood techniques used
for estimation.” To capture 1ntergenerat10n dependenmes we assume u; = Boy +
Buny_ip + Ban 5, w2 = oo + Buanf) + Bn?) and oy = Bag for g = 1,2.
This specification allows the mean and variance to vary based on pests surviving in
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Table 1. Parameter estimates for ECB population models.

Coefficient Model 1  Model 2

First Generation

Constant -3.522 -2.50*
(0.31) (0.19)
Previous surviving population 1.81°
(0.72)
Previous surviving population2 -0.39
(0.27)
Standard deviation 0.962 1178
0.14) (0.20)
Second Generation
Constant -1.592 -0.66%
(0.30) (0.21)
Previous surviving population 9.47°
(4.48)
Previous surviving population? -11.31
(10.9)
Standard deviation 1.112 1.28%
(0.13) (0.13)
Maximized log-likelihood 5.99 -10.01
Comparison of Model 1 versus 2: x2(4)  32.00°
Observations 92 92

Notes: Standard errors are in parentheses, *denotes a 1% level of
significance, and Pdenotes a 5% level of significance.

the previous generation, while the coefficient of variation remains constant. When
the coefficient estimates are positive for the linear terms and negative for quadratic
terms, the form of w, implies that factors such as food scarcity naturally limit ECB
populations.

Table 1 reports the maximum likelihood coefficient estimates, the maximized
value of the log-likelihood function, and the test for the restriction 8); = B =
Bi2 = P = 0 which is indicative of intergeneration independence. The log-
likelihood ratio test is statistically significant, which suggests intergeneration
dependencies are important. As anticipated, the linear terms are positive and
quadratic terms are negative. We initialize the model with the average number of
first generation ECB per plant, 0.12.
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3.2.  PEST SURVIVAL RATES ON BT CORN AND RESISTANCE

Genotypic survival rates on Bt corn relative to refuge are uncertain due to the
lack of a confirmed case of ECB resistance to Bt corn. However, Venette et al.
(2000) demonstrate how field level monitoring data provides useful information on
survival rates. Their method uses information on larvae, L, found in a sample of
size N from untreated refuge and larvae, S, found in a sample of size M from an
adjacent Bt field to calculate the mean and variance of the survival rate for ECB on
Bt corn relative to refuge. While the method they propose focuses on sampling ears
of sweet corn, it is more generally applicable to any consistent sampling protocol
applied to adjacent fields of refuge and Bt corn.

We extend the method proposed by Venette et al. (2000) to integrate sampling
from different sites assuming the sites have the same survival rates and frequency
of resistance. Let P be the survival rate of ECB on Bt corn relative to refuge in the
season and generation sampled. If the samples are taken in season ¢ and generation
8 P = pl - Mug/p5y - Mg for 1, = ¢}, = 0. Suppose K sites are sampled such
that Ly, S¢, Ny, and M, fork = 1,..., K are the number of larvae found in the
samples and the number of samples drawn from adjacent refuge and Bt fields at
site k. Assuming that the refuge and Bt samples represent independent draws from
Poisson distributions with mean z; > 0.0 and Pz, > 0.0, Bayes rule implies

e~ Nk (Nyzi)bx e MP (M) P2y )
L! Si!

K
Pr(P,z|L,S,N,M) xPr(P,) ]| ,(8)

k=1

where z, L, S, N, and M are vectors containing the elements of z;, Ly, Sg, Ni, and
M, fork = 1,..., K and Pr(P, z) represents prior beliefs about the distribution of
P and z. Let

K
Pr(P, 2) = Pr(P) [ [ Przo)

k=1

and Pr(z,) be an improper uniform prior for k = 1,..., K. After integrating over
zxfork = 1,..., K, Equation (8) can be rewritten as
K

AY
Pr(P|L,S,N,M)ocPr(P)l—[ P )
k=1

. (N + MkP)Lk+Sk+l :

Equation (9) is an improper distribution for the relative survival of ECB on Bt
corn and provides information on the distribution of o:,), ag‘, and r;g. To use this
distribution, priors for ag, Ugl, and r,, and sampling data for L, S, N, and M are
needed. Following the analysis reported in ILSI/HESI (1999), assume Pr(cr,O =
020 =[1.0, 1.0, 1.0}, o,' = 02' = [1.0, 0gs, 0.0, r;; = Rp) = Pr(Ry, ors). These
assumptions imply that all ECB have normal survival rates on refuge, resistant



180 T.M. HURLEY ET AL.

homozygotes have normal survival rates on Bt corn, and susceptible homozygotes
do not survive on Bt corn. It also implies that the heterozygote survival rate on
Bt corn is uncertain, as is the frequency of resistant alleles. As with Hurley et
al. (1999), we choose Pr(Rg, ogs) to be uniformly distributed such that Pr(Ry <
4.38 x 1073) = 0.95 and 0.1 > ogs > 0.0.

Sampling data is taken from two sources. Monsanto Company provided data
collected by university and industry collaborators from eight Midwestern states
and 104 different sampling sites. Drs. Robert Venette and William Hutchison from
the University of Minnesota provided data collected from four sites in Minnesota.
The data that are used were collected in 1997. While 1998 and 1999 data are
available, aggregation across sites is hard to justify because increased resistance
may have already developed in regions with higher Bt corn adoption rates. Since
1997 represents the first year that Bt corn was extensively planted, most samples
of second generation larvae would have been exposed to the selection pressure of
Bt for only one generation prior to sampling.

A total of 8,814 larvae were found in 6,670 samples taken from refuge fields.
A total of 36 larvae were found in 8,640 samples taken from Bt fields. Assuming
that all larvae that were found in Bt fields possessed a resistant allele, the estimated
average frequency of resistant alleles from Equation (9) is 4.4 x 1073, This estimate
is fourfold higher than estimates for the tobacco budworm reported in Gould et al.
(1997) and exceeds the 95% confidence interval recently estimated for Midwestern
ECB using the F2 screen developed by Andow and Alstad (1998).* Alternatively, if
we assume none of the 36 larvae possessed a resistant allele because resistance was
not confirmed and there are other reasonable explanations for their presence on Bt
corn, the estimated frequency of resistant alleles from Equation (9) is 1.1 x 1073,
The 95th percentile for this estimate is 3.6 x 107>, Since the later estimates are
more consistent with Gould et al. (1997) and other recent estimates, we assume
none of the 36 larvae found on Bt corn were resistant. Table 2 summarizes the
distribution of the initial frequency of resistance and heterozygote survival rate
used in the analysis.

3.3. COSTS, REVENUES, AND PEST DAMAGE

Point estimates were used for information on costs, revenues, and pest damages
because reasonable estimates are readily available. A summary of the benchmark
assumptions is reported in Table 2. US Department of Agriculture National Agri-
cultural Statistics Service (NASS) and Economic Research Service (ERS) data
provide reasonable estimates for the real price, pest-free yield, and production cost
of refuge corn, which are held constant over time. The real price of corn, $2.35, is
the monthly average from 1991 to 1996 deflated to 1992.” The average Iowa yield
from 1991 to 1996 was about 123 bushels per acre. Assuming an average annual
ECB yield loss of 6.4% (Calvin, 1996) implies a pest-free yield of 130 bushels per
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Table 2. Summary of (a) parameter values and (b) distributions.

(a)

Parameter

Benchmark value/
other values

Biological Parameters

Generations of pests per cropping season 2
Survival rate of ECB on refuge corn for all genotypes 1.0
Survival rate of ECB on Bt corn for resistant homozygote 1.0
Survival rate of ECB on Bt corn for susceptible homozygote 0.0
Survival rate for conventional pesticide applications 1st generation 0.20
Survival rate for conventional pesticide applications 2nd generation 0.33
Initial pest population (pests/plant) 0.12
Economic parameters
Planning horizon (years) 15
Interest rate 0.04
Price of corn per bushel $2.35
Pest-free yield for Bt corn and refuge (bushels/acre) 130
Production cost for Bt and refuge corn ($/acre) $185.00
Constant marginal yield loss for first generation (pests/plant) 0.055
Constant marginal yield loss for second generation (pests/plant) 0.028
(b)

Parameter Mean Standard 95th Correlation

deviation percentile
Initial frequency of resistant alleles 1.1 x 1073 1.1 x 1073 3.6 x 1073
Heterozygote survival on Bt corn 0.027 0.026 0.083 R

acre. Excluding returns to management, the average production cost, $185, comes
from 1995 ERS corn budgets deflated to 1992 prices and is assumed to include
scouting costs. The cost of a conventional pesticide treatment, $14 an acre, is taken
from Mason et al. (1996).

The pest-free yield is assumed to be the same as refuge for the benchmark
simulation because we have no evidence to suggest that Bt yields are lower in
the absence of ECB. Most of the increased cost of Bt seed is sunken research
and development. While farmers pay a $10 an acre technology fee, only part of
this fee reflects an increase in marginal cost of growing Bt corn. The remainder
represents rents paid to industry by farmers in order to use Bt corn. The percentage
of the technology fee that represents an increase in the marginal production cost
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is proprietary information, but likely to be small because no special handling is
required once the Bt gene has been inserted into the plant. Therefore, we presume
the entire technology fee represents industry rents and that any difference in the
marginal cost is negligible.

Damage estimates for the ECB vary depending on a variety of environmen-
tal and management factors. For instance, damages will be higher when corm is
stressed and in early or late-planted corn. Depending on a plant’s stage of devel-
opment, estimates indicate a marginal yield loss ranging from 2 to 6% pests/plant
(Mason et al., 1996). Since our interest is in evaluating the average seasonal dam-
age of the ECB over a production region, we assume Di(n/, n31) = Min{d\n}} +
dyn®i, 1.0} where d; = 0.055 and d, = 0.028 based on Mason et al. (1996).

A time frame of reference and discount rate are also needed in order to compare
alternative IRM requirements. The time frame used for the analysis is 15 years,
which is based on recommendations made by the scientific advisory panel con-
vened by the EPA in 1998 (US EPA, 1998b) and the value used in ILSI-HESI. A
real interest rate of 4.0% is used for discounting the value of production.

34. SPRAY APPLICATIONS

Originally, separate refuge recommendations were made based on whether refuge
was treated with conventional pesticides. Recently, the EPA mandated a single
recommendation that allows growers to treat refuge based on economic thresholds.
The method for calculating the economic thresholds has not been specified. To
incorporate economic thresholds into the model, we use the methodology offered
by Mason et al. (1996), which implies

Ve,
PiY/deaine(1 - of)’

° Ve,
0.0, forn, < —
P

1.0, forn;, >

Ytidgaénrg(l - Ué) '

The method is based on a cost benefit analysis that compares the value of improved
ECB control to the cost of the pesticide treatment. The calculation does not factor
in risk or population dynamics. However, the calculation is practical and acommon
starting point for many farmers. Typical ECB survival rates for conventional pesti-
cide applications are 0.20 for the first generation and 0.33 for the second generation
(Mason et al., 1996).
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4. Results

The economic and environmental tradeoffs of increasing refuge to reduce the risk
of resistance are evaluated by comparing the risk of resistance, pesticide use,
and the value of production as refuge increases from O to 100%. To calculate
these tradeoffs, Monte Carlo integration is used to evaluate Equations (4-6) for
the benchmark parameter assumptions. First, we characterize the economic and
environmental tradeoffs when refuge treatments are made based on economic
thresholds. We then compare treated versus untreated refuge. Finally, we ex-
plore the sensitivity of the results for a treated refuge to factors that increase the
frequency of conventional pesticide applications.

4.1. TRADEOFFS FOR TREATED REFUGE

Figure 1 presents the benchmark simulation results. The value of production in-
creases from $112.57 to $119.43 as refuge increases from 0 to 19% and then falls to
$110.76 as refuge increases to 100%. Conventional pesticide use falls from 0.082 to
0.0047 applications per acre as refuge increases from 0 to 22%, but then increases
to 0.10 applications per acre as refuge increases to 100%. As refuge increases from
0 to almost 40%, the risk of resistance falls from 1.0 to 0.0.

These results illustrate how managing resistance can increase production and
reduce conventional pesticide use in the long run. With the full adoption of Bt
corn and no refuge the value of production increases by 1.6%, while conventional
pesticide use declines by 20%. However, with 19% refuge, the value of production
increases by 7.8%, while conventional pesticide use falls by 90%. Therefore, over
15 years, there is only a modest increase in the value of production and decrease in
conventional pesticide use when no refuge is planted. When no refuge is planted,
both farmers and the environment lose substantial benefits from Bt corn in the
long run due the rapid evolution of resistance. By planting refuge, the evolution of
resistance is slower, which extends the efficacy of Bt corn and provides better ECB
control in the long run with fewer conventional pesticides.

The results also suggest that the long-run costs of obtaining reductions in the
risk of resistance are relatively small. With 19% refuge, there is more thana 1 in 5
chance of resistance developing within 15 years. When there is 27% refuge, there is
only a 1 in 20 chance. By increasing refuge from 19 to 27%, conventional pesticide
use is virtually unaffected, while the value of production falls by less than 0.2%.
The value of production decreases negligibly because of the density dependence
of ECB populations. This density dependence allows Bt corn to suppress ECB
populations over time provided resistance does not develop too fast. With lower
average populations, the cost of planting refuge is reduced along with the need for
conventional pesticides. However, if not enough Bt corn is planted, ECB suppres-
sion is weak, which raises the cost of planting refuge and the need for conventional
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pesticides. Therefore, the value of production decreases at an increasing rate as
refuge increases above 19%.

It is also important to note the complementary relationships between the value
of production, conventional pesticide use, and the risk of resistance. Increasing
refuge between 0 and 19% produces the complementary results of increasing the
value of production and decreasing pesticide use and the risk of resistance. Increas-
ing refuge between 19 and 22% decreases pesticide use and the risk of resistance,
but also decreases the value of production. Increasing refuge above 22% decreases
the risk of resistance, but also decreases the value of production and increases
pesticide use. Therefore, increases in the value of production and decreases in
pesticide use tend to be complementary benefits that are usually obtained through
an increase in the risk of resistance.

42. TREATED VERSUS UNTREATED REFUGE

Figure 2 illustrates the effect of allowing conventional pesticide treatments on
refuge based on economic thresholds. In Figure 2, the value of production and risk
of resistance are compared for treated and untreated refuge as refuge increases from
19 to 35%. At 19% refuge, the value of production is maximized for both treated
and untreated refuge. As refuge approaches 35%, the risk of resistance approaches
O for treated and untreated refuge. Conventional pesticide use is also shown for
when refuge is treated using economic thresholds.

Allowing conventional pesticide treatments based on economic thresholds has a
number of notable impacts. As suspected, allowing refuge treatments increases the
risk of resistance and conventional pesticide use, though only modestly. It also in-
creases the value of production, but again rather modestly. The value of production
is less sensitive to increasing refuge when refuge treatments are allowed because
farmers have more flexibility and can use conventional pesticide applications to
enhance control on refuge in years of severe ECB infestations.

The implications of these results are that allowing refuge treatments decreases
the cost of resistance management to farmers and industry, while increasing the
cost to the environment in terms of increased conventional pesticide use. Without
refuge treatments, 25.7% refuge is required to reduce the risk of resistance to 1
in 20. With 25.7% refuge, the value of production is $119.16 without treatments.
This same value of production could be achieved by increasing refuge to 26.9% and
allowing growers to treat using economic thresholds. With 26.9% treated refuge,
the risk of resistance becomes 1 in 25. Therefore, allowing refuge treatments pro-
vides the opportunity to either increase the value of production, reduce the risk
of resistance, or both. Again, these benefits are not free because allowing refuge
treatments increases conventional pesticide use.
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4.3. MODEL SENSITIVITY

It is important to keep in mind that the results reported in Figures 1 and 2 depend
on a variety of assumptions. While we find that the qualitative results of the model
are robust to changes in the value of different parameters, more specific results,
such as the proportion of refuge that maximizes the value of production, are more
sensitive. Therefore, it is the qualitative results that are important to remember and
not specific numbers.

The benchmark simulations imply that an acre of land would have received a
conventional spray application in 1 out of every 10 years prior to the introduction
of Bt corn. A result that is consistent with grower surveys on pesticide use in
the Midwestern US. In these regions, allowing refuge treatments has little impact
on the risk of resistance and value of production because conventional pesticide
applications are likely to be even less frequent with the widespread adoption of Bt
corn. Treatments will be less frequent because ECB populations are likely to be
lower on average due the high efficacy of Bt corn.

Allowing refuge treatments will have a greater impact in regions where the
frequency of conventional pesticide treatments has been historically high. Two
categories of factors can result in more frequent pesticide treatments. On the rev-
enue side, if pest-free yield is higher, damages more severe, ECB infestations more
frequent and severe, or the survival rates for conventional pesticides are lower,
economic thresholds will be lower and treatments more frequent. On the cost side,
lower pesticide and application costs reduce economic thresholds resulting in more
frequent conventional treatments. We now explore the sensitivity of our results for
treated refuge to both revenue and cost factors. For revenue factors, we increase
the pest-free yield from O to 100%. For cost factors, we reduced the cost of a
conventional pesticide treatment from 0 to 90%.

Tables 3 and 4 report the sensitivity of the simulation results to increases in crop
revenues and decreases in conventional pesticide treatment costs. The first column
reports the average frequency of conventional pesticide treatments when no Bt corn
is planted. This frequency of treatments is a measure of the historic frequency of
treatments prior to the introduction of Bt corn and increases with increasing crop
revenues and decreasing conventional treatment costs.

The second column reports the percentage of refuge that maximizes the value
of production without regard for resistance or conventional pesticide use. The third
column reports the percentage increase in the proportion of refuge that maximizes
the value of production, while constraining the risk of resistance to less than 1 in
20.

The fourth column reports the elasticity of the value of production with respect
to the risk of resistance for increasing refuge to reduce the risk of resistance to less
than 1 in 20. This elasticity is the percentage decrease in the value of production
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divided by the percentage decrease in the risk or resistance and is a measure of the
cost of reducing the risk of resistance in terms of the value of production.

The fifth column reports the elasticity of conventional pesticide use as refuge
increases to reduce the risk of resistance to less than 1 in 20. This elasticity is the
percentage increase in the conventional pesticide use divided by the percentage
decrease in the risk of resistance and measures the cost of reducing the risk of
resistance in terms of increased pesticide use.

The percentage of refuge that maximizes the value of production is relatively
insensitive to higher crop revenues or lower application costs that result in more
frequent conventional pesticide treatments. This is not the case for the percentage
of refuge that reduces the risk of resistance to less than 1 in 20. As the frequency
of conventional pesticide treatments increases, the size of refuge needed to reduce
the risk of resistance to less than 1 in 20 also increases substantially.

The elasticity of the value of production is small and relatively insensitive to
increases in treatment frequency due to either revenue or cost factors. This result
suggests that the cost of increasing refuge to reduce the risk of resistance in terms
of the value of production is relatively small. It is also interesting to note that
if treatments are more frequent due to higher revenues, then the relative cost of
increasing refuge to lower the risk of resistance is lower. Alternatively, if treatments
are more frequent due to lower treatment cost, then the relative cost of increasing
refuge to lower the risk of resistance is higher.

The elasticity of conventional pesticide use is more substantial and increases
as revenue rises or treatment costs fall. Therefore, the cost of reducing the risk of
resistance in terms of conventional pesticide use is relatively higher than the cost
of reduced agricultural production. The cost will also be higher in regions where
the historic frequency of treatments is higher.

5. Conclusion

Bt corn offers growers a powerful new tool for controlling the European corn borer
(ECB), a significant agricultural pest in the Midwestern United States (US). Un-
fortunately, the high efficacy and widespread adoption of Bt corn could result in
the rapid development of ECB resistance to Bt. If ECB resistance to Bt develops,
growers will lose a valuable new technology for controlling the ECB and may turn
to other more hazardous pesticides to obtain sufficient control.

The US Environmental Protection Agency (EPA) is concerned about resistance
and would like to preserve Bt corn as a reduced risk pesticide. Industry and
academic scientists have developed a high-dose refuge strategy to combat
ECB resistance to Bt corn. The foundations of this strategy are for Bt corn to
express enough toxins to kill all but the most resistant ECB and for growers to plant
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a proportion of their acreage to refuge corn where Bt is not used for control. Refuge
corn slows the evolution of resistance and serves to preserve the efficacy of Bt corn.

Recently, the EPA mandated that farmers in the Midwestern US plant at least
20% refuge corn with their Bt corn. This 20% refuge requirement allows growers
to treat refuge with conventional pesticides in years of severe ECB infestation
using economic thresholds. This mandate represents a departure from previous
recommendations which required farmers to plant more refuge when the refuge
was going to be treated with conventional pesticides. Therefore, concerns have
emerged regarding whether 20% refuge is enough when conventional pesticide
treatments are allowed based on economic thresholds.

We develop a stochastic dynamic bioeconomic simulation model to evaluate the
effect of refuge treatments based on economic thresholds on agricultural produc-
tivity, conventional pesticide use, and the risk of resistance. We find that allowing
refuge treatments should not substantially increase the risk of ECB resistance to
Bt corn throughout most of the Midwestern US, but could increase the value of
production to farmers and industry and the use of conventional pesticides. The
reason for this result is that conventional pesticide treatments for the ECB have
been historically low due to high application costs and poor efficacy. With the
widespread adoption of Bt corn, average ECB populations are likely to fall such
that refuge treatments will be even more unlikely. Infrequent refuge treatments
have little impact on the risk of resistance.

Whether conventional pesticide treatments for refuge based on economic
thresholds should be allowed in regions with historically high frequencies of pesti-
cide use depends on the primary objectives of the policy. Refuge treatments should
not be allowed without higher refuge requirements if the primary goal is to limit
the risk of resistance. However, if the primary goal is to reduce conventional pesti-
cide use or improve agricultural production, then allowing treatments with current
refuge requirements could be sufficient.

The model we develop provides a useful framework for comparing alternative
resistance management strategies based on a range of different policy objectives.
An important weakness the model still shares with others is a failure to ac-
count for factors that influence farmer adoption of Bt corn and compliance with
insect-resistance management requirements. Currently, more research is needed to
understand adoption and compliance behavior. Once a better understanding is ob-
tained, the model can be augmented by specifying the proportion of refuge planted
as a function of farmer adoption and compliance incentives. Models that more
explicitly consider farmer adoption and compliance behavior will provide more
reliable estimates of the economic and environmental tradeoffs of using refuge to
manage ECB resistance to Bt corn.



192 T.M. HURLEY ET AL.

Notes

" There is a separate 50% refuge requirement for Bt corn in areas of the US where cotton is
predominantly grown due to the potential interactions between Bt corn and Bt cotton.

% The Hardy—Weinberg model lies at the foundation of population genetics due to its remarkable
ability to predict gene frequencies and heritability. The principle is an extension of Mendelian inheri-
tance and is used extensively by population biologist to describe the inheritance of genetic traits such
as resistance. Examples exploring ECB resistance to Bt corn are found in Gould (1998), Onstad and
Gould (1998a, 1998b) and Roush and Osmond (1996). The fundamental assumptions of the model
are (1) adiploid pest, (ii) sexual reproduction, (iii) non-overlapping generations, (iv) random mating,
(v) large populations, (vi) negligible migration, (vii) negligible mutation, and (viii) no selection
pressure (Hartl, 1988).

* A gamma distribution was also explored, but the predicted population did not fit as well.

* Personal communication with Dr. D.A. Andow of the University of Minnesota.

* Depending on the rate of adoption of Bt corn, there could be supply-side price effects that are
not treated and depend on refuge size.
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9. Monopolisation and the Regulation of Genetically
Modified Crops: An Economic Model

ALISTAIR MUNRO

1. Introduction

The introduction of genetically modified organisms (GMOs) into the market place
has brought with it controversy, notably over the potential scientific risks of the
new biotechnologies, but also over perceived threats, such as the monopolisation
of food supply, which have a strong economic dimension. Nevertheless compared
to discussion of the scientific issues, economic analysis of regulation has been far
less common, despite the fact that some features of the new biotechnology indus-
tries (e.g. vertical restraint and monopolisation) are familiar features of many other
industries and thus have a long history, both of economic analysis and economic
regulation by national governments.

Many of the fears about monopolisation have been propelled by the rapid adop-
tion of GM varieties in countries, such as the USA, where governments have placed
relatively few regulatory hurdles in the path of the new biotechnologies. Beyond
this lies a worldwide rise in concentration in the seed industry, coupled with greater
integration between agro-chemical, seed and life-science firms. Hayenga (1998),
for instance, reports C4 (the percentage of the market supplied by the largest four
producers) figures of 70% for the US corn market, 47% for the purchased soybean
seed market and in excess of 90% for cotton seed.

The forces behind this rise in concentration are unclear. One possibility is that
it arises from the inefficiencies of incomplete integration in the presence of asset
specificity — along Williamsonian lines. A second hypothesis is that the worldwide
tightening of intellectual property rights legislation has raised the appropriability
of biotechnology innovations. In the past weakness of property rights meant that
any potential monopoly power gained through concentration could not be exploited
because of the ease of entry through imitation. Enforceable property rights might
then lead to the monopoly gains from concentration being reaped. A third possible
source of concentration is regulation itself, where costs for regulatory approval tend
to be fixed. This establishes an ‘entry price’ for competing in the regulated market;
in turn limiting the feasible number of suppliers.

Whatever the sources of increased concentration, it is clear that, as with other
forms of monopolisation, there is at least the possibility of a reduction in con-

Timothy Swanson (ed.), The Economics of Managing Biotechnologies, 197-217.
© 2002 Kluwer Academic Publishers. Printed in the Netherlands.
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sumer welfare. Consequently, this paper puts forward two variants of a simple
model of crop production, each one tailored to understanding a particular aspect
of transgenic food technology and its regulation. The first variant of the model
considers the issue of the introduction of a new technology owned by a monopolist
which lowers the costs of production. The argument here is quite standard: if the
old technology remains available and there is free entry, then the introduction of
the new technology can harm consumer welfare. However, in many agricultural
industries effective competition between transgenic and non-transgenic technolo-
gies relies on the availability to farmers of traditional plant varieties in sufficient
numbers. So in the second variant of the model the issue of predatory pricing by the
monopolist is considered and it is shown that, if storage costs are sufficiently high,
the introduction of the new technology can raise prices and make consumers worse
off. Finally, I consider some of the public policy implications of these models for
the prudential regulation of transgenic technologies.

2. Background

Transgenic foods are foods where genes from other species have been introduced
into a plant or animal, usually to create or enhance specific properties which
would not be feasible through traditional breeding methods. The most well-known
examples include the Flavr-Savr™ tomato, designed to have a longer shelf-life
compared to traditional varieties and the various Roundup Ready™ plants such as
soyabean, maize and sugar beet, created by Monsanto. In the latter case, genes from
bacteria which confer resistance to Roundup™ (Monsanto’s glyphosate herbicide)
were introduced into farmed plant species. As a result, the plants have a higher
tolerance for glyphosate which can therefore be used at higher doses to combat
weed growth. The herbicide can also be used at times in the growth cycle (such
as after crop emergence) which would previously have been disastrous for yields.
In addition, the transgenic varieties also change the feasible set of crop rotations:
traditional maize varieties are sensitive to glyphosate, residues of which remain in
the soil. Maize engineered to be glyphosate-tolerant can be planted in rotation with
soybean crops for example, when previously this was not feasible.

By 1995, 60 plant species had been genetically modified and over 3,000 field
tests of their use conducted worldwide in over 32 countries, including the USA,
Japan and most of the nations of the EU. Between 1992 and 1995, 95 field trials of
GMOs were conducted in France, 59 in Belgium, 58 in the UK, 51 in the Nether-
lands and 22 in Germany. The major crops modified in Europe include oilseed rape,
maize, potatoes, tomatoes and sugar beet. Meanwhile in the USA and Canada,
soya, maize and cotton are also among the crops most subject to modification,
while in Japan, rice has been the subject of transgenic experiments.
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Table 1. Major transgenic crops in the USA,
farmer-reported planting, 2000.

Crop Percentage of total acreage

Herbicide- Insect-resistant  Total
resistant only  (Bt) only

Corn 18 5 25
Soybean 52 n/a 52
Cotton 22 18 56

Source: National Agricultural Statistics Service (2000).
Note: Row totals include plantings of crops containing
‘stacks’ of inserted genes.

Table 2. The main economic risks from transgenic food technology.

Characteristic Associated risk, cost or externality

Monopolisation 1. Reduced choice and higher prices
2. Higher risks of crop failure
3. Reduction in biodiversity
‘Genetic pollution” 4. Accelerated pest evolution
5. Transfer of antibiotic resistance to environment
6. Transfer of herbicide resistance to weeds
7. Low-level Bt toxicity creating increased resistance

Introduction of GMOs into the home has been gradual to date, with few crops
grown commercially outside the USA and the rest of the Americas. The most
widespread transgenic food is vegetarian cheese, production of which involves a
genetically modified yeast. Meanwhile 2% of US soybean production was trans-
genic in 1996, rising to 15% in 1997 and as Table 1 shows, by 2000, the majority
of soybean and upland cotton plantings for the USA were transgenic. In Europe,
Bt corn has been grown in France and Spain since 1998. Other GMOs used com-
mercially include cotton, tomatoes, maize and bacteria modified to produce bovine
somatotropin.

Table 2 lists some of the economic concerns associated with transgenic crops.
The economic consequences of some of these risks have been considered exten-
sively elsewhere. Sianesi and Ulph (1998), for instance, examine the impact of
reductions in crop variety on habitat diversity and hence on the number of wild
bird species. They produce a model in which a rising tax (which eventually chokes
off reductions in variety) is the optimal means of supporting diversity. In a series of
papers, Goeschl and Swanson (1996, 1997, 1998), examine carefully how best to
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value and maintain biodiversity, including the advantages of in situ rather than ex
situ conservation of gene stocks. Meanwhile, Munro (1997) considers the general
impact of economic behaviour on evolutionary pressures, but does not consider the
particulars of the new biotechnology. This paper is complementary to the previous
work, more concerned with some of the conventional sources of market failure,
which nevertheless pose a risk with the new technologies.

3. Monopolisation and Vertical Restraint

The models which follow are built around the example of engineered resistance to a
herbicide, the form of transgenic crop which is most widespread. In a typical exam-
ple of this, a gene (or genes) are introduced into a plant which confers resistance to
a herbicide manufactured by the same agro-chemical company. Typically the firm
selling the transgenic seed does not have monopoly rights to the generic herbicide.
However its ownership of the seed variety may give it the power to impose vertical
restraints, forcing buyers of the seed to also use its own brand herbicide. In the
case of Monsanto’s 1996 Roundup Ready™ gene agreement, signed by farmers if
they wished to buy Roundup Ready™ soybean seed, farmers agreed to use only
Roundup™ glyphosate herbicide on the crop and not competing brands. To enforce
this and other aspects of the agreement, they had to also to agree to the right of
Monsanto to inspect and test the field crops for a period of up to three years and
pledge not to save, re-use, re-plant or sell the seed (RAFI, 1997).

Although the biotechnology industry was increasingly concentrated prior to
the introduction of transgenic foods, and although most of these large firms are
producing genetically modified food, the model which follows assumes perfect
competition in both seed and pesticide industries prior to an innovation. Thereafter,
a single firm dominates the market. These assumptions place an upper bound on
the potential costs from the risk of monopolisation. Actual costs are likely to be
lower.

I shall suppose that prior to the innovation, farms buy herbicide and seeds from
competitive industries at a price per unit of p* and p* respectively. The farms them-
selves are in a competitive industry and face a constant marginal cost of production,
g, ofc, = c(p", p*) where c(...) is the unit cost function for the farms and the
subscript n refers to the non-GM status of the crop. Demand is given by p = a — ¢
where p is price, ¢ is total farm production and @ > ¢, > 0. For each crop, after
all costs have been incurred there is a strictly positive probability y of crop failure,
possibly due to disease, in which case output to market is zero. I suppose that for
each seed type the probability of crop failure is an independent variable' and that,
in the competitive state, the number of varieties of seed is sufficiently large that
(1 — ¥)q reaches the market with certainty. Thus, in the competitive equilibrium,

p = c/(1—y),
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g = (a(l—y)—c)/(1 =)~ (1

We suppose now one firm innovates, to produce a complementary seed-herbicide
combination such that, for all input prices,

ce(p", p*) < en(p”, P, Q)

where ¢, is the typical farm’s unit cost function with the new GM technology.
Following Arrow (1962) there are two cases to consider, depending on whether
the cost reductions from the innovation are sufficient to destroy all competition in
the seed and herbicide industries.

Case 1. Monopoly production ofthe seed and pesticide
Any farm which uses the genetically modified product still faces a probability y of
crop failure, hence in the competitive equilibrium,

p'=c'/(-y). 3)

Clearly if there is only supplier in the industry, the following condition must be
satisfied:

¢ < m @)

where the right-hand side of this equation is the pre-innovation cost function
evaluated at the pre-innovation input prices.

If y is sufficiently large, there is the possibility that some farms may find it
profitable to be fringe producers, making profits when the genetically modified
crop fails. For this not to be profitable, the following condition must be satisfied:

y(I=y)a+1-y)p' —c, <0. )

The a in this equation is the price received when only one unit is available in the
market. Simplifying yields

(g +ya)/(1 —y) <cy. (6)

Case 2.

If (cg+ya)/(1—y) > ¢, then fringe production is potentially profitable. Let p# be
the price when the genetically modified crop fails. In the competitive equilibrium
for fringe producers, expected profits are zero:

Pyl —y)+ (1 —p)p' — ¢, =0. 7
Meanwhile for producers of the GM crop, expected profits are also zero, so that

p' =c,/(1—y). (8)
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Figure 1. Welfare gains from innovation.

Note that, in general the prices charged by the profit maximising supplier GM seed
and its complementary herbicide will differ between these two cases, hence ¢! and
p' will also differ.

3.1.  PROFIT MAXIMISATION

The GM firm’s problem is to choose prices p* and p” to maximise profits,
(p* —cS)s + (p" = ")h, ©)

where s and & are the production of seed and herbicide respectively and ¢; (i =
1, 2) is the constant marginal cost of production of product i. In turn, the demand
for s and h are determined by the prices charged, so thats = s(p*, p"), h =

h(p*, p").
First-order conditions are,
(P —)si+s+ P =M =0, (10a)
(P — s +h+(p" =My = 0, (10b)

where subscripts indicate partial derivatives.

32. CONSUMER WELFARE

Let the consumer surplus be V, which under these conditions is the shaded area
illustrated in Figure 1. At a price, p, V = [a — p}?/2, hence V is strictly convex in
prices. As a result, a sufficient condition for expected consumer surplus to rise in
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the wake of the introduction of the GMO is that the mean price does not rise. That
18,

yp" + (1 —y)pt # p. )
In Case 1, p¥ = a and p* = ¢, /(1 — y) which gives us

(I —y)ya+ QA —-y)c c
yat (1= yley = TG < = (12)

where the penultimate step in this argument follows from Equation (5) — the
condition which defines Case 1. In Case 2, by Equation (7) the expected value
of post-innovation prices is equal to the pre-innovation price. Hence (11) is also
satisfied, giving the following proposition:

PROPOSITION. Expected consumer surplus rises in the wake of the GM
innovation.

This proposition is quite general, turning on the quasi-convexity of the indirect util-
ity function and the constraint on the monopolist posed by the competitive fringe.
Since producer surplus is zero before the innovation and positive afterwards, it is
also true that the sum of expected surpluses also rises. The result is unsurprising
(at least to economists) since the argument is closely based on Arrow’s (1962)
analysis of the benefits of cost-cutting technology. Since the price chargeable by the
monopolist is bound above by the cost of the old technology, post-innovation prices
cannot rise in this model and hence consumers cannot lose from the introduction
of the new technology.

In order for consumers to lose, some other factor must therefore be important:
either greater risk or the ability of the monopolist to eliminate competition from
the existing technology or an externality. I consider each of these factors, in turn.

33. RISK

Crop yields are inevitably stochastic. Some risks are specific to a particular farm
or region or not specific to particular varieties, but other risks, such as diseases are
often selective in the damage they do, harming yields from varieties which have a
specific vulnerability in the germplasm, while being resisted by other varieties. If
the introduction of new technologies means that a narrower range of crop varieties
is grown then in theory, the variance of aggregate yields should rise as a result. The
evidence to date on this is mixed. Wright (1997) concluded cautiously that

The hypothesis that greater worldwide uniformity of germplasm due to the
increased dominance of high-yield varieties is not associated with greater
relative yield fluctuations cannot be rejected at present.
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For instance, Hazell (1989) reports an increase in the coefficient of variation from
2.8 to 3.4% for cereal yields (outside of mainland China) for a period running from
the 1960s to 1983. Against this, Singh and Byerlee (1990) point to a declining
variability in wheat yields for the 1951-1986 period.

In the specific case of Bt varieties, there are reasons for anticipating reductions
in risk: damage to corn by the European corn borer is stochastic, varying from year
to year, but positively correlated across farms within a region for a given year. Bt
corn varieties reduce yield losses to the borer, leading, as Gianessi and Carpenter
(1999) point out, to it being recommended for planting as a form of insurance.

However, let us suppose for the moment that the new technologies do lead to
greater variance in aggregate crop production levels. As noted in Section 3.2, if
the competitive fringe of producers using the old technology survives, then the
welfare gains from the new lower-cost technology will still be positive. In addition,
even if fringe producers do not survive, as long as the mean price is lower, then
any higher variance of prices raises welfare still further, because indirect utility
functions are quasi-convex. Any costs attached to higher variability in prices must
therefore be costs to producers or due to the absence of the competitive fringe. On
the first of these, note that in the models presented so far is no producer surplus
to consider. However, in general producer surplus is, like consumer surplus, con-
vex in prices and hence greater randomisation (for a given mean) raises expected
producers surplus. This last result depends on the assumption that producers are
neutral with regard to risk in income or have access to competitive insurance mar-
kets. However, when farmers are largely dependent on farm incomes and markets
are incomplete as is often the case in developing countries, such assumptions are
probably incorrect. It is then more reasonable to suppose aversion to farm income
risk, especially for societies where significant drops in household income imply
malnutrition or worse (see Newbery and Stiglitz, 1981). Where this is the case
consumer welfare may rise with the new technology (since the average price falls),
but producer welfare may rise or fall.

To summarise, the risks from monopolisation are likely to be largest in poor
countries. In richer countries, where the consequences of crop failure are more eas-
ily moderated, there is less of a clear argument for control of the new biotechnology
on monopoly grounds (though see next section). However, with regard to the hy-
pothesis of increased variability in food supply and to its economics consequences
there is a case for much further research.

4. Predatory Pricing

The results of the previous section rest on the existence of free entry using the
old technology, which caps the price the monopolist can set. However, in the case
of agriculture, an essential factor, namely seed, is subject to degradation if stored
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Period 0 Period 1 Period 2
GM seed Purchase & GM seed Purchase &
price for planting of price for planting of
period 1 set seed period 2 set seed
Harvest: crop Harvest: crop Harvest: crop
price for price for price for
period 0 set period 1 set period 2 set

Figure 2. The timeline for a predatory pricing model.

for sustained periods. Meanwhile planting and harvesting merely to maintain the
health of the seed base may be financially unsustainable for small farmers. In this
section I adapt the model to consider this possibility.

Suppose that there are three time periods, 0, 1 and 2. Figure 2 summarises the
timeline for decisions. The GMO technology is introduced without announcement
at time 0, after the previous year’s crop production has been set, but not yet sold.”
Farms can either sell the non-GMO crop for seed, keep it for seed,” or sell it to
consumers. In period 1 farms must choose whether to stay in the industry or exit
(or enter), then which technology to use. Crop production is then set, the product
harvested and farmers make the same decisions about what to do with the harvest
as at the end of period 0. Period 2 is a re-run of period 1, except all product is
consumed at the end. While this adds an artificial end to the model, it provides a
convenient means of analysing the problem faced by agents involved.

Prior to the introduction of the GMO, a proportion of the crop is held back each
year in order to provide seed for the following season. Suppose that to produce
1 tonne of the crop, & tonnes of the previous year’s crop are required.’ In addition
to the opportunity cost represented by this input, there is an additional cost of ¢,
per tonne of product. With free entry and perfect competition, prior to introduction
of the GMO, the zero profit condition is py = ¢, + apo, or po = ¢,/(1 — a).
Consumer demand is then (a — pg), so that the total harvest is (@ — pg)/(1 — a).
Note that pp will not, in general, be the equilibrium price once the availability of
the new technology is announced.

A key issue in models of predation is the ability of firms to commit to particular
time paths for output or prices. I shall assume that the firm supplying the GM seed
will set its price for period 2 so as to maximize profits in that period. In other
words, it is unable to commit to a second period price in period 0, when it chooses
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its price for period 1. It chooses a price for period 1 knowing this. This inability to
commit reduces its power to price in a predatory manner.

Farmers have a choice of four generic strategies: (1) plant the GM crop in both
time periods; (2) plant the non-GM crop in period 1, sell it then plant the GM crop
in the second period; (3) plant the non-GM crop in both time periods, and finally
(4) plant the GM crop in the first period and the non-GM crop in the second.

Ifpi;y i = n,g,t =0,1,2) represents the price of the ith seed type (non-GM
or GM) in period ¢, then the unit profit from the four strategies are (in order),

Pno + Dot — Co1 + Pg2 — Cg2, (13)
(I —a)ppo + (1 —a)pp1 — Cn + P2 — Cny (14)
(I —a)pno + pn1 — €n + Pg2 — g2, (15)
Pno + Pgl — Cg1 + Pn2 — Cn2 — APny. (16)

Note that the on-farm cost of growing the GM variety is potentially time period-
dependent, because the monopolist can set different prices for its seed in the two
periods. On the other hand, for simplicity, it is assumed that the non-seed costs of
growing the non-traditional variety are constant.

From these equations, it follows, for example, that in the second period the
farmer will switch to the GM crop from growing the traditional variety, provided
DPe2 — Cg2 > Pn2 — €y — aPyy. If this is the case then there will be no seed market
at the end of the first period. For the remainder of the section, I shall make the
simplifying assumption that consumers have no preference between GM and non-
GM varieties. Thus pg; = pn; = pi (i = 1,2). Then, for example, no non-GM
seed will be planted if ¢, + apy; > cg2.

Suppose that with the GM crop, the unit costs in period ¢ are ¢, + ¥, where
r; is the price of the GM seed and @, is the amount of GM seed which must be
planted to produce 1 unit of the crop. If the marginal cost of producing the seed
is k, then in the final period the monopolist will choose r; to maximise profits
7y = (r2 — k)agla — ¢g — gn2 — agrs]. It seems reasonable to suppose that, post-
development costs, the GM seed is produced using a technology similar to the main
crop. If this is the case then & - ¢, /(1 — @,). In the interests of reducing parameters,
I shall take this relationship to be exact, in which case the optimal price is

1
ry = 2—(0 = qn2). an
A

If g,» = 0 (i.e. no non-GM is grown in the second period) then (17) produces a
consumer price and a unit cost of pa = ¢g = (@ + ¢4 /(1 — ag))/2. This is the
monopoly price — the price that would be set if the firm owned the farms directly
and bought its seed at a marginal cost of ¢g /(1 — ozg).5
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Figure 3. The feasibility and desirability of predation.

Figure 3 is a device for understanding the outcomes in this model. The axes
show the prices of the GM seed in the first and second periods. Note first that
(po — )/, is the value of r; at which the unit cost to the farmer of the GM
technology is equal to the unit cost of the non-GM technology. Hence no GM seed
will be planted in period 1 if r; exceeds (po — cg)/atg.

Ifr is below this critical price then some GM crops will be sown in period 1.
Some non-GM crops may also be sown. Whether any non-GM crops sown in period
1 are sold directly to consumers or used for seed depends on the relative profit of
each strategy. If GM crops are sown in each period then given perfect competition
amongst farmers the price of output is determined by the price of seed. That is,

P11 = (rlag"l"cg),
P2 = (nag +cy). (18)

Now whether the non-GM crop harvested in period 1 is sold directly to con-
sumers or used for seed depends on the profitability of these alternative strategies.
Thus, if p2 > ¢, + ap all the crop will be used for seed. Using (18) this yields the
boundary condition

(cn — cg) +alagry + cg)
o, '

(19)

ry =

If r» exceeds this value, then all of any non-GM crop will be kept for seed in
period 1. If ry is less than this condition, then all the crop will be sold directly
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to consumers. In Figure 3 the line segment RR depicts the relevant section of the
equation. Note that unlike the standard model of predatory pricing, the use of the
output in one period as an input in the subsequent period means that, conditional
on the planting of the non-GM seed in period 1, it is a high price in period 1 which
eliminates final period competition.

However, the amount of non-GM seed sown in period 1 will depend on the price
of the crop in period 1, relative to the price in period 0. Let us suppose that prior
to the introduction of the GM strain, the market was in a long-run stationary state
in which the amount of the crop grown each season was constant and sufficient to
match consumer demand and demand for seed without any season to season alter-
ation in the equilibrium price. Let g, and p, be the quantity and price respectively
under this regime. With free entry, the unit cost of production equals the price:
ap, + ¢, = pp, hence p, = ¢,/(1 — a). Thus, the total harvest in period O is
go=qn = (a(l —a) —c,)/(1 - a)z-

In the wake of the introduction of GM seed, po = a — q¢ + ag,1. Whether gy
is positive depends on the returns from using the non-GM variety still. GM and
non-GM varieties will only be planted in the same period if the price of non-GM
seed adjusts so that there is no cost advantage in planting the GM seed. In other
words, rja, + ¢, = poa + c¢,. It follows that, given the value of r| set by the GM
producer, g, = [(qo — a)/a] + (riag + g — ¢a)/a?. Or, no non-GM seed will be
planted in period 1 if

1 [—a?a o
neg e (e aty) -l e

which can be written more simply as ry < [a(a — gp) + (¢, — ¢g)]l/a,. This
is the condition depicted by the vertical line segment SS in Figure 3. Note that
the right-hand side of (20) is decreasing in the costs of producing the GM crop,
increasing in the quantity of the crop required to produce 1 tonne of the crop in
the following year and increasing in the cost of producing the non-GM crop. The
equation is a necessary condition for the predatory price to be optimal, but to be
sufficient we need to know that a strategy of predation is more profitable than a
non-predatory approach and that storage of the non-GM seed through period lis
not an economically feasible means for producers of the non-GM crop to remain
in production.

I tackle the issue of profitability first. It can be seen from Figure 3 that the
critical issue is whether a marginal increase in r} is profitable along the boundary
SS, i.e. at points where planting of non-GM seed in period 1 is just zero. Let the
GM producer’s profits be m = m; + 715 where 7; (i = 1, 2) is the profit in period i.
Then,

d ] om, dry d ams d
dr _om 97 dry dgu | 372 dgu 2
dr| ar ory dg,, dr, d¢qn dry
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Note first that in period 2, rp will always be chosen optimally (conditional on
previous decisions), hence by the envelope theorem, the middle term on the right-
hand side of (21) is zero. The sign of the final term on the right-hand side of (21)
depends on whether the expression is evaluated above or below the intersection of
SS with RR. If below, then no non-GM seed is saved in period 1, so 373/3¢g, = 0.
Hence, the optimality of pricing to eliminate all non-GM seed depends only on
the sign of dmry/8r; in other words, on whether the monopoly price of the GM
seed lies below a(go — a) + (cn — ¢g)/a,. If it does, then in the language of
industrial organisation, the non-GM variety is blockaded — in other words the cost
advantage of the GM variety is sufficiently great that, even if the GM seed is priced
to maximise monopoly profits, competition from the alternative technology is not
sustainable.

If we now consider the segment of SS above its intersection with RR, any
planting of the GM crop in the first period will have negative implications for
profits for the second period, because the crop will be used for seed. Hence, the
final term in (21) is negative. As before therefore, if the monopoly price is less
than a(go — a) + (¢cp, — ¢g)/ag,the non-GM crop is blockaded and no predation is
necessary to eliminate its non-GM rival.

It follows that the interesting case, as far as predation is concerned, arises when
om/dr; is positive along SS at the monopoly value of 5. When this is the case
the balance of losing profits from decreasing r, versus the gain in profits from
decreased competition in period 2 must be determined. Formally, elimination of
the non-GM variety will be optimal provided,

ag[a+2c,,(aag—l+a)+ % ] i (a “ ) 22)

(1—a) l—a,| 223\ 1-q

is negative. The first term in this expression represents the gain of first period profits
from increasing #;; the second term is the loss of profits from the second period if
some non-GM seed is planted in period 1 and then used for seed for period 2. The
important part of this equation is the ratio ag /o, Every non-GM seed produced in
period 1 becomes 1/a of the crop in period 2. Hence there is a large cost to the GM
producer of allowing non-GM crops to be planted. It is this factor that encourages
predation.

4.1. STORAGE COSTS

The alternative to planting seed is to store it. Suppose that storage costs are b, so
that 1 tonne of the seed stored becomes 1 — b at the end of the storage period.
Pursuing this strategy, a solitary farm that stores seed at the end of period 0, then
plants it for harvest in period 2 makes profits per unit of

—apo + (1 — b)(p2 — cu) = —[riay + cg — cu] + (1 = b)[r2ag + ¢, — cal.
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This strategy yields zero profits when

riog + (cg — cp)b
(1 = b,

ry = (23)

Thus storage effectively puts a cap (which may not be binding) on the GM pro-
ducer’s second period price. In Figure 3, Equation (23) is depicted by the broken
line segment TT.® A drop in storage costs makes TT shallower in slope while
raising the intercept (on the assumption that ¢, < ¢,). If storage is costless, so
that b = 0, then (23) reduces to r, = r(, in which case predation can never be
optimal.

In short, therefore, if there is no advantage to the GM crop then it will not be
planted. If the cost or yield advantage is sufficiently large then it will eliminate the
old varieties at a price to farmers which is always below the unit cost of the tech-
nologies it replaces. However at intermediate cost savings there is the possibility of
effective predation by the GM producer in which initially the unit cost of the GM
crop is sufficiently below the unit cost of the older varieties for the older varieties to
be eliminated. However, once elimination has occurred the price charged to farmers
for GM seed will lead to unit costs of production exceeding their original values.
This last outcome is constrained by a low cost of storage, but in theory if storage
costs are high enough then successful predation can still occur.

42. SIMULATION

Most of the relevant parameters in the critical equations (such as (22)) are not
known with any certainty. Nevertheless a small amount of simulation provides
some flesh on the bare bones of the analytical results. I begin by normalising the
demand system by setting @ = 1. A reasonable figure for a monopoly price is
10-50% above its competitive value, which would imply a range for ¢,/(1 — )
from 0.833 to 0.5. As noted earlier, for many crops values of a are typically small,
usually under 0.1, so I take ¢, to lie in the range 0.5 to 0.9, while a lies between
0.02 and 0.1.

Some preliminary estimates of the cost advantages from GM crops are available
from US field trials and farm data. Fernandez-Cornejo and McBride (2000) provide
an accessible survey. Most of the evidence suggests that yields from herbicide-
resistant varieties of soybean, cotton and corn are at or below traditional varieties.
The gains to farmers come from simpler and cheaper methods of weed control,
combined with the ability to plant more closely. Hence for herbicide resistance,
a = ap,but ¢ < ¢,. For Bt varieties of cotton and corn, the gains come from
lower pest damage, leading to both lower pesticide costs and higher yields, in other
words & < ¢, and ¢, < c¢,. Typical cost savings are of the order of 5-15% though
as Fernandez-Cornejo and McBride (2000) point out, in some regions of the USA
in particular years, the returns to GM technology appears negative, though not
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Figure 4. Constraints on predation: critical storage cost values.

significantly so. According to field trials (see, e.g., Gianessi and Carpenter, 1999),
the returns are higher for Bt traits than for herbicide resistance. This may be of
significance in the tropics where pest damage can reach very high levels. In the
simulations I take reductions in a and in costs to be between 1 and 15%.

Figure 4 depicts critical values of b above which predatory pricing is not con-
strained by the possibility of storage of non-GM during period one for planting
in period 2. The top two lines are for values of ¢, = 0.7; the bottom two curves
are for ¢, = 0.9. For each pair of curves, the top one represents ¢ = 0.2, with
a = 0.4 in the bottom curve. The bottom axis shows the reduction in non-seed
costs associated with the GM variety. So, for instance, with a cost advantage for
the GM crop of 0.04, ¢, = 0.9 (implying a cost saving of 4.4%) and a = 0.4,
storage costs of greater than 25% per time period imply no constraint on the ability
of the GM producer to price in a predatory fashion. Note that, for these particular
parameter values, predation is indeed the optimal strategy for the GM producer.
For higher values of cost savings, where the curves in Figure 4 join the x-axis,
production of the non-GM varieties is blockaded.

The curves depicted in Figure 4 are fairly typical. Higher values of a reduce the
critical values of b (because each seed is less productive) and greater cost savings
lower the critical value. It is also the case (not shown) that reductions in the value of
a,, relative to a reduces the critical value of b, although the effect is small. To put
these figures in context, note that Cromwell et al. (1992) report typical storage costs
of 40% per annum in some African countries. Such figures would make predation
feasible for multiplication rates of 25 at cost advantages for GM crops of only 4—
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Table 3. Prices in the post-GM market.

Price Non-GM With GM crop

Period 0 ¢p/(1 —a) (—aa(l —a) +cn) /(1 — a)?
Period I ¢;/(1 —a) min(pgm, —[aa/(1 —a)] +cull +a/(1 — @)?))
Period2 cp/(1 —@) pem = (a+cg/(1 —ag))/2

5%. For temperate zone crops such as wheat grown in richer countries, however,
much lower storage costs would limit monopoly power.

43. CONSUMER WELFARE

Table 3 sets out the equilibrium prices without and without the introduction of the
GM crop on the assumption that predation or a blockade is optimal.

Prices in the first two periods are below prices in the non-GM scenario. If entry
is blockaded then the monopoly price in period 2 is also below the non-GM price
and so consumers gain from the innovation as they did in Section 3. If entry is
prevented only by predatory pricing in period 1, then the price in period 2 is above
that in the non-GM scenario. Consumer welfare is decreasing in the price level,
so obviously if the weight attached to period 2 in consumer welfare is sufficiently
large then consumer welfare will have fallen overall.” However, if the reduction
in prices achieved in periods 0 and 1 is sufficiently large, then overall consumer
welfare improves, even with the charging of the monopoly rate in the final period.
Again this is a familiar lesson: consumers gain from predatory price wars, while
the wars are in progress. It is only when competition has been eliminated that
consumers suffer.

Figure 5 provides some evidence from simulation in which welfare for each
period is equally weighted. Shown are figures for net welfare gain for the case of
c¢p = 0.9 and 0.7. The top two curves represent ¢, = 0.9, @ = 0.4, and ¢, = 0.9
with o = 0.2in descending order. The bottom curve shows the case of ¢, = 0.7
and ¢ = 0.2. Note that ¢ = 0.4 is not depicted in this case because it is only
marginally different from the ¢ = 0.2 case. As might be expected, when ¢, =
0.9, a higher cost saving is associated with a larger welfare gain, which becomes
positive for the largest values of cost saving where the monopoly price is below
the pre-GM competitive value. However, for smaller cost savings, the net welfare
effect is negative. When ¢, = 0.7, the monopoly price is much larger than the
competitive price and in this case, welfare gains are never positive. Comparing
Figures 4 and 5 it can be seen that it is perfectly possible for storage costs to be
such that predation is feasible and welfare gains are negative.”
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5. Discussion

It is obvious from the preceding that there is nothing automatic about the process
of monopolisation — a number of assumptions must be satisfied. In particular it is
worth emphasising that as long as competing seeds remains readily available, for
the owner of GMO patent rights, the power to set prices is heavily circumscribed.
In addition, with only a limited number of crops and few in direct competition with
one another,” the current situation is unlikely to last — more competition between
transgenic varieties is likely to be a feature of the next ten years, especially given
the fact that the new technologies lower the costs of developing new varieties,
compared to traditional breeding techniques.

Worldwide, there is also an established series of ex situ seed-banks and stor-
age facilities and this again limits monopoly power, particularly in countries with
well-organised systems and where storage costs are low. In other countries, where
storage costs are high'” the power of the GMO producer may be stronger. However,
Goeschl and Swanson (1998) raise an important point about the limited value of ex
situ storage when there is rapid evolutionary change in weeds and pests and hence
rapid change in the optimal genotype of a crop. It is not clear how this affects
the monopoly power of the GMO producer since, presumably rapid and localised
change in the optimal genotype would also limit the extent of the market penetra-
tion of a standardised variety in the first place.'’ If though pricing was sufficient
low to capture the market, the opportunity costs would be consequently that much
higher.
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Finally it is worth noting the implicit assumption of full appropriability of
the returns from the GM technology. If this is not possible, either because Ge-
netic Use Restriction Technologies (GURTS), such as the so-called Terminator
Gene, are prohibited (e.g. by law or social norm), or economic and legal means
of appropriation, such as the contractual devices mentioned in Section 2, are not
completely effective, then this may limit the ability of the GM producer to eliminate
competitors.

5.1. REMEDIES

The public policy implications of the threat of predatory pricing are unclear. In
the EU countries, one option is regulatory control through national competition
policy or, if the relevant conditions were satisfied, through Article 86 (Abuse of
Dominant Power) of the Treaty of Rome. The fine of Euro 8.8m levied on Irish
Sugar Plc. in 1997, shows that the European Commission has been willing to act
against agricultural firms engaging in predatory pricing (McDonald and Dearden,
1999). A less reactive and more structural approach to promoting competition
would be to relax the regulations governing development and deployment of new
transgenic varieties.'> Such an approach would likely prove contentious and serves
to illustrate the difficulties of marrying competition and environmental policy. A
third option, less likely to run into the same controversy is greater support from the
public finances for ex sifu and in situ conservation.

A final option is reducing the cost of storage. As already noted, this can involve
investment in storage facilities, in transport infrastructure or in direct subsidies. If
any policy reduces storage costs b, this shifts the line TT in Figure 3 down and
to the right. However, if the constraint placed by storage on the GM producer's
pricing policy is non-binding in the absence of positive intervention in the storage
market, then small changes in b may have no effect on prices of GM crops.

6. Conclusion

A previous draft of this paper was entitled “Should we ban the terminator gene?”
The answer from this paper is ‘not necessarily’ but there are clear indications that
under some circumstances GM crops may lower welfare. Monopolisation in itself
though is not a cause of welfare loss, since the usual route to monopoly control for a
new technology is via greater efficiency. The risks of welfare loss arise through the
possibility of greater variability in output and through the possibility of predation.
Predation is most likely to be a threat to welfare when: (1) there is only one GM
producer; (2) the advantage of its product over traditional varieties is not large;
(3) there is pre-existing uniformity in the varieties being grown; (4) the monopoly
price of the crop is high relative to the competitive value; (5) there is an absence of
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publicly supported in situ and ex situ conservation, and (6) total storage costs are
high.
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Notes

! Sources of risk which are highly correlated across all cultivars, such as drought, flood or
storm damage are therefore ignored. This maximizes the increase in risk, consequent upon the
monopolisation of production.

% Arguably, the announced price for the following season’s seed should be after the harvest. With
no random element to the harvest in the model, the only significant difference produced by making
this alternative assumption would be to the price in period 0, when the sudden introduction of the
new technology would lead (possibly) to a second market opening for the produce from period 0.
The qualitative results of the story would not be changed.

3 Obviously only the latter is feasible for some crops, such as hybrid maize, in which case the
power of the would-be monopolist is strengthened.

* For many crops, the multiplication factor (= 1/@) is high, making seed costs a small fraction of
overall costs. Cromwell et al. (1992), for instance, list multiplication factors of 25 for wheat and 50
for rice.

> This result, familiar in the vertical restraint literature, arises because of the lack of substitution
possibilities in the farm’s production function.

® Note that the relationship between the intercept of this equation and the other lines on the figure
is drawn arbitrarily.

7 While clearly not in the model as it stands, period 2 could be viewed as the ‘long-run’ with
periods O and 1 representing the initial phases of adjustment to the new technology. If this is the case,
placing a higher weight on period 3 welfare, compared to welfare in periods 0 and 1, might well be
justified.

8 Note that placing a greater weight on period 1 rather than period 2 raises welfare, but may still
not yield a net welfare gain.

® For instance, the National Corn Growers Association (USA) website lists only four GM varieties
(from three companies) of corn with approval for import into the European Union as of mid-1999.
Two of the varieties express insect toxins, one has a gene for glufosinate tolerance and one variety
has both features.

' Cromwell et al. (1992) note that “the cost of installing and operating controlled environment
stores in tropical stores is very high and this is seldom an economic approach if real costs are to be
passed on to farmers” (p. 41).

""" In fact, the localised nature of the optimal variety is a general factor limiting monopoly power.

2 In addition to the four varieties of transgenic maize approved for import into the European
Union, the NCGA website lists another seven varieties awaiting approval.
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10. The Diffusion of Benefits from Biotechnological
Developments: The Impact of Use Restrictions
on the Distribution of Benefits

TIMO GOESCHL and TIMOTHY SWANSON

1. Introduction

In the management of the research and development (R&D) process, society is
attempting to solve a particular form of a public goods supply problem. The infor-
mation generated by the R&D process has the character of a public good, i.e. it is
non-rival and non-excludable. In the absence of regimes that ensure a flow of rents
to the creator of this information, its public good character poses a strong disincen-
tive for private investment in R&D. The rationale for the creation of property rights
in innovations is that such regimes will have the effect of encouraging investments
in R&D, and hence the supply of information resulting from it.

This paper analyses the impact of such property rights regimes, in the specific
context of the plant breeding sector. Plant breeding forms an essential part of R&D
in the agricultural sector. It has been shown to be a major source of agricultural pro-
ductivity growth (Traxler et al., 1995; Huffman and Evenson, 1993; Schmidt, 1984;
Thirtle, 1985; Evenson and Kislev, 1973). At the same time, plant breeding poses
an even more formidable problem to society than usual R&D processes because
the R&D output, namely seeds, has a self-reproducing property. This makes it very
difficult for the innovator to control the dissemination of innovative traits. Addi-
tionally, cross-breeding offers competitors the potential for accumulating others’
innovations within their own R&D output. In essence, the ease of transfer of traits
between crops makes it very hard to protect the proprietary information contained
in improved varieties (Swanson, 1996). The result is that in the absence of interven-
tion, very little private R&D would be carried out in plant breeding in comparison
to the social benefits that are generated through such crop improvements.

There have been at least two responses to this problem. One has been a sequence
of legal forms of rent protection through intellectual property rights (IPRs) in culti-
vars. These rights have gone through a series of changes, commencing with several
domestic forms of IPRs in various countries since the 1930s, and culminating in
the development of international regimes for plant variety protection (the UPOV
convention) in 1970. This has led to a pronounced increase in private plant breeding

” Timothy Swanson (ed.), The Economics of Managing Biotechnologies, 219-248.
© 2002 Kluwer Academic Publishers. Printed in the Netherlands.
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in those countries where effective protection has been afforded to these legal claims
(Butler, 1996).

Another response has been the use of fechnological forms of IPR protection.
This form of protection makes use of a particular feature of hybrid vigor to enforce
effectively claimed property rights in innovative plant varieties. Hybrid varieties
contain a very diverse set of genetic material, and their reproduction will gener-
ate highly distinct offspring. In essence, the precise reproduction of an F1-hybrid
requires possession of the knowledge of the inbred lines that were used in its pro-
duction. Since innovators need not disclose these lines, unauthorized reproduction
of the seed can be effectively prevented. The application of hybridization in the
commercial seed sector suggests that the availability of use restriction (via hybrid
varieties) is an effective and preferred means for protecting innovative plant vari-
eties (Butler and Marion, 1985; Butler, 1996). However, for biological reasons, this
response has only been commercially viable for a small set of the most important
crops, namely maize and sorghum.

The primary distinction between the legal and technological forms of property
right protection is the extent to which the domestic regime concerned (where the
innovative product is being utilized) is crucial to the determination of the effective-
ness of the regime. Legal forms of protection are entirely dependent upon the effort
and resources of the domestic regime for effect. If the state chooses not to respond
to the property right holders complaints, or its courts refuse to enforce the claimed
rights, then the regime is entirely without effect. Users may reproduce, resell and
effect R&D with impunity, if the domestic regime does not expend the resources
necessary to prevent these acts. On the other hand, the commitment of the domestic
regime is irrelevant to the effectiveness of the technological forms of protection.
Even if the domestic regime is openly hostile to the claims of the property rights
holder, technological forms of protection enforce the claim of right within the
boundaries of that state as much so as in any other. Hence, technological forms
of protection are state-neutral while legal forms of protection are state-dependent
for effectiveness.

The economic impact of these two distinct property right regimes is the subject
of this paper. Clearly, one important aspect of this impact is its capacity for rent
creation and appropriation, i.e. the incentives for undertaking R&D. The other
aspect concerns how the resulting information diffuses once these innovations are
made (Ordover, 1991). Evenson and Kislev (1973) pointed out in their early study
on wheat and maize that the international diffusion of innovations in hybrids may
be inferior to that of open-pollinating varieties. On the one hand, this might seem to
be an unavoidable consequence of rent creation and appropriation, as the creation
of impediments to the costless diffusion of information is precisely the form that
effective property rights in innovation must take. On the other hand, the creation of
a barrier to costless diffusion need not, and in fact should not, necessarily equate
with the observation of dramatically reduced flows of information. It should in-
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stead result in increased payments to the innovator to generate increased flows of
information. The observed impact of reduced diffusion is an unwanted by-product
of the second-best policy of creating these property rights.

Where the impacts fall from the implementation of this second-best policy is
important. Agriculture is a sector of fundamental importance for all developing
countries. More than 4 billion people in the developing world directly depend on
some type of farming activity for their sustenance. The welfare effects of inhibited
diffusion to these people are of significant consequence. Especially in the case of
global agriculture, the impacts of restricted diffusion must be carefully balanced
against the beneficial impacts of increased rates of innovation.

The purpose of this paper is to review some evidence from the diffusion of
innovations in hybrids and non-hybrids in order to establish the impact of various
forms of property rights regimes (legal and technological) on the diffusion of inno-
vation. The particular evidence that we will be looking at is the diffusion of yield
gains to developing countries. In this, the paper is closely related to a number of
recent efforts to quantify the extent of international spill-overs from R&D and of
international convergence of productivity growth in both agriculture (McCunn and
Huffman, 2000; Schimmelpfennig and Thirtle, 1999; Huffman and Evenson, 1993)
and economies as a whole (Coe and Helpman, 1995; Coe et al., 1997; Bayoumi et
al., 1999; Frantzen, 1998, 2000; Barro and Sala-i-Martin, 1995). These papers have
examined, theoretically and empirically, the direction, volume and growth impacts
of the flow of innovations between countries.

Our paper is closest in spirit to the empirical work by Coe et al. (1997). There
they examine how countries, which are primarily receivers of R&D outputs, benefit
from R&D undertaken abroad. Developing countries provide minimal R&D invest-
ment in the world economy generally (Coe et al., 1997)." Within agriculture, their
share in R&D expenditure is higher, but it is significant only in the public sector
(Pardey et al., 1991) and — in contrast to R&D in other sectors — may contribute lit-
tle to technological progress generally (Evenson and Kislev, 1973).2 This suggests
that the agricultural sector may not differ from other sectors of the world economy
to an extent that would render the analytical framework of Coe et al. inapplicable.

The novel aspect contained in this paper is that it presents evidence on inter-
national diffusion under two different regimes of IPR protection, one ‘legal’ and
the other ‘technological’. This is a crucial distinction because the legal form of
protection has received little support throughout the developing world in the past,
and hence it has had little effect on restricting the flow of information between
developed and developing countries. It is argued here that the legal form of pro-
tection in effect generated rents from restrictions enforced in the developed world,
while allowing costless diffusion of innovations between developed and developing
countries. The fechnological form of protection in effect generated increased rates
of return to the innovators but at the cost of the potentially restricted diffusion of
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innovation. The purpose of the paper is to assess the incidence of this potentially
restricted diffusion, which countries bear this cost and to what extent?

The organization of the paper is as follows. In Section 2 we present evi-
dence on the unconditional convergence in international crop yields in hybrids
and non-hybrids based on the eight most widely cultivated crops.” The absence
of convergence in hybrid crop yields motivates a panel study across these eight
crops in Sections 3 and 4 — in order to measure the diffusion rates of innovation
under the contrasting property right regimes. In Section 5 we discuss the results
of the panel study and provide a number of possible explanations for the results
before concluding.

2. Convergence in International Cultivar Yields

We commence this study with an examination of the ‘rate of convergence’ in inter-
national agriculture. The present study examines the development of crop yields in
the eight most widely cultivated crops, namely barley, cotton, maize, millet, rice,
sorghum, soybeans and wheat. The time period examined includes most of the
time period for which F1 hybrid varieties have been widely available (from 1961
to 1999) and comprises all developing countries for which complete and apparently
genuine yield data could be obtained. The eight crops have been grouped into two
categories, one containing the two crops for which hybrid seeds have been available
on a widespread basis, namely maize and sorghum; the other containing the six
remaining crops.

2.1. DATA AND VARIABLES

The yield data for the eight crops examined are annual yield data from the FAO
Statistical Database (FAOSTAT). The data record the harvested production per unit
of harvested area for crop products based on the annual harvest data and the area
harvested. Data are recorded in hectogramme (100 grammes) per hectare (hg/ha).
The data is not always fully reliable. Specifically, all countries were omitted for
which no complete time series of yield data was available for the 39 year period
or whose yield data showed an obvious lack of reliability. Even with a stringent
application of these rules, the panel size is never below 39 countries, with soybeans
particularly affected by the rule of complete time series.”

There are obvious objections to the exclusive use of yield data in order to exam-
ine the productivity development and the scope for spill-overs between developed
and developing countries. The variable that is customarily used in such contexts is
the total factor productivity (TFP) of an economy (Grossman and Helpman, 1997;
Frantzen, 2000) in macro-economic settings or of the agricultural sector (Schim-
melpfennig and Thirtle, 1999) for sector-wide analyses rather than the observed
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yield. Since yield development comprises both factor mobilization and produc-
tivity increases, inferring TFP dynamics from yield development is problematic.
Empirically, however, in the absence of crop-specific TFP data, yield data may
proxy well for TFP: results for the US indicate that TFP growth accounts for
almost all of the real output growth in agriculture (Ball et al., 1997). This suggests
that at least in the case of developed countries, changes in factor inputs may be
insubstantial to the empirical exercise. But even for less developed countries, the
practice of using yield as a proxy for TFP can be defended on the grounds that if the
agricultural production function is very elastic regarding factor input substitution
(in other words, if there is a high degree of complementarity between inputs), then
the factor input mix is largely determined by the state of technology (Evenson and
Kislev, 1973).

A second point is that the empirical assessment of R&D spill-overs normally
relies on data of R&D capital in different countries in order to estimate the volume
of externalities, thus imputing R&D output by reference to R&D inputs. In this
paper, we use the transformations of yield data as a proxy for R&D output, in the
same vein as they are used as a proxy for TFP.” There are two reasons for this
choice. One is the obvious data limitation regarding crop-specific R&D capital:®
little sufficiently disaggregated data is available. Secondly, R&D capital that may
be employed for imitation and adaptation of genetic improvement in cultivars is
often only partially based in the receiver country: International agricultural R&D
plays a vital role in the diffusion of agricultural innovations and is not included in
country specific estimates, thus biasing the results. This is to emphasize again that
yield data may provide a good proxy for the actual amount of innovation in crops
in developing countries.

2.2.  YIELD DEVELOPMENT IN MAJOR CROPS

Table 1 presents some summary data about the eight crops examined: the crop with
the highest global acreage in 1999 has been wheat with 214.2. million hectares
and the least significant crop included in this study is cotton with 34.3 million ha
in 1999. As shown, the growth rates of yields in these crops have been lower in
developing as opposed to developed countries’ for five out of eight crops, with
the exception of rice, soybeans and wheat. Correspondingly, the relative yield
gap between developed and developing countries, i.e. the percentage by which
developing countries lag behind the yield in developed countries in the specific
crop, has decreased only for these three crops while it has widened for the five
others. Yet, even for those crops for which the gap has narrowed, wide differences
in global agricultural productivity persist up to this very moment in time. Across
all eight crops, average yields in developing countries are about 57% lower than
the crop yields in developed countries.® Developing countries are therefore still far
off the productivity frontier in this primary sector. There are, however, significant
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Table 1. Acreage, global distribution, growth and relative yield gap in 8 major crops.

Crop Global acreage  Average growth Average growth Relative  Relative
in million ha rate in developed  rate in developing  yield gap  yield gap
in 1999 countries, countries, in 1961 in 1999
1961-1999 1961-1999
Barley 58.6 1.53% 1.03% (40) -57% -59.9%
Cotton 343 2.45% 1.54% (60) -24% —47.4%
Maize 139.2 2.27% 1.42% (95) —65% =12.4%
Millet 37.2 0.93% 0.41% (46) -49% -57.4%
Rice 153.1 0.85% 1.24% (60) —64% -57.9%
Sorghum 44.8 2.08% 0.54% (64) —48% —67.2%
Soybeans  72.1 1.24% 1.58% (32) —46% —40.0%
Wheat 214.2 1.75% 1.89% (54) -60% ~54.5%

differences in the relative yield gaps between the eight crops. In 1999, the smallest
yield gap existed in soybeans at around 40% while the greatest gap could be found
in maize at around 72%.

The growth rates in developed countries reflect the dramatic technological im-
provements in agricultural production. Yields in developed countries have been
expanding at different rates, ranging from 0.85% per annum in the case of rice and
2.45% per annum in the case of cotton. This translates into a total increase of yield
of around 157% in the case of cotton, a more than doubling of the yield, and of
around 40% in the case of rice over the 39 year period being assessed. This growth
at the productivity frontier suggests an expanding set of production possibilities
over time, albeit expanding at different rates for different crops.

23, TESTING FOR CONVERGENCE

The presence of convergence of growth rates across countries is a central concept
in the theory of growth and is of great theoretical and empirical interest (Bau-
mol et al., 1989; Grossman and Helpman, 1997). There are two different forms
of convergence that are generally examined: One is unconditional convergence of
growth rates, or also known as o-convergence, the other convergence conditional
on some factor such as human capital endowment or the saving rate, also known as
B-convergence.

Various examples of o-convergence and S-convergence have been examined
in the empirical growth literature (Barro and Sala-i-Martin, 1995; Grossman and
Helpman, 1990). In agriculture, McCunn and Huffman (2000) examine TFP data
for US agriculture and find evidence that supports the presence of conditional con-
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vergence. This result implies different steady-state TFP in the long run, conditional
on R&D spill-ins from other states, private R&D and farmer education.

As mentioned above, there are at least two quite different convergence concepts
present in the literature, namely S- and o-convergence. The first applies to a situ-
ation where a poor economy exhibits a faster growth rate than a more developed
one, resulting in a process of catching-up over time. This is the concept present in
Baumol (1986), DeLong (1988), and Barro (1991). The second applies to the de-
velopment of cross-sectional dispersion in a characteristic variable over time, such
as per-capita income. This is the concept employed by Easterlin (1960), Streissler
(1979), and Lichtenberg (1994). Naturally, the convergence tests employed by each
concept differ markedly such that presented with a set of data, these concepts can
come to quite different conclusions about the presence or absence of convergence
(see Lichtenberg, 1994; Barro and Sala-i-Martin, 1995).

In order to test for B-convergence, it is customary to regress the average growth
rate of a suitable productivity indicator, AVG, on the country’s initial productivity
value, Y, at the initial point #.°

AVG =c + B -log(Y,,) +&. )

The test of convergence involves a significance test (¢-test) on B where a value sig-
nificantly below zero indicates a negative relationship between initial productivity
and subsequent growth rates and thus convergence in the sense of poorer countries
catching up (Barro and Sala-i-Martin, 1995). We will refer to this test as the test
for ‘mean-reversion’ as there is — strictly speaking — no convergence taking place
(Lichtenberg, 1994).

For o-convergence to occur, it is sufficient that the cross-sectional variance
within the sample decreases over time. The usual method is therefore to regress
the dispersion in yields on a time trend using the regression equation

var(Iny,) = ¢ + ¢t + &, )

where ¢; is a normally distributed random variable with mean zero and variance s.
Again, for the sample to pass the test of convergence, the parameter ¢, estimated
from the sample must be significantly below zero, thus implying that dispersion
within the sample has been decreasing over time (Lichtenberg, 1994). We will refer
to this test as the test for convergence.

We use the standardized' yield data as measurements of partial productivity of
agriculture across all countries. We then separately estimate the parameters 8 and
¢, for the yields of hybrid and non-hybrid crops. For the mean-reversion test, we
compute the average growth rate over the observation period from 1961 to 1999 and
use the logarithm of the standardized yield level in 1961, Y961, as the explanatory
variable. For the convergence test, we compute the dispersion through the sample
variance of the logarithms of the standardized partial productivity data.
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Table 2. Regressions for mean-reversion in crop yields,

1961-1999.
Crop Hybrid crops  Non-hybrid crops
Jind ~0.0053 -0.0170
(0.003818) (0.00246)***
R? 0.016 0.157
(number of observ.) (119) (259)

“The figure in parentheses is the standard error. * indicates
statistical significance (parameter # 0) at a 10% level, ** at
a 5% level, and *** ata 1% level.

24, RESULTS ON GENERAL CONVERGENCE

This section examines the presence of various forms of convergence by technology
(hybrid versus non-hybrid), region and crop. Table 2 reports the regression results
from Equation (1) where the sample excluded developing countries with negative
growth rates in yields."'

For non-hybrid crops, the hypothesis that countries with lower initial productiv-
ity have a high growth rate over time is not rejected by the values of the coefficients:
there is a negative relationship between initial yield levels and a country’s average
growth rate over the following 38 years. This relationship is particularly strong in
cotton, rice and wheat, somewhat less so in millet, soybeans and barley. What is
striking is that there are two crops for which absolute convergence is rejected by
the data, namely sorghum and maize.

Figures 1 and 2 present the graphical result for the regression reported in
Table 2.

Examining the evidence on a crop specific basis provides further support for the
aggregate result. Each of the non-hybrid crops individually exhibits the characteris-
tics of the aggregate, namely that there has been a statistically negative correlation
between the productivity of land (yield) in agriculture in 1961 and the subsequent
growth rate until 1999. In both maize and sorghum, there is no such correlation.

Although these findings do not imply that countries are converging to the same
steady state growth rate, it is evidence of catching-up in yields taking place in
non-hybrids, but not in hybrids. This in turn implies a narrowing of the gap in
agricultural productivity that has been occurring in non-hybrid crops only.

The test for o-convergence is a more stringent criterion. It involves testing for
decreasing dispersion in countries’ yields over the time period from 1961 to 1999.
Table 3 report the results for the aggregate sample of hybrids and non-hybrids for
the 39 year period.

For both hybrid and non-hybrid crops, the convergence parameter ¢, is statis-
tically significant and positively sloped.'” This indicates — within the entire group
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Growth rate, 1961-1999

Figure 1. Initial yield versus growth rate in hybrids, 1961-1999,

Growth rate, 1961-1999

Figure 2, Initial yield versus growth rate in non-hybrids, 1961-1999.

0.06

Hy brid Crops

0.04

0.024

0.00

-1.5

0.06

Standardized log(yield in 1961)

Non-Hy brid Crops

0.04+

0.02-

0.00

-1.5

Standardized log(y ield in 1961)

227



228 T. GOESCHL AND T. SWANSON

Table 3. Regressions for convergence of crop yields,

1961-1999.

Crop Hybrid crops ~ Non-hybrid crops

P, 0.002603 0.003793
(0.000138)***  (0.000110)***

Py 7.41E-05 2.11E-05
(6.23E-06)***  (4.99E-06)***

Ry 0.793 0.326

(number of observ.)  (39) (39)

Table 4. Results of convergence tests for hybrid and non-hybrids crop
yields in developing countries, 1961-1999.

Crop Hybrid crops  Non-hybrid crops
pB-convergence (mean-reversion)  No Yes
o-convergence (yield dispersion) No No

of developing countries — a growing dispersion in crop yields over time in both
hybrids and non-hybrids and the absence of convergence to the same steady state
rate of growth, i.e. failure to observe so-called o-convergence. This implies that the
yields are not converging to the same steady state growth rate across the developing
world.

Combining the tests for 8- and o-convergence, we arrive at a differentiated
picture for hybrid and non-hybrid crops. The results are summarized in Table 4.

In hybrids, there has been both no mean reversion of crop yields and no decrease
in yield dispersion over time. In non-hybrids, yield dispersion also failed to occur,
but there is evidence for global mean reversion, suggesting that countries trailing
behind in productivity development experience some degree of catching-up with
the frontier by experiencing faster growth than the average country.

The result on non-hybrids is in line with similar productivity studies based on
TFP. McCunn and Huffman (2000) also find evidence for catching-up, but no evi-
dence for reduced dispersion in TFP over time. This idea is intuitively appealing as
one would expect countries with below-average productivity to experience higher
marginal returns on capital and technology than countries operating close to the
productivity frontier (Barro and Sala-i-Martin, 1995, ch. 1). It is curious, therefore,
that this mechanism fails to occur in hybrid crops where the rate of innovation at
the frontier is higher than in non-hybrid crops (see Table 1). This would suggest
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a greater scope for yield increases in developing countries for hybrids than in
non-hybrids."

3. A Model of Diffusion

Mean reversion is obviously a weak criterion of economic development, implying
little more than the scope for catching-up with more developed countries. Con-
versely, where mean-reversion fails to occur, it indicates a significant problem in
growth performance. The absence of mean-reversion for hybrid crop yields (as
opposed to non-hybrids) merits further analysis.

The usual approach to analyzing the growth performance of a sector is to make
the convergence process conditional on other variables. This normally results in
multivariate models of convergence (Lichtenberg, 1994). When convergence dif-
ferentials appear at the crop-specific level, as is the case here, there are a number
of empirical difficulties in replicating the multivariate approach. The most rele-
vant limitation is the absence of appropriately disaggregated data on total factor
productivity and research capital and investment at the crop-specific level (Pingali
and Heisey, 1999). The scope for exploring the role of other factors in an explicit
fashion is therefore limited. However, the available data enables us to examine the
development of crop yields in developing countries from another relevant perspec-
tive, namely as a process of diffusion of innovations from the technological frontier
to countries lagging behind.

The examination is conducted as a panel study of the yield developments in the
eight crops over the period from 1961 to 1999. To estimate the rate of diffusion
from the frontier, we adopt a specification used in a related study by Barro and
Sala-i-Martin (1995, 1996) that examines the impact of imitation on growth for
developing countries that do not innovate themselves.

3.1. A LEADER-FOLLOWER MODEL OF TECHNOLOGICAL DIFFUSION

In this section, we present a simple model of technological diffusion based on a
theoretical framework commonly used in the context of growth and innovation.
For the details of the model, we refer the reader to Barro and Sala-i-Martin (1995,
ch. 10). In this model, the source of technological progress are the constant returns
to scale to innovation in intermediate goods in the spirit of Romer (1990). The
particular multi-economy setting that we explore here is a leader-follower model
in which there is a technological frontier at which innovations occur which are im-
itated by countries off the frontier. Countries have different endowments of inputs
that allows them to produce final output and to generate new products through in-
novation (leader) or imitation (follower). As Barro and Sala-i-Martin (1995) show,
this setting allows a straightforward estimation of a convergence model.
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Assume that a follower country’s cost of imitation, v, is an increasing function
of the ratio of the number of intermediate goods in the follower (N¢) and the leader
country (N ) such that

().

with ¥’ > Qand ¥” < 0.The usual conditions apply.'* Barro and Sala-i-Martin
then show that it is possible to derive the optimal ratio of goods in equilibrium,
R = Ng/N,, as a function of the factor endowments and the cost of imitation
only. In other words, there is an R* that is unique and optimal. If Ng/Ny» = R*,
then the leader and the follower country are in a steady-state characterized by a
constant growth rate of Ng and Ny If Np/Np < R*, then v < v*, i.e. imitation
becomes cheaper as there is an abundance of useful products available to be copied.
The result is a model with common convergence characteristics: an economy grows
proportionately faster the further below it is from its steady state. Barro and Sala-
i-Martin then formulate the result as a log-linear approximation such that

R
yw=n—u4%[ﬁl, 4)

with y denoting the growth rate of the follower and leader country, respectively,
and u denoting the speed of convergence. This can be transformed directly into

YF/yL ].

5
OF/yL) )

VF=VL—#'10g[
This gives the growth rates for a country of the frontier (a follower) as the growth
at the technological frontier (a leader country) minus the ‘friction’ induced by the
fact that imitations do not diffuse without cost as u is positive transformation of
the cost of imitation (Equation (1)).

In the context of diffusion of innovations in crops, there are structural factors
that inhibit the diffusion of innovations and that are likely to remain constant over
time (Evenson and Kislev, 1973). The most important structural factor is agro-
ecological barriers to diffusion that will limit the amount of innovations useful in
a follower country. One way to interpret these barrier is to see them as equivalent
to intrinsic productivity differences between leader and follower country in a par-
ticular crop. This can be accommodated within the given model as a statement that
R* is constant over time and specific to each follower country, implying a specific
transmission ratio of innovations from the frontier to follower countries. With R*
constant, this means then that for each country, we can transform (3) to estimate
the following model

YF=YL— i -log (y—F) —ar. (6)
yL



THE DIFFUSION OF BENEFITS FROM BIOTECHNOLOGICAL DEVELOPMENT 231

In practice, the model has to be transformed for further estimation to remove spuri-
ous correlation in the dependent and independent variables. We therefore transform
Equation (6) into an error-correction model that has a correction mechanism com-
ponent, captured in B, and a structural component, captured in @;. This results
in

AGy=a;+ Bi-Gi-1 +6, @

with G;; = log(yi,/y;) such that B is an estimator of the catch-up rate of the
country i to the development at the frontier, denoted by an asterisk (*) and a; < O
represents a measure of the country-specific structural barrier to an innovation
from outside. Equation (7) states that differences in the growth path of crop yields
can originate from two sources: (1) Inherent and persistent problems in the fol-
lower country to keep up with the yield dynamics in the leader country. These
are captured in a country-specific estimation of g;. (2) Problems in the diffusion of
innovations from the leader to the follower country. This is captured in the catch-up
parameter f.

4. Estimating the Diffusion of Innovations

In this section, we estimate the rates of diffusion of innovations under both property
right regimes (hybrid and non-hybrid crops). A particular feature of this analysis
is that it enables us to decompose the development of the yield gaps in each of the
crops into its three basic components: (1) innovation at the frontier, (2) the diffusion
process of these innovations to developing countries, and (3) the country-specific
factors that impact on the capacity for yield growth such as specific agro-ecological
conditions. The first will tend to increase yields as the set of technological possi-
bilities expands. The second will decelerate the speed at which these gains reach
developing countries, and the third part will determine the long-run capacity of a
country to experience yield growth in a particular crop at a rate above or below the
growth rate at the frontier. We turn to all of these implications in Section 5, while
in Section 4 we focus on the impacts on diffusion.

4.1. ESTIMATING THE ECONOMETRIC MODEL

The method we use to estimate the parameters b and a; is a fixed-effect panel es-
timation model that allows for heterogeneity among the countries through variable
intercepts (Hsiao, 1986). In order to empirically estimate the Barro—Sala-i-Martin
diffusion model consistently. To recapitulate, the model has the form

AG =a;+B-Gi—1 +5, ¢ty

where G is the gap in logarithms of the yield between the specific country and the
lead country, A signifies the change in the gap and & is a normally distributed
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random variable with E(¢) = 0 and a known variance. The intercept term &;
denotes the long-term difference in productivity growth in equilibrium between the
frontier and the developing country i. As laid out in Section 1, the interpretation
of g; is to regard it as a country-specific intercept that captures the agro-ecological
and institutional factors that influence the overall productivity development of a
crop in the individual country. In this it captures the content of the hypotheses
that claim country-specific factors are responsible for the disproportionate yield
gap that exists in the case of maize and sorghum. The coefficient B that is to be
estimated then reports the diffusion coefficient of the particular crop.

Empirically, we enter the yields of the frontier and the country i in the form
of log(y;;) with y denoting the yield of country i. Then we estimate the diffu-
sion coefficient 8 according to the model above as a GLS-regression correcting
for the residuals being cross-section heteroskedastic by down-weighting each pool
equation by an estimate of the cross-section residual standard deviation."

4.2. ECONOMETRIC RESULTS

Each of the estimations delivers a coefficient B that is statistically highly significant
and we also report a parameter @ that denotes the average intercept for all countries
in the estimation. The Durbin—Watson coefficients and inspection of the Ljung-
Box (Q-diagram indicate that serial correlation is not present in this estimation,
thus strengthening our claim that the results provide an analysis that is independent
from the trends at the frontier.

Before interpreting the results, it is convenient to perform some algebra in order
to bring the model into a simpler form. Re-arranging (4), we arrive at the following
equation for the growth rate of yield, Ayt in the average developing country:

Ay =Ay; —(1+B)- G +a+e. 9

This formulation reveals the separate components that drive the growth rate of
yields in the average developing country: the first component is the yield gain at
the frontier Ay*. This reflects the expansion of the set of technological possibilities.
The second component captures the extent to which an innovation can diffuse in
the country. We define the gap G to take on positive values. Therefore, we would
expect that the coefficient B is negative (indicating that innovations do not have
a negative effect on growth) and that the closer the coefficient is to —1, the more
rapid the gains dissipate from the frontier to the average developing country. The
third parameter, d, summarizes the country-specific growth lags as an average. A
positive value would indicate that on average, developing countries have a higher
‘intrinsic’ rate of yield growth in this crop.
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Table 5. Regressions for diffusion of innovations in different

crops.
Crop Hybrid crops Non-hybrid crops
B -0.242 -0.312

(0.008158)***  (0.007711)***

o -0.33611 -0.28171
R? 0.136 0.167
(number of observ.)  (6004) (8664)
DW-statistic 2.438933 2.374825

The figure in parentheses is the standard error. *** at the 1%
level.

43. INTERPRETING THE RESULTS: DIFFUSION

The results reported in Table 5 show that hybrids have had a lower rate of diffusion
of innovations from the frontier to developing countries than non-hybrids. While
non-hybrids carried over roughly 69% of the gap opened by an innovation into the
next year, hybrids carried over about 76%. This means that developing countries
retained 7% more of the yield gap in hybrids relative to non-hybrids. This explains
an important pan of the cumulative yield gap that has developed in hybrids.

The results also indicate that structural effects, such as agro-ecological con-
ditions, have contributed to inhibiting yield growth of hybrids in developing
countries. The parameter a is the mean of the individually estimated parameters
a;. The means computed for hybrids and non-hybrids indicate that in hybrids, the
average developing country has had a greater negative long-term deviation from the
growth rate of the frontier than in non-hybrids. The combination of structural and
diffusion effects has therefore resulted in considerable differences for the diffusion
of innovations under the two systems.

For individuals cultivating different crops, an important criterion for evaluating
crops is the loss of yield suffered as a result of slow diffusion. This gives a different
angle on the problem of diffusion as it looks at the present value of the cumulative
process of an innovation arriving at developing countries in a delayed fashion.'®
Figure 3 reports the multiplier to the initial shock that results from lagging behind
the technological frontier for these plant varieties (present value being determined
at a 10% discount rate)."” The curve depicts the present value of the total ac-
cumulated losses as a multiple of the initial ‘loss’. Looking at the estimates for
hybrid and non-hybrid crops, the graph shows that the differences between the
rates of diffusion result in the economic loss being about a third higher in hybrids
as opposed to non-hybrids.
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Figure 3. Loss multiplier as a function of the diffusion rate.
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44. INTERPRETING THE RESULTS: COUNTRY-SPECIFIC LAGS

A second set of important differences arises from the country-specific data on ‘indi-
vidual growth capacity’. This reveals firstly that, on average, developing countries
would experience slower growth in all crop yields as the coefficient d is below zero
for all crops. However, these impediments to growth are quite different between
crops, ranging from rice, a crop with good intrinsic growth potential in devel-
oping countries at @ = -0.230, to wheat, with high average barriers to growth
at d = -0384. This captures whether the history of diffusion of each crop has
brought it to countries where the local conditions are beneficial or adverse to the
successful cultivation of the plant.'® Interestingly, there is no correlation between
parameter estimates of @ and 8, which indicates that the processes of diffusion are
disjoint from the effects of local conditions."

Another informative statistic is how diverse countries are in their experience.
It shows that in sorghum, cotton and soy, there is a wide dispersion of local
coefficients, indicated by the variance-to-mean ratio r = o2/u; > 5, while the
experiences are fairly similar between countries for the other crops, where r < 4.

5. Discussion

This paper has put forward three sets of observations on crop yield developments
across developing countries. The first observation set out the average yield gaps
between developed and developing countries. The yield gaps are large across the
entire range of crops (developing country yield gaps between 40 and 60%) but the
two outliers in the group clearly are maize (72% gap) and sorghum (67% gap).
The second observation consisted of a test for ‘absolute convergence’ across both
hybrid and non-hybrid varieties — a test for whether countries with lower yields
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at the beginning of the period of observation (in 1961) have experienced higher
average growth rates over the ensuing period (between 1961 and 1999). This
exercise showed that the hybrid crops do not exhibit this absolute convergence
property, indicating the presence of unusual convergence-limiting factors for these
crops. We then examined the rates of diffusion from the technological frontier to
developing countries. This part of the study found significant differences in the
rates of diffusion of innovation between hybrid and non-hybrid crops, and that
diffusion had been particularly slow for the hybrid varieties. Based on a standard
innovation-diffusion model (Barro and Sala-i-Martin, 1995), this can be interpreted
as evidence for higher imitation costs in these two crops.

In each part of the study, the hybrid crops (maize and sorghum) have been
highlighted as the distinctive crops in the relationship between developed and de-
veloping country crop yields. In this section we set out our hypothesis concerning
the reasons underlying these observations on these crops’ relative performances.

In the context of the diffusion model by Barro and Sala-i-Martin (1995), dif-
ferences in the diffusion coefficients are indicative of differences in the cost of
imitation, i.e. the costliness of transferring an innovation from its developed coun-
try origin to its developing country context. An important determinant of the cost
of imitation in the context of crops is how readily the value-adding traits in a novel
variety from the leader country can be identified and extracted by the follower. This
in turn is significantly influenced by the form of property right protection afforded
to the value-adding traits within the innovative variety.

There is no question that property rights may be claimed in innovative plant
varieties,” but the capacity to protect these claims varies. At present there are
two principal forms of protection for claims of property rights to innovations in
plant varieties: (1) ‘legal protection’, which is dependent for effect on the resources
expended on monitoring and enforcement by the follower country; and (2) techno-
logical protection’, which is independent of the resources expended by the follower
for effectiveness. It is probably fair to assert that — over the past 40 years — there
has been little legal protection afforded to intellectual property rights claims to
innovations in plant varieties throughout most of the developing world. Since
most developing countries have had little to gain from expending resources on
the enforcement of property rights for the benefit of innovators situated primarily
overseas, there have been minimal incentives for such expenditures. Therefore, it
is likely that the primary route available for the effective protection of intellectual
property right claims in developing countries has been technological.

Currently, technological protection is available only in the form of modern
hybrid varieties, and thus limited in practice to the ‘outbreeding crops’: maize
and sorghum. Hybridization affords protection to improved plant varieties of these
species, because the seed from them that is sold to farmers represents a relatively
diverse gene pool and subsequent re-plantings generate widely divergent varieties.
The other crop species reproduce asexually, and hence the parents and offspring are
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identical in genetic structure. Sales of improved varieties from these species may
be copied perfectly (and almost costlessly) from purchased seed, unless national
laws effectively prevent such practices.

It is for this reason that we are able to claim that the technologically protected
species act in effect as a case study on the impact of effective or ‘strong’ property
rights in innovation. They are to be contrasted with the impacts of innovations in the
non-technologically protected species that act, in developing countries, as ‘weakly’
protected innovations. Maize and sorghum are distinguished by the unique capacity
for the technological protection of innovations in their sectors; they represent the
lines down which strong property rights protection has been in effect over the past
50 years.”!

We believe that the observed differences in yield growth and diffusion across
crop varieties noted in the previous sections are attributable to the distinctive prop-
erty right regimes that were available for claiming rights to innovation in these
varieties. The observations are consistent with the idea that strong property right
regimes have resulted in varying costs of imitation across countries, which increase
with the distance of the country from the technological frontier. This increasing
cost of imitation translates into the observed consequence that innovations are im-
pacted, slow to diffuse, especially for the two crops afforded effective protection.
The ultimate outcome is that the two crops in which strong property rights exist
are the only two which do not exhibit absolute convergence. The poorer countries
fail to ‘catch up’, only for those crops where strong intellectual property rights
regimes prevail. Finally, this failure to catch up is captured in aggregate terms in
the relative lags between the yields in developing and developed countries. All of
the observations on crop yields and changes across the past 40 years are consistent
with the hypothesis that strong property rights protection over innovations inhibits
their diffusion across the developing world.

If this is the case then it provides significant evidence in the general debate
about the global impact of enhanced property right regimes. These observations
imply that the receipt of benefits from strong property rights protection is inversely
related to the distance of the particular country from the technological frontier. This
would imply that, even if innovation occurs more rapidly under strong property
rights protection, countries far from the frontier might prefer the combined rate
of innovation/diffusion inherent within a weaker form of property rights regime.
All intellectual property rights regimes would entail an inherent trade-off between
innovation and diffusion, and the preferred regime would depend upon the per-
spective (i.e. technological level) of the country concerned (Krugman, 1979; Lai,
1999).
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6. Conclusion

This paper has examined the development of yield in developing and developed
countries in the eight most important agricultural crops over a period of almost
40 years. Our results indicate that although yield growth has been impressive,
problems in global distribution of agricultural productivity persist and give cause
for concern. Our results also indicate that there are significant differences in both
the dynamics of yield growth in the developed countries and the diffusion of these
gains to developing countries between crops that require explanation. Evidence on
the convergence of yields in developing countries shows that convergence occurs
in all non-hybrid crops but does not occur with respect to the hybrids. We explore
the reasons for this difference further by estimating the diffusion coefficients of
innovations from the yield frontier to developing countries. We conclude that the
failure of convergence in the hybrid crops can be explained by the exceptionally
low rate of diffusion in these crops.

Hybrid seed varieties have been available for two crops alone over the past
50 years. This has led to higher than average growth of yields in these crops through
the mobilization of private R&D efforts. At the same time, our results indicate that
the technological protection of property rights claims afforded by hybridization
has a negative effect on the rate of diffusion of these innovations. The existence of
this innovation-diffusion trade-off highlights the problematic international welfare
implications inherent in choosing a particular regime of intellectual property pro-
tection. In other papers we have demonstrated how the perception of the benefits
from property rights regimes varies with the country’s initial position relative to
the technological frontier (Goschl and Swanson, 2000).

The case of crop varieties is a possibly unique setting within which the debate
over the impacts of enhanced property right regimes might be tested. This initial
evidence indicates that there is an inherent trade-off between enhanced rates of
innovation (and thus growth) and enhanced rates of diffusion (and hence distri-
bution). This means that there are frictions within the system of technological
dissemination that inhibit the flows of beneficial information, and that enhanced
property rights regimes will work most prominently against the interests of those
states furthest from the frontier. Although the results are preliminary, they give
cause for concern about the promotion of property rights regimes with such
profound distributional implications.
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Appendix A: Convergence Results — Disaggregation by Region and Crop

The aggregation present in the regressions in Section 2.4 erases the fine structure
of the data with regard to the geographical and crop-specific occurrence of conver-
gence. We shortly examine the question whether there is significant convergence
that the aggregation overlooks. Examining the evidence on convergence on a re-
gional basis, we observe a very small number of regions with a decrease in regional
yield dispersion. Table 6 reports the regression results by world and by region. In
hybrids, there has been a reduction in yield dispersion on a regional basis in the
Caribbean at a 10% significance level and in South Asia at the 5% significance
level.”> In non-hybrids, yields in Central America have been converging at a 1%
level of significance and in South East Asia at a 5% level.” In all other cases, yield
dispersion has rather increased. This implies that although the aggregate perspec-
tive overlooks isolated cases of convergence, the overall picture delivered at the
global level is fairly accurate.

Breaking the data down to the crop specific level by region, there are again some
instances of yield dispersion decreasing at a regional level in some crops. Table 7
lists the instances of significant convergence. Out of 64 possible cases, only eight
exhibit convergence, of which a further two disappear when serial correlation is
corrected. Cotton is the crop for which convergence has been most prevalent and
accounts for half of the robust cases of convergence. By region, there is less of a
discernible pattern, although South Asia and Sub-Saharan Africa both feature more
than one case of yield convergence in a specific crop. The absence of convergence
at a less aggregated level is — again — evidence that the aggregation does not grossly
misrepresent the picture available from the yield data. It also means that the expla-
nation for the failure to observe a decrease in yield dispersion in both types of crops
and mean-reversion in hybrids does not lie at the level of regional disaggregation
or crop specificity.

Appendix B: Robustness of Diffusion Results

In this Appendix, we briefly review the robustness of our diffusion results to
changes in the econometric methodology adopted. There are three main points
to be addressed: (1) the sensitivity of the results to the definition of the frontier,
(2) the sensitivity of the results to the time period chosen, and (3) the sensitivity
of the results to the inclusion of other explanatory variables, and the argument that
diffusion problems are a function of agro-ecological factors only.
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Table 6. Regression of cross-sectional variance of yields on trend by region.

Reference area/coefficient Hybrid crops Non-hybrid crops

Central America AR(1)

(3] 0.002393 0.007539
13.12968*** 23.47693***

¢ -9.09E-06 -0.000118
-1.116526 —-8.617558***

Ry 0.033470 0.868437

Caribbean AR(1) AR(1)

¢ 0.003946 -0.001135
14.5694]1*** -1.102844

i -2.26E-05 0.000183
-1.933255* 4.239138***

R? 0.308384 0.744380

South America

@ 0.002841 0.002226
16.81862*** 21.90425%**

¢ 3.40E-05 6.01E-06
4.496879*** 1.322669

Ry 0.359680 0.046344

Sub-Saharan Africa AR(1)

L] 0.001662 0.004390
10.59792%** 5.750232%**

& 4.24E-05 -1.95E-07
6.053543%** —0.006375

Ry 0.504442 0.536273

North Africa and Middle East

3} 0.003924 0.004443
8.258243%%* 14.87574***

2] 0.000104 3.11E-05
4.912760*** 2.326613**

Ry 0.401349 0.130710
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Table 6. Continued

Reference area/coefficient  Hybrid crops  Non-hybrid crops

South Asia AR(1) AR(1)

¢ 0.001071 0.000695
6.066385%** 1.688054

¢ -1.91E-05 3.55E-05
-2.623612**  2,192337**

Ry 0.739817 0.871075

South-East Asia AR(1) AR(1)

¢ 0.002483 0.002612
3.747586%**  4.446791***

Lo 1.01E-05 -1.30E-05
0.362224 -0.541726

R> 0.379966 0.504564

East Asia AR(1)

ol 0.002509 0.001654
8.530568***  1.884630*

¢ ~1.49E-05 5.00E-05
-1.131658 1.375955

R 0.034352 0.460016

B.1. THE FRONTIER

The model assumes that innovations occur only at the frontier and then diffuse to
the follower countries. We justify this approach by reference to the differential in
biotechnological capacity between developing and developed countries. In order to
test how sensitive the results are to the choice of the frontier, we ran the estimations
against individual known biotechnological leader countries for specific crop (in the
case of maize, the USA, in the case of wheat, the United Kingdom, in the case of
rice, Japan). The results generally show a deterioration in the statistical significance
of the estimators, but no significant difference with respect to the absolute levels
of the estimators. The decrease in the significance can be attributed to the fact
that an individual country’s yield curve contains more variance than a pool of
countries. The only exception to this is the case of rice. We estimated the diffu-
sion process with respect to two yield frontier countries, Japan and South Korea.
This led to a significant increase in the diffusion rate.* Our hypothesis is that
diffusion in rice probably took place by innovations from other paddy-cultivating
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Table 7. Evidence on decrease in yield dispersion, by region and by crop, 1961-1999.

Crop/Region  Maize Sorghum Barley Cotton Millet Rice Soybeans Wheat

Caribbean +++ N/A N/A N/A N/A +++ N/A N/A
(++) (++4)

Central Am. 0/0 0 N/A ++(0) N/A ---(0) N/A N/A

South +++ 0 b --- N/A 0(0) +++ e

America (++) (++) (---)

Sub-Saharan.  +++ ek --- --- ++ 0(0) N/A o

Africa (++) (--=) (---)

North Africa  +++ +4+ b +++ + et N/A 0

and Middle E.  (++) (+++) (+++)

South Asia --- ---(0) +++ N/A --- 0 N/A ---(0)
(-=-) (+++) (---)

South-East ++(0) N/A N/A --- N/A R 0/0 N/A

Asia (---) (+++)

East Asia 0 N/A N/A N/A N/A N/A N/A N/A

Note: A ‘plus’ sign indicates a positive slope of the time trend at 10% (+), 5% (++) and 1% (+++)
level of statistical significance, and vice versa for the ‘minus’ sign. The result in parentheses in-
dicates the result when correcting for serial correlation where present. The convergence parameter
has only been computed for regions where the sample contained more than three countries per crop.
N/A therefore indicates where the sample size was smaller than three.

countries at the frontier being disseminated to a greater extent to countries with
comparatively low yields. Innovations in dry-land cultivation were hence restricted
in their diffusion. Japan and South Korea both use paddy cultivation for rice, which
makes the explanation of separate technological systems plausible and bring rice
closer in line with the average of non-hybrid crops. This suggests a solution to
the rice paradox of non-diffusion from the frontier and simultaneous presence of
absolute convergence because the results on absolute convergence and on diffusion
seem to contradict each other. Closer inspection of the diffusion results reveals
that although the diffusion coefficient is at the lower end, rice has the best result
for the country-specific growth rate. Our interpretation of this result is to postulate
that rice may be particular in that crop improvements in the frontier countries may
have little to contribute to paddy cultivation systems that are in use in many of the
developing countries.

B.2. TIME PERIOD

We performed a test on the robustness of the coefficients by dividing the panel
into four sub-periods, from 1961 to 1970, 1971 to 1980, 1981 to 1990, and from
1991 to 1999. We then repeated the panel estimation on the four sub-periods. The
coefficients are listed in Table 8. It shows that the coefficients changed considerably
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Table 8. Coefficients of diffusion and structural effects in hybrid and
non-hybrid crops, 1961-1970, 1971-1980, 1981-1990, and 1990-1999.

1961-1970 19711980  1981-1990 1991-1999

Hybrids

B -0.383772  -0.655827 -0.811600 -0.730338
o -0.46343 -0.86339 -1.18209 -1.07869
Ry 0.263923 0.367706  0.440946 0.429292
Non-hybrids

B -0.529839  -0.732226  -0.692318  -0.850695
o -0.44816 -0.64504 -0.64333 -0.79662
Ry 0.322702 0.399394 0.387185 0.458522

over the time period, indicating in general an increase in the rate of diffusion to
developing countries in both hybrids and non-hybrid crops. It also shows that with
the exception of the period between 1981 and 1990, non-hybrids have consistently
outperformed hybrid crops in terms of diffusion.

The general increase in the rate of diffusion is intuitively appealing as it reflects
the general improvements in technology and infrastructure. Technological progress
resulted in improved techniques for replicating innovations, thus accelerating trans-
fer of value-adding traits. The development of global infrastructure on the other
hand speeded up the direct transfer of innovations from industrialized to developing
countries.

However, the performance differential between hybrids and non-hybrids per-
sisted. Period 1980-1990: Multinational companies entering adaptive breeding, but
apparently not for long.

How about the fixed effects? Again, true to hybrids disadvantaged there. It
also shows that the frontier developed technologically away from DCs across the
board. Non-existence of international public breeding? What is important from
the perspective of this paper is that the ranking of the crops in terms of diffusion
performance is left unaltered by this procedure. In both cases, maize, sorghum and
rice are the crops with the lowest diffusion within each sub-period. This confirms
the overall picture of relative performance that the first estimation aimed to sketch.

B.3. THE EFFECTS OF LAND EXPANSION

One alternative explanation for yields in maize remaining low is that the model we
estimated omits a crucial variable included in other models that measure the impact
of R&D on productivity (see, e.g., Evenson and Kislev, 1973), namely the changes
in the acreage of the crop.
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The argument is that the above regression results for yield development over-
look the fact that the quality of land inputs may degrade as cultivation expands.
If expansion into marginal lands was an important factor determining yields, then
maize yields — as one of the most successful crops in terms of expansion in devel-
oping countries — may have been depressed as a result of that. In order to test this
alternative explanation, we estimated an augmented model of the following form

AGy=a+B-Giy1+y- ALy +s, (10)

where L is the acreage of the crop. Empirically, we enter AL;; as the log of the
area harvested in country i at time ¢. On the basis of the hypothesis above, we
would expect the coefficient y to be negative in order to capture that the expansion
of land under cultivation should have a negative effect on the yield development of
the crop in country i.

The econometric results show that the impact of land changes (measured by the
coefficient of the log of harvested area) is not significant for any of the crops with
the exception of maize (at a 1% level) and sorghum (at a 10% level). This means
that — with the exception of maize and sorghum — the difference in the speed of
yield growth between developing countries and the lead countries is explained very
well by the diffusion of technological innovations, but not by changes in the crop
area harvested. In the case of maize and sorghum, the impact of land changes is
significant, but it has their impact is minuscule: the change in the productivity gap
has an effect several times the magnitude of a change in the acreage. The absolute
value of the coefficient of acreage is —0.010 for maize and —0.006 for sorghum.”
It is also noteworthy that inclusion of land effects has barely any impact on the
coefficient of the productivity gap. This points to the fact that the processes of
diffusion and intensification are disjoint. By including acreage, we have identified
a significant, but small additional factor that worked exclusively in the case of
maize and sorghum, but does not have any bearing on the argument regarding the
diffusion process.

B.4. AGRO-ECOLOGY

A common concern about the diffusion of agricultural innovations is the trans-
ferability of knowledge between different agro-ecological zones. A first indicator
would be that the correlation coefficient between the yield gaps in 1961 and 1999
is 0.56, suggesting a persistence of gaps over time that could be caused by intrinsic
problems in transferring biological technology. These concerns have been with the
diffusion literature since its inception (see, for example, Evenson and Kislev, 1973;
Myren, 1969). There is significant debate, however, over the extent of transferabil-
ity, with some authors claiming that it is overestimated (for example, in the case of
wheat, see Maredia and Eicher, 1995) or underestimated (Morris, pers. comm.).
Our results do not refute the idea that agro-ecological specificity may be a factor
and the country-specific intercepts do pick up structural differences between coun-
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tries that reflect intrinsic suitability for cultivation. Although we are not able to
distinguish between agro-ecological and other structural factors that may influence
the long-run rate of growth in our specification, agro-ecology is taken into account.
Despite this, important differences between the rates of diffusion of different crops
persist.

Notes

' According to UNESCO estimates cited by Coe et al. (1997), the industrialized countries
accounted for 96% of total world R&D expenditures (UNESCO, 1993).

% There are several factors that suggest that the contribution of developing countries’ agricultural
R&D to the development at the technological frontier is significantly less than their share of global
R&D expenditures in agriculture. The first reason is the location-specificity of biological capital
which requires adaptive breeding to capture the value-adding traits if they are developed for other
agro-ecological conditions. This means that much of developing countries’ R&D expenditures will
go towards obtaining the private good components of research developed elsewhere rather than
providing innovations themselves. The second factor is that much of developing countries’ R&D
is directed towards maintenance rather than output-enhancement as pest and pathogen adaptation in
the more tropical conditions experienced in many developing countries occurs more frequently than
in developed countries (Pardey, Roseboom and Anderson: Public-Sector Ag Research; in Pardey et
al., 1991). The third factor is that developing countries may unnecessarily duplicate research efforts
undertaken in similar agro-ecological settings that could be transferred at little cost (‘Go it alone’
approach) (Maredia and Eicher, 1995; see Eicher, 1990, for the example in Sub Saharan Africa).

* The criterion applied here is the global acreage of a crop.

* Soybeans were only introduced into many countries over the last 40 years and hence have starting
dates after 1961.

> We are currently undertaking further research based on selected R&D indicators.

® Evenson and Kislev (1973) use the publication of crop-specific scientific papers in the Plant
Breeding Abstracts as a proxy for R&D activity in a specific country. It is difficult to extend this
approach to all eight crops examined.

7 The classification of countries into ‘developing’ and ‘developed’ follows Pardey et al. (1991)
rather than the FAO classification.

8 This estimate gives equal weight to each country and is based on the country classification
adopted in Pardey et al. (1991) and taken up by the wider literature on agricultural R&D. A compari-
son of yields on an area-weighted basis directly based on FAO data and its classification of developing
and developed countries produces an even more dramatic picture while leaving the ranking of crops
basically unaffected (see Goschl and Swanson, 2000).

° For a more thorough treatment of S-convergence tests, see Barro and Sala-i-Martin (1995,
ch.11).

10 Standardization here refers to an indexation of yields in different crops in order to make yields
(measured in hg/ha) comparable between different crops.

" The reason for excluding countries with negative growth rates is that they are unlikely to con-
tribute meaningful data to the exercise. Their inclusion does not fundamentally affect the results, but
renders the interpretation of the results somewhat less cogent.

2 McCunn and Huffman do not report evidence on serial correlation. This type of correlation is
widespread in our data and is intuitively obvious (data generated certainly not i.i.d.). We compute the
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Ljung-Box Q-statistic for both regressions and observe that serial correlation is a serious problem in
the case of non-hybrids. Correcting for serial correlation in the non-hybrid regression, the parameter
estimate for ¢ is unchanged, but — as expected — the f-statistic decreases. However, @2 is still
significant at the 5%-level of significance.

13 For further analysis on convergence, and disaggregation across crops and regions, see Appen-
dix A.

4 The w(1) is sufficiently large in order to prevent the possibility of total imitation in the limit and
the 1 (0) is sufficiently small such that there is a minimum of imitation going on at any point in time.

'3 The presence of heteroskedasticity tends to lead to higher diffusion coefficients. This weighting
procedure corrects for that. The White test for cross-section heteroskedasticity is performed for all
estimations and reports consistent parameters for all crops.

' This curve is constructed on the assumption that the demand curve for agricultural output has
constant and equal demand elasticity in the developed and the developing countries.

7 The curve is fairly robust against changes in the discount rate. A higher rate pushes the curve
down slightly, and vice versa.

'8 There are for each crop countries in which the intrinsic growth rate of the yield is basically equal
or above that prevalent in the frontier countries. In the case of barley, this holds for Zimbabwe; in the
case of cotton, for Israel and Syria; in the case of maize, for Chile; in the case of millet, for China;
in the case of rice, for Egypt and Korea; in the case of sorghum, for Egypt and Israel; in the case of
Soybeans, for Ethiopia; and in the case of wheat, for Egypt and Zimbabwe.

' The correlation coefficient between @ and 8 is 0.02.

2 The so-called UPOV convention provides that each member state should provide property right
protection in innovative plant varieties. It is also possible to take traditional forms of patent rights in
innovative seeds.

2l An interesting issue in future is the impact of technological change that affords technologi-
cal protection to other crop species, so-called genetic use restriction technologies, and the welfare
implications for various countries (Goschl and Swanson, 2000).

22 The negative slope of the time trend in hybrid yields in Central America and East Asia is not
significant.

The decrease in Sub-Saharan Africa is not significant.

2 The diffusion coefficient is in this regression is —0.31 (0.013854)** and the average country-
specific lag —0.29578.

25 An interesting side effect is the change in the country-specific intercepts when including the
effect of changes in the acreage. It shows that in Argentina (M+S), Egypt (M+S), Israel (S), Mexico
(S), Peru (S), Chile (M) and China (M), intrinsic growth rates would have been higher than at the
frontier if expansion had not put marginal lands into use for maize (M) and sorghum (S) cultivation.
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11. Plants and Biotechnologies

PHILIP J. DALE

1. Introduction

Plant breeding has made a significant contribution to crop productivity. Wheat
yields are now two to three times those of 80 years ago. Half of this improvement
is genetic, using what we now term ‘conventional’ breeding methods; the other
half is from the use of fertilisers and pesticides. The dwarfing character in cereals,
for instance, has improved yield by the redistribution of plant resources from straw
to grain. During the history of plant breeding, there have been steady advances
and conventional plant breeding now uses many highly developed techniques to
improve crops (Hayward et al., 1993).

2. Genetic Modification in the Context of Conventional Plant Breeding

Over the past 20 years, we have learnt how to isolate genes from different kinds of
organisms and insert them into crop plants. We can now potentially isolate genes
from any class of organism and insert them into our most important crop plants.
This advance provides a wider choice of genes for use in crop improvement.

Since the beginning of scientific plant breeding in the early 1900s, plant breed-
ers have continually searched for novel sources of genes for pest and disease
resistance, for improved quality and for a range of other characters. The desire for
a wider choice of genes for conventional plant breeding has led to the development
of a range of sophisticated methods. Modern methods of embryo and ovary culture,
for example, now make it possible to produce hybrids between plant species and
genera that would not hybridise in nature. This has made it possible to move genes,
in conventional plant breeding, across natural sexual barriers.

Crops are commonly improved by transferring genes from wild relatives, some
of which carry undesirable toxins, or weedy characteristics. In these ‘wide hy-
brids’, there is usually the desire to transfer one or two genes that control disease
resistance, for instance, but because of the way sexual hybridisation works, it re-
sults in the transfer of several thousands of unwanted genes. There is the potential
for these linked genes to confer undesirable weediness or toxic characteristics
and, because of this, it has been necessary to develop careful testing and selection
procedures, to eliminate undesirable plant lines.

” Timothy Swanson (ed.), The Economics of Managing Biotechnologies, 251-254.
© 2002 Kluwer Academic Publishers. Printed in the Netherlands.
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Mutation plant breeding is another method widely used in conventional plant
breeding. This exposes seeds or other plant parts to radiation or chemical muta-
gens which cause random and unpredictable genetic changes in the crop. The plant
breeder has no control over the nature or the degree of the genetic change caused.
The careful testing of mutagenised plant lines and the elimination of the vast ma-
jority of plants that do not have improvements has enabled mutation breeding to be
surprisingly successful. Many of the crops that we now use each day, particularly
the cereals, have induced mutation somewhere in their pedigree.

Genetic mapping and molecular marker assisted breeding techniques have re-
duced the number of unwanted genes transferred inadvertently in conventional
breeding. However, the attraction of modern methods of genetic modification over
more conventional methods is that it provides the ability to insert one or two
genes that confer the desirable character, without the substantial and uncontrolled
variation that is common in most conventional breeding methods. There is some
variation between different genetically modified plant lines produced with the same
introduced gene(s), so it is necessary to make about 100 plant lines for each genetic
modification, in order to select those that have the most desirable characteristics.
This contrasts with the many hundreds or thousands of plant lines (especially
with mutation breeding) that usually have to be discarded in a conventional plant
breeding programme.

An indication of some of the potential benefits of genetic modification are
outlined in Table 1. Extensive international research on gene isolation and char-
acterisation is ongoing. Genome sequencing in rice, Arabidopsis and other plants
is now advanced and in the coming years will provide a wide variety of novel genes
for testing in transgenic crop plants. The priorities for modification will, of course,
depend on the needs of the developing country, but pest and disease resistance, and
improved yield and nutritional quality are likely to be high on the list of priorities.

3. Assessing the Safety of GM Crops

Because it is now possible to introduce genes into crop plants from any class of
organism, there is international agreement that we should carry out a thorough
safety assessment on GM crops in addition to those followed for conventionally
bred crops. The primary focus of the assessment is to determine the potential
impact of the modified crop on human and animal health, and the environment.
Table 2 lists some of the questions that must be addressed in safety assessment
before a GM crop can be released experimentally or commercially.
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Table 1. Potential benefits of transgenic crops.
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Resistance to pests and diseases

Enhancement of nutritional qualities (e.g. vitamin A and iron in rice)

Increased tolerance to environmental stresses including temperature, water, and
saline soils

Plant architecture (e.g. dwarfing) and flowering (e.g. flowering time)
Modifications in fruit ripening and tuber storage

Reduction in seed losses through shedding at harvest time

Modification of oil, starch and protein to provide sustainable supplies of raw
materials for food, biodegradable plastics, detergents, lubricants, paper making
and packaging

Herbicide tolerance so that crop varieties can tolerate specific herbicides
Increase in the ability of certain plants to remove toxic metals from soils
(bioremediation)

The elimination of allergens from certain crops (e.g. rice) or the enhancement
of certain plant products (eg anticancer substances)

The production of pharmaceutical substances (e.g. edible vaccines)

Table 2. Questions addressed in biosafety assessment.
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What is the function of the gene in the donor organism?

How does the introduced gene(s) modify the crop plant?

Is there evidence of toxicity or allergenicity?

Are there effects on non-target organisms within the environment?

Are there changes in the weediness of the GM crop in subsequent crops, or in
its invasiveness in natural habitats?

What is the likelihood and consequence of gene transfer by pollination to crops
or feral species?

4. Challenges for the Future

Advances in science and technology usually provide both benefits and challenges
(Dale, 1999, 2000). The development and use of GM crops is no exception. It
is important that the kinds of crops developed have a clear benefit to developing
countries. The cost of chemical input in developing countries is often prohibitive
and because there is often a desire to employ people for weed control, herbicide-
tolerant crops are rarely high on the list of priorities. Improvement in pest and
disease resistance, tolerance to environmental stresses, improvements in yield and
nutritional quality could, however, provide clear benefits to low input farming sys-
tems. They can also make it possible to avoid the use of cheap and often hazardous
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chemicals for pest and disease control, that can present dangers to people handling
the chemicals and to the environment.

It is important in developing novel crops and new varieties, whatever plant
breeding method is used, that there is respect for traditional practices. It may also
be desirable to use local landraces to maintain a broad genetic base in the crop.
Genetic modification does frequently have the potential to insert genes into locally
adapted landraces.

Intellectual property constraints can be a substantial challenge. Companies and
laboratories investing money in research to isolate and test genes need to be able
to pay for their research. There is a clear role for non-commercial organisations,
like DFID, Rockefeller and others, in facilitating the development and adoption of
crops to meet local needs.

There is the potential to significantly improve the productivity and nutrition of
crops. A commonly quoted example is the improvement of vitamin A and iron
properties of rice (Ye et al., 2000). Other applications being explored are the use of
plants to produce vaccines and pharmaceutical substances (Walmsley and Arntzen,
2000). These issues present not insignificant challenges that require free and open
discussion about their application. It is important that we use all the available
methods to improve agricultural production and nutrition.

Modern biotechnology is not a ‘magic bullet’ that can be applied to all food
production problems. But it is an important tool in the plant breeder’s toolbox.
The genetic improvement of crops, however, is only part of the solution; we need
to engage open minded and progressive experts in relevant areas of sociology,
economics, ethics and safety assessment. All products of plant breeding need
to be developed and applied with sensitivity to social, cultural, agricultural and
environmental needs.
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12. Regulatory Harmony — Who’s Calling the Tune?
Regulation of Crop Biotechnology and the Third World

TOM CROMPTON and GEORGE T. TZOTZOS

1. Introduction

Biotechnology enthusiasts foresee a pivotal role for transgenic crops in addressing
the food requirements of a growing world population. And, as the agribiotechnol-
ogy industry burgeons and trade in genetic commodities gathers pace, Third World
countries are also being promised a slice of the cake, either through development
of a domestic biotechnology industry, or (in the case of countries rich in genetic
resources) through benefit-sharing. These economic and humanitarian prognoses
are frequently uttered with the same breath, by those who portend neo-Malthusian
calamity on the one hand and a patent transgenic cure-all (a remedy for both hungry
people and ailing economies) on the other. Meanwhile, critics of biotechnology
press the Green Revolution into service as evidence of the social havoc wreaked by
past agricultural technofixes which, they suggest, reduced complex social problems
to issues of photosynthetic efficiency or fertiliser use.

Somewhere on the spectrum between these two viewpoints, individual Third
World countries try to formulate a national approach to biotechnology.' This ap-
proach will follow an assessment of the potential impacts of biotechnological
developments in agriculture on the national economy. It will consider the ef-
fects of importation of the products of biotechnology following their manufacture
elsewhere, the possible development of a domestic biotechnology industry, and
the impact of biotechnology on patterns of global trade (through, for example,
the substitution of imported products by domestically produced biotechnology
products).

In the following overview we assume some natural grouping of countries as
“Third World’. Of course, this is to obscure a spectrum of national differences. Few
countries currently enjoy a buoyant biotechnology export industry. The remainder
range from nations with an embryonic export industry (including some European
states) to those with no foreseeable prospect of producing commercially viable
biotechnology products — either for exportation, or for domestic use. Differences
of national interest will be most marked between these latter, and countries (the
United States, for example) which have a well developed biotechnology sector.
Whilst we retain the use of “Third World’, it should of course be borne in mind that
this represents a generalisation which fails to take account of a range of differences

” Timothy Swanson (ed.), The Economics of Managing Biotechnologies, 255-274.
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in national interests and priorities.” Our juxtaposition of ‘industrialised countries’
with ‘“Third World countries’ throughout this article is intended to underline the
impossibility of mutually exclusive categorisation.

Competitive entry of Third World countries into the biotechnology industry is
fraught with difficulties which, in view of the continuing coalescence of the indus-
try under the control of a limited number of multinational companies, seem set to
intensify. Biotechnology is becoming both increasingly proprietary, and diminish-
ingly amenable to small-enterprise exploitation. For this reason, attention has been
drawn to the assimilation and exploitation of existing knowledge (rather than the
generation of new knowledge). Indeed, this is considered by some as the obligate
state of new Third World technologies.” But whilst relying upon the absorption
of established technologies may circumvent the need for heavy investment in the
initial stages of research and development, it cannot obviate the need for techno-
logical expertise and institutional assets. Particularly with regard to agricultural
biotechnology, many of the technological and economic problems are encountered
far downstream from the innovative steps. Acquisition, or imitation, of the molec-
ular biology can by no means guarantee a commercially viable product: significant
barriers to entry into the agribiotechnology sector are associated with the transfer
of the technology from laboratory to farm.”

The recommendation that non-industrialised countries should concentrate upon
the exploitation of existing knowledge, rather than the pursuit of primary research,
also overlooks the restrictions imposed by intellectual property rights (IPR) agree-
ments; an important issue which lies beyond the scope of this paper. Thus it has
been claimed that Third World countries are caught in a cleft stick. On the one hand,
such countries lack the technological capacity for inventing around existing patents
(or indeed the resources necessary for litigating against foreign infringements of
their own patents), and on the other, under international trade agreements, they are
prohibited from copying new technologies.’

Junne, in reflecting on the probable impact of biotechnology on the international
commodity trade, argues that impacts in the agricultural sector will be much larger
than those in the pharmaceutical sector. He suggests that world trade in agricul-
ture is worth more than ten times trade in pharmaceuticals, and that many Third
World countries rely almost exclusively upon such exports as a source of foreign
exchange.® Substitution of these exports with biotechnological products developed
for cultivation in developed countries will evidently have important economic ram-
ifications. Although the result of technological developments in food processing
rather than the exploitation of a transgenic crop, the replacement of sugar imports
from Latin America by High Fructose Corn Syrup (HFCS) (produced enzymati-
cally from maize) is cited as a prime example of the impact of biotechnology on the
economies of non-industrialised countries. Another substitution, of tropical lauric
oils through transgenic production of rapeseed (a temperate crop) with new oil
qualities, seems imminent, though its commercial implications are not yet clear.’
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Table 1. Asymmetries between the interests and concerns of industrialised and Third World coun-
tries over the introduction of genetically modified crops. These have been grouped according to
whether they are (a) conditional upon the embryonic nature of a developing biotechnology in-
dustry (that is, there will be a convergence of interests or concerns between industrialised and
non-industrialised countries as the biotechnology industry in the latter expands), or (b) systemic to
either developing economies, or environmental conditions. Grouping these latter two factors together
is not, of course, to suggest that none of these can be addressed during the course of economic
development. However, convergence of interest between industrialised and Third World countries
on these points will be contingent upon factors which are not directly influenced by a growth in the
biotechnology industry.

Industrialised countries Third World countries

(a) Conditional

Existing commercially available transgenic
crops are congruent with agricultural priorities

Prolific domestic development: Regulators are
likely to have a large number of new prod-
ucts to screen; pressure for simplification of the
approval procedure may be intense

Extensive, and rapidly expanding, experience of
previous releases upon which to draw

Need for domestic industry to use developing
countries as over-wintering grounds for crops
Expertise available for the development of na-
tional biosafety frameworks without the inter-
vention of foreign experts

In the event of international legislation provid-
ing for compensation for the potential dam-
aging effects of novel organisms, litigation is
more likely to be against countries with a strong
export market

Imported transgenic crops may not directly re-
flect the current needs of farmers, requiring
corresponding shifts in agricultural practice
Little domestic development: Regulators may
have relatively few products to screen. These
are likely to have been approved by industri-
alised countries in earlier incarnations

May be minimal experience of release under
local environmental conditions upon which to
draw

Reciprocal need less easily envisaged

Greater reliance upon foreign expertise (princi-
pally that of experts from industrialised coun-
tries) in the course of the development of
biosafety frameworks

Countries which are predominantly importers
of novel organisms are more likely to require
compensation

(b) Systemic

Possible replacement of imports by endoge-
nously produced substitute biotechnology prod-
ucts, boosting domestic industry

Effect on centres of origin of genetically modi-
fied crops unlikely

Effect of replacement of current crop varieties
on crop diversity may be comparatively small
Demographic effects of changing agricultural
patterns may be less significant in the context
of highly industrialised agriculture
Appeasement of peoples’ organisations and
non-governmental organisations may be impor-
tant

Possible negative socio-economic impact of re-
placement of exports by the biotechnological
production of these in other countries
Environmental release at centres of origin may
require special considerations

Widespread use of new crop varieties may
threaten diversity of local landraces
Demographic effects of biotechnology in agri-
culture likely to be more significant in context
of subsistence farming

May be little public or non-governmental con-
cern about environmental issues, or otherwise
little democratic accountability to such pres-
sures
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Table 1 summarises some of the possible national differences of interest vis-
a-vis the development of a biotechnology industry. These have been classified as
‘conditional’ or ‘systemic’. Those factors classified as ‘conditional’ will be directly
affected by the growth of a national biotechnology industry. Those classified as
‘systemic’ transcend the specifics of the biotechnology sector, suggesting that these
may persist even were an otherwise non-industrialised country to develop a buoyant
biotechnology industry. Evidently, ‘systemic’ could have been further split into
those factors which are an unavoidable consequence of environmental conditions
(for example, ecological centres of crop diversity), and those which, whilst per-
haps more typical of a developing economy, are nonetheless likely to change (for
better or worse) with increasing industrialisation (for example, the vulnerability
of subsistence farming to socio-economic change). The classification of a factor
as ‘systemic’ is therefore intended to indicate that this does not arise simply as
a transitory facet of a biotechnology industry in its infancy, but rather as a result
of certain environmental, economic and social differences between nations. It is
not intended to suggest that these factors are inescapable conditions of particular
countries.

These asymmetries are present irrespective of whether one considers the pos-
sible importation of a product produced elsewhere, or the nurture of an infant
domestic biotechnology industry. Whilst industrialised countries may well be con-
sidering the interests of a company based in that same country, to date most
applications for field trials in Third World countries have been made by a foreign
company, or at best a foreign transnational with local tie-ups.8 This consideration
will further skew the disparities. It is clear that an inchoate biotechnology industry
may not be best managed on the model presented by an industrialised country.

National variations in regulatory interests will reflect, most obviously, an as-
sessment of the social and economic implications of the import of biotechnology
products, possible export substitution, and the prospects for development of a
national biotechnology industry.” In addition however, other considerations may
include an assessment of the potential impact of transgenic organisms upon local
biodiversity; the domestic influence of pressure groups and the climate of public
opinion; the historical constraints imposed by prior legislation, particularly where
it is decided to use this as a basis for introduction of new biosafety legislation; the
workload regulators are likely to face and the cost of implementing rigorous legis-
lation; and the relative strength of the domestic public-sector industry as opposed
to private-sector industry.10

This diversity of factors serves to underline the specificity of national interest
in the development of legislation regulating biotechnology, which is itself required
under the Convention on Biological Diversity (CBD)."" However, there are certain
considerations (global, regional and bilateral) which may intervene in the course
of optimising a national framework for regulation. Here we will consider:
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e The implications of World Trade Agreements for national biosafety legislation,
specifically provisions concerning non-tariff trade barriers.

e The Cartagena Protocol, which opened for ratification by Parties to the CBD
at CoPV in Nairobi from 15-26th May, 2000 (significantly, this does not at
present include the United States), and the interaction of the Protocol with
World Trade Agreements.

e Harmonisation of biosafety regulation I. regional trade agreements, mem-
bership of which may demand adoption of comparable biosafety legislation
(we consider, for example, new biosafety legislation in Eastern European
Countries intending to join the European Single Market).

e Harmonisation of biosafety regulation II: pressures from multinational com-
panies to introduce regulations prior to local investment.

e Bilateral governmental pressure to introduce regulations; foreign direct aid
for biotechnology capacity-building in Third World countries may be linked
to development of regulatory structures in ‘aid for regulation’ deals.

It is the potential conflict between national interest and the harmonisation of
biosafety legislation that we investigate here. It seems evident that the rate of
expansion of the agribiotechnology industry has been underestimated in certain
Third World countries, suggesting that this is a conflict which is set to intensify,
rather than abate.'”

There is general acceptance amongst representatives of multinational
agribiotechnology companies, government representatives of both industrialised
and non-industrialised countries, and environmental NGOs that there should, at
some level, be a convergence of national biosafety frameworks — and this is a
consensus with which we concur. Several arguments in favour of such conver-
gence have been put forward:"? Evidently, the environmental impact of genetically
modified organisms is likely to extend beyond national borders, suggesting a corre-
sponding need for trans-national regulation; disparities in national legislation may
lead to competition between countries, exacerbating the so-called ‘race-to-the-
bottom’ where environmental protection is compromised in an attempt to attract
foreign investment; if national regulatory interests are shared (and this is a point
which we explore critically here), convergence may avoid unnecessary repetition
of legislative development; convergence will facilitate the exchange of regulatory
experience between countries, where common environmental or socio-economic
conditions apply; finally, convergence will lubricate free-trade, a desideratum of
many governments and the raison d’étre of the World Trade Agreements.

However, convergence of regulatory approaches belies disagreement on
whether or not this should be addressed through international legislation, and a
divergence of interests with respect to those aspects of biosafety that should be
prioritised in the course of any such international agreement. The spectrum of
national responses to biotechnology is encapsulated in viewpoints on the initial
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need for, and subsequent development of, a ‘Biosafety Protocol’, and also in the
provisions of national biosafety legislation. The United States, for example, whilst
realising the importance of regulatory convergence amongst trading partners in
non-industrialised countries,'"* remained concerned that any international regula-
tion would adversely affect its biotechnology exports. US representatives therefore
adamantly opposed the inclusion of development of an international ‘Biosafety
Protocol’, under the auspices of the CBD. The World Bank also rejected the need
for a ‘Biosafety Protocol’.”

Indeed ‘harmonisation’ has become a shibboleth of regulatory policy develop-
ment in countries with a strong biotechnology base. This arises from a desire to see
the adoption of compatible legislation in potential export markets, and the routine
acceptance of products following their approval in their countries of origin.

Whereas industrialised countries have evolved biotechnology programmes
which are congruent with existing economic and production frameworks, this is
unlikely to be the case in Third World countries, where the history of the parallel
development of technological and economic systems may be short. As a result, in
Third World countries there may be little integration of science, technology and
production.'6 Public-sector science, as mentioned above, may not be relevant to
local problems, or may not address these in a realistic way. Whilst technology
is imported, this contributes to the lack of correspondence between domestic sci-
ence and technology programmes, and perpetuates an industrial dependency upon
foreign technology.

2. The Implications of World Trade Agreements

The final round of the General Agreement on Tariffs and Trade (GATT),"
completed in Marrakesh in 1993, is administered by the World Trade Organiza-
tion (WTO). GATT obliges discrimination between trade restrictions which are
imposed for reasons of environmental prudence (‘trade related environmental mea-
sures’, or TREMs) and restrictions that, whilst possibly masquerading as TREMs,
are in fact tantamount to protectionist measures introduced purely to restrict com-
modity import. The implications of GATT evidently compromise the sovereignty of
individual nations to develop specific biosafety legislation where this might be con-
strued as a spurious non-tariff trade barrier. In other words, there is a requirement
that national measures adopted for reasons of environmental protection are ‘legit-
imate’. This legitimacy is established upon the basis of ‘scientific justification’.
Where national provisions deviate from international standards and guidelines, a
country must, if challenged to do so, produce scientific evidence justifying such
deviation. GATT is therefore one constraint that may lead to a convergence of
national legislation according to international guidelines, except where countries
can claim the legitimacy of more stringent regulations. Here, two factors will be
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considered further; the development of international guidelines accepted as stan-
dards by the WTO, and the conditions under which deviation from these might be
upheld as legitimate TREMs.

2.1. INTERNATIONAL GUIDELINES

There are two GATT agreements which explicitly refer to the environment; the
Agreement on Technical Barriers to Trade, and the Agreement on the Application
of Sanitary and Phytosanitary Measures (SPS). Both rely upon a range of interna-
tional standards and guidelines. The SPS Agreement requires that: “Members shall
base their sanitary or phytosanitary measures on international standards, guide-
lines or recommendations, where they exist ...”. But “Members may introduce
... measures which result in a higher level of ... protection than would be achieved
by ... [such] measures, if there is a scientific justification ...”.'"® The agreement
on SPS defines ‘international standards, guidelines and recommendations’ as those
established by the Codex Alimentarius Commission, the International Office of
Epizootics, and the International Plant Protection Convention. (Provision is also
made for inclusion of other relevant international organisations.)

2.2. TREMS

The Agreement on Technical Barriers to Trade requires that “Members shall ensure
that technical regulations are not prepared, adopted or applied with a view to or
with the effect of creating unnecessary obstacles to international trade”.'” However,
the Article does itemise particular ‘legitimate objectives’, according to which trade
restrictions may be permitted. These objectives include “... protection of human
health or safety, animal or plant life or health, or the environment”; exceptions
which were also made in Article XX of the General Agreement on Tariffs and
Trade 1947.%

3. The Cartagena Protocol and World Trade Agreements

Deliberations over the inclusion of provision for development of a ‘Biosafety Pro-
tocol’ in the CBD, and negotiations during the subsequent stages of its development
illustrated the conflict of interest between principle exporters of biotechnology
products, and those countries which anticipated more modest domestic capac-
ity building in biotechnology and a dependency upon import of biotechnological
commodities. The United States was conspicuous in its opposition to a binding
‘Biosafety Protocol’.?' Although the US has not ratified the CBD, and was not
therefore party to the ‘Biosafety Protocol’ negotiations, it continued to participate
in the negotiations, both directly,” and by advising countries receiving US aid on
the deliberations of the Conference of the Parties.”
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Many Third World countries consistently supported the need for a protocol to
cover not just the transboundary transfer of genetically modified organisms, but
also their safe handling and use. There was no consensus amongst such countries
however, with a more luke-warm response to stringent regulations from represen-
tatives of East Asian and Latin American countries.” The position of the European
Union, representing the interests of both countries aspiring to export biotechnology
products, and those with little foreseeable hope of developing a commercially vi-
able biotechnology export industry, was intermediary to that of the US on the one
hand, and Third World countries on the other.”

The Protocol’s relationship with the WTO (embodied in the precautionary ele-
ments) can be applied ‘appropriately’, without violating SPS obligations. To what
extent the Protocol offers a mandate for countries to impose precautionary import
bans on specific products is still open to interpretation. As one commentator has
observed: “The degree to which precaution is employed here is unprecedented in
an operative portion of a binding multilateral environmental agreement. It goes
beyond Principle 15 of Rio, although the more onerous aspects of this formulation
are tempered by a reasonableness standard of ‘as appropriate’”.*®

This new variation of precaution is contained in Article 10(6) stating:

Lack of scientific certainty due to insufficient relevant scientific information
and knowledge regarding the extent of the potential adverse effects of a living
modified organism on the conservation and sustainable use of biological di-
versity in the Party of import, taking also into account risks to human health,
shall not prevent that party from taking a decision, as appropriate, with re-
gard to the import of the living modified organism in question as referred to
in paragraph 3 above, in order to avoid or minimize such potential adverse
effects.

Until the scope afforded by the Protocol for Parties to impose precautionary import
bans is tested, its value in redressing the limitations on the freedom of Mem-
bers of the WTO to implement biosafety legislation, where this could possibly
be construed as a non-tariff trade barrier, is unknown.

4. Harmonisation of Biosafety Regulation I: Regional Trade Agreements

All 132 members of the World Trade Organisation (WTO) are also members of
some form of regional trade agreement.”’” Membership of ‘free trade areas’ (or
aspiration to membership) may place certain constraints upon the scope of na-
tional biosafety legislation. Several Eastern European countries have assimilated
EU biosafety legislation, in anticipation of admission to the Union. Thus legislation
which was designed by Member States of the EU (some, though by no means all, of
which were considering the interests of emerging domestic biotechnology compa-
nies) is now in the process of being assimilated by Eastern European countries with
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less immediate hopes of building commercially viable biotechnology industries. In
Bulgaria, for example, with regard to risk assessment, “the principles that have
been developed by the OECD and the EC are to be applied”.®® In Poland, and
until 1990, voluntary biosafety guidelines were adopted according to an American
model. However, Poland aspires to membership of the EU, and a Polish ‘Gene
Law’, currently proposed, is a ‘national copy’ of the European Council Directives
90/219/EEC and 90/220/EEC.”

Legislation has also been harmonised between Mexico, the US and Canada,
each members of the North American Free Trade Agreement (NAFTA). Although
there is a high degree of co-operation in the course of the regulatory approval of
a new product, and its subsequent marketing,* there are clearly large differences
between the biotechnology capacities in the three countries. To June 1996, there
had been over 2000 trials in the US, as opposed to 14 as of 1995 in Mexico.”' It
seems likely that this disparity will be indicative of the relative flow of commercial
biotechnology products between the two countries. A net import of biotechnol-
ogy products from the US could of course be to the Mexican advantage, but this
asymmetry reveals a potential difference of national interests in the course of
harmonising regulatory approaches within NAFTA.

Malaysia (which sought advice from Australia, Japan, the EU, the US and
Thailand) has adopted guidelines which most closely follow the Australian model.
Although not a member of ASEAN, it is admitted that the assimilation of aspects
of the Australian legislation was politically prudent. Here, however, it has also
been suggested that the geographical proximity of Australia leads to ecological
similarities which should be reflected in biosafety provisions.*

Nonetheless, scope apparently exists for diverse national interpretation of
EU legislation. The European Council Directive on the Deliberate Release into
the Environment of Genetically Modifed Organisms (90/220/EEC) provides that
“Member States shall ensure that all appropriate measures are taken to avoid ad-
verse effects on human health and the environment which might arise from the
deliberate release or placing on the market of GMOs”.* Previous work has drawn
attention to the diverse interpretations placed upon this clause by different Member
States. It has been suggested that the procedure established by the Directive, which
was intended to accommodate potential concerns within a Europe-wide decision,
has not achieved this level of harmony: “Regulators cannot avoid judgements about
strategic advantages or disadvantages of a product; presumed benefits may influ-
ence how regulators define harm. Thus an implicit technology assessment enters
their safety judgement”.** Even in the comparatively homogeneous political and
economic context of the European Union, it seems that individual countries have
felt the need to place differing emphasis upon consideration of the socio-economic
impact of GMO release. That they have done so may lead to conflicts within the
Union. (Certainly, diverse national views of biosafety issues have lead to such
conflict, with Austria and Luxembourg continuing to uphold national bans on
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Novartis, Monsanto and AgroEvo modified maize, despite EU marketing approval
being granted.) It remains to be seen whether such expressions of national interest
will have to kow-tow to the demands of the Single Market.” Nor is it yet apparent
whether those Eastern European states which are in the process of adopting legis-
lation in line with the European Directives will find scope for interpretation of this
with full expression of national interests.

Comparison of biosafety legislation in the EU Member States, with that in Nor-
way (which is not a Member State of the EU) helps to reveal constraints which
may impinge upon Eastern European states in the course of their seeking EU
membership. Norway has comparatively far-reaching regulatory approval proce-
dures. Under the Norwegian Gene Technology Act, there are explicit provisions
for both consideration of broader socio-economic factors,® and public participa-
tion (at the discretion of the competent authority). However, there are fears that
national Norwegian legislation, designed to meet specific national needs, would be
compromised by subscription to a regional economic trading block.”’

The issue of public participation presents another example of considerations
to which different importance is attached by various member states of the Euro-
pean Union, despite the common regulatory frameworks imposed by the Directives
90/219/EEC and 90/220/EEC. Whereas diverse approaches to the consideration of
socio-economic factors arose from different national interpretations of EU legisla-
tion by member states, public information and participation were left explicitly to
the discretion of individual nations.”® This freedom led some countries (Germany,
for example) to require extensive public participation in reviewing applications
for release.”” As might be expected, such provisions drew criticism from the
biotechnology industry, who viewed these as unnecessary protractions of the reg-
ulatory procedure. Indeed, the original German Law on Genetic Engineering®
was amended in order to reduce the degree of public participation and remove
the need for a public hearing prior to release approval."’ However, as is the case
with socio-economic considerations, a smaller number of release applications in
non-industrialised countries may allow scope for public participation in this, par-
ticularly with regard to releases which have important aspects of novelty, or in
the case of commercial introductions.* Furthermore, as most applications will be
presented (and thus also financed) by foreign biotechnology companies, pressure
from these to pare-down the approval process should, properly, be more easily
resisted.

5. Harmonisation of Biosafety Regulation II: Pressures from Multinational
Companies

Many multinational companies consider it imperative that a country has biosafety
guidelines in place prior to the experimental introduction of transgenic crops. This
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arises in part from an anxiety to minimise the risks of liability in the event of
environmental problems arising from the release, and in part from a concern to
avert potential criticism from public interest groups that the country is exploiting
a lack of regulation in choosing to develop their products in these countries.*’ Pi-
oneer, although having research stations in Brazil was “unable to conduct research
with transgenics until the recent establishment of regulations”.** However, Asgrow
(a division of Seminis) has allegedly conducted trials on transgenic vegetables
in Guatemala, attracting criticism of the type other agribiotechnology companies
apparently fear.*”

With regard to the recent introduction of Genetically Modified Organisms leg-
islation in South Africa,*® Ralph Kirby has commented: “The incentive to place
this Bill in the statute book in South Africa comes not really from within South
Africa but from outside, in the form of multinational companies who are creating
and marketing GMOs and wish to carry out these activities in South Africa”."’
There was apparently no bilateral pressure upon South Africa to adopt legislation
(and bilateral aid for biotechnology in South Africa has not been contingent upon
the implementation of a regulatory structure — voluntary guidelines were in place
in the early 1980s). Rather, the development of a Genetically Modified Organisms
Bill was seen as prerequisite for investment by multinational companies.

However, multinational pressure need not be directed towards the implemen-
tation of legislation which closely follows the US model. The South African
legislation, for example, draws heavily upon the European Directives.*® There is
a recognition that where existing legislation cannot be easily adapted to cover
biotechnology, conformity to the US model is unfeasible. In such circumstances,
multinational companies are anxious to see legislation per se, irrespective of the
system from which it is drawn.*’

6. Bilateral Governmental Pressure to Introduce Regulations

The development of national biosafety legislation may be prerequisite for bilateral
aid for biotechnology projects. The US Agency for International Development
(USAID) requires the introduction of regulatory measures by Third World coun-
tries as a prior condition for aid for biotechnology capacity building.”® A USAID
sponsored project in Egypt provides a good example: A binding code of conduct
for biosafety in Egypt, approved in February 1995, was developed by the Egyptian
Agricultural Genetic Research Institute (AGERI) specifically to facilitate bilateral
research projects.”’ However, although this code of conduct was produced with the
collaboration of representatives from the USAID funded Agricultural Biotechnol-
ogy for Sustainable Productivity (ABSP) Project, it does not closely follow a US
model,” and it would therefore be misleading to suggest that the tying of bilateral
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aid packages to the development of biosafety regulations necessarily amounts to
the transfer of legislative approaches from donor to recipient countries.

Indeed, it has been suggested that where regulatory frameworks have been
adopted by Third World countries under bilateral aid agreements, these are less
rigorous than might be hoped, facilitating the field-testing of foreign biotechnology
products.”

Whilst it is doubtless in the best interests of Third World countries that they
adopt some form of biosafety legislation, that this need follow a model presented by
an industrialised nation, which has different (even, perhaps, conflicting) interests,
seems more equivocal. In the course of the preceding analysis, we have stressed the
importance attached to the harmonisation of biosafety legislation for facilitating
free trade. The OECD’s current advocacy for regulatory harmonisation amongst
Member countries™ began in June 1995 with the first meeting of the Expert Group
on the Harmonization of Regulatory Oversight in Biotechnology. This group “in-
stituted the development of consensus documents, which are mutually acceptable
among member countries, as an initial step in efforts to facilitate harmonization”.”
The OECD advocates minimisation of international legislation whilst promoting
harmonisation of regulatory approaches at the level of technical safety evaluation.

7. Deregulation

Hitherto we have explored the processes by which regulation is being harmonised.
However, there are increasing industry pressures for a streamlining of the regu-
latory process, and there has recently been a relaxation of legislation in the US,
with the strengthening of a notification system: Rather than apply for a permit for
the importation, interstate movement or field testing of particular transgenic crops,
researchers need simply notify APHIS of their intention to move the GMO, or
conduct a field test. Provisions have also been made for the extension of the list of
plants exempt from full regulatory control through petition.

The drive towards deregulation is based on the claim that as experience of
previous environmental releases increases, there can be a relaxation of the rigour
with which new applications for release are considered. However, regulation should
properly reflect, on the one hand, the perception of risk, and on the other, the pos-
sible social and economic benefits of the new product. In the case of Third World
countries, both these factors assume a different weighting: Risks will depend in
part upon local biodiversity and the possibility of the crossing of novel crops with
local varieties, and social and economic implications will evidently depend upon a
plethora of local factors. Extensive experience of environmental releases in indus-
trialised countries is not transferable, in foto, to non-industrialised countries, where
different environmental conditions prevail — in particular where local biodiversity
differs. With neither extensive experience of previous releases in the region, nor
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the direct transferability of the experience of other countries, regulators in Third
World countries may feel the need to proceed with something of the caution once
displayed by their counterparts in the US. This is a caution they can at present
afford to exercise: With the regulatory authority having a far smaller number of
applications to screen, rapid processing of each individual application may not
accord the same priority as in industrialised countries, allowing a more rigorous
review of each. Furthermore, in countries which lack a domestic biotechnology
industry, most applications for field release or commercial importation will be
made by foreign companies. These might reasonably be expected to meet the addi-
tional administrative costs of a more rigorous review of release applications: Costs
which are likely to remain low by comparison to those of processing applications
in industrialised countries.”

Important differences of national interest in the course of harmonising biosafety
regulation arise from disparities in both the socio-economic milieu and the strength
of national biotechnology programmes. Whilst there is clear need for the inter-
national co-ordination of mechanisms for the regulation of genetically modified
organisms, the interests of Third World countries may not be best served by
the straightforward assimilation of regulatory models taken from industrialised
nations.

Notes

! For the purposes of this paper we restrict our use of ‘biotechnology’ to recombinant DNA
technology.

% The World Trade Organisation lists 48 ‘least developed countries’ (LDCs) (WTO Annual Report,
1997), which might be considered to be at one extremity of this spectrum. Although it has been
suggested that many Third World countries may not consider biotechnology policy to be of primary
importance, of these LDCs, 27 were represented at the Third Meeting of the Ad-Hoc Open-Ended
Working Group on Biosafety (BSWG-3) at Montreal in October 1997. (This compares to 31 LDCs
represented at the high profile UN Framework Convention on Climate Change at Bonn, later in the
same month.)

* In the view of Goldstein, D.J. (Implications of biotechnology in the Third World, Journal of
Scientific and Industrial Research 50, 1991, 432-440), “[m]ost of the production of goods and
services in the Third World does not depend on the endogenous generation of the original scientific
results and/or technological innovations. Technologies are usually bought, or eventually copied. The
innovative ceiling is adaptation and the few technological breakthroughs arising in the Third World
are science-poor and of limited application. International competitiveness is attained by the reduction
of production costs through low salaries, reduced ... taxation, and special state subsidies”.

* Tzotzos, G.T. and Leopold, M., Commercial biotechnology: Developing world prospects, in D.
Brauer (ed.), Biotechnology, Volume 12, Legal, Economic and Ethical Dimensions, VCH, Weinheim,
Germany, 1995, pp. 339-367.

3 See Goldstein (1991) (op. cit. 3). These are of course problems that are as inherent to the public
sector as to the private. Indeed, one Indian government official, whilst bemoaning the poor perfor-
mance of public-sector alternatives to commercially exploited Bt constructs, commented that such
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public sector research “is driven not by serious attempts to develop a commercially viable product,
but rather by academics vying with one another for publications in a trendy field” (pers. commun.).

® Junne concludes that: “Applications of biotechnology will first of all affect trade in agricultural
products. It will make many importing countries more self-sufficient and increase trade conflicts
among overproducing countries ... [Bliotechnology will ...contribute] to a stronger concentration
of agricultural production for the world market on fewer developing countries” (Junne, G., The im-
pact of biotechnology on international commodity trade, in E.J. DaSilva, C. Ratledge and A. Sasson
(eds.), Biotechnology — Economic and Social Aspects, Cambridge University Press, 1992, pp. 165-
188). An OECD publication, Biotechnology: Economic and Wider Impacts (1989) also provides an
analysis of the potential impacts of biotechnology on international trade. It draws similar conclusions.

7 In fact, high sugar prices and low quotas for sugar import to the US have exacerbated the trade
implications of HFCS production (Junne, 1992, ibid.). Omvedt (Biotechnology: Miraculous or mur-
derous?, Economic and Political Weekly, 22nd May, 1993, pp. 1033-1035) comments that “genuine
‘free-trade’ in this case ... [would] benefit the producers of natural products as compared to the high-
cost industrial substitutes”. See also Galhardi, R.M.A.A., Trade implications of biotechnology in
developing countries: A qualitative assessment, Technology in Society 18, 1996, 17-40. The example
of lauric oils is discussed by Nichterlein, K., Biotechnology advances in oil crops affecting coconut
production, BINAS News 3(3-4), 1997, 2-4.

8 For example, CTNBio lists 17 successful release applications for 2000 in Brasil. Of these, eight
are from Monsanto, five from Novartis, two from AgrEvo, and two from the Cooperativa de Produtos
de Cana e Alcool do Estado de Sao Paulo — Copersucar. In South Africa, of 15 release applications for
genetically modified cotton, 13 are from large multinationals, of 10 release applications for maize,
eight are from large multinationals (BINAS).

° Thus Munson notes that: “{The] need to incorporate different perspectives and priorities in risk
assessment in each region and cultural area is highlighted by the different socioeconomic positions
of different countries, as well as the different potential socioeconomic impact the same GMO may
have on different countries’ economies” (Munson, A., Should a biosafety protocol be negotiated as
part of the biodiversity convention?, Global Environmental Change — Human and Policy Dimensions
5, 1995, 17).

10 Private sector industries may prove more difficult to regulate without appropriate legislation: In
China, for example, regulations are nugatory — although there is a highly active domestic industry,
this is centrally controlled. Given such central control, the drive to industrialise takes priority over
the importance of stringent legislation.

"' UNEP (1992) Convention on Biological Diversity, Environmental Law and Institutions Pro-
gramme Activity Centre. Article 8 of the CBD states: “Each Contracting party shall, as far as possible
and as appropriate: ... (g) Establish or maintain means to regulate, manage or control the risks asso-
ciated with the use and release of living modified organisms resulting from biotechnology which are
likely to have adverse environmental impacts that could affect the conservation and sustainable use
of biological diversity, taking also into account the risks to human health”. (The full text of the CBD
is available at http://www.biodiv.org.)

2 As late as 1995, P.K. Ghosh, at The Department of Biotechnology in the Ministry of Science and
Technology in New Delhi, India, wrote: “The available data on Bt gene incorporated transgenic plant
experiments seem to demonstrate that insects [sic] control through the development of transgenic
plants is a distant dream”. He continues, “... the extensive use of such unnatural engineered plants is
expected to be delayed by the society for years to come, except in situations where transgenics have
been developed by altering or moving related genes into plants ... (S)ignificantly greater exploitation
of transgenic plant varieties over the existing natural ones by human kind is not foreseen in the near
future” (Ghosh, P.K., Impact of industrial policy and trade related intellectual property rights on
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biotech industries in India, Journal of Scientific and Industrial Research 54, 1995, 217-230; his
emphasis).

13 See Virgin, L. and Frederick, R.J., The impact of international harmonisation on adoption of
biosafety regulations, African Crop Science Journal 3, 1995, 387-394; and Lesser, W. and Maloney,
A.P., Biosafety: A Report on Regulatory Approaches for the Deliberate Release of Genetically-
Engineered Organisms — Issues and Options for Developing Countries, Cornell International Institute
for Food, Agriculture and Development (CIIFAD), Cornell University, Ithaca, 1993.

14 Although the US opposed the need for a ‘Biosafety Protocol’, there is a recognition that har-
monisation of biosafety legislation is in the economic interest of the US. A United States Office
of Technology Assessment report foresees that: “The differences in approach [to biotechnology
regulation] from nation to nation, particularly through their effects on investment and innovation,
will influence the ability of the United States to remain competitive in biotechnology on the interna-
tional scene” (US Congress, Office of Technology Assessment, Biotechnology in a Global Economy,
OTA-BA-494; US Government Printing Office, Washington, DC, October, 1991, p. 14).

'3 A World Bank and International Service for National Agricultural Research report, published
in May 1992 (immediately prior to the UN Conference on Environment and Development, the June
1992 ‘Earth Summit’) specifically addressed the option for development of a ‘Biosafety Protocol’, re-
jecting this on the grounds that: “To establish international legal means of control for biosafety would
be a departure from the experience acquired during the development of biotechnology in OECD
countries. All OECD countries regulate biotechnology on the basis of guidelines or national legisla-
tion” (Persley, G.J., Giddings, L.V. and Juma, C., Biosafety: The Safe Application of Biotechnology
in Agriculture and the Environment, The World Bank/International Service for National Agricultural
Research, 1992, p. 20).

'® Clark, N. and Juma, C., Biotechnology for Sustainable Development: Policy Options for
Developing Countries, African Centre for Technology Studies, Nairobi, 1991.

1" Raworth, P. and Reif, L.C., The Law of the WTO: Final Text of the GATT Uruguay Round
Agreements, Oceana, New York, 1995.

'8 Agreement on the Application of Sanitary and Phytosanitary Measures, Paragraph 9.

19 Raworth, P. and Reif, L.C. (1995) ibid., Agreement on Technical Barriers to Trade: Technical
Regulations and Standards, Article 2.

0 Article XX excludes, inter alia, measures “necessary to protect human, animal or plant life or
health” and “relating to the conservation of exhaustible natural resources if such measures are made
effective in conjunction with restrictions on domestic production or consumption” (Raworth and
Reif, 1995, ibid.). Precedents have been taken to establish that living animals, according to GATT,
can be regarded as an exhaustible natural resource (Andersson et al., 1995, op. cit. 17).

2! The United States (then, as now, pre-eminent in the biotechnology industry) (Burrill, G.S. and
Roberts, W.J., Biotechnology and economic development: The winning formula, Bio/Technology
10, 1992, 647-653) consistently rejected the need for the development of a binding international
‘Biosafety Protocol’ during negotiations preceding the UN Conference on Environment and Develop-
ment, or the ‘Earth Summit’ at Rio de Janeiro in 1992. At the meetings of the Agenda 21 Preparatory
Committee, the “US delegation insisted that every reference on safety should be removed from the
working documents. At PreCom 3, for example, the US wanted the phrase ‘monitoring and evaluating
the effectiveness and safety’ of biotechnology changed to ‘evaluating the success’ thereof” (Munson,
Genetically manipulated organisms: international policy-making and implications, International Af-
fairs 69, 1993, 497-517). Following such opposition, consideration of the need for a protocol was
deferred, with Article 19.3 of the CBD reading “The parties shall consider the need for and modalities
of a protocol” (Cantley, M.F., The regulation of modern biotechnology: A historical perspective,
in H.J. Rehm and G. Reed (eds.), Biotechnology, Volume 12, 1995, pp. 629-630) (our emphasis).
In the wake of the ‘Earth Summit’, an Expert Panel, convened by UNEP, met to advise on such
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need. The panel did not reach consensus; a “minority of the panel, including the US representative,
expressed themselves unconvinced of the need for a protocol” (Cantley, 1995, ibid. p. 631). This
polarisation of opinion persisted in the following meeting of the Intergovernmental Committee on
the Convention on Biological Diversity (ICCBD1) later in that same year (11-15 October, 1993,
Geneva), with the US delegation expressing clear opposition whilst many Third World countries
supported the need for a protocol (Earth Negotiations Bulletin 9(6)). Again, at the second meeting
of the ICCBD (Nairobi, 20th June-Ist July, 1994), the US reiterated its position that a protocol on
biosafety was unwarranted, whilst many Third World countries (along with Sweden, Norway and
Denmark) affirmed their support for such a protocol (Earth Negotiations Bulletin 9(17)). (The Earth
Negotiations Bulletin are archived on the internet at http:www.mbnet.mb.ca/linkages.)

2 With regard to the Fourth Meeting of the Open-Ended Ad Hoc Working Group on Biosafety
(Montreal, 5-13 February, 1998), S. Burgiel comments that: “Countries that are not Party to the CBD,
such as the US, cannot be Party to the Protocol until they have ratified the CBD. This provision for
opting out of the ‘Biosafety Protocol’ by countries which have nonetheless ratified the CBD high-
lights the necessity of finding sufficient incentives to prompt as many countries as possible to ratify
the Protocol. The process thereby presupposes that countries will buy into a Protocol by negotiating
their particular interests, thereby encouraging ratification. On this point, the US delegation, which
was one of the largest in Montreal, justified its involvement in the negotiations on the grounds of
possibly becoming a Party to both the CBD and the Protocol at some point in the future”, BINAS
News 4(1), 1998.

® Comment by B. Timmerman (University of Arizona) made at The Second Monroe Wall Sympo-
sium on Natural Products Discovery, Biodiversity and Biotechnology, Caracus, Venezuela, January
7-10, 1998.

% Masood, E. (Africa spearheads bid for strict rules on biosafety, Nature 387, 1997, 326) writes:
“Significantly, however, developing countries remain divided on the content and scope of the pro-
posed biosafety protocol. Countries in the Far East and Latin America that are keen to grasp
biotechnology to enhance trade and agriculture are broadly opposed to tough regulations. Less
developed countries are in favour of such measures”. And Hoyle (1997, ibid.) claims that “there
is a growing realization, reportedly even among moderate G-77 countries in Latin America and
elsewhere, that if the US withdrew from the biosafety talks, the outcome might be Draconian in-
ternational biosafety standards that would effectively strangle the goose about to lay the golden
egg’.

% The European Union supported the preparation of an international protocol on biosafety dur-
ing negotiations over Agenda 21 prior to the ‘Earth Summit’ (Munson, 1993; p. 500 op. cit. 20).
Subsequently, they supported the development of interim guidelines. By the second Conference
of Parties (COP2) in Jakarta, during November 1995, the European Union was promoting a twin-
track approach, advocating the development of a protocol, and adoption of the UNEP International
Technical Guidelines for Safety in Biotechnology. These guidelines were first developed through an
Anglo-Dutch collaboration which critics have argued represented, from its inception, an attempt to
deflect negotiations for a legally binding protocol to introduction of voluntary guidelines (Munson,
A., 1994, Better biosafe than sorry, New Scientist, 25th June, 1994, 47-48). As Munson (1995, op.
cit. note 9) notes, however, there were clearly differences of opinion within the EU: “The Spanish
for example, subscribe to the majority opinion of the UNEP Expert Panel IV [that was, support for
a biosafety protocol]. Norway and Sweden would also like to see a legally binding instrument on
biosafety...The UK intends to push for international guidelines, feeling that the negotiability of a
protocol is unrealistic at present”.

*T. Cors, in “The Cartagena Protocol on Biosafety: Maintaining the Status Quo’, BINAS News,
forthcoming.
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" All WTO Members are also members of either a customs union, free-trade agreement, or looser
association with trade-related objectives, and this process of integration is continuing apace. For
example, the European Commission has made a concrete proposal to admit Cyprus, the Czech
Republic, Estonia, Hungary, Poland and Slovenia in a first phase of expansion. The North Amer-
ican Free Trade Agreement (NAFTA) is undergoing expansion, with negotiation of NAFTA-based
agreements between Mexico, Canada and Chile. A Trade Protocol has been negotiated by the twelve
members of the South African Development Community. In Asia the date for completion of the
ASEAN (Association of South-East Asian Nations) Free Trade Area has been brought forward to
2005. The South Asian Free Trade Area (SAFTA) amongst countries in the Indian sub-continent
aims for completion by 2001 (WTO Annual Report, Volume I, 1997, pp. 25-26).

» Petrinsky and Atanassov (1998), in G.T.Tzotzos and K.G. Skyrabin (eds.), Biotechnology in the
Developing World and Countries in Economic Transition, CABI, 2000.

* Council Directive of 23rd April, 1990 on the contained use of genetically modified micro-
organisms (90/219/EEC) and Council Directive of 3rd April, 1990 on the deliberate release into the
environment of genetically modified organisms (90/220/EEC). Twardowski et al. (in G.T. Tzotzos
and K.G. Skyrabin (eds.), Biotechnology in the Developing World and Countries in Economic Tran-
sition, CABI, 2000) write “...during the period 1980-1990 the country [Poland] was transformed
from a communist country to one determined to join the European Community ...Prior to 1990,
regulations were adopted on the American model, though these were not legally enforceable. After
1990, Poland’s aspiration for membership of the EU required acceptance of European legislation
(with regard to biotechnology, EC Directives 90/219 and 90/220) ...Over the last three years there
has been an intention to implement a new Polish law, which would be a ‘national copy’ of the EU
Directives, drafted with the assistance of international organisations (OECD, UNEP, UNIDO). In
November 1997 a team of experts submitted a proposal for a Polish ‘Gene Law’ to the government;
the proposal is based on Directives 90/219 and 90/220”.

M. Schechtman, the USDA-APHIS Domestic Programmes Leader, comments: “This co-
operation has been reflected in a variety of ways: in interactions between regulatory officials of the
three countries, in the movement of products across national borders, and in the field testing and/or
approvals of products developed by scientists or companies based in another of the three countries”
(Schechtman, M., Harmonisation at the regional level — Americas: Case of the North American Plant
Protection Organisation, in K.J. Mulongoy (ed.), Biosafety Needs and Priority Actions for West and
Central Africa, International Academy of the Environment, 1997, p. 107).

3 Ibid, p. 112.

2 In commenting on the relevance of this geographical proximity, Zakri A. Hamid (Chairman,
Genetic Modification Advisory Committee, Malaysia) comments: “the harmonization of biosafety
regulations in the ASEAN region is not only imperative due to political considerations, but more
so from the biological perspective (i.e. due to the commonality found in the ASEAN countries e.g.
common centres of diversity)” (Zakri A. Hamid, pers. commun.).

* 90/220/EEC, Article 4. An instance of the need for such regional provisions is that of appli-
cations for the release of transgenic potatoes in Germany, where severe winters ensure that the
germplasm cannot over-winter. In the UK, however, where winters are milder, and where the possi-
bility of survival of germplasm from year-to-year was greater, more rigorous testing was demanded
(Julian Kinderlerer, pers. commun.).

3 “Environmental risk disharmonies of European biotechnology regulation’, in AgBiotech News
and Information, 1997, 9(8)179N-183N. See also: An appraisal of the working in practice of directive
90/220/EEC on the deliberate release of Genetically Modified Organisms, a working document for
the Scientific and Technological Options Assessment (STOA) Panel, by R. von Schomberg, European
Parliament, January 1998.



272 T. CROMPTON AND G.T. TZOTZOS

% Von Schomberg (1998, ibid.) writes: “Only a ruling by the European Court of Justice could
clarify the ambivalence between the obligatory lift in any trade barrier on products and the country’s
sovereignty to protectit’s [sic] environment. The US have raised similar concerns about trade barriers
and may appeal to the World Trade Organisation for an ultimate ruling”.

% Chapter 3-10 (Approval) of The Norwegian Gene Technology Act (Act No. 38, 2 April, 1993)
states, “In deciding whether or not to grant the application, significant emphasis shall also be
placed on whether the deliberate release represents a benefit to the community and a contribution
to sustainable development”.

3 Schenkelaars reports the view of a representative of the Norwegian Competent Authority (CA),
“... that the Nordic approach to an open and democratic government would not be able to stand up
against the way of decision-making in the European Union in the light of its democratic deficit”
(Schenkelaars, P., Outlooks on public information and participation in the context of the European
Biotechnology Directives 90/219/EEC and 90/220/EEC, in A. van Dommelen (ed.), Coping with
Deliberate Release: The Limits of Risk Assessment, International Centre for Human and Public
Affairs, 1996, pp. 168-169). This same representative of the Norwegian CA asks “... how one can
secure participation on the national level in new legislation or changes in regulations, which are a
result of changes in Community legislation” (Schneider, G., Public information and consultation in
Norway, in Piet van der Meer (ed.), Public Information and Participation in the Context of European
Directives 90/219/EEC and 90/220/EEC, MEBO Environmental Consultancy, 1994). It is interesting
in this context to compare the EU Directives, and legislation in Sweden (a member of the EU)
and Norway (which is not a Member State). Although there is no explicit suggestion that Swedish
provisions for consideration of ethical aspects of release would be stronger were Sweden not subject
to EU legislation, van der Meer (Public information and consultation in Norway, in Piet van der
Meer (ed.), Public Information and Participation in the Context of European Directives 90/219/EEC
and 90/220/EEC, MEBO Environmental Consultancy, 1994, p. 51) cites the comment that ... the
Swedish Law on Biotechnology governing releases of GMOs is a copy of the EC Directives. But
there is one big difference; there is a provision also to take ethical aspects of a GMO- release into
account. However, this is a much weaker formulation than that in Norwegian law”.

® Article 7 of 90/220/EEC directs that “Where a Member State considers it appropriate, it may
provide that groups or the public shall be consulted on any aspect of the proposed deliberate release”.

» Schubert, G., The situation in the Federal Republic of Germany, in Piet van der Meer (ed.),
Public Information and participation in the Context of European Directives 90/219/EEC and
90/220/EEC MEBO Environmental Consultancy, 1994.

“ Gentechnikgesetz, 1 July 1990.

*' Schubert, G. (1994, ibid.).

“2 This is something that is recognised in Norway, where: “Public consultation would in the eyes
of the [Norwegian] CA be important first and foremost in cases of marketing products, industrial
production, and in cases where difficult ethical considerations have to be taken” (van der Meer,
1994, op. cit. note 34; p. 120).

* For example, Lawrence Zeph (manager, regulatory affairs, Pioneer Hybrid International Inc.)
comments, “We are in the business of either testing or selling products for use in the environment and
it is important that all relevant health and safety issues are considered before we proceed with these
activities. If not, our company may incur liability risks or be the subject of criticism by environmental
and consumer organizations who are interested in agricultural biotechnology. In addition, it is a
benefit to all companies when a consistent, predictable regulatory system is in place which levels
the playing field and does not allow one company to gain an advantage over other companies” (pers.
commun.).

“ Lawrence Zeph (ibid., pers. commun.).
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* “Greenpeace says the lack of legal regulation of these activities is a major problem. Although
Asgrow did not transgress any particular law, the pressure group says that the company acted with
‘a lack of ethics’, particularly by not informing authorities of the import and export of gene plasm”
(Abbott, A., Greens attack transgenic plant trials, Nature 382, 1996, 746). In fact, the same report
offers an alternative interpretation of the liability of companies in the event of accidents, commenting
that: “If there is damage to the environment, the Guatemala government [in the absence of national
legislation] will not be able to hold companies liable”.

% Republic of South Africa Genetically Modified Organisms Bill, 1997 (B 3-97).

7 Kirby, R., A critical assessment of the South African Genetically Modified Organisms Bill of
1997, BINAS News 3(1-2), 1997, 12-14.

“ Kirby, R.(1997, ibid.).

“ “If a country has existing laws which could cover agricultural biotechnology (like the US model),
then it is usually more efficient to build on those laws and the expertise of those responsible for the
existing regulations. In general, we believe countries which are currently establishing their regulatory
system should incorporate the experience with health and safety product reviews in the US, Canada,
Europe and Japan” (Lawrence Zeph, op. cit. note 39, pers. commun.).

' The Agricultural Biotechnology for Sustainable Productivity (ABSP) Project, a US Agency
for International Development (USAID) sponsored initiative based at Michigan State University, is
unequivocal on this point: “Before any genetic transformation technology or materials may be trans-
ferred, the recipient country must have in place a regulatory approval mechanism to insure the safe
transfer, handling and permitting of transgenic materials. ABSP works closely with USDA/APHIS
to provide collaborators with consultation on the scientific, technical and regulatory issues encom-
passed in the exportation, importation, and safe handling of genetically engineered organisms, at
both an individual and institutional level, for laboratory, greenhouse and field testing” (Policy Issues:
IPR and biosafety, http://www.isp.msu.edu/ABSP). One representative of the USAID Biotechnology
Programs lists the focus of these programmes “by order of priority: (a) research (b) policy (biosafety,
intellectual property rights, plant variety protection) (c) human resources development” (Josette
Lewis, pers. commun.).

5! Madkour (in G.T. Tzotzos and K.G. Skyrabin (eds.), Biotechnology in the Developing World
and Countries in Economic Transition, CABI, 2000) and Magdy Madkour (Director, AGERI) (pers.
commun.).

7 In fact, the code also draws upon the European Directives and the Australian regulations (Magdy
Madkour, Director, AGERI, pers. commun.). See also Commercializing Agricultural Biotechnology
Products in Egypt: Analysis of Biosafety Procedures. Madkour, M.A., Nawawy, A.S., Traynor, P.L.
(ISNAR, 2000), which states: “Egypt’s biosafety guidelines for greenhouse containment and field
tests were drafted by AGERI scientists, based on existing guidelines from the US and Europe”.

% Clark and Juma, 1991, p. 13, ibid.

3 These include Poland (since 1996), Czech Republic (1995), Hungary (1996) and Mexico (1994).

% The rationale for such an initiative is given as follows: “OECD Member countries are mov-
ing rapidly towards the commercialisation and marketing of agricultural and industrial products
of modern biotechnology. They have therefore identified the need for harmonization of regula-
tory approaches to the assessment of these products, in order to avoid unnecessary trade barriers”
(OECD, 1997, Consensus Document on Information Used in the Assessment of Environmental Ap-
plications Involving Pseudomonas, OECD Environmental Health and Safety Publications, Series on
Harmonization of Regulatory Oversight in Biotechnology, No. 6 [OCDE/GD(97)22]; Preamble).

% In suggesting that the South African Committee for Genetic Experimentation may be used as
a model for regulatory committees in other African countries, J.A. Thompson (Biosafety in South
Africa: The role of SAGENE, in K.J. Mulongoy (ed.), Biosafety Needs and Priority Actionsfor West
and Central Africa, International Academy of the Environment, 1997, p. 85) comments that “Coun-
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tries considering the establishment of similar bodies should realise that members of the committee
will be required to put in considerable amounts of time, especially when it comes to assessing the
risk involved in trial releases. SAGENE recently decided to draw on scientists with expert knowledge
outside the committee to assist with risk assessments and that these people would in future be paid.
As aresult it is now charging companies which apply to carry out field trials in South Africa”.
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