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PREFACE 

In this volume as in previous volumes in this series we have at- 
tempted to focus attention on those facets of applied microbiology 
that are currently receiving or will receive attention in the immediate 
future. Many microbiologists have shifted their interests from the 
traditional pathways of applied microbiology including food micro- 
biology, soil microbiology, and industrial (fermentation) microbi- 
ology, to the charms of molecular biology. We expect that they will 
return to the applied areas and hope that their renewed interest is 
attributable in part to some of the articles in this volume. 

The topics covered in this volume are centered around microbial 
chemistry, antimicrobial agents, and fermentations. The use of micro- 
bial products and components in cells in chemotaxonomy is considered 
by Benedict for basidiomycetes and by Gorin and Spencer for bacteria. 
Telling and Radlett, in discussing large-scale growth of animal cells 
in fermentation equipment, Sargeant doing the same for ‘phage, and 
Righelato and Elsworth, in surveying continuous fermentations, all 
contribute to our understanding of the problems of maintaining 
microbial cultures in a vigorous condition. Fredrickson et al. use data 
collected in both batch and continuous processes to formulate mathe- 
matical expressions to predict bacterial growth under a variety of 
conditions. If microbial cells are to serve as a major protein source 
for human diets (Bhattacharjee), we will have to understand more 
about the economic aspects of growth. 

Although 1970 marks 30 years of intensive effort on the use of 
fermentation processes for antibiotics, the future is still bright for 
finding useful compounds in fermentations for a variety of purposes. 
Ingram and Blackwood summarize reports on phenazine production 
by microorganisms, and Jefferys discusses the plant growth sub- 
stances, the gibberellins. Ward reviews the history of the United 
States Department of Agriculture’s research in microbial chemistry, 
and Whittenburg presents some aspects of trying to obtain patent 
protection on fermentation processes and products. The combination 
of microbiology and chemistry to produce new antibiotic substances 
is reviewed by Sassiver and Lewis for the cephalosporins and by 
Blackwood and English for the tetracyclines. Peterson indicates some 
of the requirements for antimicrobial agents if they are to be useful 
in dental practice, and Bartha and Pramer carry antimicrobial activi- 
ties one step further in their discussion of the limitations of microbial 
systems in degradation of organic compounds. 

xi 



xii PREFACE 

The scope of the areas covered in this volume indicates the expand- 
ing horizons of applied microbiology. We hope that these essays will 
encourage many to join the groups examining the potential of micro- 
bial processes. There is opportunity for all. 
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1. Introduction 

The classification of basidiomycetes is a difficult task and the dis- 
agreements that often occur between expert classical taxonomists in 
matters of this sort do not simplify the task of interpreting the chemo- 
taxonomic data that have appeared in the literature in the past 10 
years. The writer knows one mycology professor who hands out 
eleven different taxonomic keys to students to ensure that no paucity 
of diagnostic characteristics prevails for the identification of field 
specimens. 

Differentiation of tissue structures on the surface and within the 
basidiocarps has permitted the classical taxonomist to separate many 
species within related genera. Botanists working their way along a 
perhaps never-ending road toward “full truth” must in Singer’s words 
(1962) be willing to “accept reshifts in classification, the application 
of more and more time-absorbing methods of investigation, the op- 
position of some of our colleagues working in other fields who may 
denounce our inability to state shortly and simply the characters on 
which the groups of fungi are separated.” 

The writer agrees with Cronquist (1962) that a “backcross of bio- 
systematics to classical taxonomy should give us the modified classical 
taxonomy of the future, receptive to data of all sorts.” In the latter 
category, the feverish activity that has taken place in the “new 
chromatographic era” includes a start on some potentially useful 
chemotaxonomic studies among the basidiomycetes. If the current 

1 
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review stimulates a few young systematists to continue along these 
lines, the reviewer will consider worthwhile the time spent in pre- 
paring it. 

The numerous references throughout this review to Singer (1962) 
are in support of the reviewer’s choice of this eminent agaricologist 
as his taxonomic authority. In this paper, author citations are given 
on all basidiomycete genera and species except in those cases where 
the authors of cited papers chose to omit them. 

II. Macrochemical Color Reactions 

Basidiomycetes collected at random (in season) and broken apart 
will sometimes reveal the presence of some leuco chemical which 
changes color upon oxidation by air. A simple example is that of some 
types of white latex in the genus Lactarius (lacking in older, dry 
specimens). The presence of latex readily distinguishes this mush- 
room from all others in the order Agaricales. Without doubt, these 
natural changes stimulated taxonomists to spot various chemical re- 
agents on cap and stipe tissues’ of fleshy fungi and to record color 
changes that occurred. 

The reviewer is indebted to Professor R. Watling for a prepublica- 
tion copy of his excellent review on “Chemical Tests in Agaricology” 
(Watling, 1969). One section contains a detailed table with eleven 
categories of macrochemical test reagents commonly used by agari- 
cologists along with the color changes that occur in representatives of 
several families of the order Agaricales. The diagnostic value of some 
reactions of alkalis, iodine complexes, and simple iron salts with 
compounds in the mushrooms is discussed in detail. Instructions for 
the preparation of the various reagents are carefully explained. 

When Wading’s data are applied to the families in Singer’s (1962) 
classification system, one finds that members of several families re- 
spond little or not at all to macrochemical tests. These are the Poly- 
poraceae (9), Hygrophoraceae (8), Coprinaceae (7), Bolbitiaceae (5),  
Crepidotaceae (7), Rhodophyllaceae (3), and Strobilomycetaceae (4). 
(The numbers in parentheses represent genera in each of these 
families.) Families with representatives that respond to the tests are 
shown in Table I. 

It appears that chemical categories 9 (nitrogen-containing aromatics, 
e.g., aniline, benzidine, etc.), 8 (aromatic alcohols and acids, e.g., 
phenol, resorcinol, etc.), and 4 (simple complexes containing halogens, 
e.g., Melzer’s iodine complex, calcium hypochlorite, etc.) are the most 
useful, although these totals are less significant for 8 and 9 when one 
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TABLE I 
COMPARATIVE UTlLlTlES OF CHELIICAL CATEGORIES IN \14CRC)CHEhlICAL TESTS 

1 2 3 4 5 6 7 8 9 1 0  
Family (genera) (5)“ (4)  (2) (6) (3) ( 5 )  (3) (12) (10) (4)  

Russulaceae (2) 0 2” 1 0 1 5 1 10 10 1 
Boletaceae (14) 2 2 1 3 1 1 2  1 4 1  
Tricholomataceae (84) 0 1 1 2 0 1 1 3 2 1  
Cortinariaceae (15) 2 2 1 4 0 0 0  0 0 0  
Amanitaceae (7) 1 0 0 1 1 0 0  2 2 0  
Agaricaceae (17) 2 0 0 0 0 0 0  0 1 1  
Paxillaceae (5) 0 0 0 0 1 0 1  0 1 0 
Goniphidiaceae (2) 1 0 0 0 0 0 2  0 0 0  

Totds  8 7 4 10 4 7 7 16 20 4 

“Sumber of test reagents in this ciitegory. 
“Equals number of tests from category 2 reported a s  positive in members of the 

Russulacew. 

reflects that at least three reagents in these categories are repetitious, 
i.e., in 8, guaiacol, pyrogallol, and phlorglucinol are each oxidized by 
the same enzymes (laccase or tyrosinase), and in 9, aniline, o-amino- 
phenol, and benzidiiie by  laccase or tyrosinase, laccase, and laccase, 
respectively. Enzyme data and substrate color changes are those 
noted in an extensive study of cultures of wood-rotting basidiomycetes 
by Kiiirik (1965). 

The importance of the iodine complexes in Agaricales classification 
should not be underestimated. Reagents such as Melzer’s (a mixture 
of chloral hydrate plus KI and metallic I.) often react with constituents 
on fungal cell walls, and the terms “amyloid” and “nonamyloid” 
(with respect to the darkening or nondarkening by iodine) of spores or 
parts thereof, have had a strong impact on basidiomycete classification. 
An outstanding example of this (Watling, 1969) is the darkening effect 
of Melzer’s solution on the spore ornamentation of members of the 
Russulaceae, helping to set this fainily apart from all other agarics. 
The genus Russula itself probably contains more than 500 species, 
and in Singer’s opinion (1962) “our knowledge of Russulu is very 
good, the difficulties one often encounters in the identification of 
specimens arise from the multitude of species all very similar to each 
other and the sparsity of specialists to assist in the identification of 
specimens.” 

One of the main objections to the rnacrochemical tests is lack of 
specificity, e.g., the mushroom compound that reacts with the test 
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agent is often unknown. Watling (1969) believes that chemical tests 
will have more value when we know more about the substrates we 
are testing for, their variation and distribution in other organisms. 

Ill. Other Chemotaxonomic Aids i i  Fleshy Fungi 

A. INDOLYL DERIVATIVES 

1. Panaeolus Species 

Singer (1962) characterizes Panaeolus (Fr.) Quel. as having no 
cystidia on the sides of the gills, spores smooth, and spore print black. 
In the subfamily Panaeoloideae Sing., one also finds the genera 
Panaeolina R. Maire, Copelandia Bres., and Anellaria Karst. Tyler 
(1958) prepared extracts of Panaeolus campanulatus (Fr.) QuCl. and 
found serotonin (5-hydroxytryptamine) plus other Ehrlich-positive 
indolyl compounds. Weir and Tyler (1963) reported that Panaeolus 
campanulatus and Panaeolina foenisecii (Pers. ex Fr.) R. Maire are 
excellent sources of serotonin, averaging about 1234 and 3728 pglgm 
dry wt, respectively. 

In 1938, a specimen of Paneolus campanulatus Fr. ex L. var. sphinc- 
trinus (Fr.) Bres. was brought in from the jungle to R. E. Schultes as a 
presumed sample of “teonanacatl,” the divine mushroom of Mexico 
(Heim and Hofmann, 1958). Both P .  sphinctrinus and P .  papilionaceus 
(Bull.) Quel. were reported by Singer (1949) to be sources of intoxi- 
cating drugs used by Central American Indians. Tyler and Smith 
(196313) examined the following Panaeolus species for their proto- 
alkaloid content: P .  curnpanulatus (2), P .  foenisecii (2), P .  acuminatus 
(Schaeff. ex Fr.) QuBl., P .  acuminatus f. grucilis f. nov., P .  fontinalis 
Smith, P .  semiovatus (Fr.) Lundell, P .  solidipes Peck., P .  subbalteatus 
(Berk. & Br.) Sacc., and P .  texensis sp. nov. All of these extracts con- 
tained serotonin and 5-hydroxytryptophan except P .  solidipes, a 55- 
year-old herbarium specimen, which may have lost its protoalkaloids 
during the long storage period. The authors found no chromatographic 
indication of the presence of psilocybin or psilocin, although some 
strains of P .  subbalteatus are definitely psychotomimetic, according to 
Stein (1958) who, several years earlier, had eaten this mushroom mix- 
ed with Agaricus hisporus (Lange) Imbach. Later on, Stein et al. 
(1959) found a 4-phosphoryl indolyl derivative in P .  subbalteutus 
similar to psilocybin, but melting above 250°C. The structure of this 
compound has not been completely elucidated, but Leung and Paul 
(1968) agree that it may be identical with baeocystin, the monoinethyl 
analog of psilocybin. 
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The controversy surrounding the status of Panaeolus sphinctrinus 

as a hallucinogenic mushroom still exists. The reported isolation of 
psilocybin from P .  sphinctrinus carpophores by Heim and Hofmann 
(1958) could not be substantiated with later specimens of the same 
fungus (Hofmann et al., 1963). Specimens of P .  sphinctrinus au- 
thenticated by Singer, and reputedly the same species as the Mexican 
material originally collected by  Schultes (1939) were carefully 
analyzed for protoalkaloids by Tyler and Groger (1964a). The extracts 
contained relatively large amounts of serotonin, 5-hydroxytryptophan, 
and urea (see Section III,B), but no psilocybin or psilocin. In a report 
by Ola’h (1968) one finds P .  sphinctrinus listed in a group under 
“Psilocybiennes latentes,” i.e., specimens that “contain with cer- 
tainty, indolic compounds with psychodisleptic capacity but do not 
offer a constant presence.” These are P .  africanus, P .  castaneifolius, P .  
jimicola, P .  microspoms, and P .  foenisecii. One must select one of 
two possibilities with respect to P .  sphinctrinus, either that different 
chemical races exist, or that the experts disagree on what should con- 
stitute an authentic specimen of this species. Ola’h’s list of psycho- 
tomimetic Panaeoli alleged to contain psilocybin includes P .  ater 
(Lange) Kiihner and Romagnesi, P .  cambodginiensis, P .  c yanescens 
[listed in Singer as Copelandia cyanescens (Berk. & Br.) Singer], P .  
subbalteatus, and P .  tropicalis. The UV absorption spectra of com- 
pounds isolated from these fungi as shown by Ola’h are indeed similar 
to those of psilocybin, baeocystin, and norbaeocystin, but unequivocal 
proof of identity has not been provided. 

From a chemotaxonomic view, we may say that many species of 
Panaeolus contain the indolyl compounds 5-hydroxytryptophan and 
serotonin, and, in addition, a few have psychotomimetic compounds 
related to psilocybin. 

2. Psilocybe and Conocybe 
The genus Psilocybe (Fr.) Qu61., as arranged by Singer (1962), 

contains 38 species in five sections. Section Caerulescentes (23 
species) is characterized in part by specimens whose contexts blue on 
exposure, reaching “deep Medici blue” Ridgway, and react strongly 
with the macrochemical reagent monomethylparamidophenol. 

Psilocybin and/or psilocin has been reported from a high percentage 
of these species, as shown by Heim and Hofmann (1958), Benedict et 
al. (1962, 1967), and Benedict and Brady (1969). In addition, Psi- 
locybe baeocystis Singer and Smith, Psilocybe quebecensis Heim and 
Ola’h, and Psilocybe serbica spec. nov. may also be added to the list 
[Leung and Paul (1968), Ola’h (1967), and Moser and Horak (1968)l. 
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Watling (in Benedict et al., 1967) pointed out that psilocybin-con- 
taining Psilocybe semilanceata (Fr. ex Secr.) Kummer, Section 
Psilocybe, may or may not show blueing and in reality is synonymous 
with Section Caerulescentes. He suggests, therefore, that these two 
sections be combined. 

Conocybe Fayod 

The genus Conocybe is placed in the family Bolbitiaceae, and 
there are some doubts regarding early reports by Heim (1957) that 
Conocybe siligeneoides was probably used by Mexican Indians in 
religious ceremonies. However, later reports of psilocybin in Cono- 
cybe cyanopus (Atk.) Kuhner by Benedict et al. (1962), and in Cono- 
oybe smithii Watling, formerly Galera cyanopes K a u h a n  (Benedict 
et al., 1967), show that the drug is present in some species. The num- 
ber of species is too small, however, to have any chemotaxonomic 
potential. Probable and postulated biosynthetic pathways to these 
compounds are summarized in Fig. 1. 

B. UREA 
1 .  Survey of Many Genera 

Urea reacts with Ehrlich reagent to give a bright yellow color and is 
so characteristic and runs so well on chromatographs (Smith, 1960) 
that it is often added as a marker to solutions not containing it. The & 
values in commonly used solvent systems, e.g., n-butanol-acetic acid- 
water, n-butanol-pyridine-water, and isopropyl alcohol-ammonia- 
water are about 0.5k0.06. Other Ehrlich-positive compounds with 
yellow chromophores and similar values are almost totally lacking 
in mushrooms. Biosynthetic origins of urea are not only complex but 
diverse, according to Tyler et al. (1965), and both of these factors are 
important with respect to its biosystematic utility. They collected and 
analyzed for their urea content 344 species of higher fungi, and most 
of these came from western Washington State. Shown in Table I1 are 
the results obtained on representative genera from all but one of the 
sixteen families placed in the Agaricales by Singer (1962), plus four 
other families of nonagarics. 

Perhaps one should suspect heterogeneity in a family as large and 
diverse as that of the Tricholomataceae (see Section III,C,l,a). We 
found that Armillaria, Clitocybe, Lepista, Lyophyllum, Marasmius, 
Melanoleuca, and Tricholomopsis accumulate urea, whereas Armil- 
lariella, Catathelasma, Laccaria, Leucopaxillus, Marasmiellus, 
Omphalotus, Oudemansiella, Panellus, Pleurocybella, Tricholoma, 
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I Psilocybe 
Conocybe I Panaeolus 4-PHO-N, N-DMTA 

Panaeolina 7 y bin) 

(Psilocin) 
’\ 

t 
TA - N;MeTA-N, YDMTA - 4-OH-N, N-DMTA 

‘\ 

4PHO- ‘5 -MeTA 
‘\ 

4-PHO-TA 

(Norbaeocystin) (Baeocystin) 

FIG. 1. Biosynthetic pathways to indolyl hallucinogens. TA = Tryptamine; DM = 
dimethyl-; M e 0  = methoxy-; OH = hydroxy-; TP = tryptophan; M e  = methyl; PHO = 
phosphoryl-; IAA = indolylacetic acid. 

and Xeromphalina do not. The apparent inconsistent results noted 
with Collybia (2+ and 2-) are less puzzling when one observes that 
Collybia confluens (Pers. ex Fr.) Kummer and C .  dryophila (Bull. ex  
Fr.) Kummer were both formerly classified in the genus Marusmius. 
Despite Singer’s judgment (1962) that “the characters of the epicutis 
clearly separate Collybia from nearly all species of Marasmius,” the 
findings with respect to urea could further assist in settling taxonomic 
differences between the two genera. Examination of more species of 
both Mycena and Xeromphalina should help clarify the previously 
reported inconsistencies. 

The broad range of urea concentrations in the Amanitaceae, (0-5+), 
is less startling when one recalls that subgenus AMANITA contains 
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TABLE I1 
UREA IN BASIDIOMYCETES" 

Family 

No. of Levels 
genera 
tested Species 

of 
urea 

Hy grophoraceae 3 17 0-l+ 
Tricholomataceae 21 58 (7) = 3-5+ 

(11) = 0-1+ 
(3) =Variable 

Amanitaceae 2 16 0-5+ 
Agaricaceae 5 17 3-5+ 
Coprinaceae 5 16 3-5+ 
Bolbitiaceae 1 1 2+ 
Strophariaceae 4 14 0-2+ 
Cortinariaceae 6 75 0-1+ 
Rhodophyllaceae 2 6 Variable 
Paxillaceae 2 4 0-1+ 
Boletaceae 6 17 0 
Russulaceae 2 25 0-1+ 
Lycoperdaceae 2 7 3-5+ 

"Members of the Cantharellaceae, Clavariaceae, Hydnaceae, and Strobilomycetaceae 
totaling 7 genera and 49 species, contained no urea. 

nonamyloid spores and little or no urea, and subgenus EUAMANITA, 
amyloid spores and moderate to high urea levels (Section III,C,c). The 
results shown with Rhodophyllus species were both interesting and 
challenging, ranging from 0 to 5+. The two urea-negative species, R .  
sericellus (Fr.) Qud.  and R.  serrulatus (Fr.) Quel., are classified by 
Dennis et al. (1960) as species of Leptonia. Rhodophyllus nidorosus 
(Fr.) Quel. and R .  sinuatus (Fr.) Qud., both with moderate amounts 
of urea, were placed in the genus Entoloma, and R. sericeus (Fr.) 
Quel., rich in urea, in the genus Nolanea. As part of an extensive 
chemotaxonomic study, D. Largent and R. G. Benedict (1969, unpub- 
lished) examined the ethanolic extractives from 289 collections of 
rhodophylloid fungi. We found all of our Nolanea species to be strong- 
ly urea-positive (3-5+), whereas species of Leptonia and Entoloma 
ranged between 0 and 2+ in 90-95% of all samples examined. 

In contrast with the confused chemotaxonomic picture regarding 
certain indolyl compounds in Panaeolus, Panaeolina, and Psilocybe, 
the results on urea are quite clear, e.g., species of the former genera 
showing 3-5+ urea levels, and Psilocybe species, none. 

In the family Boletaceae, it is surprising indeed that one species, 
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Suillus piperatus (Bull. ex Fr.) 0. Kuntze, should have urea when all 
other species examined had none. 

The apparent stability of urea in long-held herbarium specimens, 
plus the ease of detection on chromatograms and the improbability of 
finding false positives, undoubtedly strengthens its position as a 
valuable chemotaxonomic tool in the fleshy fungi. 

c. STUDIES ON MYCORRHIZAL-ASSOCIATED FUNGI 

1 .  Miscellaneous Compounds 

The submerged mycelia of mycorrhizally associated basidiomycetes 
are intimately connected with the minute rootlets of certain trees and 
derive a portion of their nutritional requirements from the host. 

a. Tricholoma Species 

Benedict et al. (1964) made a preliminary study of twelve species of 
Tricholoma and three species of Lepista and Tricholomopsis (both 
formerly included in Tricholoma) and found that approximately thirty 
compounds could be detected on acid-washed paper, following one- 
dimensional chromatography and an Ehrlich reagent spray. Urea was 
present in both Lepista and Tricholomopsis species and in Tricholoma 
sclerotoideum Morse. The chemical profile of the latter pointed away 
from Tricholoma; in fact, Singer (1962) had already indicated the close 
relationship of T. sclerotoideum and Clitocybe inornata (Fr.) Gill. 
Several species of Clitocybe proved to be strongly urea-positive. The 
remaining Tricholoma species in our survey were urea-negative, and 
the chance is remote that one would find this compound in any mush- 
room, “with a tricholomatoid habit and with lamallae not free, or 
spores permanently without an internal pigment” (Tricholoma, in 
Singer’s Key 11). 

The 80 species of Tricholoma listed by Singer are classified among 
four subgenera. Our survey contained too few species within any sub- 
genus to permit evaluation of comparative tests for common chemo- 
taxonomic markers. However, the occurrence of identical markers in 
extracts of Tricholoma inamoenum (Fr. ex Fr.) Quel. and T .  sulphureum 
(Bull. ex Fr.) Kummer suggests that they are varieties of the same 
basic form rather than distinct species. The six identical chemotaxo- 
nomic markers present in both T. aurantium (Schaeff. ex  Fr.) Ricken 
and Armillaria xelleri Stuntz and Smith suggests that the latter fungus 
should be transferred from Armillaria to Stirps Aurantium, in Sub- 
genus TRICHOLOMA. 
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b. Inocybe Species 

Some of the results of a chemical and chemotaxonomic evaluation of 
39 species of Znocybe by Robbers et al. (1964) brought up some inter- 
esting taxonomic questions. In this survey, some Znocybe species in 
unrelated stirpes contained the same secondary metabolite (ergo- 
thioneine), raising the problem of how one should interpret both 
morphological and biochemical characteristics. The reviewer is in 
accord with Robbers and co-worker’s statement that “Both char- 
acteristics are expressions of genetic differences, but, in systematics, 
there is no existing finite knowledge that permits greater emphasis to 
be placed on either.” On the other hand, Znocybe kaufmanii A. H. 
Smith and Znocybe picrosma Stuntz, closely related according to 
morphological characteristics, have dissimilar chemical compositions, 
the latter species not showing muscarine, ergothioneine, tyrosine, and 
valine. Despite these apparent anomalies, the authors set up a key, 
based on the chemotaxonomic data, and then correctly identified 
coded specimens with the aid of that key. The genus Znocybe has by 
far the highest percentage of muscarine-synthesizing species. Twenty- 
six of the 39 collections examined were positive, far more than either 
Arnanita or Clitocybe species (Section III,l,C) and (Section 111,G). A 
few compounds were limited to single species, i.e., 5-hydroxytrypto- 
phan to Znocybe 1838 and tryptamine to Znocybe hirsuta var. maxima 
A. H. Smith. The use of two-dimensional chromatography, multi- 
solvent systems, and a variety of sprays permitted an indication of the 
general chemical nature of some compounds not specifically identi- 
fied, but which were useful in setting up the chemotaxonomic key. 

c.  Amanita Species 

Singer (1962) states that the poisonous species in subgenus I, 
AMANITA, contain muscarine rather than amanitatoxins. Among 
species listed in Section 2 of the subgenus, one finds A. muscaria 
(Fr.) S .  F. Gray, A. pantherina (Fr.) Secr., and A. gemmata (Fr,) Gill. 
The first two species have minute amounts of muscarine (- 0.00025% 
wet weight), usually not enough to cause symptoms of muscarine 
poisoning. Pacific Northwest specimens of A.  muscaria and A. 
pantherina are reported to have the narcotic-intoxicant isoxazoles 
ibotenic acid and muscimol (the latter formerly known as pantherine) 
in levels from 0.18-0.45% on a dry solids basis (Benedict et al., 1966). 
We found that “true” A. gemmata lacks these compounds and that 
apparent hybrids, taxonomically designated as A. gemmata-pantherina 
intergrades, can be differentiated from A. gemmata only by  the pres- 
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ence of these isoxazoles. None of the remaining species in Singer’s 
Subgenus I are known to have these compounds. Amanita strobili- 
fomnis (Vitt.) Qukl. is the type species in a section of Subgenus 
EUAMANITA (wherein the spores are amyloid). Takemoto et al. 
(1964) isolated ibotenic acid from A. strobiliformis (Paul.) Qukl. The 
latter contains an incorrect author citation and raises doubt regarding 
the identity of this Japanese mushroom. Specimens ofA. strobiliformis 
(Vitt.) Qukl. sensu W. C. Coker, collected in Tennessee and examined 
by Tyler et al. (1966), contained neither ibotenic acid nor muscimol. 
Examinations of other collections of both Japanese and American A. 
strobiliformis might settle the question. 

Dennis et al. (1960) considerd. strobiliformis to be conspecific with 
A. solitaria (Fr.) Secr., but our collections of the latter species, sensu 
D. E. Stuntz, had no ibotenic acid or muscimol; in their place we 
found the related compounds solitaric acid and solitarine. Thus, a 
considerable amount of chemotaxonomic confusion exists in this 
group at present. 

In subgenus 11, EUAMANITA, section Euamanita, Singer (1962) 
says, “Several or all species in this section contain smaller or larger 
amounts of amanitatoxin (deadly poisonous or suspect).” The type 
species is A. phalloides (Vaill. ex Fr.) Secr. All specimens of this taxon 
examined in our laboratory have shown amatoxins, although the ratios 
of Q- and p-amanitin vary in different collections, suggesting the ex- 
istence of different chemical races. Some strains of A. verna (Fr.) Vitt. 
s. Boud. or A. virosa Secr. contain little or no detectable toxin (Tyler 
et al., 1966). Probably A. ocreata Peck and certainly A. bisporigera 
Atk. should be transferred from section Amidellae to section Euam- 
anita. The latter species, assaying from 3 to 5 mg/gm dry weight of Q- 

and p-amanitin, is probably the most toxic mushroom yet reported. 
Amanita tenuifolia Murr., also known to contain amatoxins, is not 
treated in Singer. 

In the same section one also finds stirps Citrina listing four species, 
at least two of which have the odor of sprouting potatoes-A. citrina 
(Schaeff. ex) S. F. Gray and A. porphyria (A. ik S. e x  Fr.) Secr. They 
lack the toxic cyclopeptides, but other secondary metabolites present 
include several indolyl protoalkaloids, e.g., bufotenine, N-methyl- 
serotonin, etc. (Tyler and Groger, 1964b) (see Fig. ,l). If chemo- 
taxonomic leads are to be meaningful, the reviewer believes that these 
species merit a separate section. 

Neither Galerina Earle (family Cortinariaceae) nor Lepiota (Pers. 
ex) S. F. Gray (family Agaricaceae) are strictly mycorrhizal, nor are 
they closely related to Amanita, but they are mentioned here because 
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certain sections of each have species with the same complex meta- 
bolites (amatoxins, phallotoxins, or both). Singer’s Section Naucoriop- 
sis in Galerina has at least three toxic species--. autumnalis (Peck) 
Sm. and Singer, G. rnarginata (Fr.) Kiihner, and G. venenata A. H. 
Smith, according to Tyler and Smith (19634 and Tyler et ul. (1963). In 
genus Lepiota, Section Ovisporae, one finds the deadly L. helveola 
sensu Josserand and the related L. brunneoincarnata Chodat & 
Martin. Lepiota fuscovinacea Moeller and Lange is also suspect in 
the opinion of Mortara and Filipello (1967). The principal toxins are 
easily identified on thin-layer chromatograms, but mycologists are 
often reluctant to release the small samples of herbarium specimens 
needed to provide presumptive identification. 

d .  Cortinarius Species 

The genus Cortinarius is a very large and taxonomically difficult 
one, including more than 500 species. Some of these are brilliantly 
colored with red, purple, orange, yellow, and brown pigments pre- 
dominating. The majority of these pigments are probably anthra- 
quinones, but relatively few have been positively identified (see Fig. 
2). Most of the 29 sections treated by Singer (1962) contain species 
primarily from European collections. Gabriel (1960, 1965) extracted 
and studied the pigments of several colorful species authenticated by 
R. Kiihner, an eminent French mycologist. Three species were ex- 
amined from Section Sanguinei, whose representatives by definition 
“contain vacuolar red pigments (at times only in the gills).” Chroma- 
tographic separation in an amyl alcohol-pyridine-water mixture 
showed thirteen pigments, which she numbered according to mobility, 
the highest spot (emodin) being assigned number one. 

Cortinarius sanguineus Wulf ex Fr. exhibited pattern 1-6 and 12 
(seven pigments); C .  semisanguineus Wulf ex Fr. 4-6, 9, 12, and 13; 
and C .  phoeniceus Bull. ex Fr. 4-6 and 12. All three species contained 
purpurin. According to Steglich and Lose1 (unpublished reference 2) 
in Steglich et a1. (1968), C .  sanguineus extracts also yield endocrocin. 
Other specimens studied by Gabriel (1960) in Section Dermocybe in- 
cluded Cortinurius cinnaniomeus L. ex Fr. var. conformis Fr. pattern 
1, 3, 4‘, 5-9, and 12, and L. ex Fr. var. lutesceris Gil. pattern 5-10. 
Cortinarius sphagneti Orton and C .  ulignosus Berk. are similar to C .  
sanguineus, evidence offered by Gabriel that the two groups should 
be rejoined. The reviewer believes that more data should be obtained 
before cheniotaxonoinic reevaluations can be made. 
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e. Boletus and Related Species 

A search for chemotaxonomic markers in the Boletaceae by Benedict 
and Tyler (1968) showed that mannitol, glucose, and trehalose were 
present in various species of Boletinus, Suillus, Phylloporus, Boletus, 
Xerocomus, Leccinum, and Boletellus. The alcohol arabitol was 
present in all extracts except those of Xerocomus chrysenteron (St. 
Am.) QuB1. and Boletellus zelleri (Murr.) h e l l ,  Sing. & Dick. Fructose 
occurred only in Boletus miniato-olivaceus var. sensibilis Peck and 
two species of Leccinum, L. aurantiacum (St. Am.) S. F. Gray and L. 
scabrum (Fr.) S. F. Gray, and heptulose only in L. aurantiacum and 
Boletellus zelleri (four separate collections). Although no clear-cut 
chemotaxonomic conclusions could be drawn from these studies, a 
survey of a larger number of species may prove of value at  the species 
level. 

f. Gomphus Species 

Agaricic acid (a-hexadecylcitric acid), structure (I), was isolated 
many years ago from the wood-rot fungus Fomes oficinalis Fr. (Faull.) 
by Thoms and Vogelsang (1907). 

CH,-(CHz),,-CH-COOH 
I I. n = 15 

HO-C-COOH 
I 11, n = 13 

HI- C- COOH 

A second compound of this type was not observed in higher fungi 
until Miyata et al. (1966) found norcaperatic acid (11) (a-tetradecyl- 
citric acid) in Cantharellus fEoccosus Schw., now known as Gomphus 

~ E O C C O S U S  (Schw.) Sing. Other fleshy fungal sources reported by Sulli- 
van (1968) and Henry and Sullivan (1969) include Polyporus fibril- 
losus Karst. (22%) and Gomphus kauffmanii (A. H. Smith) Corner 
(2%). None was found in Cantharellus cibarius Fr., C .  infundibuli- 
formis Fr., C .  subalbidans Smith & Morse, or in Gomphus clauatus S. 
F. Gray. Should other species of Gomphus be tested, it will be inter- 
esting to see if they too possess this compound. 

D. TETRONIC ACIDS 
1. Boletus and Related Species 

Until recently, naturally occurring tetronic acids and related com- 
pounds had been found mainly in lichens or produced fermentatively 
by yeasts, molds, and a few actinomycetes. 
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The first compound common to several species of Boletus in Singer’s 
Section Luridi was designated “boletol” (see Fig. 2) .  However, 
Steglich et al. (1968) claim that this compound, isolated by Kogl and 
Deijs (1934) from B .  satanus Lenz, B .  luridus Schaeff. ex Fr., and B .  
badius (Fr.) Kuhner ex Gilbert, gives no blue color with oxidase, 
hence cannot be the specific compound that gives the blueing re- 
action in certain of the Boletaceae. Steglich and co-workers (1968) ex- 

FIG. 2. Anthraquinone pigments in basidiomycetes. 

R’ R* R3 R4 R5 R6 R’ R” 

Emodin OH H CH3 H H OH H OH 
Purpurin OH H OH OH H H H H  
Endocrocin OH COOH CH3 H H OH H OH 

Boletol COOHb H H COOHb OH OH H OH 
Dermocybin” - - - - - - - -  

“Four -OH groups and one - OCH3 group on the outside rings, but localities not 

bCOOH Group on R1 or R4, but not on both. In the opinion of Beaumont et al. (1968), 
certified. 

this compound does not exist in boletes. 

amined Boletus erythropus (Fr. e x  Fr.) Pers., B .  calopus Fr., and 
Xerocomus chysenteron (Bull. ex  St. Am.) QuC1. and found that the 
blue pigments forming in air with the aid of an oxidase are sub- 
stituted tetronic acids related to pulvinic acid from the lichen, 
Sticta coronata. The first one of these from the Boletaceae was 
variegatic acid (see Fig. 3), originally isolated from Suillus uariegatus 
(Sow. ex  Fr.) 0. Kuntze by Edwards and Elsworthy (1967). The same 
compound occurred in B .  e y  ythropus (0.04%), B .  calopus (0.005%), 
and Xerocomus chrysenteron (0.09%). The recovery percentages are 
those of Steglich et al., who also reported the latter species to have 
more xerocomic acid as well as small amounts of atromentic and 
chloroxerocomic acids. These investigators also believe that the RJ. 
values and the UV spectrum of the so-called “boletol,” detected 
chromatographically in 22 species of the genera Boletus, PhyZloporus, 



BASIDIOMYCETE CHEMOTAXONOMY 15 

FIG. 3. Tetronic acid derivatives in Boletus and Gomphidius species. 
R’ = R3 = OH; R2 = H 
R’ = OH; R2 = R3 = H 
R1 = R2 = R3 = H 
R’ = R* = OH; R’ = H 

Variegatic acid 
Xerocomic acid 
Atromentic acid 
Comphidic acid 

Xerocomus, Boletinus, Suillus, and Gyrodon by Gabriel (1965), point 
toward variegatic acid, and, on the same basis, “pseudobolitol” from 
B .  erythropus, X .  parasiticus (Bull. ex  Fr.) QuCI., Suillus placidus 
(Bon.) Sing., and S .  piperatus (Bull. ex Fr.) 0. Kuntze becomes xero- 
comic acid. 

In his discussion of the close relationship of the Paxillaceae with 
the Boletaceae, Singer (1962) mentions that blueing does often occur 
in many species of the latter, but the reviewer finds that little or no 
taxonomic use of this characteristic is made in the key for the sub- 
families in the Boletaceae. 

The small genus Gomphidius Fr. is closely related to Boletus, and 
it is not surprising that similar secondary metabolites appear in both. 
Singer lists only eighteen species of the former. The stipe ends of 
Gomphidius glutinosus (Schaeff. e x  Fr.) Fr., G .  oregonensis Peck, and 
G .  smithii Sing. are bright yellow in color. Steglich et al. (1969) iso- 
lated a new pulvinic acid derivative from G .  glutinosus and named it 
gomphidic acid (see Fig. 3). No mention is made of stipe end colors 
in Singer’s key, and it is difficult to see why this characteristic has 
been ignored in past considerations of species differentiation within 
the genus. 

E. TERPHENYLQUINONES 
1. Hydnellum and Related Genera 

The natural occurrence of terphenylquinones, with one exception, 
is thus far restricted to certain basidiomycetes and lichens. Among the 
former, the family Hydnaceae, including the genera Hydnellum, 
Hydnum, Lopharia, and Phellodon, are good sources of these com- 
pounds. One of the most interesting compounds is atromentin (see 
Fig. 4) which is found in Hydnellum peckii Harrison, formerly H .  
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R3 

FIG. 4. Some terphenylquinones in basidiornycetes. 

R' RZ R3 R4 R5 Re R' 

Atromentin H OH H OH OH OH H 

Leucomelone OH OH H OH OH OH H 
Volucrisporin" H H OH H H H OH 
Aurantiacin H OH H BZOb BZOb OH H 

Polyporic acid H H H OH OH H H 

"From the hyphomycete Volucrispora aurantiaca Haskins. See Divekar et al. (1959). 
bBZO = benzoyloxy 

TABLE 111 
TERPHENYLQUINONES IN THE GENUS Hydnellum 

~ ~~~ 

Dihydro- 
aurantiacin 

Hydnellum species Aurantiacin dibenzoate Atromentin 

H. HA 202" + + - 
H .  caeruleum (Pers.) Karst. + b  + 
H .  aurantiacum Batsch. + b  + b  N.R.' 
H .  scrobiculatum var. + - - 

H .  scrobiculatum var. - - - 

- + b  H .  peckii Harrison - 

H .  suaoeolens (Scop.) Karst. - - - 

- 

zonatum (Fr.) Harr. 

scrobiculatum (Secr.) Karst. 

(formerly H .  diabolus Banker) 

"A University of Washington Mycological Herbarium number referring to a recog- 

"Reported by workers other than Sullivan et al. (1967). 
'Not reported. 

nizable entity, not yet described in the literature. 
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diabolus Banker (Euler et al., 1965; and Khanna et al., 1965), Clito- 
cybe subilludens Murr. (Sullivan and Guess, 1969), and Paxillus 
atrotomentosus (Batsch. e x  Fr.) Fr. (Kogl and Postowsky, 1924). 

The distribution of various terphenylquinones in Hydnellum 
species collected in the Pacific Northwest was undertaken by Sullivan 
et al. (1967). All of the fungi listed in Table I11 contained a black pig- 
ment, later identified as thelephoric acid, the structure of which is not 
included in Fig. 4. It is 2,3,8,9-tetrahydroxybenzo-bis( 1,2-b: 4,5- 
b’)benzofuran-6,12-quinone. Thelephoric acid is probably the ter- 
phenylquinone most frequently encountered in basidiomycetes; 
Sawada (1952, 1958) isolated and quantitated this compound in 
Hydnum cyathiforme, H .  nigrum, H .  graveolens, H .  amarescens, H .  
imbricatum, H .  aspratum, H .  scabrosum, Phlebia strigosozonata, 
Polystictus versicolor, and Cantharellus multiplex. On a fresh weight 
basis, the amounts recovered ranged from 1.7 to 0.004%. 

2. Paxillus Species 

The presence of atromentin in P .  atrotomentosus has already been 
mentioned. Although not a terphenylquinone, a new, naturally oc- 
curring relative of this type compound has recently been isolated from 
Paxillus inuolutus (Batsch. ex Fr.) Fr. by Edwards et al. (1967). It is a 
diphenylcyclopenteneone named “involutin” (see Fig. 5). Paxillus is 
a small genus with not more than a dozen species and is closely re- 
lated to Gyrodon, in the Boletaceae (see Section 111,D). 

3. Polyporus Species 

Terphenylquinones in Pol yporus and related genera are limited to 
too few species at present for any sort of chemotaxonomic evaluation. 
However, accumulations of some of these compounds reach high pro- 
portions. For example, polyporic acid (Fig. 4) occurs in Polyporus 
rutilans (P.) Fr. to the extent of 23% of the dry weight, according to 
Frank et al. (1950a). These same workers postulate (1950b) that the 
ability of polyporic acid to form highly insoluble complexes with 
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most metallic ions may serve a useful function, i.e., to protect its 
spores against microorganisms and insects by precipitating and re- 
moving essential minerals from such invaders. Fruiting bodies of this 
fungus have an unusually low mineral content. According to Murray 
(1952), polyporic acid is also present in Peniophora filamentosa 
Burt. 

F. STYRYLPYRONES IN Gymnopilus AND Polyporus 

During a survey of various fleshy fungi for polyacetylenic anti- 
biotics and other secondary metabolites of interest, Bu’Lock and 
Smith (1961) isolated and characterized hispidin from Polyporus 
hispidus (Bull.) Fr. (see Fig. 6). The assigned structure was confirmed 

OH 

FIG.  6. Styrylpyrones in Polyporus and Cymnopilus. 
R’ = R2 = OH = Hispidin 
R1 = H; R* = OH = bis-Noryangonin 

by Edwards et al. (1961) by synthesis of this and many other similar 
styrylpyrones. Bu’Lock and coworkers suggested that other wood-rot 
species in the genus Polyporus might also have pigments of the 
hispidin type. They found such pigments in Polyporus schweinitzii 
(Fr.) Pat., grew the fungus on ordinary media, and produced hispidin 
as the main product (Bu’Lock, 1967). To date, these two species are 
the only polypores showing hispidin, but more species could be 
added later because the genus Polyporus is very large and versatile 
with respect to secondary metabolites found in mature carpophores. 

During the urea survey (Section III,B,l), Tyler et al. (1965) noted 
that Ehrlich-positive compounds extracted from Polyporus schweinit- 
zii closely resembled those from Gymnopilus Karsten. Species of the 
latter are primarily lignicolous basidiomycetes whose predominant 
colors are yellow to yellow-brown. A recent monograph on this genus 
by Hesler (1969) recognizes 73 species in North America, approxi- 
mately half of which contain yellow, KOH-soluble pigments. One of 
these, G. spectabilis (Fr.) Singer, is especially interesting in that it has 
an unidentified hallucinogen exerting an effect in humans similar to 
that of psilocybin (Walters, 1965; Romagnesi, 1964; and Buck, 1967). 
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Investigation of the major Ehrlich-positive compound in G.  de- 
currens Hesler by Hatfield and Brady (1968) showed it to be bis- 
noryangonin [4-hydroxy-6-(4-hydroxystyryl) pyrone] (Fig. 6), a com- 
pound closely related to some of those found in Kava root. Later, the 
same authors (1969) isolated bis-noryangonin from G. spectabilis. This 
finding enhances the possibility that the unidentified hallucinogen 
in G. spectabilis is a styrylpyrone or a close relative of compounds 
in this chemical class. Current studies in our laboratory on various 
Gymnopoli show their extracts to contain a variety of Ehrlich-positive 
compounds, some of which should be of chemotaxonomic value with- 
in the genus when their chemical identities and distributions become 
better known. 

G. POLYACETYLENIC COMPOUNDS 

During the feverish search for new antibiotics of medicinal import- 
ance in the late 1940’s and early 195O’s, many fermentation broths of 
various basidiomycete cultures were tested and some showed good 
antibacterial activity. Some factors were too unstable for isolation and 
purification. Analyses of the more stable molecules revealed both 
allenic and acetylenic groups, ranging in length from eight to ten 
carbons. Thus far, about fifty compounds have been characterized 
from species within fourteen genera of basidiomycetes scattered 
among several different families. For comprehensive reviews on the 
polyacetylenes from both basidiomycetes and higher plants, see 
Sqirensen (1963) and Johnson (1965). To the reviewer’s knowledge, 
none of these compounds has yet been isolated directly from the 
original carpophores from which the subcultures were obtained. 

There appeared little chance that meaningful chemotaxonomic 
conclusions could be drawn from the over-all “scatter pattern” of 
polyacetylenic biosynthesis among the basidiomycetes. However, 
examinations of groups of these compounds proved more fruitful. One 
noteworthy contribution along these lines is that of Anchel et al. 
(1962) who had previously observed that certain basidiomycetes 
produced singles, pairs, or groups of polyacetylenes. To study pos- 
sible chemotaxonomic implications, they selected the “diatretynes” 
formed by Clitocybe diatretra (Fr.) QuB1. (family Tricholomataceae). 
The three diatretynes are shown below: 

HOOC - CH=CH-C C - C C - CONH, 
I 

HOOC-CH=CH-C=C-C=C-C=N 
I1 

HOOC - CH=CH - C C - C C - C C- CH&H 
111 
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The chromophores of diatretynes I, 11, and 111 exhibit very character- 
istic UV absorption spectra. Additional supporting evidence for their 
presence was obtained by paper chromatography and in some cases 
by use of their bacterial spectra or behavior on countercurrent distri- 
bution, or both. 

A total of 254 species in 55 genera, representing 12 families in 
Singer's classification system (1949), were utilized in the study. After 
a preliminary screening of the mycelia on agar slant cultures, those 
showing evidence of diatretyne production were grown in liquid 
media. The culture broths were carefully processed to partially purify 
the diatretynes before assay. Only one species outside the family 
Tricholomataceae produced small amounts of diatretyne 111 [Psa thyr- 
eZla (DrosophiZa) sarcocephala (Fr.) Qu61.1. The remaining twelve 
species occurred in the family Tricholomataceae; Lepista nuda (Fr.) 
Qubl., L. Zuscina (Fr.) Singer [formerly Tricholoma panaeolum (Fr.) 
Qu61.1, Pleurotus ulmarius (Fr.) Qu61., and nine species of Clitocybe. 
The reviewer shows in Table IV how the latter are distributed among 
the thirteen sections of Clitocybe in Singer (1962). Please note that 
almost half'of these taxa occur in Section Candicantes. [Although hav- 
ing no direct connection, it is noteworthy that the parent carpophores 
of two of the diatretyne producers in this section ( C .  riuu2osa and C .  
cerrusata) also synthesize muscarine (Section III,C,l,b)l. Each of the 
remaining species is allocated to a different section. Coproduction of 

TABLE IV 

IN Clitocybe SPECIES 
TAXONOMIC POSITIONS OF DIATRETYNE PRODUCERS 

Clitocybe Section" status 

C .  rioulosa (Fr.) Qut51.b 
C .  cerrusata (Fr.) Qut5l. 
C .  diatreta (Fr.) Qut5l. 
C .  fragrans (Fr.) QuB1. 
C .  inoersa (Fr.) Quel. 
C .  nebularis (Fr.) Qut5l. 
C .  umbilbata (Fr.) Qut5l. 
C .  robusta Peck 
C .  gallinacea (Fr.) Gill. 

Candicantes 
Candicantes 
Candicantes 
Candicantes 
Eulepista 
Disciformis 
U mbilicatae 

Bulluliferae 

Type species 
- 

- 
Type species 
Type species 
Type species 

C .  hydrogramma (Bull. ex Fr.) Kummer 
or C. adirondackensis (Peck) Sacc. 

- 

"As revised by Singer (1962). 
*All author citations are those of the culture suppliers. 
'Not treated in Singer. 
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the diatretynes was the rule, with some species of Clitocybe pro- 
ducing all three types. The authors concluded that “diatretyne pro- 
duction is probably limited to the family Agaricaceae Sensu Zato and 
in support of Singer’s classification (1949) it may be limited in this 
group to the genera segregated by him as Tricholomataceae.” 
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1. Introduction 

A. DEFINITION O F  T H E  YEASTS 

The term “yeast” according to Alexopoulos (1962) refers to Asco- 
mycetes of the subclass Hemiascomycetidae, Order Endomycetales, 
Family Saccharomycetaceae, which possess a predominantly uni- 
cellular thallus; reproduce asexually by budding, transverse division 

’Issued as NRCC No. 11349. 
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(fission) or both; and produce ascospores in a naked ascus, originating 
either from a zygote or parthenogenetically from a single somatic cell. 
Forms not known to produce ascospores, but which possess all other 
characteristics listed above, and are not obviously related to other 
groups of fungi, are also included generally under the term yeast, for 
it is believed that many yeasts have lost their ability to form asco- 
spores or that they may actually form them under conditions as yet 
unknown to us. 

This definition, like most other finished or semifinished products of 
scientific endeavor, gives no hint of the tortuous path that had to be 
followed to reach it. Nor does it hint of the blind alleys, which some- 
times retard the development of yeast taxonomy, nor of the unexplored 
ones that are being investigated in the hope that they will lead to a 
more accurate map of the area occupied by these organisms. 

The above definition includes those species placed by Phaff et al. 
(1966) in the family Cryptococcaceae as asporogenous forms, some of 
which are transferred at intervals to the family Saccharomycetaceae 
whenever strains that produce ascospores are discovered. I t  does not, 
however, include the family Sporobolomycetaceae, the members of 
which produce ballistospores that are discharged by  drop-excretion. 
These species are classified by Alexopoulos as Basidiomycetes, 
though Phaff et al., and Lodder et al. (1958) classify them as yeasts, 
along with the similar organisms in the genus Rhodotorula. Thus the 
question of a possible multiphyletic origin of the yeasts is not touched 
upon by Alexopoulos (1962) in an otherwise excellent definition of 
the yeasts. Finally, such definitions give no clue to the difficulty often 
involved in defining the relationship of an organism to other members 
of the group, nor its similarities to and differences from them. The 
statement by Lodder et al. (1958) that “the delimitation of the yeasts 
is subject to arbitrary decisions and as a group they are far from 
homogeneous” gives some warning of the problems which have been 
encountered and which still exist in the identification and classifica- 
tion of yeasts. 

B. THE GENERA AND SPECIES OF THE YEASTS 
Phaff et al. (1966) place the yeasts in three families, Saccharo- 

mycetaceae, Sporobolomycetaceae, and Cryptococcaceae. The first 
family contains the known ascosporogenous yeasts. Alexopoulos 
(1962) however, places three groups, containing the genera Eremascus, 
Endomyces, and Endomycopsis, in a separate family, Endomy- 
cetaceae. Phaff et al. (1966) place these genera in two of six sub- 
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families within the family Saccharomycetaceae, so that Eremascus 
and Endomyces are placed in the subfamilies Eremascoideae and 
Endomycetoideae, respectively. Endom ycopsis is placed in the sub- 
family Saccharomycetoideae. The other subfamilies are Schizo- 
saccharomycetoideae, Lipomycetoideae, and Nematosporoideae. 

The family Sporobolomycetaceae contains two genera of yeasts 
which produce ballistospores, Sporobolomyces and Bullera. They are 
distinguished by the shape of the ballistospores, kidney- to sickle- 
shaped in the former and round to oval in the latter. Most Sporo- 
bolomyces species are red or pink but white or cream-colored species 
have been described. Bullera species are colorless to cream-colored. 

The family Cryptococcaceae contains a heterogeneous collection 
of asporogenous forms grouped according to morphological and 
physiological criteria. At intervals individual species 'are found to 
produce spores or otherwise engage in some form of sexual activity, 
and are transferred to an existing ascosporogenous genus or a new one 
is created for them. The genera Kloeckera, Torulopis and Candida, 
for instance, contain anascosporogenous forms of Hanseniaspora, 
Debaryomyces, Pichia, Hansenula, Saccharomyces and Metschni- 
kowia. Recently, conjugation has been reported in strains of Rho- 
dotorula by Banno (1967) and a new genus, Rhodosporidium, has 
been suggested to include them. 

Most of the genera of this family form only budding cells and some- 
times pseudomycelium. However, true mycelium is formed by mem- 
bers of the genus Trichosporon and a few Candida species. The shape 
of the cells is very variable, including round, oval, elongate, bottle- 
and flask-shaped, and triangular forms. 

The family Saccharomycetaceae as envisaged by Phaff et al. (1966) 
includes forms producing true mycelium only, and which cannot 
properly be classed as yeasts. These include the genera Eremascus 
and Endomyces. Endomycopsis is an intermediate form in this 
respect, producing true mycelium as well as pseudomycelium and 
budding cells. The latter genus is placed in the family Endomy- 
cetaceae by Alexopoulos (1962). 

The Schizosaccharomyces species, which multiply vegetatively by 
fission, are placed in a separate subfamily Schizosaccharomycetoideae, 
by Phaff et al. (1966). According to the same workers the subfamily 
Saccharomycetoideae is considerably larger than the others, con- 
taining sixteen genera. These include Saccharomyces, an old and 
rather heterogeneous genus, which contains the commercially im- 
portant species Saccharomyces cerevisiae and Saccharomyces carls- 
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bergensis; the genus Fabospora, which contains species which form 
bean-shaped spores, and which were originally placed in the genus 
Saccharomyces; the genera Hansenula and Pichia, which include 
many species that live in association with bark beetles and their 
host trees, and are separated only by the ability to utilize nitrate or 
the lack of it; the genus Debaryomyces, which includes a number of 
salt-tolerant species that grow on the surface of preserved meats, 
and several minor genera. 

Two minor subfamilies, Lipomycetoideae and Nematosporoideae, 
contain the genera Lipomyces, and Nematospora, Coccidiascus and 
Metschnikowiu, respectively. The three latter genera consist of 
species that form needle-shaped ascospores. 

All genera of the family Saccharomycetaceae are separated largely 
on the basis of the shape, number, and mode of production of their 
ascospores. Whether this is a valid criterion for determining the 
relationships among these genera will have to await the results of 
future research. However, there are instances in the work reported 
here that suggest that unsuspected similarities among some genera 
may make a regrouping of them desirable. 

There exist, in addition, a number of genera of yeastlike organisms, 
whose relationship to the “true” yeasts is also yet to be determined. 
Phaff et al. (1966) mention the genera of filamentous fungi Pullularia 
(Aureobasidium), Geotrichum, Eremo thecium, Ashbya, and Taphrina 
and the genus of colorless algae, Prototheca, which is mentioned be- 
cause it is often found in the same habitat as some yeasts and may be 
mistaken for a yeast by inexperienced yeast ecologists. 

Another genus, Ceratocystis (and its imperfect form, Graphium) is 
worthy of mention in connection with the yeastlike fungi. Like other 
such organisms, many members of the genus grow readily in a yeast- 
like phase under some conditions. Also, many species of this genus 
live in association with bark beetles and their host trees, as do yeasts 
of the genera Hansenula and Pichia. Some Cerutocystis species form 
hat- and Saturn-shaped ascospores, as do most species of the above 
yeasts. 

Most of the Ceratocystis species, unlike some of the other fila- 
mentous fungi, form mannose-containing polysaccharides. The genus 
Ceratocystis is of economic importance since it includes the pathogen 
Ceratocystis ulmi, the causal agent of Dutch Elm disease, and a 
number of other wilt pathogens and blue-stain fungi affecting the 
quality of lumber. While this genus has not hitherto been considered 
among the yeastlike organisms, its possible relationships with the 
yeasts are worthy of study. 
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Species of the genus Ahernaria and NectTia have likewise been 
reported (Wolf and Wolf, 1947) as microbial commensals of bark 
beetles and plant pathogens, respectively. Some of these, too, have 
been found to form extractable mannose-containing polysaccharides 
which give distinctive pmr spectra. 

C. METHODS OF CLASSIFICATION OF THE YEASTS 
Yeasts are at present classified on the basis of their morphology, for 

assignment to genera, and by their biochemical reactions, for assign- 
ment to species. The workers of the Dutch school were responsible 
for much of the pioneering work on the classification of the yeast 
species known up to about 1950. This work culminated in the standard 
text on yeast taxonomy by Lodder and Kreger-van Rij (1952). These 
workers classified all the yeasts available to them on the basis of 
cellular morphology, spore shape and number, and the nature of 
the conjugation process, and, at the specific level, on the ability to fer- 
ment and assimilate six sugars, to use ethanol and nitrate, and 'to 
hydrolyze arbutin. The distinction between some species was rather 
fine, as judged by these criteria. The greatest of all their contributions, 
perhaps, was the introduction of order into the chaos of synonymous 
genera and species of yeasts, which had existed until that time. 

Wickerham and Burton (1948), and Wickerham (1951) at about the 
same time, introduced a number of refinements of the Dutch system, 
especially the use of a much larger number of carbon compounds. 
These included additional hexoses, di-, tri- and tetrasaccharides, two 
polysaccharides, and a number of pentoses, polyhydric alcohols, and 
organic acids. They also introduced tests for vitamin requirements. 

Current practice is to use approximately thirty carbon compounds 
and to test for fermentation of at least eleven of these, including in- 
cluding inulin. The ability to utilize nitrite as well as nitrate, to 
hydrolyze gelatin, to produce acid, and to grow at various elevated or 
depressed temperatures and on media of high sugar or salt content, 
are also used. The type and number of additional reactions tested 
vary with the interests and preferences of the individual investigator. 

A certain number of difficulties, major and minor, accompany the 
use of these methods. One of these is the question of the stability of 
the reaction and its significance. This is true of morphological as well 
as biochemical criteria. For instance, the genera Candida and TOTU- 
Zopsis are separated solely on the ability of the former to produce 
pseudohyphae. At one time, great attention was paid to the form of 
the pseudohyphae themselves for differentiation of species, until it 
was observed that the same species might produce two or more forms, 
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simultaneously or at different stages of growth. It has now become 
evident that different strains of the same species may differ in their 
ability to produce pseudomycelium, and the value of this criterion in 
distinguishing the two genera approaches the vanishing point. 

Likewise, the genera Hansenula and Pichia are separated solely 
by the ability or lack of ability to utilize nitrate. If this should be 
no longer a valid criterion for separating the two genera, then the 
distinction between them would disappear, and one generic name or 
the other would have to be discarded. 

Another problem concerns the instability of the physiological 
characters. Scheda and Yarrow (1966) observed enough variability in 
the fermentation and carbon assimilation patterns of a number of 
Saccharomyces species to cause difficulties in the assignment of 
their yeast strains to definite species. 

A different type of difficulty lies in the relationship of the bio- 
chemical tests to the metabolism of the organisms. It was not originally 
sufficiently appreciated that the various carbon compounds are not 
necessarily assimilated independently, but may be metabolized by 
common pathways. Thus most yeasts that use one substrate can also 
use a structurally related one by the same metabolic pathway. Barnett 
(1968) gives several examples of such linked mechanisms: (a) a com- 
mon initial enzyme, for instance, that which is involved in the metab- 
olism of a number of P-D-glucopyranoside derivatives, the metabolism 
of raffinose and sucrose, and the metabolism of L-sorbose and D- 
mannitol; (b) interconvertible substrates, such as D-ribose and ribitol; 
and (c) common route to a central pathway, as in the utilization of 
L-arabinose and D-xylose. Barnett noted that there was a small per- 
centage of yeasts that were exceptions to these rules, but in general 
the conclusion was valid, that the effective number of criteria for dis- 
tinguishing yeast species was reduced by the number of substrates 
metabolized by such linked mechanisms. The metabolism of most or 
all of the compounds used involves a few distinct central pathways, 
and depends on the cells’ ability to convert the substrates into inter- 
mediary metabolites of one of these pathways. From this it logically 
follows that probably only minor differences in carbohydrate metab- 
olism are concerned in these tests. Pasteur’s comment [quoted by 
Barnett (1968) from “Etudes sur la Bikre”] is thus most significant, 
concerning his studies of different yeasts. He did not give names to 
his cultures, saying that “Many a time I have found that forms differ- 
ent in appearance, often belong to the same species and.that similar 
forms can hide profound differences.” 
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If, as has been shown, gross morphological differences, such as 
they are in relatively undifferentiated organisms such as yeasts, are 
unreliable as taxonomic criteria, and the biochemical and physio- 
logical criteria discussed by Barnett (1968) and by Scheda and Yarrow 
(1966) are not much better, then new criteria, which are hopefully 
more stable, must be sought. The chemical structures of the macro- 
molecules of the yeast cell, such as the nucleic acids, proteins, and 
polysaccharides are obvious choices. 

D. CHEMOTAXONOMY OF THE YEASTS IN TERMS OF 
NUCLEIC ACID, PROTEIN, AND ANTIGENIC STRUCTURES 

Recently, with the advent of more sophisticated chemical and 
physiochemical techniques, it has been found that the chemical 
structures of components of the yeast cell vary from species to species. 
This has led to greater interest in chemotaxonomy of the yeast cell 
using as criteria the chemical structures and physical and immuno- 
logical properties of macromolecules. A brief description of the 
methods in use at present is given below and the polysaccharide 
structure-proton magnetic resonance method is described in detail 
later (Section 11). 

1 .  Yeast Nucleic Acids 

From a phylogenetic point of view, it is advantageous to base 
yeast classification schemes on the chemical nature of informational 
macromolecules, i.e., DNA, RNA, and enzyme proteins. This approach 
has been covered in a comprehensive review on bacterial taxonomy 
by Marmur et al. (1963). Since DNA base compositions vary widely 
in microorganisms, this property is useful as a taxonomic aid, a fact 
first recognized by Lee e t  al. (1956). Conventional chemical methods 
of determining base ratios have now been largely replaced b y  con- 
venient physiochemical methods. These methods include determina- 
tion of the thermal denaturation temperature of DNA (Marmur and 
Doty, 1962; Falkow et al. 1962) and to a lesser extent the buoyant 
density in a cesium salt gradient (Rolfe and Meselson, 1959; Sueoka 
et al., 1959; Belozersky and Spirin, 1960). The base compositions of 
DNA of many bacteria have been determined but it was not until more 
recently that Storck (1966) examined a number of true fungi, yeastlike 
fungi, and yeasts for guanine+cytosine (G+C) content. He con- 
cluded that their G+C contents had a taxonomic and phylogenetic 
significance. Using the G+C content technique, Nakase and Koma- 
gata (1968) have analyzed 62 strains of yeast and yeastlike fungi and 
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have also shown (Nakase and Komagata, 1969) that the genus Han- 
senula can be divided into two large groups, one with a G+C content 
of 32-34%, and another with 40-42%. In a similar manner Stenderup 
and Bak (1968) have examined nuclear and mitochondral DNA of 
some Candida species for G+ C content. In general the G + C method 
agrees with taxonomic assignments based on other criteria and ap- 
pears to have significance in yeast taxonomy. 

The G+C base ratio method, which only clearly demonstrates 
differences in nucleic acid structures, is complemented by the 
molecular hybridization method. Nucleic acids, which form molecular 
hybrids on denaturation followed by annealing in solution (Schild- 
kraut et al., 1961), are related to an extent in their base sequences. 
[Factors governing the hybridization reaction have been summarized 
by Walker (1969) in a review on the nucleic acids ofhigher organisms.] 
In their studies on yeast Bak arid Stenderup (1969) obtained cell 
DNA and radioactive RNA, prepared by the action of a synthetase 
using DNA as a template. Using the DNA-RNA hybridization tech- 
nique of Gillespie and Spiegelman (1965) they measured the genetic 
relatedness of ten species of Candida, a genus of considerable hetero- 
geneity. Very close relationships were found between three pairs of 
imperfect Candida species and their perfect counterparts. On the 
other hand, some Candida species with similar G+C base ratios, 
show very low homology figures. 

Marmur et al. (1963) have pointed out that base sequence analysis 
of sRNA, a polymer of approximately 70 nucleoside units is feasible 
from a chemotaxonomic point of view. However, sRNA’s of yeast 
have not yet been investigated in this manner. 

2. Yeast Proteins 

Enzymes have not yet been used to any extent in taxonomic studies 
despite the correlation of base sequence of RNA with enzyme struc- 
ture. In the study of proteins Clare (1963) has shown that the protein 
profile of Saccharomyces cerevisiae extracts, obtained on zone electro- 
phoresis, differs from those from Pullularia pullulans and Fusarium 
oxysporum [for other examples see the review of Garber and Rippon 
(1968)l. However, protein profiles can vary according to the stage of 
growth of the cell (Dawson, unpublished data). Claisse (1969) has 
reported that the types of cytochrome c vary depending on the species 
of yeast examined. The differences were detected using low-tempera- 
ture spectrophotometry (Estabrook, 1966) of the a-region. The 
variations of amino acid composition and other properties of cyto- 
chrome c from yeasts and other fungi have been reviewed by  Margo- 
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liash and Schejter (1966). This type of investigation, as applied to 
chemotaxonomy of fungi, may prove to have considerable value. 

3. Serological Properties of Yeasts as a Taxonomic Acid 

The classification and differentiation of yeasts according to their 
serological properties have been investigated in detail and sum- 
marized by Tsuchiya and co-workers (1965) following the report of 
Benham (1931) that yeasts can be differentiated in this way. The anti- 
genic properties of the cell depend mainly on the mannans or man- 
nose-containing polysaccharides which occur as layers in the cell 
wall (Fukazawa and Tsuchiya, 1969). Many of the yeast antigens have 
been analyzed serologically and subdivided into components termed 
“antigenic structures.” As would be expected the serological proper- 
ties of the yeast antigens are related (although not identical) to the 
chemical structures of the mannose-containing polysaccharides 
obtained by alkaline degradation of the cell wall. A few comparisons 
of serological properties and polysaccharide structures of individual 
yeasts will be made later in Section 111. 

II. Chemotaxonomy of Yeasts According to Their 
M a  n nose-Con ta in i ng Pol ysacc ha rides 

In the classification of yeasts according to their component mannose- 
containing polysaccharides, two distinct although closely related 
approaches are open to the investigator. The first is the determination 
of the polysaccharide structure in terms of its main chain and side 
chains (differences in component monosaccharides can occasionally 
be used to distinguish species). These structures are the ultimate cri- 
terion for determining similarities and differences between yeast 
species. The second approach is far less time consuming. The proton 
magnetic resonance (pmr) spectrum of the mannose-containing poly- 
saccharide can be used directly in yeast taxonomy since similarities 
in the spectra are suggestive of similarities in chemical structure. The 
spectra can be used to confirm that one species is the asporogenous 
form of another, to differentiate between otherwise similar species, 
and to determine the homogeneity of ascosporogenous genera and 
suggest relationships between such genera. 

A. EARLY CHEMICAL STUDIES ON YEAST POLYSACCHARIDES 

The chemical studies on yeast polysaccharides directed toward 
classification of yeasts, prior to the advent of the pmr method, are 
described below. 
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Cell wall and capsular polysaccharides of yeasts have only been 
used relatively recently for identification of yeasts. This is due to the 
unavailability, prior to 1950, of adequate techniques for chemical and 
physiochemical investigations on complex polysaccharides. Early 
studies on yeast polysaccharides were based on monosaccharide 
composition. For example, Slodki and Wickerham (1966) showed that 
the exocellular polysaccharides of Lipomyces lipoferus and Lipo- 
myces starkeyi can be distinguished by the monosaccharides formed 
on hydrolysis (Table I), whereas these two species are difficult to 
distinguish by  their morphological characteristics and sugar-assimila- 
tion patterns. Gorin et al. (1965) found that Rhodotorula spp. form a 
mannan containing alternate p-( 1 3)- and p-( 1 + 4)-D-mannopyra- 
nose units whereas Cryptococcus spp. form starchlike material' 
(Aschner et al., 1945) and a heteropolysaccharide containing xylose, 
mannose, and glucuronic acid units (Einbinder et al., 1954; Aber- 
crombie et al., 1960; Miyazaki, 1961). 

The formation of such related heteropolymers by some red yeasts 
has necessitated the reclassification of R. aureae, R.  peneaus, R.  
macerans, and R.  injirmominiata to the genus Cryptococcus (Gorin 
et al., 1966). These reclassifications agree with those of Phaff and 
Spencer (1966) who have shown that, whereas Cryptococcus species 
assimilate inositol, Rhodotorula species do not. One of these, Rho- 
dotorula peneaus, has now been reclassified by Foda and Phaff (1969) 
as Cryptococcus laurentii. 

Many yeasts of the genus Trichosporon can be distinguished accord- 
ing to their polysaccharide components. Whereas a d i n k e d  D-galacto- 
D-mannanS occur as cell components of T. fermentans, T.  hellenicum, 
and T .  penicillatum, pentosyl-D-mannans are formed by T .  cutaneum, 
T .  inkin, T .  pullulans, and T .  sericeum (Gorin and Spencer, 1967; 
Gorin and Spencer, 1968a). Trichosporon aculeatum, on the other 
hand, contains a cellular a-D-linked mannan (Gorin et al., 1968) 
(Table 11). Similarly the Candida spp. can be divided according to 
whether extraction of cells provides galactomannan or heteropolymer 
(Gorin and Spencer, 1968b). The group containing heteropolymers is 
only a minor one, including only 13 of the 81 Candida species ex- 
amined (Tables 11,111, and IV). Both Trichosporon cutaneum pento- 
sylmannan (Gorin and Spencer, 1967) and Candida bogoriensis 

'The formation of starchlike material is considered by Phaff and Spencer (1966) to 
have limited diagnostic value in differentiation of Rhodotorula and Cryptococcus spp. 
Furthermore iodine and starch can give a brown instead of a blue color in the presence 
of lipid (H. J. Phaff, private communication). 
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Source number 

Lipomyces starkeyi Starkey 74 Y-1388 
Lipomyces starkeyi Starkey 74b Y-2543 
Lipomyces starkeyi David Jones Y-6333 
Lipomyces lipoferus A. C .  Thaysen Y-1351 
Lipomyces lipoferus Type strain CBS Y-2542 
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TABLE I1 
THE MONOSACCHARIDE COMPONENTS OF CRUDE Candida AND Trichosporon 

POLYSACCHARIDES, PURIFIED VIA THEIR COPPER COMPLEXES 

Species of 
Trichosaoron or Monosaccharide 

Candida components“ 

Trichosporon 
inkin IGC 3727 
sericeum CBS 2545 
undulatum CBS 2546 
cutaneum PRL RS1 
pullulans NCYC 477 
fermentans PRL 2263 
hellenicum CBS 4099 
penicillatum IGC 3716 
aculeatum IGC 3551 

buffonii CBS 2838 
curvata CBS 570 
foliarum CBS 5234 
difluens CBS 5233 
marina CBS 5235 
scottii CBS 614 
humicola IGC 3391 
nivalis 3AH2* 
frigida 5Al” 
gel ida 2AH 10” 

Candida 

Man, Xyl 
Man; Xyl 
Man,” Xyl 
Man, Xyl, Ara 
Man, Xyl, tr. Fuc, Gal 
Man, Gal 
Man, Gal 
Man, Gal 
Man 

Man, Rha, Gal, G 
Man, Xyl 
Man,” Rha, tr. Gal, Fuc  
Gal, Man, Rha 
Man, Xyl 
Gal, Man, tr. G 
Man, Xyl, uronic acid 
Man,‘ Xyl, Fuc 
Man,’ Xyl, Fuc  
Man,’ Xyl, Fiic 

“Gal, galactose; Rha, rhamnose; Man, mannose; G ,  glucose; Fuc, hicose; Xyl, xylose; 

bThe copper complex of the polysaccharide is relatively water-soluble resulting in 

‘From Dr. M. di  Menna, D.S.I.R., Lower Hutt, New Zealand. 

GA, glucuronic acid; Ara, arabinose (tr, trace). 

low yield. 

heteropolymer (Gorin and Spencer, 1968b) contain a-( 1 + 3)-u- 
mannopyranose main chains and side chains of different chemical 
structure. (The method of classification of chemical structures of yeast 
mannose-containing polysaccharides according to the nature of their 
main chains and side chains is discussed on 11. 43. 

Certain Hansenula, Pichia, and Pachysolen species produce exo- 
cellular phosphonomannans, which have been structurally investi- 
gated by Jeanes and co-workers (1961, 1962; Jeanes and Watson, 
1962) and Slodki (1962, 1963). The phylogenetic significance of phos- 
phonomannans of different structure has been considered by Wicker- 
ham and Burton (1961) and by Slodki et al. (1961). The occurrence of 
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phosphonomannans is probably widespread since they occur in the 
cell walls of Saccharomyces cerevisiae and Candida pseudotropicalis 
[Mill (1966) and Elinov and Vitovskaya (1965), respectively]. Also 
Jones and Ballou (1968b) reported the presence of phosphorus in 
mannans from Candida tropicalis, Candida stellatoidea, Kloeckera 
breuis, and two strains of Candida albicans. 

B. APPLICATION OF THE PROTON MAGNETIC RESONANCE 
SPECTROSCOPIC METHOD TO YEAST POLYSACCHARIDES 

Pmr spectroscopy was first used as a taxonomic tool by Gorin et al. 
(1968) to distinguish the chemical structures of mannans of Tricho- 
sporon aculeatum and Saccharomyces cerevisiae. A number of pmr 
spectra of mannans were found to be typical of the parent yeast, an 
observation consistent with that of Tsuchiya and co-workers (1965) 
who demonstrated serological differences between yeasts. These 
differences are due to the various structures of the mannan cell-wall 
components. The pmr spectra of mannose-containing polysaccharides 
of most of the available yeasts have now been obtained. The cells of 
of 450 yeast species have been extracted with hot aqueous alkali and 
attempts made to obtain the mannose-containing components of the 
extracts by purification via the insoluble copper complexes formed 
with Fehling solution. In 410 cases a purified polysaccharide was 
obtained and of these pmr spectra could be obtained from all but 23. 
These spectra, which include 150 distinguishable types, are presented 
in Section 111. The sugar compositions of the polysaccharides from 
yeasts not amenable to the pmr technique are listed in Tables 111 
and IV. 

Some failures occurred since precipitates could not be obtained 
with Fehling solution (Table 111). In others, some of the regenerated 
polysaccharides (Table IV) gave viscous solutions, from which pmr 
spectra could not be obtained. This and other limitations in the pmr 
technique, as applied to macromolecules, have been summarized by 
Bradbury and Crane-Robinson (1968). 

The portion of the pmr spectrum used in taxonomic and identifica- 
tion studies is from 73.8 to 74.8. The signals in this region are from 
H-1 (for numbering of the mannose molecule see Fig. 1). Other well- 
defined signals (C - CH3) are occasionally found at 78.1-8.2 (70") in 
spectra of polysaccharides containing methylpentose units and at 
77.2 (25") which corresponds to N-acetyl groups. This signal is par- 
ticularly prominent in the polysaccharide from Saccharomyces 
phaseolosporus (Gorin and Spencer, unpublished results). A typical 
H-1 pmr spectrum, that of Saccharomyces cerevisiae mannan, is 
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TABLE 111 
MONOSACCHARIDE COMPONENTS OF YEAST POLYSACCHARIDES 

NOT GIVING A PRECIPITATE WITH FEHLING SOLUTION 

Source of polysaccharide 

~~ ~~~~ 

Hydrolysis products" 

Alternaria dauci PRL 504 
Bullera alba PRL 2125 
Candidu 

aquatica CBS 5443 
bogoriensis CBS 4101 

ingens CBS 4603 
javanica CBS 5236 
mesenterica NCYC 390 
muscorum CBS 2740 

Eremascus fertilis CBS 103.09 
Pityrosporum orbiculare UCD 62-16 
Prototheca wickerhamii UCD 60-47 

Rhodotorula terensis UCD 48-23 
Sporo bolomyces 

gracilis PRL 2123 
holstaticus PRL 1993 
johnsonii PRL 2111 
odorus PRL 2122 
pararoseus PRL 2124 
salmonicolor PRL 2116 

Trichosporonoides oedocephalus PRL 62-334 

G, Man 
G, Man, Xyl, tr. Gal 

G, Man, tr. Gal, Xyl, Fuc 
Gal, Man, Fuc, Rha, GA, 

tr. G 
G, Gal, Man 
G, tr. Gal 
G, Man, Xyl, uronic acid 
G, Gal, Man 
Gal, Man, tr. Fuc 
G, Man 
Gal, Rha, uronic acid, 

G, Gal, Man 
Ara, G 

G, Gal, Man 
G, Gal, Man 
G, Man, Fuc 
G, Gal, Man, Fuc 
G, Gal, Man, Fuc 
G, Gal, Man, Fuc 
G, tr. Man 

Meanings of abbreviations are given in Table 11. 

depicted in Fig. 1. Each H-1 signal has a chemical shift, expressed as 
a T value based on a value of T 10 for the tetramethylsilane standard. It 
is possible to assign each signal to the H-1 of a particular manno- 
pyranose unit, based on the known chemical structure 1 (Lee and 
Ballou, 1965) of S. cerevisiae mannan. 

The results of several experiments (Gorin and Spencer, unpub- 
lished results) indicate that the structure of the cell-wall mannose- 
containing polysaccharides of a yeast are not readily susceptible 
to change. The pmr spectra of mannans of amino acid auxotrophs 
of Saccharomyces fragilis, Saccharomyces dobxhanskii, Saccharo- 
myces phaseolosporus and four strains of S. cerevisiae are identical 
to each of the parent strains. Also the pmr spectra of galactoman- 
nans of colonial variants of Trichosporon fermentans induced by 
ultraviolet irradiation are also unchanged. Pmr spectra appear to be 
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TABLE IV 
MONOSACCHARIDE COMPONENTS OF PURIFIED POLYSACCHARIDES 
GIVING D20 SOLUTIONS TOO VISCOUS FOR PMR DETERMINATIONS 

Source of polysaccharide Hydrolysis products" 

Candida 
curoata CBS 570 
humicola IGC 3391 
marina CBS 5235 
scottii PRL Y-124 

laurentii PRL 316-63 
melibiosum PRL Y-125 
neoformans 
skinneri PRL Y-126 
teneus PRL 62-507 
uniguttulatus PRL 62-518 

Cryptococcus 

Dipodascus uninucleatus CBS 190.37 
Geotrichum vanrijii CBS 439.64 
Lipomyces lipofera CBS 944 
Prototheca ciferri UCD 60-49 
Sporobolomyces albidus PRL 1985 
Taphrina deformans CBS 355.35 
Trichosporon 

cutaneum PRL RS-1 
inkin IGC 3727 
pullulans NCYC 477 
sericeum CBS-2544 
undulatum CBS 2546 

Man, Xyl 
Man, Xyl, uronic acid 
Man, Xyl 
Gal, Man, tr. G 

Gal, Man, Xyl, uronic acid 
Man, uronic acid, tr. Gal 
Man, Xyl, GA 
G, Man, Xyl 
Man, Gal, Xyl 
G, Man, Xyl, tr. G 
Man, uronic acid 
Man, Xyl, tr. G 
Man, uronic acid 
G, Gal, Man 
Gal, Man, Xyl, uronic acid 
Man, Xyl, Fuc, uronic acid 

Man, Ara, Xyl 
Man, Xyl 
Man, Xyl, tr. Fuc, Gal 
Man, Xyl 
Man, Xyl 

"Meanings of abbreviations a re  given in Table 11. 

reproducible even when they contain very minor peaks, as in those 
prepared from the various rhamnomannans of Cerutocystis species (for 
examples see spectral Group 22, Fig. 10). Also, it is significant that the 
chemical structure of the mannan of Candida utilis does not vary 
with the stage of the cell cycle when the cells were grown in syn- 
chronous culture on nitrogen- and carbon-limiting media (Gorin, 
Spencer, and Dawson, unpublished results). Nevertheless, to avoid 
possible variations of chemical structure of a polysaccharide from a 
given yeast, the same cultural conditions (Gorin and Spencer, 1968a) 
were used as often as possible. In occasional cases when the cell con- 
tains two or more mannose-containing polysaccharides, as with 
Torulopis mugnoliae (Gorin et ul., 1969b), the proportions of the poly- 
saccharides could vary with the growth conditions. 



40 P. A. J. GORIN AND J. F. T. SPENCER 
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FIG. 1. Numbering of ring protons in a-D-mannose and correlation of H-1 pmr 
spectrum with structure of S. cereuisiae mannan. 

C. ISOLATION OF MANNOSE-CONTAINING POLYSACCHARIDES OF 

The majority of yeasts contain, in their cell walls, either mannan or 
galactomannhn, which are generally in an insoluble, chemically 
bound form. In order to liberate and solubilize these polysaccharides 
the cells must be heated in aqueous alkali. In the case of bakers' 
yeast the mannan is partially phosphorylated (Northcote and Horne, 
1952) and attached, most likely, to a peptide through a nitrogen 
glycosyl bond involving aspartamide and 2-acetamido-2-deoxy-~- 
glucose. In addition small oligosaccharide units appear to be joined to 
the hydroxyl groups of serine and threonine units in the peptide 
(Sentandreu and Northcote, 1968, 1969). The alkali cleaves the phos- 
phate groups and the carbohydrate-protein linkages, and the resulting 
polysaccharide can be freed of residual mannose oligosaccharides and 
glucan (some yeasts contain soluble glucan) using Fehling solution 
(Fig. 2) by the following method (based on Gorin and Spencer, 1968a). 

Dried yeast cells (ca. 10 gm) are suspended in 2% aqueous po- 
tassium hydroxide (200 ml) and heated for 2 hours at 100°C (cells con- 
taining an alkali-labile mannan with p-( 1 + 3)- and p-( 1 += 4)-linkages, 
such as obtained from Rhodotorula species, should be heated for only 

YEASTS AND PREPARATION OF PMR SPECTRA 
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FIG. 2. Procedure for isolation of pure mannose-containing polysaccharides from 
yeasts. 

1 hour). The solution is neutralized with acetic acid, centrifuged at 
9000 rpm and the supernatant evaporated to 50 ml. Methanol (200 ml) 
is added and the precipitate filtered or centrifuged off, washed with 
methanol, and dried. At this stage a portion of the total polysaccharide 
fraction is hydrolyzed and its monosaccharide components analyzed 
on a paper chromatogram. The polysaccharide is dissolved in water 
(50 ml) by heating at 100°C for 2 hours, insoluble material centrifuged 
off, and Fehling solution (50 ml) added. The solution is stored over- 
night at 5°C and the insoluble copper complex filtered off. (In general, 
galactomannans and p-( 1 + 3)-, p-( 1 + 4)-linked mannans give copper 
complexes, which are relatively water soluble, so that a longer storage 
time is necessary.) The complex is filtered off, washed with 2% 
aqueous potassium hydroxide and then methanol. Remaining alkali is 
removed by homogenizing with methanol followed by washing with 
methanol on a filter. The copper complex is decomposed by shak- 
ing in water with Amberlite IR 120 (H+ form) and after 1 hour the resin 
is filtered off. The filtrate is evaporated to approximately 10 ml and 
methanol or ethanol (100 ml) added followed by the addition of 3 
drops of concentrated hydrochloric acid. The precipitate is filtered 
off, washed with methanol, and dried in vacuum (yields 1-10%). A 
portion of the purified polysaccharide is then hydrolyzed and its com- 
ponent sugars analyzed on a paper chromatogram. 

The H-1 pmr spectra in DzO of the phosphate-containing mannan 
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(kindly supplied by I. Campbell) obtained by autoclaving Sacclauro-, 
rnyces cerevisiae cells (Peat et d, 1961) and glycoprotein extracted 
with cold aqueous alkali (Falcone and Nickerson, 1956) are identical 
with that of mannan obtained by the above method (Gorin and 
Spencer, unpublished data). 

The majority of mannose-containing polysaccharides from yeast 
cells give pmr spectra containing a distinctive fingerprint region in 
the 73.8-4.8 region arising from H-1 signals. Optimum resolution is 
obtained using a 100-MHz nuclear magnetic resonance (nmr) spec- 
trometer and a 5-20% polysaccharide solution in Dz02 (previously 
clarified by centrifugation) at 70°C with a suitable external standard 
such as tetramethylsilane. The elevated temperature is used to shift 
the temperature-dependant DOH signal upfield since at room temper- 
ature it can be superimposed with or interfere with the resolution of 
the H-1 signals because of its proximity to them. (see Fig. 3). Increas- 
ing the temperature to 110°C using a sealed pmr tube shifts the DOH 
signal further upfield, but little improvement of the resolution of the 
pmr H-1 spectrum occurs. 

i 
J 

H-l SIGNALS 
(VALUES IN TI 

? ON 
O "'4 I\ 

FIG. 3. Pmr spectnim of Trichosporon aculeatum mannan in U20 at 25" and 70°C 
(tetramethylsilane external standard). 

2Din~ethyl sulfoxide-ds can also be used as a solvent (Freclret and Schuerch, 1969), 
but the resulting specha are less well resolved (Corin, unpublished results). 
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D. METHODS USED IN DETERMINATION OF CHEMICAL STRUCTURE 
OF YEAST MANNOSE-CONTAINING POLYSACCHARIDES 

The mannose-containing polysaccharides of yeast cells can be 
defined structurally according to their main chains and side chains. 
To date, four different types of main chain are known. Of these the 
(1 + 6)-linked a-D-mannopyranosyl main-chain appears to occur most 
frequently as a component of a branched polymer (as in baker’s yeast 
mannan, 5), (Jones and Ballou, 1968a; Gorin and Spencer, 1968a; Gor- 
in, et al., 1969a, b, c). The great variety of pmr spectra is probably 
mainly due to the many types of side-chain structures with this 
main chain. Some branched mannose-containing heteropolymers have 
(1 + 3)-linked a-D-mannopyranose main-chains (Gorin and Spencer, 

-p-O - Manp-(  1 4 ) - p - o  -Manp-(1--3)- 2 1 
r (2-L -Amp - I  1 

1 3  

- 

6 6 
- a  - 

1967, 1968b) (as in T. cutaneum pentosylmannan, 3)  and one 
branched-chain mannan has been reported to have a main chain with 
(1 + 3)-linked a-D-mannopyranosyl and (1 + 6)-linked D-manno- 
pyranosyl units arranged in a “block type” structure (Gorin and Spen- 
cer, 1970a), in which the predominant (1 + 3)-links are grouped con- 
secutively rather than dispersed throughout the chain. Straight-chain 
polysaccharides consisting of alternate (1 + 3)- and (1 + 4)-linked 
b-D-mannopyranosyl units (2) occur in cells of Rhodotomla spp. 
(Gorin et al., 1965) and some other yeasts. Clearly other main-chain 
types are possible since the structures of only relatively few yeast 
mannose-containing polysaccharides are known. However, the report 
of Masler et al. (1968) that Torulopsis ingeniosa di Menna produces 
a branched-chain mannan with a p-( 1 + 4)-linked main-chain has not 
been substantiated. Instead, it has been found that the mannan is 
linear containing (1 + 3)- and (1 + 4)-linked D-mannopyranosyl units 
(Gorin and Spencer, unpublished results). 
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The methods available to the investigator for determination of main- 
chain and side-chain structures are summarized below. 

1. The Methylation-Fragmentation Gas-Liquid Chromatography 
Technique 

To show the structure of individual hexose-containing side-chain 
and main-chain units in the polysaccharides, the methylation-frag- 
mentation gas-liquid chromatography technique is used. The poly- 
saccharide is partially methylated by sodium hydroxide-dimethyl 
sulfate (Haworth, 1915) and methylation completed with silver 
oxide in a mixture of methyl iodide and N, N-dimethylformamide 
(Kuhn et al., 1955) giving a product that does not show hydroxyl 
absorption in the infrared, as a chloroform solution. This is then 
converted under acidic conditions to a mixture of partially methyl- 
ated monosaccharides, which in the case of a mannan is fractionated 
by cellulose chromatography giving tetra-0-, tri-0-, and di-0-methyl- 
mannoses (Gorin et al., 1968). The fractions can be individually ana- 
lyzed by gas-liquid chromatography (GLC) (Bhattacharjee and Gorin, 
1969). The two possible tetra-0-methylmannoses are distinguishable 
as their trimethylsilyl (tms) derivatives. The 7 tri-0-methyl- and 9 
possible di-0-methyl-D-mannoses may each be distinguished by the 
retention times of their methyl glycosides and the tms derivatives of 
the methyl glycosides. 

2. Partial Acetolysis 

The partial acetolysis technique is particularly useful in structural 
investigations of mannose-containing polysaccharides. It cleaves 
(1 + 6)- in preference to (1 + 2)- and (1 + 3)-mannopyranoside link- 
ages (Gorin and Perlin, 1956), which renders it ideal for investigation 
of mannans and galactomannans with a-(1 + 6)-linked mannan main- 
chains. For example, with Saccharomyces cereuisiae mannan (5)  the 
a-( 1 + 6)-linked main-chain is cleaved giving oligosaccharide frag- 
ments containing (1 + 2)- and (1 + 3)-linked D-mannopyranose units 
(6 and 7) (Lee and Ballou, 1965), which contain the side-chain link- 
ages (Fig. 4). 

The partial acetolysis fragments can be fractionated by cellulose 
column chromatography using the eluants described by Gorin et al. 
(1969b) and their structures partly elucidated by the methylation- 
fragmentation GLC method. Pmr spectroscopic examination of the 
H-1 signals of the oligosaccharide can show whether it is homogene- 
ous and, if so, give information on its molecular size and structure 
(see pages 50-53). 
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FIG. 4. Degradation of bakers’ yeast mannan by partial acetolysis and enzymolysis. 

3. Smith Degradation 

The Smith degradation (Goldstein et  ul., 1959) can sometimes be 
used to obtain a-( 1 + 6)-linked D-mannan main-chains from yeast 
cell-wall heteropolymers containing this structure. Cerutocystis ulmi 
L-rhamno-D-mannan consists of a (1 + 6)-linked a-D-mannopyrano- 
syl main-chain substituted in each of its 3 positions with O-a-L-rham- 
nopyranosyl and a few O-L-rhamnopyranosyl-( 1 + 4)-O-~-rhamno- 
pyranosyl side-chains. Using a Smith degradation (Fig. 5 ) ,  the rhani- 
nomannan (8) was oxidized with sodium periodate to a polyaldehyde 
(9), which was reduced with sodium borohydride to a polyalcohol 
(10). Mild acidic hydrolysis removed the modified side chains giving 
the (1 + 6)-linked D-mannopyranosyl main-chain (11) (Gorin and 
Spencer, 1970b). 

This method can be applied more generally to heteropol ymers 
with a (1 3)-linked a-D-mannopyranosyl main-chain. For example 
Trichosporon cutaneum produces a L-arabino-D-xylo-D-mannan (12) 
which, on Smith degradation, gives a (1 --* 3)-linked a-D-mannopy- 
ranosyl main-chain (13) by  removal of the side chains (Fig. 6; Gorin 
and Spencer, 1967). In certain cases, such as with the complex hetero- 
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FIG. 5. Smith degradation of Ceratocystis ulmi L-rhamno-D-mannan. 

a - L - A r a p -  I 

4 
4 

D - X Y l p  - 1  

6 

D -Xylp - I 

6 
4 4 

- a - D - M o n p  - ( I f 3)-a  --D - Manp - ( I  -3). 

SMITH DEGRADATION 

12 

10 

1 l 3  [I - a -  o - M a n p  - ( I  - 3 ) - a - ~ - M a n p - ( I  -3)- 

FIG. 6. Smith degradation of Trlchosporon cutaneum pentosylmannan. 

polymer from Candida bogoriensis, only the terminal units in some of 
the long side-chains were oxidizable with sodium periodate. In this 
instance it was necessary to use four successive Smith degradations 
to remove the side chains and obtain the a-(1 + 3)-linked mannan 
backbone (Gorin and Spencer, 1968b). 

A Smith degradation of the mannan of Rhodotorula spp., which 
contains alternate (1 + 3)- and (1 + 4)-P-D-rnannopyranosyl units 
gives 2-O-P-D-mannOpyranOSyl-D-erythritOl only, characteristic of 
this type of structure (Gorin et al., 1965). 

Smith degradations can be used to determine the structure of frag- 
ments formed on acetolysis. The pentasaccharide, a-D-Manp-( 1 + 2)- 
P-D-Man p -  (1 + 2) -P-D-Man p -  (1 4 2) -a-D-Man p- (1 + 2) -D- Man from 
Pichia pastoris mannan was degraded using insufficient sodium perio- 
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date for complete oxidation. Consecutive comparison of the specific 
rotations of a-D-Man p-(  1 + 2)-MT, P-D-Man p-( 1 + 2)-a-D-Man p -  
(1 + 2)-MT, P-D-Manp-(l+ 2)-P-D-Manp-(l+ e)-a-D-Manp-(l+ 2)- 
MT and a-D-Man p-( 1 + 2)-P-D-Man p-( 1 + e)-P-D-Man p-(  1 + 2)-a-D- 
Manp-( 1 + 2)-MT (MT=D-mannitol), which were formed by the deg- 
radation, showed the configurations of each of the (1 + 2)-linkages 
in the pentasaccharide (Gorin et al., 1969a). 

4 .  Partial Hydrolysis 

This method is useful in the few polysaccharides that contain acid- 
labile side-chains. The galactomannan of Schixosaccharomyces octo- 
sporus, when partially hydrolyzed with acid, gives a (1 + 6)-linked 
a-D-mannopyranosyl main-chain by removal of its galactose-contain- 
ing side-chains (Gorin et al., 1969a). However, the side chains of 
branched-chain mannans can be only partially removed by partial 
hydrolysis (Gorin et al., 1968). 

5.  Enzymol ysis 

The a-D-mannosidase isolated by Jones and Ballou (1968a) is par- 
ticularly useful in removing mannan side chains, yielding (1  + 6)- 
linked a-D-mannopyranosyl main-chains. This has been carried out 
with the mannans of Saccharomyces cerevisiae (Fig. 3),  Candida 
stellatoidea and Kloeckera magna (Jones and Ballou, 1968b), and 
Endomycopsis fibuliger, Saccharomyces rouxii, Candida parapsilo- 
sis, and Torulopsis bombicola (Gorin et al., 1969~). The main chains 
of the latter group were identified by their pmr signals at 74.57, which 
were shifted downfield 10 Hz by addition of borate. 

Mannans from Citeromyces matritensis, Pichia pastoris, Saccharo- 
myces rosei, and Saccharomyces lodderi contain P-D-mannopyranosyl 
side-chain units (Gorin et al., 1969a) which are enzyme resistant. 
These, however, can be removed by partial acid hydrolysis giving an 
enzyme-vulnerable polysaccharide which is degraded to the (1 + 6)- 
linked a-D-mannopyranosyl main-chains (Gorin et ul.,  1969~).  Simi- 
larly enzyme-resistant galactomannans from Trichosporon fer-  
mentans, Torulopsis magnoliae, Torulo psis gropengiesseri, Torulop- 
sis lactis-condensi, and Candida lipolytica can be degraded to this 
type of main chain using successive acidic and enzymatic hydrolysis. 

6.  Degradations via 3,6-Anhydro Derivatives of the Side-Chain Units 

Certain polysaccharides, such as the D-gluco-D-mannan of Ceru- 
tocystis brunnea, are not susceptible to the approaches described 
above for preparation of its main chain. It contains a (1 + 6)-linked 
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a-D-mannopyranosyl main chain substituted in most of the 2-positions 
by a-D-glucopyranosyl- (14) and a few O-a-D-glucopyranosy1-( 1 + 2)- 
0-a-D-mannopyranosyl (16) and 0-a-D-mannopyranosyl side-chains 
(Gorin and Spencer, 1970b). Each of the side-chain units were con- 
verted to their 3,6-anhydro derivatives (15 and 17, respectively) by 
successive (1) tritylation, (2) acetylation, (3) detritylation, (4) tosy- 
lation, and ( 5 )  treatment with alkali (Ingle and Whistler, 1965). The 
3,6-anhydro units were labile to partial hydrolysis leading to pre- 
paration of the main chain (18) (Fig. 7). 

15 
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FIG. 7. Degradation of C. bnrnnea glucoinannan to its a-(I -+ 6)-linked a-D-man- 
nopyranose main chain via the 3,6-anhydro intermediate. 

E. INTERPRETATION OF P M R  SPECTRA OF MANNOSE-CONTAINING 
POLYSACCHARIDES IN TERMS OF CHEMICAL STRUCTURE 

The H-1 signals of mannose-containing polysaccharides, and the 
oligosaccharides that can be derived from them, occur in the 73.8 to 
74.8 region, although the majority are a t  74.1 to 74.8. In some cases 
certain signals can be interpreted in terms of chemical structure with 
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good chance of success. For example, signals at ~4.20~74.57, and sig- 
nals of greater chemical shift than 74.57 are particularly meaningful 
and the significance of these and other signals are discussed below. 

1 .  H-1 Signals of Mannans and Derived Oligosaccharides at 74.20 
The majority of yeast cell-wall mannans contain (1 + 6)-linked a - ~ -  

mannopyranosyl main-chains (see page 54) and a high proportion of 
these contain side chains with consecutive a-( 1 + 2)-D-mannopyrano- 
syl units, which gives an H-1 signal at 74.20 whose chemical shift 
is unaffected by borate (Gorin et al., 1968). Mannans that give signals 
of this type should generally contain a-( 1 + 2)-linked side-chains of 
two units or longer (Gorin et al., 196913). 

2. H-1 Signals of Mannans at 74.57 
A 74.57 signal is obtained from (1 + 6)-linked a-D-mannopyranosyl 

polysaccharides representing the main chain of mannans, galactoman- 
nans (Gorin et a1 ., 1969a,c), rhamnomannans and glucomannans 
(Gorin and Spencer, 1970b). This signal shifts downfield 10 Hz 
on addition of sodium borate, a property that distinguished the spec- 
trum from Torolopsis stellata mannan, a branched-chain polymer, 
whose H-1 signal is unaffected by borate (Gorin and Spencer, unpub- 
lished results). 

Since a large number of pmr spectra of mannans and galactoman- 
nans contain the 74.57 signal it appears likely that in some cases it 
may arise from a-( 1 + 6)-linked D-mannopyranosyl units in the main 
chain that are unsubstituted with side chains. 

3. H-1 Signals of Mannans at Higher Field than 74.57 
Of a representative group of 100 pmr spectra of mannans, 28 of them 

(Table V) contained signals at higher field than 74.57 (Gorin et al., 
1969a). These signals suggested that P-D-linkages are present since 
methyl P-D-mannopyranoside has an H-1 signal at higher field than 
those of H-1's of methyl a-D-mannopyranoside and the a- and p- 
anomers of methyl-D-mannofuranoside. This possibility was con- 
firmed with the mannans of Brettanomyces anomolus, Pichia pas- 
toris, Saccharomyces rosei, and Citeromyces matritensis. Their speci- 
fic rotations were intermediate between +88" for the a-linked D-man- 
nan of Saccharomyces cerevisiae (Haworth et al., 1941) and -78" for 
the p-linked D-mannan of Rhodotomla glutinis (Gorin et al., 1965). 
Hudson's definition (1938) states that in the D-series, sugars with 
a-linkages have a higher specific rotation than their p-linked counter- 
parts. 
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TABLE V 

FIELD THAN 74.57 
YEASTS PRODUCING MANNANS WITH H-1 SIGNALS AT HIGHER 

Brettanomyces 
anomalus NCYC 449 
bruxellensis NCYC 362 
dublinensis NCYC 615 
lambicus NCYC 395 

Candid4 
obtusa UCD 60-17 
lusitaniae CBS 4413 

Citeroniyces matritensis CBS 2764 
Deba yomyces 

castelli CBS 2923 
hansenii CBS 767 
kloeckeri NCYC 8 
phafii PRL 199-64 
subglobosus PRL RS4 

Hanseniaspora osmophila JPV 72 
Kloeckera 

africana CBS 277 
magna CBS 105 

farinosa HO E3b 
ohnieri CBS 2557 
pastoris PRL 63-208 
toletana UCD 66-1015 
oanrijii JPV 143 

lodderi JPV 192 
microellipsodes NRRL Y-1549 
pretoriensis JPV 11 1 
rosei PRL 16B5 
oafer NCYC 678 

Pichia 

Saccharom yces 

Schwanniomyces alluoius UCD 54-83 
Schwanniomyces castelli CBS 2863 
Torulopsis colliculosa NCYC 608 
Trichosporon aculeatum ICC 3551 

F. INTERPRETATION OF PMR SPECTRA OF OLIGOSACCHARIDES 
IN TERMS OF CHEMICAL STRUCTURE 

Pmr spectroscopy is particularly useful in determining structures 
of oligosaccharides fornied on fragmentation of yeast mannose-con- 
taining polysaccharides. 

Disaccharides, such as 2-0-a-, 3-0-a-, and 6-0-a-D-mannopyranosyl- 
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D-mannose, can be identified by their H-1 pmr spectra, whether they 
are pure or mixed (Table VI). Interpretation of the complex H-1 pmr 
spectra of oligosaccharides in structural terms is more difficult and 

TABLE VI 

a-D-MANNOPYRANOSYL-D-MANNOSES 
CHEMICAL SHIFTS OF H-1’s IN FOUR POSSIBLE 

Chemical shift of H-1’s (7) 
Linkage of 

a-D-mannop yranos yl-D-mannose Nonreducing end Reducing end 

1 + 2  4.40 4.10 
1 4 3  4.34 4.34 
1 4 4  4.37 4.37 
1 + 6  4.57 4.30 

use must be made of chemical reagents. First, reducing-end signals 
can be recognized by their downfield shift on reaction of the oligo- 
saccharide with methoxyamine at pH 9 (A. S. Perlin, unpublished re- 
sults). Second, the H-1 signals of a-D-mannopyranosyl units that can 
form 2,3-borate complexes with sodium borate are shifted downfield 
approximately 10 Hz on addition of this salt to the oligosaccharide 
(Gorin et al., 1968). This is true of nonreducing end- and 6-0-linked 
units, but 2-0- and 3-0-substituted derivatives undergo H-1 down- 
field shifts of 2 and 5 Hz respectively (Table VII). A high proportion 
of the total of the latter shifts are due to a “salt effect” which could be 
avoided by  use of an internal standard. With methyl a-D-manno- 
pyranoside and methyl 4,6-O-ethylidene-a-~-mannopyranoside stand- 
ards their H-1 signals shifted downfield on borate addition and col- 
lapsed from doublets to broad singlets, presumably due to long-range 
coupling of H-1’s with the boron atoms (Fig. 8). This broadening is 
troublesome in determining polysaccharide spectra after treatment 
with borate since polysaccharide spectra themselves are often poorly 
resolved. 

P-D-Mannopyranoside units capable of forming 2,3-borates undergo 
little downfield shift of their H-1 signals (Table VII) since the com- 
plexes are more sterically removed from H-1, compared with the a- 
anomers. 

The unit size of an oligosaccharide can be ascertained by conipari- 
son of the intensities of the H-1 pmr signals. Oligosaccharides that 
have the reducing unit substituted in the 2-position by an a-D-manno- 
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TABLE VII 
H-1 PROTON SIGNALS IN MANNOSE DERIVATIVES; CHEMICAL SHIFTS 

AND DOWNFIELD SHIFTS ON BORATE ADDITION 

Downfield shift 
Chemical on borate addition 

Location of H-1 proton shift ( 7 )  (Hz) 

Methyl a-D-niaiiiiopyranoside 4.71 14 
Methyl 4,6-O-ethylidene-a-~- 

mannopyranoside 4.71 11 
a-~-( 1 + 3)-Linked manriopyranosyl units in 

linear polymer 4.35 5 
Nonreducing end of a-( 1 + 2)-linked 

D-mannopyranosyl oligosaccharides 4.40 10 
Internal units of above 4.20 2 
2,6-Di-O-substituted D-niannopyranose 

units in niannans from S. cereuisiae, S. rourii, 
and T. aculeatum 4.38, 4.40 ( 5  

Methyl P-D-mannopyranoside 4.92 6 
@-(I + 3)-Linked units in  Rhodotorula 

glutinis mannan 4.58 4 
@-(I+ 4)-Linked units in above [ 4.69 7 

FIG. 8. Effect of sodium tetraborate on H-1 signals of methyl-a-D-manriopyranoside 
and its 4,6-O-ethylidene derivative. 

pyranose unit have a low field signal at approximately 74.10, corre- 
sponding to a reducing end which is virtually all in the a-form. The 
relative sizes of the H-1 signals can therefore be expressed as integers. 
On the other hand, oligosaccharides with their reducing ends sub- 
stituted in the 2-position by p-D-mannopyranose units contain re- 
ducing ends with a higher proportion of the p-form. This gives a more 
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complex signal and to obtain a simple H-1 pmr spectrum it is neces- 
sary to remove the reducing-end signal by reduction with sodium 
borohydride to the alditol. 

In certain cases structural assignments to oligosaccharides can be 
made merely on the basis of pmr data. For example the pentasacchar- 
ide obtained following partial acetolysis of Hansenula subpelliculosa 
mannan has an H-1 pinr spectrum identical to that ofa-D-Manp (1 -+ 3)- 
a-D-Manp-( 1 + 2)-a-D-Manp-( 1 + 2)-D-Man (Lee and Ballou, 1965) 
except that the signal at 74.20 is twice as large (Fig. 9). In each oligo- 

0 

d 

o - M a n p l ' D - M a n p ~ o - M a n p ~ o - M a n p ~  o-Manp 
T 4 32 4 42 4 20 4.20 4 12 

o-ManpLo-ManpmD-Man I 30 - r 4.35 4.45 4.12 

r 4.0 4.1 

FIG. 9. H-1 pmr spectra of a homologous series of oligosaccharides. 

saccharide the signal at 74-12 corresponds to H-1 of the reducing end 
(downfield shift with methoxyamine) and the 74.32 signal to the non- 
reducing end (downfield shift with borate). The 2-proton signal at 
74-20 is unaffected by borate and this corresponds to an additional 
(1 + 2)-linked D-mannopyranosyl unit leading to an assignment of an 
a-D-Manp-( 1 + 3)-a-D-Manp-( 1 + 2)-a-D-Manp-( 1 + 2)-a-D-Manp- 
(1 + 2)-D-Man structure. This was confirmed by the spectrum of a-D- 
Manp-( 1 + 3)-a-D-Manp-( 1 + 2)-D-Man, which does not contain a 
74.20 signal (Gorin et al., 1969b). 

G. CHEMICAL STRUCTURES OF YEAST 
MANNOSE-CONTAINING POLYSACCHARIDES 

The structures of mannose-containing yeast polysaccharides having 
main chains other than the (1 + 6)-linked a-D-mannopyranosyl type 
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are presented in Table VIII in terms of their main and side chains. 
Polysaccharides with (1 + 6)-linked a-D-mannopyranosyl main-chains 

TABLE VIII 
STRUCTURES OF YEAST MANNOSE-CONTAINING POLYSACCHARIDES HAVING 

MAIN CHAINS OTHER THAN a-(l+ 6)-D-MANNOPYRANOSE 

Structure of polysaccharide 
Source of mannose- 

containing polysaccharide Main Chain Side Chain 

Trichos poron cu ta neu m 

Candida bogoriensis 
PRL RS-1 

CBS 4101 

Rhodotorula glutinis 

Rhodotorula mucilaginosa 

Rhodotorula minuta 

Sporobolomyces roseus 

Candida sp. 

PRL RS -33 

PRL 2S1 

PRL RS55 

PRL 345-63 

PRL 1s-20 

a- ( l+  3)-D-Manp 

a-( 1 --* 3)-D-Manp 

Alternate @-(I + 3)-D-Manp 
and p-(1+ 4)-D-Manp 

Alternate p-(1+ 3)-D-Manp 
and p-(l+ 4)-D-Manp 

Alternate p-( 1 + 3)-D-Manp 
and p-(1+ 4)-D-Manp 

Alternate p-( 1 + 3)-D-Manp 
and p-(l+ 4)-D-Manp 

Mixed a-( 1 + 3)-D-Manp 
and (1 + 6)-D-Manp 

D-Xylp & a-L-Arap- 

Contains 
(1 + 4)-D-x)’l 

a-L-Rhap-( 1 + 3) 
-L-Rha, a-L-Rhap- 

~ - F u c p - ( l +  3)- 
L-FUC, P-D-GPA- 

L-Rhap-( 1 + 4)- 
p - ~ - G p A - ( l +  4)- 
L-FUC 

(1 + ~)-L-Fuc,  a- 

(1 + 4)-~-Fuc,  (Y- 

? 

have their structures expressed in Table IX in terms of their partial 
acetolysis products. Of these fragments the largest oligosaccharide 
from a polysaccharide must arise from the largest side-chain. The re- 
ducing end of the fragment represents a former part of the mannan 
main-chain. 

111. Classification of the Yeasts According to the Pmr 
Spectra of Their Mannose-Containing Polysaccharides 

The following section consists of a discussion of yeasts which are 
grouped according to resemblances in the pmr spectra of their 
mannose-containing polysaccharides (Fig. 10, Groups 1-24). It is 
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TABLE IX 
OLIGOSACCHARIDE FRAGMENTS FORMED FOLLOWING PARTIAL ACETOLYSIS 

OF MANNOSE-CONTAINING POLYSACCHARIDES WITH 
(1 -+ 6)-LINKED ~-D-MANNOPYRANOSE MAIN-CHAINS" 

- 

1. 

2. 
3. 

4. 

5. 
6. 

7. 

8. 

9. 

10. 

11. 
12. 

13. 

Source of mannose- 
containing polysaccharide 

Oligosaccharide formed on 
partial acetolysis of polysaccharide 

Torulopsis bombicola (T. bombi) 

Torulopsis mugnoliae CBS 166 
Torulopsis apicolu (Hajsig strain) 

Torulopsis gropengiesseri 

Saccharomyces rourii PRL 411-64 
Trichosporon fermentans 

Candida lipolytica CBS 599 

PRL 319-67 

CBS 2868 

NRRL Y 1445 

PRL 2263 

Endomycopsis jibuliger NCYC 13 

Torulo psis lactis-condensi 

Schizosuccharomyces octosporus 

Trichosporon aculeatum IGC 3551 
Saccharomyces cerevisiae 

CBS 52 

PRL F2 

Pichia pastoris PRL 63-208 

14. Ceratocystis ulmi CBS 374.67 
15. Ceratocystis brunnea 

16. Citeromyces matritensis 
CBS 161.61 

CBS 2764 

[a-(l  + 2)-D-Manp] 2.3 

a-D-Manp-(l-+ Z)-D-Man, a-D-Galp- 
(1 + 2)-a-D-Manp-( 1 + e)-D-Man 

a-D-Manp-( 1 -+ e)-D-Man, a-D-Galp- 
(1 + B)-a-D-Manp-( 1 + 2)-D-Man 

a-D-Manp-(1 + e)-D-Man, a-D-Manp- 
(1 + J)-a-D-Manp-( 1 4 2)-D-Man 

a-D-Manp-(I + B)-D-Man, a-D-Calp- 
(1 + 6)-a-~-Manp-( 1 + e)-D-Man 

a-D-Galp-(l-+ e)-D-Man 

[a-(l+ 2)-D-Manp]~.~ 
a-D-Manp-( 1 -+ 3)-a-D-Manp-( 1 + 2)- 

a-D-Manp-( 1 + B)-D-Man, a-D- 
Manp-(l+ 2)-D-Man 

a-D-Manp-( 1 + e)-p-D-Manp-( 1 + 2)- 
p - ~ - M a ~ ~ p - ( l +  2)-a-D-Manp-(l+ 2)- 
D-Man 

a-L-Rhap-( 1 -+ 3)-D-Man 
a-D-Gp-( 1 + 2)-D-Man 

P-D-Manp-(l-+ 2)-P-D-Manp-(l+ 2)- 
P-D-Manp-(I + B)-D-Man, p-D- 
Manp-(1 + 2)-P-D-Manp-(l+ 2)- 
D-Man 

"Gorin and Perlin, 1956; Lee and Ballou, 1965; Corin and Spencer, 1968a; Gorin 
et al., 1969a,b,c; Gorin and Spencer, 1967; Gorin and Spencer, l97Ob. 

assumed that these similarities are due to similarities in chemical 
structures which, in turn, may mean that the parent yeasts are related 
in a phylogenetic sense. The conclusions presented below sum- 
marizes work carried out by Spencer and Gorin on microorganisms 
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s . 

0 

GROUP 1. Sacchoromyces rouxii group 
Saccharom yces 

rouxii 
acidifaciens 
boilii 
carlsbergensis 
cereuisiae 
cereuisiue (Syn S. batatue) 
cidri 
eleguns 
exiguus 
hienipiensis 
italicus var. melibiosi 
mellis 
montanus 
nhrbensis 
oleaginosus 
pastorianus 
tellustrts 

Hanseniusporu 
ualbyensis 
uvarum 

Kluyveromyces osmophilus 
Kloeckera apiculatu 
Candidu 

kefilr 
sloofii 

n 
t 

CBS 732 (Type) 

CBS 680 (Type) 
CBS 1486 
CBS 1171 (Type) 
CBS 1199 
CBS 4575 

CBS 5648 (Type) 
CBS 4903 
CBS 2909 

NRRL Y-1011 

NRRL Y-2228 

NRRL Y-58 
NRRL Y-1559 
CBS 5378 
CBS 3081 
NCYC 392 
CBS 2685 

CBS 479 
CBS 2570 
CBS 5499 
NCYC 466 

CBS 834 
CBS 2419 

FIG 10. [pages 56-70] The groups of yeasts and yeastlike organisms according to the 
pmr spectra of their mannose-containing polysaccharides. (Most of the yeasts form man- 
nans. Those yeasts that form other mannose-containing polysaccharides are listed along 
with the component sugars of the polymer.) 



Torulopsis 
booina 
gropengiesseri (Gal, Man) 
holmii 
sp haerica 

a. Saccharomyces 
carlsbergensis 
aceti 
bayanus (strain from which Saccharomyces 

bayanus 
capensis 
carbajali 
cereuisiae (syn S .  anamensis) 
cereuisiae (syn S .  elongatus) 
cereoisiae (syn S. sake) 
cereoisiae (haploid a) 
cereoisiae (haploid a) 
cheoalieri 

GROUP 2. Saccharomyces carlsbergensis group 

inusitatus is  derived 

coreanus 
diastaticus 
ell ipsoides 
eupagycus 
fennenta ti 
jlorentinus 

fructuum 
globosus 
he terogenicus 
hispanica 
inusitatus 
italicus 

onubensis (syn S .  capensis) 
ooiformis 
prostoserdooii 
steineri 
transoaalensis 
uoarum 
ueronae 
wickerhamii 
willianus 

Pichia chambardii 
Candida 

logos 

catenulata 
natalensis 
sake (Type, C .  natalensis) 
santamariae 

Torulopsis dattila 

CBS 2760 

CBS 135 
CBS 141 

NRRL Y-1445 

CBS 1485 
CBS 4054 

CBS 1546-1 
NCYC 387 
CBS 2247 
CBS 5313 
CBS 1200 
CBS 439 
CBS 1198 
CBS 5494 
CBS 5495 
CBS 2992, CBS 5298, CBS 3077, 

CBS 5635 
CBS 1782 
CBS 1395 
CBS 748 
NCYC 572 
NCYC 172 (also Type NRRL Y- 

1560) 
NCYC 609 
CBS 424 
CBS 5755 
CBS 5835 
CBS 1546 
NCYC 108 
NCYC 72 
CBS 5112 
CBS 429 
CBS 5155 
NCYC 406 
JPV 112 

NCYC 412 
NCYC 546 
NCYC 122 
CBS 1900 

CBS 3078, CBS 1544 

PRL 62-186 

CBS 565 
JPV 184 
CBS 2935 
CBS 4515 
CBS 137 
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b. Saccharomyces 
cereoisiae 
cereuisiae (syn S. muntzii) 
delphensis 

c .  Torulopsis ernobii 
Pachysolen tannophilus 

GROUP 3. T h e  Saccharomyces fragilis group 
a. Saccharomyces 

fragil is 
cheoalieri 

eriguus 

macedoniensis 
pseudotropicalis 

Candida 

b. Saccharomyces marxianus 

c .  Torulopsis Iactis-condensi (Gal, Man) 
GROUP 4. The Saccharomyces rosei group 

a. Saccharomyces 
rosei 
del brueckii 
fermentati 
inconspicuus 
oafer 

Torulo psis 
cambresieri 
colliculosa 

Candida beechii 

b. Saccharomyces rosei 

NCYC 324 
CBS 1195 

CBS 1737 
CBS 4044 

ATCC 12424 
CBS 1084 G, Man, CBS 400 (Type)  
CBS 403, CBS 405, NCYC 123 
CBS 3019 

CBS 600 
PRL 702-67 
NRRL Y-1052 
ICC 3423 
CBS 52 

CBS 817 (Type)  PRL 16B5 
CBS 1146 (Type) 
CBS 818 (Type)  
NCYC 677 
NCYC 678 

CBS 158 
CBS 133 (Type)  NCYC 608 
CBS 404 (Antigens 2,3,10,14,31) 

0 . 

GROUP 5. Saccharomyces aestuarii group 
a. Saccharomyces aestuarii PRL Y-117 

Kluyveromyces polysporus CBS 2163 
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b. 
C .  

d. 

e. 
f. 
g. 

Nematospora coryli 
Pichia 

pseudopolymorpha 
quercuum 

Wickerhamia fluorescens 
Saccharomyces dobzhanskii 
Saccharom yces 

lactis 
sociasi 
drosophilarum 

Saccharomyces exiguus 

Saccharomyces kluyveri 
Candida glaebosa 
Kloeckera javanica 

CBS 2608 

UCD 57-3 
UCD 54-K-41 
CBS 4565 
NRRL Y-1974 

NRRL Y-1140 
CBS 4574 

CBS 4660, CBS 4661 
CBS 379, CBS 2141 
CBS 3082 (Type) 
CBS 5691 
CBS 282 

PRL Y-116 

N 

GROUP 6. Saccharomyces microellipsodes group 
a. Saccharomyces microellipsodes 
b. Pichia 

pastoris 
toletana 

c. Saccharomyces pretoriensis 
d. Saccharomyces kloeckerianus 
e. Saccharomyces delbrueckii 
f .  Saccharomyces dairensis 
g .  Saccharomyces lodderi 

Hanseniaspora osmophila 
Kloeckera 

magna 
ajiricana 

h. Brettanomyces 
anomalus 
dublinensis 

j .  Brettanomyces bruxellensis 
Torulopsis cylindrica 

k. Brettanomyces lambicus 

NRRL Y-1549 

UCD 64-1 
UCD 66-1015 
JPV 111 
CBS 765 (Type) 
NCYC 147 
CBS 421 
JPV 193 
JPV 72 

CBS 105 
CBS 277 

NCYC 499 
NCYC 615 
NCYC 362 
CBS 1947 
NCYC 395 
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GROUP 7. Endomycopsis capsularis group 
Endomycopsis 

capsularis PRL Rra 
jibul iger NCYC 13 
selenospora CBS 2562 

GROUP 8. Schizosaccharomyces group (galactomannans) 
Schizosaccharomyces 

malidevorans NCYC 683 
octosporus PRL F2 

versa tilis CBS 103 
pombe PRL Y-30 

GROUP 9. Pichia membranaeficiens group 
a. Pichia 

membranaefaciens NCYC 326 
tenicola CBS 2617 

my coderma NCYC 327 
ualida CBS 638 

CBS 970 

Candida 

Torulopsis pinus (G,  Man) 
b. Pichia 

fluxuum CBS 2237 
klu yveri UCD C-117 
angophorae UCD 65-106 
pinus CBS 5096 

Hansenula 
glucozyma NRRL YB-2185 
henricii NRRL YB-2194 
minuta NRRL Y-411 
nonfennen tans NRRL YB-2203 
polymorpha NRRL Y-1798 
w ickerhamii NRRL Y-4943 

Candida diversa CBS 4074 
Candida (Pichia) 

krusei CBS 573 
silvae CBS 5497 
sorbosa CBS 1910 
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vini CBS 639 

maris CBS 5151 
nitratophila CBS 2027 

Torulopsis 

c. Pichia 
fermentans UCD 56-5 
orientalis CBS 5147 
trehalophila UCD 62-509 

Saccharomyces 
bisporus NRRL Y-408 
scandinauicus CBS 4611 

Candida lambica CBS 1786 
Torulopsis inconspicua CBS 180 

d. Hansenula platypodis NRRL Y-6106 
GROUP 10. The Hansenula anomala group 

a. Hansenula 
anomala 
bimundal is 
ciferri 
fabianii 
petersonii 
saturnus 
silvicola 
su bpelliculosa 
wingei 

Pichia 
boois 
sal ictariu 
strassburgensis 

berthetii 
frey schussii 
melinii 

b. Candida maritima 
c. Torulopsis noroegica 

Candida 

NRRL Y-366 
NRRL Y-5343 
NRRL Y-1031 
NRRL Y-1871 
NRRL Y-3808 
NRRL Y-1304 
NRRL Y-1678 
NRRL Y-1683 
NRRL Y-2340 

UCD 60-20 
UCD 61-344 
CBS 2939 

CBS 5452 
CBS 2162 
CBS 601 
CBS 5107 
CBS 4239 

0 t 

n 

61 
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GROUP 11. Other Hansenula and Pichia species 
a. Hansenula 

californica 
dimennae 

b. Hansenula holstii 
Candida silvicola 

c. Pichia polymorpha 
d. Hansenula 

beijerinc kii 
mrakii (C, Man) 

e. Hansenula saturnus var. subsuficiens 
f. Hansenula 

jadinii 

g. Hansenula 
beckii 
canadensis 

Candida utilis 

h. Hansenula capsulata 

NRRL Y-1680 
NRRL YB-3239 
NRRL Y-2155 

CBS 186 

JPV 182 
NRRL Y-1364 
NRRL YB-1657 

NRRL Y-1542 
NRRL Y-900 

NRRL Y-1482 
NRRL Y-1888 
NRRL Y-1842 

GROUP 12 
a. Pichia rhodanensis 
b. Pichia ohrneri 
c. Trichosporon aculeatum 

A. Pichia pijperi 
b. Saccharomyces phaseolosporus 

a. Pichia farinosa 
b. Candida cacaoi 
c. Torulopsis castellii 
d. Torulopsis 

gla bra ta 

GROUP 13 

GROUP 14 

CBS 2518 
CBS 2557 
IGC 3551 

JPV 101 
NRRL Y-1975 

HO Ecb 
IGC 3422 
CBS 4332 

PRL ACBl 
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humilis 
e. Torulopsis pintolopesii 

CBS 5658 
CBS 1787 

GROUP 15. Pichia robertsii-Candida tropicalis group 
a. 

b. 
C .  

d. 
e. 

f. 

g. 

h. 

j. 
k. 
1. 

Pichia 
robertsii 
vanrijii 

Candida guilliermondii 
Schwanniomyces 

alluvius 
castellii 

Schwanniomyces occidentalis 
Candida 

diddensii 
rugosa 

Endomycopsis chodrrtii 
Candida tropicalis 
Candida zeylanoides 
Selenotila intestinalis 
Candida 

lusitaniae 
obtusa 

Candida 
sake 
salmonicola 

Candida albicans, serotype A 
(mannan from C. Bishop; NRCC, Ottawa) 
Candida t e n d s  
Candida shehatae 
Candida friedrichii 

m. Candidabrumptii 
n. Candida ravautii 
p. Candida viswanathii 
9. Endomycopsis javanensis 

UCD 60-22 
JPV 143 
PRL RS3 

UCD 54-83 

NCYC 133 

CBS 2214 
CBS 613 
NCYC 437 

CBS 619 
CBS 5946 

CBS 4413 

UCD 58-3 

NRRL Y-1410 

UCD 60-17 

CBS 159 
CBS 5690 

CBS 615 
CBS 5813 
IGC 3570 

CBS 1904 
CBS 4024 
NCYC 40 
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m 
160 - 16b - 

N 
m o  

GROUP 16. The Debaryomyces-Candida parapsilosis-Metschnikowia group 
a. Candida 

claussenii CBS 1949 
mogii IGC 3688 

Torulopsis haemulonii CBS 5149 
oregonensis UCD 60-73 

b. Candida intermedia CBS 572 
c .  Debaryomyces 

castellii CBS 2923 
hansenii (Syn D. subglobosus, CBS 767 

D. kloeckeri) 
phafii PRL 199-64 

d. Metschnikowia zobellii UCD 61-33 
e. Metschnikowia kamienskii PRL-S9 
f. Metschnikowia krissii UCD 61-31 
g. Candida pampsilosis PRL-BMCl 

Torulopsis 
burgefiana CBS 4872 
torresii CBS 5152 
candida (Syn T .  famata) 

Candida melibiosico IGC 2515 
h. Candida albicans (serotype B) 

HO 3569, CBS 843 

PRL H5958 



PMR SPECTROSCOPY AND YEASTS 65 

j .  Metschnikowia (Candida) pulcherrima 

k. Lodderomyces elongaspoms 
1. Metschnikowia (Candida) reukaufii 

m. Schwanniomyces persoonii 
n. Candida conglobata 
p. Pichia uini 
q. Pichia haplophila 
r. Candida membranaefaciens 

Candida stellatoidea 
PRL 4R10 

CBS 2605 
PRL S-5 B-2 
UCD 61-9 
CBS 2018 
CBS 810 

CBS 1952 
UCD 52-12 

GROUP 17. The Tomlopsis apicola-Tomlopsis bombicola group 
a. Tomlopsis apicola CBS 2868 

Candida bombi CBS 5836 
b. Tomlopsis 

bombicola n. sp. PRL 319-67 
halonitratophila CBS 5240 

CBS 4289 

HO (no number) 

Candida uartiouaarti (Gal, Man) 
T o m  lopsis 

nodaensis (Gal, Man) 
apis (Gal, Man) CBS 2674 
magnoliae (Gal, Man) CBS 166 

c. Candida ciferrii CBS 4856 
d.  Candida langeronii CBS 1912 
e. Eremothecium ashbyi CBS 106.43 

Ashbya gossypii CBS 109.51 
Candida pelliculosa (Gal, Man) NCYC 471 
Kluyueromyces africanus CBS 2517 

f .  Tomlopsis etchellsii (Gal, Man) CBS 1751 
g. Cephaloascus fragrans CBS 118.57 
h. Candida suecica CBS 5724 
j .  Endomyces ouetensis (Gal, Man) CBS 192.55 
k. Pichia etchellsii UCD 66-23 

Tomlopsis sphaerica NCYC 469 
1. Candida rhagii CBS 4237 
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GROUP 18. Species producing galactomannans with spectra of varying degrees of 
complexity. 

a. Trigonopsis variubilis CBS 1040 
b. Trichosporon p e n i c i h t u m  IGC 3716 
c. Candidu edax CBS 5657 
d.  Candida steutolytica CBS 5839 
e. Candida lipolytica CBS 599 
f .  Candida ingens (Man) CBS 4603 
g. Trichosporon fermentans PRL 2263 

Ceotrichum candidum CBS 178.53 
Endomyces decipiens CBS 165.29 
E ndomyces reesii CBS 179.60 
Torulopsis vanderwaltii CBS 5524 

h. Torulopsis 
halophila HO (no number) 
mannitofaciens 
uersatilis CBS 1752 

j. 1. Candida tepae (Grinbergs) 
2. Candidu salmanticensis CBS 5121 
3. Candida blankii CBS 1898 
4. Candida incommunis CBS 5604 

CBS 2593 
2. Nadsonia fulvescens CBS 2596 

Torulopsis domercqii CBS 4351 
Trichosporon hellenicum CBS 4099 

k. 1. Nadsonia elongata 

1. Endomyces magntrsii CBS 107.12 
m. Dipoduscus ulbidus CBS 152.57 
n. Torulopsis cantarellii (Gal, Man, C )  
p. Candida boidinii (Man, tr. G) 

CBS 4878 
CBS 2428 
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CROUP 19. The Rhodotorula-Sporobolomyces group 
a. Rhodotorula 

glutinis PRL RS33 
minuta PRL RS55 
pilamanea CBS 4479 

Bullera tsugae UCD 60-71 
S porobolom yces roseus PRL 345-63 
Torulopsis ingeniosa CBS 4240 
Gymnospema oirginiae (Juniper rust) 
Puccinia graminis tritici (Wheat rust) 

b. Sporobolomyces rubicundulus PRL 1992 

a. Torulopsis stellata NCYC 486 
b. Candida norvegensis CBS 1922 
c. Candida aaseri CBS 1913 
d. Citeromyces matritensis CBS 2764 

e. Torulopsis (Selenotih) peltutu CBS 5576 
f. Torulopsis wickerhamii CBS 2928 
g .  Saccharomycodes ludwigii CBS 821 

CROUP 20. Miscellaneous species producing mannans with unusual pmr spectra 

Torulopsis globosa 

CROUP 21. Species producing heteropolymers 
a. Candida buffonii (Gal, C, Man, Rha) 
b. Cundida difluens (Gal, Man, Rha) 
c. Ustilago maydis (Man, G) 

CBS 2838 
CBS 5233 
PRL 1092 

d. Tuphrinu deforrnans (Rha, Man) CBS 355-35 
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GROUP 22. Ceratocystis and Graphium species which produce polysaccharides con- 
taining mannose and glucose or mannose and rhamnose 

a. Ceratocystis dryocoetidus group 
dryocoetddus (Rha, Man, tr. G )  CBS 366.66 
multiannulata (Rha, Man, G )  CBS 124.39 
penicillata (Rha, Man) CBS 140.36 

album (Rha, Man, tr. G, Gal) CBS 276.54 
aureum (Rha, Man, tr. Gal) CBS 266.54 
erubescens (Rha, Man, Gal) CBS 278.54 

b. Ceratocystis europhioides group 
europhioides (Man, Rha, Gal) CBS 275.65 
huntii (Man, Rha, tr. Gal) CBS 153.65 
serpens (Man, Rha) CBS 141.36 
setlcollis (Man, Rha) CBS 634.66 

olioacea (Man, Rha, tr. Gal) CBS 138.51 

fragrans (Man, Rha, tr. Gal) CBS 279.54 
silanum (Rha, Man, tr. G, Gal) CBS 206.37 

minuta (Rha, Man, Gal) CBS 145.59 
minuta-bicolor (Rha, Man, tr. Gal, G )  CBS 635.66 

e. Cerutocystis uinbrosiae group 
ambrosiae (Rha, Man, tr. Gal) CBS 210.64 
cana (Rha, Man) CBS 133.51 

Graphium 

c. Ceratocystis olivacea group 

Craphlum 

d. Ceratocystis minuta group 
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megalobrunnea (Rha, Man, G, tr. Gal) CBS 360.65 
nigrocarpa (Rha, Man, tr. Gal) CBS 637.66 
piceae (Man, Rha, G )  CBS 108.21 
tetropii (Man, Rha, G) CBS 140.51 

f. Ceratocystis minor group 
capillifera (Man, Rha, tr. Gal) CBS 134.51 
minor (Man, Rha, tr. Gal) CBS 138.36 
narcissi (Man, Rha) CBS 138.50 
perfecta (Man, Rha) CBS 636.66 

CBS 209.34 

uuracariae (Man, Rha, tr. Gal) CBS 114.68 
ips (Man, Rha) CBS 137.36 
leptographioides (Man, Rha, tr. Gal) CBS 144.59 
populina (Man, Rha, tr. Gal) CBS 212.67 
tremulo-aurea (Man, Rha) CBS 361.65 
ulmi (Man, Rha, tr. Gal) CBS 374.67 
fugi (Man, Rha, tr. Gal) CBS 236.32 
catonianum (Man, Rha) CBS 263.35 

h. Ceratocystis clauata group 
clauata (Rha, Man) CBS 135.51 
pilifera (Rha, Man, tr. G) CBS 125.29 
pluriannulatu (Rha, Man, &.>Gal) CBS 136.56 
stenoceras (Rha, Man, tr. Gal) CBS 237.32 

udiposa (Man, G) CBS 127.27 
brunnea (Man, G) CBS 161.61 
coerulescens (Man > G, Gal) CBS 142.53 
major (Man, G) CBS 138.34 
paradoxa (Man, G) CBS 128.32 and CBS 453.66 
polonica (Man > G ,  Gal) CBS 133.38 
radicicola (Man, G) CBS 114.47 

Graphium rigidum (Man, Rha, tr. Gal) 
g. Ceratocystis ulmi group 

j. Ceratocystis adiposa group 

69 

GROUP 23. Spectra of mannose-containing polysaccharides formed by Ceratocystis 
species not belonging in any previous group 

a. Ceratocystis fimbriata (Gal, Man) 
b. CeratocystisgaZei,formis (Gal, G, Rha, Man) 
c .  Ceratocystis monilifomis (Man, tr. G)  
d. Ceratocystis nigra (Rha, Man, tr. Gal) 
e. Ceratocystis obscura (Rha, Man, Gal) 

CBS 141.37 
CBS 137.51 
CBS 155.62 
CBS 163.61 
CBS 125.39 
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CROUP 24. Miscellaneous organisms 
a. Alternaria brassicola (Man, Gal, tr. C) 
b. Alternaria linicola (Man, G )  
c. Alternaria raplani (Man, G ,  tr. Gal) 
d. Alternuria dianthicola (Man, Gal, tr. G) 
e.  Microsporum quinckeanum I (Gal, Man) 
f. Microsporum quinckeanum I1 (Gal, Man) 
g. Mortierella renisporu (Man, G ,  tr. Gal) 
h. Nectria sp. (Man, C) 

PRL 503 
PRL 510 
PRL 505 
PRL 509 

PRL 26 
PRL 2242 

of the genera Nadsonia, Hanseniaspora, Kloeckera, Saccharomycodes 
(1968), Candida (1969a), Hansenula and Pichia (1969b), Saccharo- 
myces, Schizosaccharomyces, Schwanniomyces, Endomycopsis, 
Kluyveromyces, and Brettanomyces (1969c), Torulopsis (1970b), 
Metschnikowia and Debaryomyces (1970d), Ceratocystis ( 1 9 7 0 ~ ) ~  
and further species of Candida (1970a). 

In the figures and elsewhere the sources of the yeasts are abbreviated 
as follows: NCYC -National Collection of Yeast Cultures, Brewing 
Industry Research Foundation, Nutfield, Surrey, England; CBS - 
Centraalbureau voor Schimmelcultures, Delft and Baarn, The Nether- 
lands; UCD-Collection of Dr. H. J. Phaff, University of California, 
Davis, California (United States); JPV-Collection of Dr. J. P. van der 
Walt, Pretoria, South Africa; HO-Collection of Dr. H. Onishi, Noda 
Institute of Scientific Research, Japan; PRL - Collection of the Prairie 
Regional Laboratory, National Research Council, Saskatoon, Sas- 
katchewan, Canada; NRRL - Collection of the Northern Utilization 
Research and Development Division, United States Department of 
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Agriculture, Peoria, Illinois (United States); IGC -Collection of the 
Laboratorio de Microbiologia, Institute Gulbenkian de Ciencia, 
Oeiras, Portugal; ATCC -American Type Culture Collection, Wash- 
ington, D.C. (United States). 

Groups 1,2, and 3 (Fig.  10). The Saccharomyces rouxii, 
Saccharomyces carlsbergensis, and Saccharomyces fragilis Groups 

These groups contain the majority of the Saccharomyces species, 
including some of those recently placed in the genus Kluyveromyces 
or Fabospora (van der Walt, 1965b; Phaff et al., 1966), some of the 
apiculate yeasts of the genera Hanseniaspora and Kloeckera, a num- 
ber of species of Candida and Torulopsis, some of which may prove to 
be imperfect forms of known Saccharomyces species, and one species 
of Pachysolen and one of Pichia. Torulopsis dattila, for instance, has 
carbon and nitrogen assimilation patterns identical with those of 
Saccharomyces veronae, as well as forming a mannan whose pmr 
spectrum is the same as that of S. veronae mannan. The chief differ- 
ence in the two species is the formation of pseudomycelium by  the 
latter. This characteristic, however, may not be sufficient reason for 
maintaining T. dattila as a separate species. 

Torulopsis bovina and Torulopsis holmii are the imperfect forms of 
Saccharomyces telluris (Lodder et al., 1958), and Saccharomyces 
exiguus (Lodder and Kreger-van Rij, 1952), respectively, which is in 
accordance with the similarity in the spectra of their mannans. 

Group 4 .  The Saccharomyces rosei Group 

Group 4 constitutes a small group of species forming mannans whose 
pmr spectra are nearly all identical. Saccharomyces rosei forms a 
mannan whose spectrum is characteristic of the group. Saccharomyces 
inconspicuus and Saccharomyces vafer are considered to be derived 
from Saccharomyces delbrueckii (van der Walt, 1965a). Torulopsis 
colliculosa and Torulopsis cambresieri are the imperfect forms of 
Saccharomyces fermentati (Lodder and Kreger-van Rij, 1952) and 
Saccharomyces rosei (van Uden and Vidal-Leiria, 1970, respectively). 
The group includes one strain of S. rosei (Fig. 10, Group 4b) with an 
atypical antigenic structure, and the spectrum of its mannan is some- 
what different. 

Group 5. The Saccharomyces aestuarii Group 

Group 5 is composed of yeasts forming mannans having spectra of 
increasing complexity. Additional signals in the high-field region 
appear, at chemical shifts from 74.53, in the spectrum of Saccharo- 
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myces aestuarii mannan, to 74.83, in the spectrum of Saccharomyces 
kluyveri mannan. A strain of Saccharomyces exiguus, CBS 379, is 
placed in this group. The spectrum of its mannan has signals at 74.62 
and 74.68, which are not present in the spectrum of the mannan of 
S .  exiguus, CBS 5648 (Fig. 10, Group 1). 

The group also includes representatives of the genera Kluyvero- 
myces, Nematospora, Pichia, Wickerhamia, and the asporogenous 
genera Candida and Kloeckera. Pichia pseudopolymorpha forms 
round spores and would be placed in the genus Saccharomyces except 
for its slow fermentation of sugars (Kreger-van Rij, 1964). Pichia quer- 
cuum forms hat-shaped spores, which is characteristic of numerous 
species in this genus. 

Kloeckera jauanica, one of the apiculate yeasts, forms a mannan 
whose spectrum (Fig. 10, Group 5f) is almost indistinguishable from 
that of S. aestuarii mannan. 

Group 6.  The Saccharomyces microellipsodes Group 

This group includes a number of species of Saccharomyces, Pichia, 
Hanseniaspora, Kloeckera, and Brettanomyces which form mannans 
whose spectra are characterized by very prominent signals in the high- 
field region. These probably arise from P-D-mannopyranose units 
(Gorin et al., 1969a). A few species such as Pichia pastoris, Pichia 
toletana, and Saccharomyces pretoriensis, form mannans which have 
prominent signals in the low-field region as well. 

Hanseniaspora osmophila, Kloeckera magna, and Kloeckera afri- 
cana form mannans whose spectra are the same as that of Saccharo- 
myces lodderi mannan. Brettanomyces anomalus mannan has a 
spectrum very much like that of S. lodderi mannan except that the 
former spectrum has a high-field signal at 74.62 instead of 74.68. The 
spectra of all the mannans of the Brettanomyces species differ only 
slightly. Tomlopsis cylindrica forms a mannan whose spectrum is 
identical with that of Brettanomyces bmxellensis mannan. Brettano- 
myces bruxellensis has been shown to form hat-shaped ascospores 
(van der Walt and van Kerken, 1960), which is consistent with the 
relationship to the yeasts of the genus Hanseniaspora suggested by 
the spectra of their mannans. 

Group 7. The Endomycopsis capsularis Group 

The spectra of the mannans of these three yeasts have points of 
similarity to those of the mannans of Saccharomyces fragilis and some 
other members of Group 3. 
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The mannans of Endomycopsis fibuliger (Gorin et al., 1969b) and 

Saccharomyces fragilis (Gorin and Spencer, unpublished results) 
resemble each other closely since they both contain (1 + 6)-linked 
a-D-mannopyranosyl units in the main chains substituted in the 2- 
positions by a-D-mannopyranosyl side-chains. The only difference is 
that the smaller amounts of 2-unit side-chains are 0-a-D-manno- 
pyranosyl-( 1 + 3)-O-a-D-mannopyranosyl in the former yeast mannan 
and 0-a-D-mannopyranosyl-( 1 + 2)-O-a-D-mannopyranosyl in the 
latter. 

Group 8. The Schixosaccharomyces Group 

These four species produce galactomannans having a spectrum 
characterized by a major signal at 74.26. Schizosaccharomyces 
octosporus has a galactomannan with a (1 + 6)-linked a-D-manno- 
pyranosyl main-chain substituted in the 2-positions by a-D-galaCtO- 
pyranosyl and galactobiosyl units (Gorin et al., 1969a,b). 

Group 9. The Pichia membranaefaciens Group 

This group includes a large number of Pichia, Hansenula, Sac- 
charomyces, Candida, and Torulopsis species, which form mannans 
characterized by spectra having major signals at approximately 74.24 
and 74.38. Some of the spectra (Group 9a) have a broad or doubled 
signal at 74.20, and some have a similar broad signal at 74.38 (Group 
9c). In the largest group (9b), both signals are sharp. 

Many of the Candida and Torulopsis species are probably imperfect 
forms of Pichia and Hansenula species. Torulopsis inconspicua and 
Candida lambica, which differ only very slightly in their carbon as- 
similation patterns, have been suggested (Spencer and Gorin, 196913; 
van Uden and Buckley, 1970) as imperfect forms of Pichia fermentans. 
The carbon and nitrogen assimilation patterns of C .  lambica are 
most like those of P.  fermentans, though the differences among these 
species and others in this group are slight. Likewise, the carbon 
assimilation patterns of Candida valida and Candida vini differ very 
little from that of Pichia membranaefaciens. They are probably im- 
perfect forms of the latter. Candida valida is synonymous with 
Candida mycoderma (van Uden and Buckley, 1970), which was clas- 
sified by Lodder and Kreger-van Rij (1952) as the imperfect form of 
P .  membranaefaciens. At present a perfect form of Torulopsis nitrato- 
phila would be classified in the genus Hansenula. It may eventually 
prove to be one of several species intermediate between the genera 
Hansenula and Pichia. 
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Saccharomyces bisporus is probably wrongly placed in the genus 
Saccharomyces (Yarrow, private communication), and may therefore 
belong in the genus Pichia. On the basis of the pmr spectrum of the 
mannan, Saccharomyces scandinavicus should be transferred to the 
genus Pichia also. 

Hansenula wickerhamii, Hansenula nonfermentans, Hansenula 
henricii, and Hansenula glucozyma are new species recently de- 
scribed by Wickerhain (1968). They form mannans whose spectra 
place them in the Pichia membranaefaciens group. The spectrum of 
H .  platypodis mannan, however, which also has major signals at 
approximately 74.24 and 74.38, has two additional small signals at 
74.44 and 74.48. The composition of the DNA of this species (Nakase 
and Komagata, 1969) likewise indicates that it is not as closely related 
to the rest of the other new species as these are to each other. 

Group 10. The Hansenula anomala Group 

Species of this group form mannans characterized by a broad, undif- 
ferentiated signal from approximately 74.20 to 74.39, and a single 
signal at 74.53. Many of the species in this group occur on Lines 2 and 
4 of the phylogenetic scheme proposed by Wickerham (1968). 

The group includes three Pichia species, which differ from the 
Hansenula species by being unable to utilize nitrate. Candida 
freyschussii and Candida maritima likewise do not utilize nitrate, 
and would be considered species of Pichia if they could be induced 
to sporulate. 

Candida berthetii and Candida melinii do use nitrate and may 
prove to be nonsporulating forms of Hansenula species. Candida 
melinii is morphologically and physiologically similar to Hansenula 
wingei, though Wickerham (1968) was unable to demonstrate hybridi- 
zation between the two forms. 

Torulopsis norvegica likewise assimilates nitrate, and may prove to 
be the imperfect form of a Hansenula species. 

Group 11. Other Hansenula and Pichia Species 

The first three subdivisions in this group include species which 
produce mannans with spectra having fewer and more clearly defined 
signals in the region from 74.00 to 74.40. The signal at approximately 
74.52 is often reduced in size. Hansenula dimennae, which produces 
a mannan whose spectrum is like that of Hansenula californica, is a 
new species recently described by Wickerham, and placed on Line 1 
of his phylogenetic scheme (Wickerham, 1968). 
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Hansenula beijerinckii, Hansenula saturnus var. subsuficiens 
(syn. Hansenula suaueolens), and Hansenula jadinii (imperfect form, 
Candida utilis) form mannans. Hansenula mrakii forms a glucoman- 
nan. Their spectra differ from that of H .  anomala mannan in having 
three signals at approximately 74.46, 74.50, and 74.53. The spectra of 
the mannans of H .  saturnus var. subsufi&ens and H .  jadinii differ in 
some minor respects from that of H .  beijerinckii mannan. 

Hansenula beckii and Hansenula canadensis are the only yeasts 
now placed on Line 3 of Wickerham’s phylogenetic scheme. The 
spectra of their mannans differ considerably from those of the man- 
nans of their nearest neighbors, H .  henricii and H .  nonfementans, as 
do the base compositions of their DNA’s (Nakase and Komagata, 
1968). Hansenula beckii is classified by Kreger-van Rij (1964) as 
Endomycopsis bispora. The spectra of the mannans are unusual in 
possessing a major signal at 74.29. 

Hansenula capsulata forms a mannan with signals at 73.86 and 
74.64, which are absent from the spectra of the mannans of most other 
Hansenula and Pichia species. 

The taxonomic regions occupied by the genera Hansenula and 
Pichia overlap considerably, according to the spectra of the mannans 
formed by the different species. At least three spectral types (Fig. 10, 
Groups 9a, 10a, lla,b,c) are shared by members of both genera. 
Eventually the two genera may prove to be indistinguishable. 

Group 12. Pichia rhodanensis, Pichia ohmeri, 
and lrichosporon aculeatum 

The spectra of the mannans formed by these three species are 
characterized by a prominent signal at approximately 74.17, and 
various high-field signals. The spectra of the mannans of P .  ohmeri 
and T.  aculeatum have a signal at approximately r4.59 corresponding 
to p-linked D-mannopyranose units (Gorin et al., 1969a), which the 
spectrum of P .  rhodanensis mannan lacks. 

Group 13. Pichia pijperi and Saccharomyces phaseolosporus 

These two species form mannans whose spectra are superficially 
similar, each having a prominent signal in the low-field region. The 
signal at 74.20 in the spectrum of P .  poperi mannan is somewhat 
farther downfield than the corresponding signal in that of S. phaseolo- 
sporus mannan. Also this mannan gives an N-acetyl signal at 77.2 one 
half the size of the H-1 signal (Gorin and Spencer, unpublished 
results). 
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Group 14. The Pichia farinosa Group 

The first three members of the group form mannans whose spectra 
have many points of similarity. The carbon and nitrogen assimila- 
tion patterns of P .  farinosa and Candida cacaoi are almost identical. 
Other evidence of a relationship between these two species should be 
sought. 

The spectra of the mannans of Torulopsis glabruta and Torulopsis 
pintolopesii lack some of the signals in the high-field region. The 
spectra of the mannans of T.  glabrata and Torulopsis humilis are 
identical. Their carbon and nitrogen assimilation patterns likewise 
are almost alike. Torulopsis pintolopesii forms a mannan with a 
distinctive spectrum, having a very prominent signal at 74.59. 

Group 15. The Pichia robertsii-Candida tropicalis Group 

The species of this group form mannans and galactomannans having 
numerous signals ranging in chemical shift from 74.09 to 74.62. The 
first few members of the group (Fig. 10, Groups 15a to 150 form man- 
nans with spectra that have a signal at 74.09, which is lacking in the 
spectra of the mannans of the other species. Some of the remainder 
(Fig. 10, Groups 15j to 15q) lack the signal at 74.60. 

The group includes species of Pichia, Schwanniomyces, Endomy- 
copsis, Candida, Selenotila, and Torulopsis. Pichia robertsii, Pichia 
vanroii, Candida (Pichia) guilliermondii, Schwanniomyces alluvius, 
and Schwanniomyces castellii form mannans whose spectra are 
identical. The spectrum of Schwanniomyces occidentulis (Fig. 10, 
Group 15b) mannan differs in having more clearly defined signals at 
74.07 and 74.20. Candida diddensii, Candida rugosa, and Endomy- 
copsis chodutii (Fig. 10, Group 15c) form mannans whose spectra are 
alike and differ only slightly from the preceding ones. 

Candida tropicalis forms a mannan whose spectrum differs slightly, 
in the small signal at 74.29, from the preceding spectra. 

Selenotila intestinalis is a member of a new genus characterized by 
the formation of lunate cells. The spectrum of S. intestinalis mannan 
is almost identical with that of Torulopsis haemulonii mannan (Fig. 
10, Group 15e). 

Candida neylanoides forms a mannan whose spectrum has a promi- 
nent signal at 74.51. The spectrum has many points of similarity to 
the others in the group, but is sufficiently distinctive to be useful in 
confirming the identity of isolates of this species (Spencer and Gorin, 
unpublished data). 

Candida lusituniae and Candida obtusa are two species earlier 
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classified by Phaff and do Carmo-Sousa (1962) in the “Candida 
parapsilosis group.” The spectra of the mannans of C .  lusitaniae and 
C .  obtusa are identical, but differ somewhat from the spectra of the 
mannans of C .  oregonensis and C .  parapsilosis, the other two members 
of the original group (Fig. 10, Groups 16a and g). 

Candida sake, CBS 159, and Candida salmonicola form mannans 
whose spectra are alike and have many points of similarity to those of 
the mannans of C .  lusitaniae and C .  tropicalis. The carbon and nitro- 
gen assimilation patterns of C .  sake and C .  salmonicola are very much 
alike. 

Candida albicans, serotype A, forms a mannan whose spectrum re- 
sembles the others in the early part of this group. The spectrum of the 
mannan of serotype B differs somewhat, and is placed in Group 16 (h) 
(Fig. 10). 

The remaining species in this group form mannans whose spectra 
have many points of similarity. They differ mainly in the size of corre- 
sponding signals. They are distinguishable from the spectra of the 
mannans formed by some of the yeasts in Group 16 since they lack a 
small but characteristic signal at 74.08. 

The spectrum of Candida ravautii mannan differs only slightly from 
that of Candida brumptii mannan. The carbon and nitrogen assimilia- 
tion patterns are likewise much alike. However, van Uden and 
Buckley (1970) maintained them as separate species. 

Endomycopsis javanensis, also, forms a mannan whose spectrum is 
like the others in this group. Kreger-van Rij (1964) rejected a pro- 
posal to place E .  javanensis in the genus Schwanniomyces. The 
spectra of the mannans formed by Schwanniomyces alluvius and 
Schwanniomyces castellii, differ in signals at 74.29 and 74.59, but are 
otherwise alike. 

Group 16. The Debaryomyces-Candida parapsilosis- 
Metschnikowia Group 

This group includes such diverse forms as all known species of 
Metschnikowia and a number of species of Debaryomyces as well as 
species of Pichia, Lodderomyces, Schwanniomyces, Candida, and 
Tomlopsis. Metschnikowia species produce long, needle-shaped 
spores; Debaryomyces, round, warty ones. Nevertheless, the spectra 
of the mannans formed by these species are strikingly similar. 

A few Candida and Torulopsis species (Fig. 10, Groups 16a and b) 
were placed in this group, even though they formed mannans whose 
spectra included a small signal at 74.60 which is absent from most of 
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the spectra in this group. Candida oregonensis (Fig. 10, Group 16a) was 
originally placed in the “Candida parapsilosis group” by Phaff and do 
Carmo-Sousa (1962), and is retained in Group 16 for that reason. The 
spectra of the mannans of Candida mogii, Candida claussenii, Candida 
intermedia, and Torulopsis haemulonii are almost identical with that 
of C .  oregonensis mannan. The carbon assimilation patterns of these 
species differ somewhat, but show a number of points of similarity. 

The spectra of the mannans of Debayomyces castellii, Debaryo- 
myces hansenii, Deba yomyces phafii, Metschnikowia kamienskii, 
Metschnikowia krissii, Metschnikowia xobellii, and Candidu parap- 
silosis are almost identical. Several other Candida and Torulopsis 
species, including T.  famata, the imperfect form of Debaryomyces 
hansenii, form mannans whose spectra are identical with that of C .  
parapsilosis mannan. 

The remaining species of Metschnikowia, M .  reukaujii and M .  pul- 
cherrima, form mannans whose spectra differ slightly from those of the 
preceding group, but which have many points of similarity to the 
spectra of the mannans of Pichia vini and Pichia haplophila. Pichia 
vini was originally classed as an aberrant species of Debaryomyces. 
The taxonomic significance of the similarities in the spectra of the 
mannans of these species is not known. 

Group 17. The Torulopsis apicola-tordo psis bombicola Group 

This group produces mannans and galactomannans characterized by 
spectra with signals a t  approximately 74.17,74.38, and 74.52. Torulop- 
sis apicola and Candida bombi, which may be synonymous, form 
mannans whose spectra have additional signals at approximately 
74.30 and 74.35. These two species, like T. bombicola, T. magnoliae, 
T. apis, and T.  nodaensis, are found in similar habitats, and use very 
few carbon compounds. These species are not easy to distinguish by 
their carbon assimilation patterns, but T. apicola and C .  bombi can be 
readily separated from the other members of the group by the differ- 
ences in the spectra of the mannans. 

The mannan of T. bombicola contains (1 --j 6)-linked a-D-manno- 
pyranose main-chains partially substituted in the 2-positions by long 
side chains containing (1 + 2)-linked a-D-mannopyranosyl units. Its 
spectrum fortuitously resembles that of the galactomannan of T. 
magnoliae which has a related structure except that the side chains 
are terminated by P-D-galactopyranosyl units (Gorin et al., 1969b). 

The other members of this group include species of Kluyveromyces, 
Endomycopsis (Endomyces), Pichia, and such yeastlike fungi as 
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Ashbya, Eremothecium, and Cephaloascus. The relationships among 
most of these species, if any, are not known. Cephaloascus fragrans 
may be related to some species of Hansenula (Wickerham, 1968) but 
the spectrum of its mannan is unlike any of those of the mannans 
formed by known species of Hansenula. 

Candida pelliculosa was suggested as the imperfect stage of 
Hansenula anomaZa, but it forms a galactomannan rather than a 
mannan, and the spectrum fits better into this group. 

The spectrum of Candida rhagii mannan differs slightly from the 
others in this group, but resembles them more than the spectra of 
most other groups. It has several points of similarity to the spectrum of 
Endomycopsis ouetensis galactomannan. Candida rhagii was once 
considered synonymous with C .  tropicalis, but the spectra of the 
mannans differ sufficiently that van Uden and Buckley (1970) are 
probably justified in maintaining it as a separate species. Endomy- 
copsis (Endomyces) ovetensis has been suggested as the perfect 
stage of Trichosporon sericeum. Trichosporon sericeum, CBS 2545, 
however, formed a pentosylmannan (Gorin and Spencer, 1967). 

Group 18. Species Producing Galactomannans which Have Not 
Been Placed in Other Groups 

The spectrum of the galactomannan formed by Trigonopsis uari- 
abilis (Fig. 10, Group 18a) is unlike any other so far observed. As far 
as is known, there is no other yeast like this species, either. 

Trichosporon penicillatum forms a galactomannan whose spectrum 
resembles that of the mannan formed by Saccharomyces cerevisiae 
(Fig. 10, Group 2b). Details of its chemical structure have not been 
determined. 

Candida edax galactomannan (Fig. 10, Group 1%) has a spectrum 
like that of Debaryomyces hansenii mannan. The chemical structures 
of these two mannose-containing polysaccharides differ, however 
(Gorin and Spencer, unpublished results). 

Candida steatolytica and Candida lipolytica form galactomannans 
(Gorin et al., 1969b) with spectra which have some points of simi- 
larity (Fig. 10, Groups 18d and e). Yarrow (1969), who described 
the former species, stated that it resembled Candida guilliermondii, 
but this species forms a mannan. Candida steatolytica also resembles 
C .  lipolytica in the ability to hydrolyze fat, and probably is more 
closely related to this species than to C .  guilliermondii. Candida 
ingens forms a mannan. The spectrum resembles that of C .  lipolytica 
galactomannan, and is included in this group. 
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Trichosporon fermentans, Geotrichum candidum, Endomyces 
reessii, and Torulopsis vanderwaltii all form galactomannans having 
identical spectra (Fig. 10, Group 18g). The relationships among these 
species, if any, are not known. Torulopsis vanderwaltii, however, has 
a carbon and nitrogen assimilation pattern that is the same as that of T. 
fermentans. If these two species are in fact mycelial and nonmycelial 
forms of the same organism, it shows that the ability of a yeast to form 
true mycelium, arthrospores, or pseudomycelium may be totally ir- 
relevant for its classification. The spectra of T. fermentans and C .  
lipolytica galactomannans are closely related. 

Torulopsis versatilis, Torulopsis mannitofaciens, and Torulopsis 
halophila form galactomannans with identical spectra (Fig. 10, Group 
18h). Torulopsis mannitofaciens and T. halophila, isolated in Japan 
from salty environments, may prove to be variants of T. versatilis. 

Candida tepae, Candida salmanticensis, Candida blankii, and 
Candida incommunis form galactomannans. The spectra of the poly- 
saccharides from the first- and second-named yeasts have some simi- 
larities as do the spectra typical of the galactomannans of the third 
and fourth yeasts. The spectra are unusual in having strong low-field 
signals, at 74.12 in one case and 74.20 in the other (Fig. 10, Group 18j, 
1-4). Candida blankii and C .  incommunis both use inositol as a sole 
carbon source, which is not a common characteristic of yeasts. 

Nadsonia elongata and Nadsonia fulvescens constitute another 
group of apiculate yeasts, differing from the other apiculate species in 
forming a galactomannan. The spectrum of N .  elongata galactomannan 
is slightly simpler than that of N .  fulvescens galactomannan (Fig. 10, 
Group 18k, 1 and 2). Torulopsis domercqii and Trichosporon hel- 
lenicum form galactomannans whose spectra are identical with the 
spectrum of the N .  fulvescens galactomannan (Gorin and Spencer, 
1968a). No relationship among these species has been otherwise 
demonstrated. 

Endomyces magnusii (Fig, 10, Group 181) and Dipodascus albidus 
(Fig. 10, Group 18m) form galactomannans whose spectra are unique. 
Torulopsis cantarelli forms a polysaccharide or polysaccharides con- 
taining galactose, mannose, and glucose, whose spectrum (Fig. 10, 
Group 18n) is the same as that of the glucomannan formed by Cera- 
tocystis paradoxa and some other Ceratocystis species (Fig. 10, Group 
22j) except for the presence of some small high- and low-field signals. 
No other similarities between these two species have been observed. 
Candida boidinii forms a mannan whose spectrum most closely 
resembles that of Hansenula platgpodis mannan, except for small 
signals at 74.53, 74.56, and 74.59. The spectrum of H .  platypodis 
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mannan has two small signals at 74.44 and 74.48, in this region. 
Candida boidinii assimilates nitrate, and may prove to be the im- 
perfect form of a Hansenula species. 

Group 19. The Rhodotorula-Sporobolomyces Group 

Most members of this group, such as Rhodotorula glutinis, Rhodo- 
torula minuta, Sporobolomyces roseus, Torulopsis ingeniosa, and 
Puccinia graminis, form a mannan, with (1 + 3) and (1 + 4) linked+- 
D-mannopyranose units. Its spectrum (Fig. 10, Group 19a) has signals 
at approximately 74.58 and 74.69. Sporobolomyces rubicundulus 
forms a mannan whose spectrum has an additional signal at 74.50. The 
chemical structure of the polysaccharide has not yet been determined. 

Group 20. Miscellaneous Species Producing Mannans with 
Unusual Pmr Spectra 

Torulopsis stellata (syn. Torulopsis bacillaris) forms a mannan 
whose spectrum (Fig. 10, Group 20a) has a single signal at 74.55. The 
chemical structure of the mannan is not yet known. The spectrum of 
Candida noroegensis mannan has signals like those of the spectrum of 
S. rouxii mannan (Fig. 10, Group 20a). The sizes of the signals, how- 
ever, differ considerably from the corresponding ones in the latter 
spectrum. 

Candida aaseri mannan has a spectrum like that of Saccharomyces 
fragilis mannan, with an additional large signal at 74.54. 

Citeromyces matritensis and its imperfect form, Torulopsis globosa, 
form mannans whose spectra are identical and have unusual high- 
field signals at 74.54 and 74.61 due to a (1 + 6)-linkedcr-~-mannopyran- 
ose main-chain with (1 -+ 2)-linked P-mannopyranose side-chains 
(Gorin et aZ., 1969a,c). There are also lower field signals at 74.36, 
74.20, 73.92, and 73.87. 

Torulopsis (Selenotila) peltata mannan gives rise to major signals 
at 74.34 and 74.40, with minor signals at 73.76 and 73.84. The spectrum 
of Torulopsis wickerhamii mannan has many points of similarity to it, 
but has additional signals at 74.17 and 74.52. The relationship be- 
Ween the two species has not been elucidated. 

Saccharomycodes ludwigii is the only representative of the third 
group of apiculate yeasts. It forms a mannan with a very complex 
spectrum unlike any other examined. 

Group 21. Species Producing Heteropolymers with Many 
Component Sugars 

Some yeasts produce mannose-containing polysaccharides which 
contain such additional sugar residues as fucose, glucose, rhamnose, 
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and pentoses. Most of these yolysaccharides form too viscous a water 
solution for the pmr spectra to be determined. However, some of 
these yeasts form heteropolymers whose spectra can be determined. 
Candida bufonii (Fig. 10, Group 21a) forms one containing galac- 
tose, mannose, fucose, and rhamnose. Its spectrum has high-field 
signals at 74.62 and 74.72, like the spectrum of Rhodotorula glutinis 
mannan, but has an additional signal at 74-40. There are also signals at 
78.12 and 78.18 representing the C-methyl protons of fucose. The 
spectrum of Candida d i u e n s  heteropolymer has points of similarity 
to that of C .  buflonii polysaccharide, but has signals at 74.44 and 74.50. 

Ustilago maydis, a smut which has a yeastlike phase under some 
conditions, forms a glucomannan whose spectrum has only high-field 
signals, as far as can be determined. Two of these, also, at 74.66 and 
74.76, may correspond to the signals of the spectrum of R. glutinis 
mannan. The other signals are at 74.94 and 75.00. 

Group 22. Ceratoc ystis and Graphium Species Producing 
Rhamnomannans and Glucomannans 

Subgroups 22a to 22h (Fig. 10) include species which produce 
rhamnomannans whose spectra have a major H-1 signal at approxi- 
mately 74-50 and C-CH, signals of 78.12 and 78.18. The spectra have 
also up to five minor signals which are characteristic of the different 
subgroups. Ceratocystis ulmi, for instance, the pathogen of Dutch 
Elm disease, forms a rhamnomannan whose spectrum has signals at 
74.28, 74-65, 74.73, and 74-81, besides the major signal at 74.50, and 
the spectrum of Ceratocystis pluriannulata has an additional signal 
at 74.12. The C .  ulmi rhamnomannan contains a (1 - 6)-linked a-D- 
mannopyranosyl main-chain substituted on the 3-positions mainly 
by single-unit a-L-rhamnopyranosyl side-chains (Gorin and Spencer, 
1970b). 

A much smaller group of Ceratocystis species forms glucomannans 
with a major signal at approximately 74.33, 74.37, and 74.41, and a 
minor signal at 74.52 (Fig. 10, Group 22j). Ceratocystis brunnea of this 
group forms a glucomannan with (1 + 6)-linked a-D-mannopyranosyl 
main-chains substituted in the 2-positions mainly by a-D-gluco- 
pyranosyl side-chains (Gorin and Spencer, 1970b). Ceratocystis co- 
erulescens and Ceratocystis polonica form glucomannans whose 
spectra are not so well defined, but which appear to belong in this 
group. 

Group 23. Ceratocystis Species which Form Mannose-Containing 
Polysaccharides Having Unusual Spectra 
Of this group, Ceratocystis fimbriata forms a galactomannan, and 
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Ceratocystis galeiformis forms a heteropolymer containing galactose, 
glucose, rhamnose, and mannose. Ceratocystis moniliformis forms a 
mannan whose spectrum is like that of Saccharomyces fragilis and 
Endomycopsis capsularis mannans. Ceratocystis nigra and Cerato- 
cystis obscura form rhamnomannans whose spectra bear little re- 
semblances to those of the rhamnomannans formed by other species of 
Ceratocystis. 

The species of Graphium, the imperfect forms of Ceratocystis, are 
placed in the different groups of the latter, according to the spectra 
of their mannose-containing polysaccharides. Eventually it may be 
possible to place them in definite species of Ceratocystis on this basis. 

While the major groups of Ceratocystis species form polysaccharides 
which contain mainly rhamnose and mannose, or glucose and man- 
nose, many of the polysaccharides contain small amounts of galac- 
tose. Considerable proportions of glucose or galactose are present in 
some of the polysaccharides containing rhamnose and mannose. The 
monosaccharide composition of the polysaccharides, as well as the 
pmr spectra, may be used as a taxonomic aid. 

Group 24. Miscellaneous Filamentous Fungi 
Few of the species of filamentous fungi so far tested form mannans 

or mannose-containing polysaccharides. However, some species of 
Alternaria, Microsporum, Mortierella and Nectria, do. 

Four species of A1 ternaria formed recoverable polysaccharides 
containing varying amounts of galactose, glucose, and mannose. All 
of the spectra had a major signaI at approximately 74.52. The spectrum 
of the polysaccharide from Alternaria raplani, which contained man- 
nose, glucose, and a trace of galactose, had an additional major signal 
at 74.37, with a shoulder at 74.34. The other mannose-containing 
polysaccharides of A1 ternaria species had spectra with minor signals 
of various chemical shifts. 

Microsporum quinckeanum forms two types of galactomannan hav- 
ing easily distinguishable spectra (Fig. 10, Groups 24e and 24f). 
Other dermatophytes of the genus Trichophyton have been investi- 
gated by Bishop and associates (1962, 1965, 1966; Blank and Perry, 
1964) and found to each contain two galactomannans. These have not 
yet been examined using pmr spectroscopy. 

Mortierella renispora formed a polysaccharide containing glucose, 
mannose, and a trace of galactose, whose spectrum had a major signal 
at 74-28 and a smaller one at 74.50. Further studies will be required 
before significant statements can be made concerning the taxonomic 
value of the mannose-containing polysaccharides formed by these 
and related fungal species. 
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IV. Summary and Conclusions 

Groups 1, 2, and 3, composed mostly of Saccharomyces species, in- 
clude at least two sets of interbreeding species. One of these includes 
those species recently placed in the genus Klu yveromyces, by van der 
Walt (1965b) or Fabospora (Phaff et al., 1966), and the other, consists 
of strains and species of Saccharomyces cereuisiae, Saccharomyces 
carlsbergensis, Saccharomyces cheualieri, Saccharomyces italicus 
and others. A number of species (Group 2a) have been placed in 
synonymy with S .  cerevisiae and others may yet be reclassified in the 
same way. In addition, some of the species placed in these three 
groups include strains of different serotypes. The spectra of the 
mannans appear in Groups 2 and 3 (S. chevalieri) and Groups 1 and 3 
(S. exiguus). Other serotypic strains of S. exiguus produce mannans 
whose spectra are placed in Group 5. The pmr spectra of these man- 
nans can probably be correlated with the serological reactions of the 
yeasts forming them. The genus Saccharomyces is a heterogeneous 
one, as was emphasized by the many types of pmr spectra obtained 
from the mannans formed by the different species (Spencer and Gorin, 
1969~). Further study is required to show whether the chemical 
structures of the mannans are genetically connected with the ferment- 
ative and assimilative properties according to which these species 
are now classified. 

The genera Hansenula and Pichia form a natural overlapping group, 
which differ only in the ability to assimilate nitrate (Wickerham, 
1970). The various types of mannans they form, as exemplified by the 
pmr spectra, are shared by members of both genera (Spencer and 
Gorin, 1969b). It may eventually be shown that the utilization or non- 
utilization of nitrate is insufficient as a criterion for maintaining them 
as separate genera. Pichia pinus, for instance is identical with Han- 
senula glucozyma except for this characteristic (Spencer et d. ,  1970). 
The genus Endomycopsis, likewise, includes species which are simi- 
lar to members of the genera Hansenula (Kreger-van Rij, 1964). 
The spectra of the mannans of these species [Endomycopsis bispora 
and Endomycopsis platypodis, classified by Wickerham (1951, 1968) 
as Hansenula species, for instance] are the same as those of a number 
of Hansenula and Pichia species (Fig. 10, Groups 9b, 9d, l lg),  and 
support the probability of a close relationship of some species of 
Endomycopsis to Hansenula and Pichia. 

The apiculate yeasts include the genera Saccharomycodes, Nad- 
sonia, and Hanseniaspora, together with the asporogenous genus 
Kloeckera, which includes imperfect forms of Hanseniaspora species. 
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These three genera differ widely (Miller and Phaff, 1958) which is 
confirmed by the considerable differences in the pmr spectra of the 
mannose-containing polysaccharides (Spencer and Gorin, 1968). 
The species of Hanseniaspora and Kloeckera themselves, form 
mannans whose pmr spectra differ considerably. They resemble the 
spectra of the mannans formed by a number of species of Saccharo- 
myces (Fig. 10, Parts 1,5g76g). The Brettanomyces species also form 
mannans whose spectra are like those of the mannans of Hansenia- 
spora osmophila, Kloeckera africana, and Kloeckera magna. Van der 
Walt and van Kerken (1960) observed ascospore formation by Brett- 
anomyces bruxellensis, Brettanomyces intermedius, and Brettano- 
myces schanderlii, and suggested that these and other Brettanomyces 
species would have to be transferred to an ascosporogenous genus. 
The spore shape coupled with the spectra of the mannans suggest 
that they may prove to be species of Hanseniaspora. 

The genera Metschnikowia and Deba yomyces can be considered 
together on the basis of the similarities in the pmr spectra of their 
mannans (Spencer and Gorin, 1970d). While one genus consists of 
species which produce needle-shaped spores, and the other, round, 
warty spores, the spectra of the mannans of Metschnikowia kamien- 
skii, Metschnikowia krissii, and Metschnikowia xobellii are the same 
as those of the mannans of Debaryomyces hansenii and other Debaryo- 
myces species tested. Metschnikowia pulcherrima and Metschnikowia 
reukaufii form mannans with a slightly different spectrum, which is 
almost identical with the spectra of the mannans of Pichia vini and 
Pichia haplophila. Pichia uini was originally classified in the genus 
Debaryomyces but was removed from it by Kreger-van Rij (1964). The 
closeness of the relationship among these genera is not known. How- 
ever, on the basis of the spectra of the mannans, the genus Pichia is 
heterogeneous, while the other two are nearly homogeneous. In 
spite of the difference in spore shape, the possibility of a relationship 
between the genera Debaryomyces and Metschnikowia should be in- 
vestigated. In view of the heterogeneity of the genus Pichia, some of 
its species are probably quite closely related to Metschnikowia and 
Debaryomyces species as well. 

Pigment production by Rhodotorula species was not regarded by 
Phaff and Spencer (1966) as a valid taxonomic criterion, which is in 
accordance with the data obtained from the study of the mannans. The 
group of species which form mannans having p-( 1 + 3) and p-( 1 + 4) 
linkages includes “normal” species of pigmented Rhodotorula, a non- 
pigmented asporogenous species (Torulopsis ingeniosa) and pig- 
mented and nonpigmented species which discharge ballistospores 
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(Sporobolomyces roseus and Bullera tsugae). Also included in 
the group, on the basis of the mannans formed, are true Basidio- 
mycetes, the parasites Puccinia graminis tritici (Kloker et al., 1965) 
and Gymnosperma uirginiae (Gorin and Tulloch, unpublished re- 
sults). Thus it is necessary either to accept a multiphyletic relation- 
ship for the yeasts or transfer this entire group to the Basidiomycetes, 
as was done with Sporobolornyces by Alexopoulos (1962). 

The form genera Candida and Torulopsis, as previously stated, 
consist of species for which no reason can be found for transferring 
them to ascosporogenous genera. On the basis of the spectra of their 
mannose-containing polysaccharides, they can be grouped as (1) 
forms which produce mannose-containing polysaccharides whose 
spectra are like the spectra of those of ascosporogenous species, (2) 
forms producing mannose-containing polysaccharides with spectra 
like those of the polysaccharides of the species of other asporogenous 
genera, and (3) forms producing mannose-containing polysaccharides 
whose spectra do not resemble those of the polysaccharides of any 
other yeast studied so far. 

Candida and Torulopsis species in the first group fall mostly into 
groups containing species of Saccharomyces, Hansenula, Pichia, and 
Debaryornyces, and will probably eventually prove to be imperfect 
forms of species in these genera. In the second group are a number of 
species which form galactomannans whose spectra are identical 
with that of Trichosporon fermentans galactomannan. Torulopsis 
vanderwaltii, in particular, resembles T. fermentans in the spectrum 
of its galactomannan and in its carbon and nitrogen assimilation 
patterns. 

Pmr spectra of mannose-containing polysaccharides may prove use- 
ful as an aid in classification of filamentous fungi as well as yeasts, for 
those species which produce such polysaccharides. They are formed 
by Ceratocystis, Graphium, Alternaria, Nectria, Trichophyton, and 
Mortierella species, and differences in the pmr spectra of the polysac- 
charides formed by these species have been observed. 

Pmr spectroscopy of invariant biopolymers may eventually be ex- 
tended to compounds other than mannose-containing polysaccharides. 
Cohen (1969) has determined 100-MHz pmr spectra of human and 
hen egg-white lysozyme denatured with excess 2-mercaptoethanol in 
8 M urea, which show differences in the aromatic region. This finding 
suggests that the method could be extended to make use of pmr spectra 
of microbial proteins as a taxonomic aid. Similar refinements of 
technique may eventually permit the determination of well-resolved 
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pmr spectra of nucleic acids as well. The taxonomic position of a 
microbial species might then be determined primarily on the basis of 
chemical structure of its macromolecular constituents, as indicated 
by their pmr spectral “fingerprints.” 
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I. Introduction 

Since the time Earle and his associates pioneered the mass in uitro 
cultivation of mammaliatn cells, many types of cells of both normal 
and tumor origin have been grown in a variety of culture systems. 
The early demands for mass culture arose from the expanding fields 
of virus and cancer research. These required large quantities of cells 
for the isolation and identification of viruses, the production of viral 
vaccines, and the screening of antiviral and anticancer agents. Major 
emphasis has been on the use of tissue culture as a tool for virus pro- 
duction, which has provided a prime impetus for the developments 
in large-scale operations. Perhaps of no less importance is the poten- 
tial use of mass culture for the production of chemicals unique to 
animal cells such as hormones, interferons, and antibodies. Many 
cells will grow only as monolayers attached to a surface and, until 
recently, their mass cultivation was confined to large individually 
sealed bottles. However, many of the problems associated with large- 
scale monolayer culture have been overcome by developing equip- 
ment containing multi-surfaces within a single vessel (Molin and 
Heden, 1969; Weiss and Schleicher, 1968). 

Because the growth of mammalian cells and microorganisms is 
similar, there was early interest in growing cells in an agitated sus- 
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pension culture. Not all cells will grow in this manner but, for those 
that will, the expertise gained from the submerged culture of bacteria 
and fungi has obvious application and has been used successfully 
by many workers. Currently an important practical limitation of sub- 
merged culture is that it cannot be used for the production of virus 
for human vaccines. The human diploid cells considered suitable 
for this purpose will not grow in suspension culture. Unless there 
is a fundamental difference in the way normal cells divide, it is rea- 
sonable to speculate that this is a transient difficulty which may pos- 
sibly be resolved by better definition of nutritional and environmental 
requirements. Meanwhile the work of van Wezel (1967) has demon- 
strated the feasibility of growing cells on micro-carriers of Sephadex 
beads kept in suspension in a stirred vessel. In this way the improved 
environmental control obtainable in stirred culture vessels can be 
utilized for the cultivation of those cells that will not grow in sus- 
pension. 

In general, the problems of growing mammalian cells are similar 
to those encountered in the cultivation of microorganisms. These 
are essentially: the selection, maintenance, and storage of cells; the 
selection of the nutrient medium and the control of cultural condi- 
tions; and the design of equipment and process operation to reduce 
the risks of microbial contamination. 

II. Selection, Storage, and Maintenance of Cells 

Since the development of cell culture techniques early in the pres- 
ent century, cell populations capable of multiplying indefinitely 
in uitro have been derived from many different mammalian tissues, 
and the number of more finite cultures investigated is countless. The 
use of cell cultures in large-scale operations has emphasized the need 
for careful control over the conditions under which cells are stored 
and maintained; this section outlines some of the associated problems. 

A. CELLTYPES 
I .  Primary Cultures 

Primary cultures are those employing cells obtained directly from 
embryonic, adult, or tumor tissues. Free cells are normally obtained 
from primary tissue by enzymatic disaggregation, resuspended in 
nutrient medium, and inoculated into vessels to form monolayers 
on suitable surfaces. Primary cells kept in free suspension may remain 
viable but do not generally multiply. The techniques used for the 
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cultivation of primary cells have been described in detail by Mer- 
chant et al. (1960), and Paul (1965) and discussed by Perlman and 
Guif€re (1963) and Perlman (1967). 

2. Cell Strains 

Hayflick and Moorhead (1961) have defined a cell strain as a popu- 
lation of normal cells subcultivated in vitro more than once but lacking 
the property of indefinite serial passage, while retaining the karyotype 
of the original tissues. These workers have concluded that the history 
of such a strain may be divided into an early growth phase, followed 
by a period of rapid cell multiplication, leading to a phase of declining 
mitotic activity. To explain this they advance a concept of senescence 
at the cellular level and postulate the existence of a factor necessary 
for cell survival but with a rate of duplication less than that of the cell. 
The fact that cell strains have a diploid karyotype, are inexpensive to 
procure, and can be tested for the presence of extraneous viruses and 
tumorigenic activity has led several workers to suggest their use for 
the production of human virus vaccines in place of primary cell cul- 
tures (Hayflick, 1963; Majer, 1967). So far, attempts to grow normal 
human cells with diploid karyotypes in suspension culture have failed 
and mass cultivation is confined to monolayer systems. 

3. Cell Lines 

A cell line has been defined as a population of cells which may be 
grown in uitro for an indefinite period of time. Cell lines are rarely 
diploid and it has been suggested that the heteroploid condition is 
a necessary characteristic. However, Macpherson and Stoker (1962) 
have described a line of hamster fibroblasts (BHK 21) that are diploid 
but capable of growth for an apparently indefinite period of time. 
Likewise, Moore and Ulrich (1965) have grown a diploid human 
tumor cell line with a normal karyotype in various culture vessels 
for many weeks. 

B. SPONTANEOUS CELL TRANSFORMATION 
I. Diploid Cell Strain to Cell Line 

When a primary cell is passaged in culture for some weeks a phase 
of declining mitotic activity usually develops. In most cases the cells 
die out, but sometimes after a variable period new cells emerge which 
have a more uniform morphology and altered growth properties. 
Pulvertaft and his colleagues (1959) reported morphological transfor- 
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mation of their human thyroid cultures in 3-6 weeks and considered 
that this was a true transformation and not just the selective survival 
of a few cells. The mouse embryo cells studied by Todaro and Green 
(1963) developed into cell lines within 3 months of primary culture 
and, although the cells associated with the increase in growth rate 
were diploid, chromosome abnormalities soon developed. 

Stoker and Macpherson (1964) have pointed out that the frequency 
with which cell lines emerge from normal tissue seems to be a hnc-  
tion of their species of origin. Although normal human fibroblasts 
survive for many months, cell lines are not formed (Hayflick and 
Moorhead, 1961). On the other hand, mouse cells frequently give 
rise to aneuploid variants capable of indefinite growth (Levan and 
Biesele, 1958; Todaro and Green, 1963). Cell lines derived from a 
third group - including cells from the Chinese hamster (Yergaman 
and Leonard, 1961), Syrian hamster (Macpherson and Stoker, 1962), 
and pigs (Ruddle, 1962)-are not markedly aneuploid. 

2. Adaptation to Suspension Culture 

Both primary cells and diploid cell strains lack the ability to grow 
in suspension culture and it has been suggested that only cells with 
carcinogenic potential will propagate in this way. It was noticed at 
an early stage that some cells will readily adapt to suspension culture 
(Cherry and Hull, 1960; Cooper et al., 1959; Earle et al.,  1954; Graff 
and McCarty, 1957; Ziegler et al., 1958); others prove more difficult 
and it may be necessary to resuspend cells in fresh medium many 
times before growth occurs. 

The adaptation of hamster kidney cells (BHK 21) to suspension 
culture has been described by Capstick et al. (1962), who reported 
irregular growth with considerable clumping and growth on the vessel 
wall during the first 21 days in culture. In a later report, Capstick et 
al. (1966) described the adaptation of a diploid and an aneuploid sub- 
strain of BHK 21 cells to suspension culture. The aneuploid substrain 
adapted readily with little evidence of clumping and a regular growth 
rate was established in 22 days. In contrast, the diploid substrain grew 
irregularly and 40 days elapsed before consistent growth was achieved. 
At this time the strain remained predominantly diploid but there 
followed a rapid increase in aneuploidy until at 75 days most cells 
were aneuploid. 

c. MAINTENANCE AND STORAGE 

The many difficulties associated with the continuous cultivation 
of mammalian cells can be broadly divided into two groups: (1) the 
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prevention of contamination, and (2) the retention of desired charac- 
teristics. These problems can be minimized by establishing a con- 
venient handling scheme for cell production and instituting suitable 
quality control procedures. 

1 .  Microbial Contamination of Cultures 

Despite the protection afforded by modern antibiotics, microbial 
contamination is still a constant problem and of particular importance 
in large-scale operations, where failures can be costly. Although the 
use of antibiotics has greatly simplified the handling of tissue cultures, 
it should be emphasized that their use is no substitute for aseptic 
technique. 

a. Bacteria, Fungi, and Yeasts 

Many laboratories routinely add penicillin and streptomycin to 
culture media to suppress bacterial growth. The use of neomycin has 
been suggested to suppress those bacteria resistant to penicillin and 
streptomycin (Capstick et al., 1962; Cooper et al., 1959; Cruikshank 
and Lawburg, 1952), while nystatin (Mycostatin) and amphotericin B 
have been used to control fungal and yeast contamination (Capstick 
et al., 1962; Cooper et al., 1959; Perlman et al., 1961). Since many 
cell lines are themselves sensitive to these antibiotics, care must be 
taken to use only the minimum effective concentration. 

b. Mycoplasma 

The first reported isolation of mycoplasmas from mammalian cell 
lines was by Robinson and his associates (1956). They have been 
shown to reduce cell growth rate, produce cytopathogenic effects, 
alter cell morphology, and produce chromosome changes in tissue 
cultures. The source of primary contamination in many cases is prob- 
ably the upper respiratory tract of man and the presence of contam- 
ination may be undetected for several months. 

Mycoplasma may be detected by changes in the appearance of 
cells, by arginine depletion of the medium (Pollock et al., 1963), 
by other biochemical reactions, or by isolation on artificial medium. 
These methods have been reviewed by Macpherson (1966). It will 
suffice here to say that no one method will detect all mycoplasma 
types and attempts should be made to isolate contaminants by a num- 
ber of methods before declaring a culture free from contamination. 

Many methods have been suggested for the elimination of myco- 
plasmas from contaminanted tissue cultures. These methods include 
heat treatment (Hayflick, 1960) and the use of antibiotics such as 
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kanamycin (Fogh and Hacker, 1960; Pollock et al., 1960), tetracycline 
(Carski and Shepard, 1961), and novobiocin (Johnson and Orlando, 
1967). One of the most useful guides to the selection of suitable anti- 
biotics is provided by the work of Perlman and his associates (1967), 
who investigated the antibiotic sensitivity of eight mycoplasma strains 
against numerous antibiotics and studied the toxicity of these anti- 
biotics for cells in cultures. 

c. Viruses 

The use of tissue culture for the production of human virus vaccines 
has accentuated the need to screen tissue cultures for latent viruses. 
No less than 20 serologically distinct viruses have been recovered 
from apparently normal primary monkey kidney tissue culture (Hull 
et al., 1958; Sweet and Hilleman, 1960). The occurrence of contam- 
ination by latent virus is, however, not restricted to primary cell cul- 
tures and it has been shown that certain viruses, notably SV 40 and 
pol yoma virus, can transform diploid cell strains to heteroploid cell 
lines (Hull et al., 1958; Macpherson, 1963). The detection of latent 
virus remains a problem, although the technique of co-cultivation 
with other, virus-susceptible cells has been successfully used by  a 
number of workers (Black, 1966; Gerber, 1966; Watkins and Dul- 
becco, 1967). 

d. Other Cells 

Contamination of one cell culture by another may go undetected 
for months. There have been reports of “primate” cell lines which 
turned out to be mixtures of primate and murine cells (Kunin et al., 
1960) and the ERK/KD cells said to have been isolated from embry- 
onic rabbit kidney are now believed to be HeLa cells (Sargeant, 1968). 
Identification of cell lines is difficult but karyological and immuno- 
logical studies are probably the most useful techniques presently 
available. Of the more interesting tests which have been used, Coombs 
and his associates (1961) performed mixed agglutination reactions to 
identify cell strains derived from pig and rabbit tissue, while Stulberg 
and workers (1961) used immunofluorescence to determine the spe- 
cies of origin for their cell line. 

2. Serial Subculture 

Cell cultures in routine use are generally maintained by serial 
subculture. The frequency of subculture depends on the growth rate 
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under the particular conditions used but frequently either a change of 
medium or subculture is required twice weekly. Cells may be stored 
for short periods of time at +4"C, when metabolism is greatly reduced 
and the cells require less frequent medium changes to remain viable. 
A useful practice is to store any surplus production of cells at +4"C 
ready for immediate emergency use, should the main line become 
contaminated. 

3. Low-Temperature Storage 

Dipold cell strains have a finite lifespan, and to maintain stocks of 
any particular cell, some form of long-term storage is needed. Simi- 
larly, when growing cell lines, it is necessary to maintain a uniform 
cell stock of unchanging characteristics should the line be lost by 
contamination or its desirable characteristics be lost on continuous 
subcultivation. To surmount these problems some form of low-tem- 
perature storage is generally employed. 

At a temperature of +4"C metabolic processes are slowed but not 
stopped and purely physical processes such as diffusion still proceed. 
To obviate the disadvantages of a finite lifespan in vitro, it is neces- 
sary to reduce the temperature to below -40°C; convenient tempera- 
tures for storage are -70" and-196°C (liquid nitrogen). The processes 
occurring during freezing have been reviewed by Robinson (1966) 
and Farrant (1966) and only a brief outline will be given here. 

When an aqueous salt solution is frozen, only a proportion of the 
water is converted to ice and the concentration of salt dissolved in the 
remaining water increases. It is this increase in electrolyte concentra- 
tion that seems to cause most cell damage during freezing, however, 
the formation of large intracellular ice crystals may also be respon- 
sible. The addition of glycerol or dimethyl sulfoxide (DMSO) to the 
culture medium helps to protect cells against these damaging changes 
by lowering the percentage of water frozen at any given temperature. 
Since both glycerol and DMSO may damage cells, it is desirable to 
add them to the medium immediately prior to freezing and dilute 
them out as quickly as possible on thawing. 

Robinson (1966) has pointed out that growth of ice crystals still 
occurs at -70°C; HeLa cells, for example, rapidly lose viability when 
stored at this temperature. Since ice crystal growth ceases at - 130°C 
he suggests that storage below this temperature is desirable. The 
rate of cooling is also considered critical and, although the optimum 
cooling rate probably varies with the medium and cell concerned, it is 
commonly held that a cooling rate of 1°C per minute is satisfactory. 
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A number of rules for the frozen storage of living cells were pro- 

1. Freezing down to -20°C should be slow (l°C per minute is 

2. Thawing should be as rapid as possible. 
3. Cultures should be kept to small volumes to permit rapid heat 

transfer. 
4. The addition of a protective substance (5-20% glycerol or 10% 

DMSO) to the suspending medium aids survival. 
5. Reliable refrigeration equipment should be used. 
It is interesting to note that, despite the obvious difficulties, BHK 

21 cells stored for up to 3 years at -70°C in our laboratory have grown 
well on first revival and shown no change in growth characteristics 
or susceptibility to foot-and-mouth disease virus. The cells are stored 
in the presence of either 10% vlv glycerol or DMSO, the ampuls 
having been placed on the floor of the -70°C unit (thus aiding heat 
transfer) until frozen, after which they may be transferred to any part 
of the cabinet. 

posed by Muggleton (1963) and are listed below. 

optimal). 

4 .  Handling Schemes 

We have already suggested that some of the difficulties associated 
with the continuous cultivation of mammalian cells can be minimized 
by establishing a suitable handling scheme. Shedden and Wildy 
(1966) and Walker et al. (1968) have described schemes used in their 
own laboratories that have a number of points in common. In both 
cases a selected strain of cells is grown for use as a stock culture and 
stored at a low temperature in several aliquots. The cells forming this 
master bank are screened for contaminants and tested for their ability 
to produce the desired product. From the master bank a number of 
substrains are prepared, each of which is tested for purity and stored 
to form a secondary bank. An ampul from the secondary bank is then 
revived at regular intervals and grown up to produce a sufficient 
quantity of cells for use. It seems generally agreed that the addition 
of antibiotics to early cultures is inadvisable because their use in- 
creases the risk of masking contamination. 

In our laboratory a similar scheme with BHK 21 cells has operated 
satisfactorily for many years. A master bank is stored in liquid nitrogen 
and the secondary bank is stored in 20-ml aliquots, each containing 
about 2 X log cells, in a number of mechanical refrigerators operating 
at -70°C. Cells from the secondary bank are revived at about monthly 
intervals and examined for microbial contamination, general char- 
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acteristics, growth, and viral susceptibility. For use, the cells are 
subcultured by serial transfer until the next revival; in this way cell 
age during each successive month remains approximately constant. A 
method for the buildup of cells from cold storage to provide inoculum 
for large-scale suspension culture has been described by Telling and 
Elsworth (1965) and Telling (1969). 

Ill. Production of Culture Media 

A. COMPOSITION 

The early systematic studies of the nutritional requirements for the 
cultivation of mammalian cells in vitro were begun by Fischer and 
continued during the 1950’s by Parker, Eagle, Rappaport, Waymouth, 
and others. These workers developed chemically defined media of 
varying complexity, each consisting essentially of a balanced salt 
solution with additions of amino acids, vitamins, glucose, and some- 
times galactose. Perlman and Guiffre (1963) have summarized the de- 
velopment of these chemically defined media which, however, still 
require the addition of serum for the growth of most cells. 

The simplest of these early media, that of Eagle (1955, 1959), is 
still commonly used, although often modified for particular applica- 
tions by the addition of further components such as peptones, lactal- 
bumin hydrolyzate, yeast extract, tryptose phosphate broth, insulin, 
or increased amounts of amino acids and vitamins (Birch and Pirt, 
1969; Griffiths and Pirt, 1967; Kilburn and Webb, 1968; Macpherson 
and Stoker, 1962; Pumper et al., 1965; Telling and Radlett, 1969). 

Most media have been developed for the growth of cells and con- 
tain nutrients essential for cell multiplication. Provided that other 
factors such as pH and oxygen are not inhibitory, the cell yields ob- 
tained will depend upon the amount of nutrients available and will 
be restricted as soon as any single nutrient becomes a limiting factor. 
The depletion of a nutrient can be overcome by changing the medium 
frequently, a device exemplified by the report of Bryant (1966), who 
obtained a fifty fold increase of mouse liver cells to a population 
density of 29 X lo6 cellslml by a daily change of medium. However, 
such a procedure is inconvenient in large-scale operations, particular- 
ly for submerged cultures, and it is obviously desirable to design the 
culture medium so that high cell densities can be achieved without 
further replenishment of nutrients. Griffiths and Pirt (1967) have 
drawn attention to the need for determining growth yields, i.e., the 
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yield of cells per unit weight of nutrient utilized. These workers de- 
termined by analysis the minimum amounts of essential amino acids 
required to produce los mouse LS cells and found that leucine, iso- 
leucine, and particularly glutamine could become growth-limiting in 
several standard tissue culture media. 

Restriction of growth due to glutamine deficiency poses a difficulty 
in the development of improved media. Tritsch and Moore (1962) 
reported the instability of glutamine in tissue culture media. Incu- 
bating their medium at 37"C, they determined the rate of spontaneous 
decomposition of glutamine to pyrrolidone-carboxylic acid and am- 
monia to be 10% per day. Similar decomposition was reported by 
Griffiths and Pirt (1967), who also found that glutamine in excess of 
10 m moles per liter inhibited the growth of their mouse LS cells even 
though the tonicity of the medium was kept constant. 

In a later report on the nutritional requirements of mouse LS cells, 
Birch and Pirt (1969) stated that the maximum population of the cells 
was linearly proportional to the choline concentrations, with a growth 
yield of 3.2 x lo5 cells/pg of choline chloride. Serum was the major 
source of choline in their original medium but, when the amount of 
choline chloride was increased, bovine serum albumen fraction V 
could be substituted for serum without reduction in growth. Limita- 
tion of growth due to choline deficiency has also been reported by 
Nagle (1969). By increasing the choline chloride in his chemically 
defined medium from 1 to 50 mg/liter, he found that the peak density 
of mouse L cells was more than doubled and the growth of HeLa cells 
improved. 

In our laboratory growth-limiting factors in suspension culture of 
BHK 21 cells were found to be glutamine, glucose, and vitamins, and 
when these nutrients were approximately doubled there was more 
than a twofold increase in peak cell density to a maximum of 6 X lo6 
cellslml (Telling and Radlett, 1969). 

In addition to being a source of nutrition, serum protects cells from 
mechanical stress. Several workers have observed the occurrence of 
cell damage as a consequence of prolonged shaking, stirring, or sparg- 
ing of gases in cultures containing little or no serum. Damage has 
been manifest in various ways, including complete disintegration of 
cells, increased permeability to trypan blue dye without immediate 
lysis, loss or reduction in metabolic activity, and greater fragility at 
low temperatures. As alternatives to serum, methylcellulose and 
Pluronic Polyol F68 have been used to protect cells against mechanical 
damage (Bryant, 1966; Bryant et al., 1960; Holmstrom, 1968; Kilburn 
and Webb, 1968; Runyon and Geyer, 1963; Telling and Radlett, 1969). 
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B. PREPARATION 
Hayflick et  al. (1964) have drawn attention to an important aspect 

of media preparation-that of its consistent manufacture to give re- 
producible cell growth within and between laboratories. They re- 
ported that the difficulty was often traceable to variations in reagent 
purity and in compounding a published formula. In their view a more 
uniform product is obtained by using powdered media prepared in 
large quantities. They advocate mixing the dry ingredients in the cor- 
rect proportions and grinding to a free-flowing powder which, after 
dekiccation, can be packaged until required for reconstitution. They 
found their method successful for several defined media and balanced 
salt solutions. 

The production and storage of high purity water is an important 
and costly feature of large-scale media preparation. At the Roswell 
Park cell culture plant, double-distilled water is stored in a tin- 
lined tank fitted with an ultraviolet sterilizing system (Vosseller and 
Moore, 1969). Our practice is to use distilled water produced over 
stainless steel. Water with a resistivity of 4-5 X lo5 ohmslcm has been 
found suitable for the range of primary cells and cell lines cultivated 
in our laboratory. The water is stored in closed stainless steel reser- 
voirs which are vented through bacterial filters and fitted with an 
Ultraviolet source in the head space. Distribution is through stainless 
steel pipes with sterilizing grade filters at the outlets; both reservoirs 
and lines can be steam sterilized. 

C. STERILIZATION 

1 .  Filtration 

Most tissue culture media contain heat-labile components and are 
therefore sterilized by filtration. Although the method is often re- 
stricted to the thermolabile constituents, filtration of complete 
medium is more convenient and economical for large-scale operations. 

Portner et al. (1967) examined the probability of sterilizing by filtra- 
tion and concluded that, if a high degree of certainty is required, the 
liquid should be passed through two or more filters as a safeguard 
against a defective filter sheet. Double filtration of antibiotic-free 
medium through Seitz-type sheets is used for the large-scale continu- 
ous cell culture plant at the Roswell Park Memorial Institute (Vos- 
seller and Moore, 1969). A t  the Pirbright laboratories reliable sterili- 
zation of complete growth medium by single filtration of volumes up 
to 200 liters has been demonstrated by Telling and Elsworth (1965) 
and Telling et al. (1966). These reports emphasize the need for 
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proper attention to design and operation of equipment and restric- 
tion of the degree of microbial contamination in the unfiltered medi- 
um, particularly when using asbestos-cellulose depth filters. Features 
of the system include permanently piped filter presses sterilized by 
steam injection, with the added precaution of maintaining an internal 
positive pressure throughout the cycle of sterilization, cooling, and 
filtration. In our opinion, these features are essential if risks of contam- 
ination are to be negligible. 

The sterilizing grade filter sheets commonly used are either the 
Seitz-type neutral asbestos-cellulose or membranes produced from 
cellulose esters. Both types have been shown to release substances 
inhibitory to cell growth and virus replication (Brown et al., 1965; 
House, 1964). Cahn (1967) reported that many membranes contain 2- 
3% of their dry weight as detergent. He found that the concentration 
of detergent in eluates of these filters is high enough to cause damage 
to cells cultured in filtered medium. Hot water effectively removes 
most of the detergent and our observations lead us to conclude that 
this is achieved in our systems by the hot condensate continually pro- 
duced and drained during sterilization by steam injection. 

The development of the cartridge filter, which can be sterilized in 
situ by steam injection, provides an alternative to the filter press for 
large-scale sterile filtration. The disposable filter cartridge is mounted 
in a stainless steel housing which can be fitted into pipe lines with 
screw or compression fittings. One such filter made of asbestos fibers 
bonded to a cellulose sheet (Ultipor .12, Pall Filter Corporation, 
Glen Cove, Long Island, New York) is now used to sterilize tissue 
culture media in our laboratory. 

2. Chemical 

Some observations on the chemical sterilization of tissue culture 
medium using P-propiolactone (BPL) have been reported by Toplin 
and Gaden (1961). They found that serum treated with BPL at a con- 
centration of 0.15% vlv could be incorporated in Eagle’s medium at 
the 10% level without apparent deleterious effects on HeLa or Hep 
#2 cells over 5-7 days. These workers emphasized the importance of 
ensuring complete hydrolysis of BPL by demonstrating that a con- 
centration of about 0.001% unhydrolyzed BPL was toxic. 

Sterilization of media by BPL has been examined at Pirbright (un- 
published work). After allowing up to 96 hours for hydrolysis, growth 
of BHK 21 cells was reduced by half in medium treated with 0.02% 
BPL and completely inhibited in medium treated with 0.06%. Cell 
growth was also inhibited by the addition of hydrolyzed BPL to cul- 
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ture medium at a concentration of 0.1% vlv, the lowest concentration 
tested. 

3. Heat 

The convenience and reliability of autoclaving has encouraged 
several workers to develop serum-free and heat-stable media for the 
growth of several cell types (Nagle, 1968; Nagle et al., 1963; Orlando 
et al., 1968; Pumper et al., 1965). Richards (1968) draws attention to 
the effect of heat on the nutritional value of culture media. While heat 
sterilization of short duration may be beneficial in that it causes 
changes that would otherwise be brought about by metabolism, pro- 
longed heat treatment can be seriously detrimental and result in 
decrease of cell yield. Thus, when sterilizing larger volumes of these 
heat-stable media it may be necessary to make some allowance for the 
increased heating and cooling times that occur. 

D. STERILITY TESTING 
Failures in large-scale tissue culture are costly, therefore, closer 

attention must be paid to sterility testing of nutrient medium than is 
normally necessary at the laboratory bench. Since no form of sterility 
testing can demonstrate the absence of all living organisms, only an 
operational definition of sterility can have meaning and, in practice, 
testing is usually restricted to the detection of bacteria and fungi 
likely to proliferate under working conditions. 

As pointed out by Tritsch and Moore (1962), it is unwise to check 
sterility of tissue culture medium by incubating the whole batch at 
37°C because of the spontaneous decomposition of glutamine that 
occurs at that temperature. Hayflick et al. (1964) proposed a sterility 
test procedure of holding medium (without glutamine and serum) at 
room temperature for 3-4 weeks. This method is clearly impractical 
when dealing with large volumes of medium, particularly if using 
factory-scale culture vessels, where of necessity sterility control must 
be based on sampling and the results interpreted in terms of proba- 
bility. 

A sampling procedure will detect gross contamination, but statistical 
considerations show that a low degree of contamination may not be 
revealed. This has been discussed by Elsworth et al. (1955), Herbert 
et al. (1956), and considered in detail by Pet0 and Maidment (1969). 
The latter briefly describe the theory of assigning an upper limit to 
the estimate of the degree of contamination and give examples of the 
conclusions that can be drawn from sampling. The argument is based 
on the assumption that contaminants are randomly distributed 
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throughout the medium and that the possible upper limit of contami- 
nation is defined by the probability level (or confidence limit) of a 
mischance of sampling fixed by the investigator. They have compiled 
useful tables which show, for example, that if a sample volume of 1% 
is sterile there could be in the remaining medium a possible upper 
limit of 299 contaminants at the 5% confidence limit and up to 459 
contaminants at the 1% confidence limit. Increasing the sample 
volume to 10% reduces the possible upper limits to 29 and 44 con- 
taminants at the 5 and 1% confidence limits, respectively. In large- 
scale operations, sample volumes will rarely exceed 1% of the culture 
volume and, while the medium may well be sterile, sampling cannot 
prove it. 

IV. Mass Cultivation of Cells 

A. MONOLAYER CULTURES 
1. Static and Roller Bottles 

The methodology of monolayer culture is well established and, 
dispite the risks of contamination arising from multiple handling, 
large-scale production has been accomplished using both static and 
roller bottles. Examples of such systems have been described in 
detail by Bachrach and Polatnick (1968) and Ubertini et al. (1960, 
1963). 

A major disadvantage of monolayer culture in bottles is that cell 
growth is frequently limited by the development of an unfavorable 
pH value or the depletion of oxygen or nutrient supply. To surmount 
this difficulty, medium is often changed or the cultures gassed with 
a mixture of air and carbon dioxide, but in large-scale operations such 
procedures are laborious and introduce additional risks. of contamina- 
tion. Kruse and Miedema (1965) have shown the importance of a con- 
trolled environment to increase cell densities of monolayer cultures 
in bottles. Using a perfusion system (Kruse et al., 1963), they grew a 
variety of cells, layer upon layer, reporting, in one instance, a cell 
membrane thickness equivalent to 17 layers of cells. 

2. Multi-Surface Propagators 

These propagators provide within a single vessel a large surface 
area for the attachment and growth of cells as monolayers. For the 
mass cultivation of those cells that will not grow in suspension, this 
type of apparatus offers several advantages over the conventional 
static and roller bottle systems. 
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The apparatus described by Molin and Heden (1969) is a liter jar 

containing 35 titanium disks, each of 9-cm diameter. Their method 
is to add the cell inoculum of 5 x lo5 cells per disk in sufficient medi- 
um to fill the vessel, which is then incubated in the vertical position 
for 1 hour. This allows about 90% of the cells to settle and attach to 
the disks. Approximately half of the medium is then removed and the 
vessel placed horizontally so that each disk is vertical and about half- 
immersed. The disks are then rotated at one revolution every 2 min- 
utes. In this system Molin and Heden obtained a tenfold increase of a 
human diploid cell in 5 days. 

In the propagators of Weiss and Schleicher (1968) a tier of glass 
disks provide the surface for cell attachment. The vessel is inoculated 
with cells in sufficient medium to immerse the disks and the culture is 
aerated for 15 minutes to distribute the cells and equilibrate the 
medium. The culture is aerated by directing sparged gases into an air- 
lift pump which discharges just above the level of the culture. This 
arrangement forces medium through the pump, thus providing both 
aeration and circulation of the culture. After the initial mixing, 
aeration is halted for 2 hours to allow the cells to settle and attach to 
the glass disks. Control of pH, dissolved oxygen, and carbon dioxide 
during the culture period is by manual adjustment of the composition 
and flow rate of the air and carbon dioxide gas mixture. 

Once confluent monolayers are formed, the growth medium is re- 
moved and the cells either harvested by trypsinization or left un- 
disturbed for virus production. Schleicher and Weiss (1968) have used 
their apparatus for the growth of both primary cells and cell lines and 
for the production of viruses, interferon, and mycoplasma. Their 
propagators range in capacity from 1 to 200 liters and apparently can 
be readily adapted for continuous or intermittent flow of nutrients and 
fitted with electrodes to measure pH and dissolved oxygen. As an 
indirect measurement of cell growth, Schleicher and Weiss (1968) 
followed the utilization of glucose, which was reduced from 1.5 to 
0.5 gm/liter to attain confluent monolayers on all surfaces. 

These reports indicate that multi-surface units offer both a con- 
venient method of mass cell production with a minimum of labor and 
a facility for improving the environmental conditions of monolayer 
cultures. 

B. MICRO-CARRIER CULTURE 
The use of micro-carriers was first reported by van Wezel(l967) and 

van Hemert et al. (1968) have reviewed some of the problems and 
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possibilities of the technique. The method consists of growing cells 
as monolayers on the surface of positively charged Sephadex granules 
suspended in culture medium in a stirred vessel. In this manner 
different cell lines, human diploid cells, and primary rabbit kidney 
cells were successfully cultivated. 

The stirred vessel used was the Bilthoven microbial culture unit 
(van Hemert, 1964) operating at a stirrer speed of 100 rpm. Culture 
volume was a maximum of 3 liters, using Eagle’s minimum essential 
medium supplemented with calf serum and “Methocel.” The micro- 
carriers were sterilized granules of DEAE-Sephadex about 100 p in 
diameter. Maximum cell densities depend upon the available area of 
Sephadex but if the quantity of granules exceeded 2 mg/ml of culture 
a toxicity phenomenon was encountered. This difficulty was initially 
overcome by treating the Sephadex with serum, but later work sug- 
gested that treatment with collodion may be a satisfactory alternative. 

The cell growth rates obtained in micro-carrier cultures were about 
the same as in monolayer culture but higher densities are possible 
by changing or perfusing the medium. To change the medium, the 
Sephadex is allowed to settle and the spent medium is siphoned off. 
For perfusion a volume of medium about 5 times the culture volume 
is continuously recycled, using a screen on the outlet pipe to prevent 
loss of Sephadex beads. This method yielded the best results, with 
maximum cell densities of 3 x lOs/ml in a culture containing 4 mglml 
of Sephadex. 

It is evident that the micro-carrier system is able to provide the 
advantages of controlled environment for those cells that will not grow 
in conventional suspension culture. The method has the added ad- 
vantage that restricted growth due to nutrient deficiency may be over- 
come by changing or perfusing the medium. In the view of van 
Hemert et al. (1968), the technique provides an excellent solution for 
diploid cells but the preparation of primary tissue to give an inoculum 
of single viable cells, substantially free from debris, is a major dif- 
ficulty. Treating the trypsinized cell suspension in a Vibromixer has 
improved the viable cell yields, but cell debris is not completely 
removed and the problem apparently needs further study. 

The production of polio virus in micro-carrier culture was examined 
by van Wezel (1967) and he found that virus multiplication was es- 
sentially similar to that in monolayer culture. van Hemert et al. (1968) 
have discussed the potential use of the system for virus production 
and have outlined the different methods which can be used for the 
cultivation of cytopathogenic and noncytopathogenic viruses. 
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1. Development and Uses 

Since the first report on the growth of mammalian cells in “tumbling 
tube” suspension culture by  Owens et aZ. (1954), many workers have 
described successful cell growth in submerged culture, but mostly in 
small volumes and often using equipment which cannot conveniently 
be scaled up. Much of the published work has been reviewed by Perl- 
man and Guifie (1963) and Perlman (1967), who summarized the 
equipment and cell strains used. 

For small-scale laboratory studies most workers have found it con- 
venient to use shake flasks or to agitate cultures with a simple rotating 
magnet (Cherry and Hull, 1960; McLimans et al., 1957; Moore et al., 
1968; Smith and Burrows, 1963, 1966; Weirether et al., 1968). When 
culturing larger volumes, the stirred vessels developed for the deep 
culture of bacteria are, with minor modifications, finding increasing 
application because they provide a facility for environmental control 
and a basis for scale-up (Holmstrom, 1968; Kilburn and Webb, 1968; 
McLimans et aZ., 1957; Moore et aZ., 1968; Telling and Stone, 1964; 
Telling and Elsworth, 1965; Ziegler et aZ., 1958). 

On the industrial scale, BHK 21 cells are now grown in submerged 
culture at volumes of up to 2000 liters and are used for the production 
of virus vaccines against foot-and-mouth disease and Newcastle dis- 
ease. A large-scale culture plant for the growth of various cells of 
human origin has been described by Vosseller and Moore (1969). This 
plant may be operated on a semicontinuous or batch process and is 
said to be capable of producing 1-3 kg (presumably wet weight) of 
cells per day. The cell production section consists of four culture 
vessels ranging from 20 to 1250 liters in capacity and, as the associated 
piping and valving is complex, a valve programmer has been incorpo- 
rated to minimize operating errors. Temperature and pH are con- 
trolled, while cell count, viability, glucose, lactic acid, gas phase 
C o n ,  and dissolved oxygen tension are all measured. 

Much of the published work on submerged cultivation of mammalian 
cells has concerned either a single batch culture or a succession of 
batch cultures in which a residuum of the old culture serves as inocu- 
lum for the next-a type of operation which Pirt and Callow (1964) 
have termed “solera culture.” True continuous flow culture has been 
studied by several workers (Cohen and Eagle, 1961; Cooper et aZ., 
1969; Merchant et aZ., 1960; Pirt and Callow, 1964). These authors 
reported irregular and unpredictable growth even under apparently 
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constant environmental conditions. More recently, Griffiths and Pirt 
(1967) have reported predictable population densities for mouse LS 
cells. This enabled them to determine the effect of different cell 
growth rates on the quantitative amino acid requirements for growth. 
Their work illustrates the usefulness of the continuous flow culture 
technique for the correlation of cell growth with environinental 
conditions. 

Apart from the obvious immediate uses of submerged culture for 
the production of cells to be used in virus vaccine manufacture, an 
important potential use lies in the biochemical conversion and pro- 
duction of hormones by mammalian cells. It has been established that 
cells from certain hormone-producing tissues will continue to produce 
hormones when grown in suspension culture. Examples are the pro- 
duction of gonadotrophin by human pituitary cells (Thompson et  al., 
1959) and the conversion of cortisol and progesterone to a wide range 
of steriod products by  uterine fibroblastic cells (Sweat et  al., 1958). 
More recently, Tashjian (1969) has described the production of a 
number of hormones from monolayer cell cultures and suggested that 
the scale of hormone production could be expanded by suspension 
culture techniques. 

2.  Environntentul Conditions 

a. Temperuture 

Cell growth rate and yield depend on culture temperature and for 
maximal growth this must be closely controlled, usually between 
35" and 37°C. Capstick (1963) found the optimal incubation tempera- 
ture of BHK 21 cells was between 33" and 37OC and that yields were 
depressed at 31"C, with little growth occurring at 39°C. 

A common method for controlling the temperature of large culture 
vessels is by circulating water at incubation temperature from a con- 
stant temperature tank through the jacket of the culture vessel. Moore 
et al .  (1968) have described a large, closed, water-circulating system 
piped to all vessels in their plant, but some workers consider the water 
circulation method too complicated (Elsworth and Stockwell, 1968; 
Telling and Elsworth, 1965). Elsworth and Stockwell (1968) describe 
a system of two-step control action with overlap, using electric 
heaters and a water film cooler on vessels up to 150 liters and, at the 
400-liter scale, supplying heat to the vessel wall by steam. At Pir- 
bright we have used electric heaters for cultures of BHK 21 cells u p  
to the 100-liter scale and found the method satisfactory, indicating 
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that any medium degradation or cell death caused by local over- 
heating is not of practical significance. 

b. p H  value 

It has been demonstrated many times that for maximum growth rate 
and cell production pH must be maintained within close limits. Opti- 
mal conditions are often about pH 7.2-7.4 and the development of 
electrode assemblies which can be steam sterilized repeatedly in situ 
have made pH control a routine matter. 

It is common practice in tissue culture to incorporate a bicarbonate 
buffer into the medium and regulate pH by passing an airlCOr mix- 
ture over the culture during growth. A major difficulty associated with 
this technique is the varying concentration of COz required to control 
pH as the growth cycle proceeds. McLimans et al. (1957) found that 
incorporation of 0.01 M phosphate in place of bicarbonate in the 
medium eliminated the need for a COz overlay but it proved neces- 
sary to add alkali occasionally to keep the pH above 7.0. 

The control system devised by Telling and Stone (1964) overcomes 
some of the problems of the bicarbonate-COz system. Their method is 
to inject COZ into the culture automatically when pH rises too high 
and to inject air when pH falls too low. These workers used this 
method to control the pH of cultures of BHK 21 cells and obtained 
yields which were maximal and constant between pH 7.2 and 7.6. 
Telling and Radlett (1969) found that a practical limitation of the 
method was loss of pH control in cultures of BHK 21 cells when con- 
centrations reached about 3 X 106/ml. They overcame this difficulty 
by adding more sodium bicarbonate during the growth cycle. In this 
way reasonable pH control was provided, exponential growth was 
maintained, and densities of 6 x lo6 cellslml were obtained. Disad- 
vantages of the method are that it precludes the control of dissolved 
oxygen and the measurement of the carbon dioxide produced by 
metabolism. 

The control of culture pH by automatic addition of acid or alkali 
has been applied by microbiologists for many years. More recently, 
Pirt and Callow (1964) and Kilburn and Webb (1968) have reported 
satisfactory control in cell cultures by this method for cell concentra- 
tions of 1.5 and 0.9 X lo6 cellslml, respectively. A number of workers 
have reported the importance of COr in cell metabolism (Geyer and 
Chang, 1958; Swim and Parker, 1958; Chang et al., 1961), but the 
minimal essential concentration was not determined. This is a matter 
of some importance when replacing a bicarbonate-COr with an acid- 
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alkali pH control system. Kilburn and Webb (1968), however, found 
for their mouse LS cells that growth was independent of pCO2 in the 
range 1-70 mm Hg and that the normal pCO2 in their fermentor after 
inoculation was 4 mm Hg. There was thus no need for pC02 control 
in the absence of the bicarbonate-COz buffer system. 

c. Oxygen 

Oxygen is frequently supplied by passing a stream of air or an air/ 
COz mixture over the culture, but rates of oxygen solution from surface 
aeration are generally low. Hence, oxygen supply may limit both 
growth rate and peak cell densities obtainable, particularly since with 
increasing scale there is usually a smaller surface area relative to 
culture volume for gas diffusion. 

Many studies on the influence of oxygen in animal cell cultures 
have been based on analysis of gas in the head space, but such esti- 
mates are not always valid because there may not be equilibrium be- 
tween the gas and liquid phases. Cooper et d. (1958) recognized this 
difficulty when they reported oxygen concentrations of 25-30% to be 
rapidly cytocidal and concluded that the liquid phase oxygen level for 
fastest growth of their ERK cell line is much less than the air equilib- 
rium value. 

Definite confirmation of the importance of oxygen in the growth and 
metabolism of mammalian cells requires the measurement and control 
of dissolved oxygen tension (110s) during growth. Such an investiga- 
tion was undertaken by Kilburn and his associates (Kilburn and Webb, 
1968; Kilburn et al., 1969; Self et al., 1968), using a diffusion current 
electrode of the type described by Mackareth (1964). These workers 
found pOz markedly influenced the cell growth and glucose metabo- 
lism of their mouse LS cells. Maximum cell densities were obtained 
when PO:! was controlled at  values between 40 and 100 mm Hg and 
cell growth was seriously inhibited at 320 mm Hg. In cultures with 
oxygen supplied from a head space of air initially at 810 mm Hg 
absolute pressure, cell growth was limited by the availability of 
oxygen, pOz falling to less than 2 mm Hg before maximum cell 
density was reached. 

At Pirbright, Telling and Radlett (1969) have examined the effect of 
different aeration systems on the growth of BHK 21 cells at the 4- 
liter scale and determined the cell yields per unit of glucose consumed 
(Table I). With surface air only, pop fell to zero in 24 hours, both 
growth and growth rate were limited, and all the glucose was used. 
The continuous sparging of air at the rate of about 6 ml/liter of culture 
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EFFECT OF DIFFERENT AERATION SYSTEMS ON THE GROWTH OF 

BHK 21 CELLS AT THE ‘&LITER SCALE“ 

Growth yields for glucose 

Cells produced Glucose used* lo6 Cells produced 
Aeration (X 10-6/ml) (mdml) per mg glucose used 

Surface air 

Continuous 
(500 ml/minute) 

air sparging 
(25 ml/minute) 

Air/COz 
pH control 

Controlled pOz 
3 8 m m H g  

8 mm Hg 
3 40 mm Hg 

40 mm Hg 
80 mm Hg 

1.9 

1.3 

2.8 

3.2 
3.1 
3.1 
3.3 
3.1 

3.6 

2.6 

3.0 

3.5 
3.4 
2.3 
2.4 
2.3 

0.53 

0.50 

0.93 

0.91 
0.91 
1.35 
1.38 
1.35 

“Telling and Radlett, 1969. 
*Starting glucose 3.6 mg/ml. 

per minute was found to be detrimental to growth, growth rate, and 
cell viability. In cultures with pH controlled by the automatic injec- 
tion of air and COZ gas, the pOZ oscillated irregularly throughout the 
period of culture, but cell yield per unit of glucose consumed was 
similar to that obtained when pop was controlled at 8 mm Hg. The 
most efficient utilization of glucose occurred when pOz was controlled 
at 40 and 80 mm Hg and was independent of whether the oxygen was 
supplied by the controlled sparging of air or by increasing the oxygen 
tension in the head space above the culture. 

It is clear that cell growth in industrial-scale cultures may become 
limited by oxygen availability and improvements in culture media 
leading to higher cell densities will enhance this difficulty. Surface 
aeration is unlikely to be adequate and sparged air must be used with 
care. Difficulties with sterilization and stability of oxygen electrodes, 
however, preclude their routine use at the present time. Until these 
problems are resolved, pH control by intermittently injecting air into 
a bicarbonate buffered system when pH falls below the desired value 
is one method of increasing the oxygen availability in large-scale 
cultures. 
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d .  Agitation 
Mammalian cells are often irreparably damaged if agitated too 

vigorously. This fact, therefore, has prime consideration when select- 
ing the agitator system. However, different cell types vary in their sus- 
ceptibility to mechanical damage, in their tendency to aggregate, and 
in their rate of growth and, hence, rate of oxygen demand. It is thus 
clearly necessary to determine empirically the most suitable agitator 
system for a particular cell type. 

Several cell types have been grown satisfactorily in culture vessels 
stirred by a single turbine impeller at low speeds, usually about 200- 
400 rpm (Kilburn and Webb, 1968; McLimans et al., 1957; Telling and 
Stone, 1964; Telling and Elsworth, 1965; Ziegler et al., 1958). How- 
ever, other devices have been used successfully. Examples of these 
are the vibromixers found to give satisfactory agitation without foam- 
ing in 200-liter hemispherical vessels by Moore et al. (1968), and the 
helical screw rotating at 150 rpm in a 150-liter culture vessel used by 
Ubertini et al. (1967). Holmstrom (1968) agitated a 10-liter culture in a 
round-bottomed flask with a two-bladed propeller at 250 rpm and 
found that this method provided a gentle lifting action sufficient to 
keep the culture well mixed and prevent aggregation. 

Agitation may be increased by “baffling” the system. This is gener- 
ally achieved by fitting vertical baffle plates radially to the vessel wall 
and in this way stirrer speeds may be reduced without decreasing 
mixing efficiency. At the Pirbright laboratories, the fitting of four baffle 
plates to both 30- and 100-liter culture vessels improved cell disper- 
sion and permitted a reduction in stirrer speed. However, a similar 
baffling arrangement was unsatisfactory at the 4-liter scale because 
cells adhered to the baffles. 

3. Design and Operation of Culture Equipment 

Vessel design and operation for the submerged culture of bacteria 
is well established and several workers have shown that this expertise 
can be successfully applied to the growth of mammalian cells. Gen- 
erally, the essential modification has been to minimize turbulence by 
reducing the stirrer speed or changing the type of agitator (Holm- 
strom, 1968; Kilburn and Webb, 1968; McLimans et al., 1957; Moore 
et al., 1968; Telling and Stone, 1964; Telling and Elsworth, 1965; 
Ubertini et al., 1967; Ziegler et al., 1958). 

These reports suggest that the requirements of equipment design 
and operation for large-scale tissue cultures are no more stringent 
than those found satisfactory for deep bacterial cultures. Adventitious 
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microbial contamination, although always a risk, is more likely to 
grow to detectable levels in tissue cultures owing to the relatively 
slow growth rate of mammalian cells. Design factors affecting second- 
ary infection have been discussed in detail by Elsworth (1960). 

A key problem in the maintenance of sterility is the reliability of the 
agitator shaft seal. The double radial mechanical seal described by 
Elsworth and his associates (Elsworth, 1960; Elsworth and Stockwell, 
1968; Elsworth et al., 1958; Telling and Elsworth, 1965) has proved 
satisfactory and is widely used. Moore and his co-workers have 
elected to use vibromixers on vessels up to 1250 liters on the grounds 
that these give adequate agitation in their vessels at low power inputs 
and that the shaft seal is simpler (Moore et al., 1968; Ulrich and 
Moore, 1965; Vosseller and Moore, 1969). Another alternative is to 
use powerful ceramic magnets mounted externally which provide 
agitation by indirect transmission (Cameron and Godfrey, 1968; 
Holmstrom, 1968). Cameron and Godfrey found this method success- 
ful in cultures up to 300 liters. Vessels, media filter, and ancillary pipe 
work are conveniently sterilized by steam injection. The risk of toxic 
residues from steam will depend largely upon the quality of the 
boiler-feed water, particularly on the scale-preventing additives 
used, and prior testing is obviously necessary. Some workers consider 
it desirable to use only steam generated from distilled water but steam 
produced from mains water softened by the soda-lime process, has 
been found satisfactory for all our applications. The only precaution 
we take is to filter the steam through porous stainless steel (average 
pore diameter 20 p) and, thereafter, to distribute in stainless steel 
pipe. The principles of laying out process piping to ensure proper 
sterilization have been discussed by Walker and Holdsworth (1958) 
and Elsworth (1960). 

Sterilization of gases is usually by filtration. Gas flow rates are much 
lower than for bacterial cultures (our maximum gas flow rate for a 100- 
liter culture of BHK cells is 6 liters per minute) and relatively small 
commercially available filters can be used. Our preference is to re- 
duce aseptic connections to a minimum and so use filters which can 
be permanently connected to the vessel and sterilized in situ by steam. 

A steam-sealed draw-off valve similar to that used on bacterial cul- 
ture vessels is satisfactory for sampling. Such a system consists of a 
valve having on the outlet a jet fitted with a shroud, the whole of 
which can be steam-sterilized. Convenient sampling procedures have 
been described in detail by Elsworth (1960) and Elsworth and Stock- 
well (1968). Small volumes (e.g., cell seed, antifoam) can be easily 
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inoculated into a vessel through self-sealing rubber diaphragms, and 
a suitable housing, which may be modified for independent steam 
sterilization, has been described by Elsworth (1960). A pressure of 
sterile air is a convenient way to transfer large volumes of culture from 
one vessel to another. This method eliminates the need for pumps, 
which are difficult to sterilize and may subject the cells to damaging 
shear stresses. 

Valves similar to those used on microbiological plant are suitable 
for use on mammalian cell culture equipment. Jackson (1958) con- 
siders diaphragm valves fitted with heat-resistant diaphragms to be 
the valves of choice, but Elsworth (1960) preferred sleeve-packed 
cocks, which required little maintenance over prolonged periods of 
use. We find diaphragm valves satisfactory, provided they are regular- 
ly maintained, particularly in the smaller sizes where suitable alterna- 
tives are often not available. Sleeve-packed cocks are used extensively 
on steam lines but where there is contact with culture medium we 
favor stainless steel ball plug valves. These have the advantage that 
both the plug and operating handle rotate through 90". Our preference 
is for the type in which leakage via the spindle is prevented by a self- 
adjusting polytetrafluoroethylene diaphragm seal (Sabal, Type M, 
Saunders Valve Co. Ltd.). In our hands these valves have required no 
maintenance in nearly 2 years of routine operation, including regular 
and frequent steam sterilization. 

4. Scale-up 

A number of relationships have been suggested for the scale-up 
of fermentations. These have been described and discussed by Aiba 
et al. (1965) and Bartholomew (1960), who point out some of the 
problems associated with their use. At the present time a useful con- 
cept for scale-up is on the basis of oxygen solution rates. Using this 
approach we have obtained satisfactory results in batch cultures of 
BHK 21 cells. In this work (unpublished) an oxygen electrode was 
used to measure the oxygen solution rates for various flow rates of 
sparged air and to estimate the oxygen demand of growing BHK cells. 
From these data, estimates could be made of the air rates required to 
satisfy the oxygen demand at any stage of the culture. In practice the 
air rate was adjusted so that the oxygen solution rate was just in ex- 
cess of the calculated requirement and was periodically readjusted to 
meet the increased demand as the culture progressed. This method 
avoided unnecessarily high rates of sparging and maintained the pOz 
between 40 and 100 mm Hg. Under these conditions cell growth, 
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growth rate, and glucose utilization were the same in culture volumes 
of 4 3 0 ,  and 100 liters. About five adjustments of the air flow rate were 
made for a twelvefold increase in cell density to a maximum of ap- 
proximately 6 X lo6 cellslml in a culture period of 60 hours. 

Johnson (1964) described a method for calculating the oxygen re- 
quirement for bacterial cell growth and Elsworth et al. (1968) reported 
its use for calculating the oxygen requirement for a continuous flow 
culture of E. coli. If there are common factors influencing assimilative 
production of both bacterial and mammalian cells, it may be possible 
to calculate the oxygen requirement of the latter by Johnson’s method. 

V. Conclusions 

In summary, the cultivation of mammalian cells has been accom- 
plished successfully on the large scale by several different methods. 
Factors found to restrict cell growth have been depletion of nutrients, 
including oxygen, and unfavorable environment such as pH, tempera- 
ture, dissolved oxygen tension, and (in suspension cultures) mech- 
anical stress. It is necessary to emphasize, however, that the cultural 
conditions for optimum growth are not necessarily the same as those 
required for other physiological activities. 

The continuing need for serum for the growth and survival of most 
cells has several disadvantages. These include its high cost, the risk 
of introducing adventitious viruses, the possible presence of specific 
and nonspecific inhibitors, and its surfactant properties, which en- 
courage foaming in stirred, aerated cultures. 

Contamination of cultures by bacteria and fungi is a constant hazard 
and the risks arising from a small number of contaminants are in- 
creased when mass cultivation is to be in a single large vessel. Pro- 
vided that proper attention is paid to the design, sterilization, and 
operation of large-scale equipment, then in our experience with a cell 
line the greatest risk of contamination occurs in the laboratory during 
the initial preparation and buildup of the cell inoculum. If large- 
scale operations are to be successful, it is essential that these early 
manipulations are performed in a sterile area, using strict aseptic 
precautions and with adequate screening procedures for the detection 
of contamination. 

To conclude, large-scale cultivation of mammalian cells is now an 
established operation. Possible future application of the technology 
is in the production of cells for chemical, physical, and genetic studies, 
for cell antigens and other components, and for the biosynthesis of 
pharmaceuticals. 
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1. Introduction 

Bacteriophages were discovered by Twort and independently by 
d’Herelle. It is now well recognized that they are bacterial viruses. 
For detailed information on their discovery and on their properties 
the reader is referred to the works of Adams (1959) and Stent (1963). 

Probably because there is no large industrial interest in their manu- 
facture little is known about their large-scale production. At one time 
there were hopes that phage therapy, in which doses of a bacterio- 
phage were administered to a patient suffering from a disease caused 
by a phage-sensitive organism, would prove a useful method of dis- 
ease control. However, early experiments in this direction were 
unsuccessful and the method fell into disrepute. It is possible that the 
methods of phage production used to support this early work resulted 
in inadequate products, and perhaps further attempts to control some 
intractable infections either by phage therapy alone or in combina- 
tion with antibiotic treatment, are now timely in view of the better 
bacteriophage preparations which could be made available. 

The main stimulus to work on the large-scale production of bac- 
teriophage in recent years has come from research workers interested 
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in detailed studies of bacteriophage components. A considerable 
interest has also been shown in the products induced in bacterial cells 
as a result of bacteriophage infection, and this has led to the develop- 
ment of methods for the production of bacteria, infected with bacterio- 
phage, but harvested before cell lysis has occurred. 

Little effort has been devoted to devising large-scale methods for 
the isolation of bacteriophage and bacteriophage components. In most 
cases laborious repetitive small-scale procedures have been em- 
ployed. 

II. General Considerations 

A. GROWTH METHODS 

Since bacteriophages are bacterial viruses and their production de- 
pends on using bacterial cells as host organisms it is necessary to 
provide a good supply of living bacteria in order to obtain a large 
quantity of bacteriophage. 

Relatively small quantities of many bacteriophages can readily be 
made by using bacteria grown on an agar surface (Hershey et al., 1943; 
Swanstrom and Adams, 1951). The method is very convenient for ob- 
taining a small amount of high-titer bacteriophage, since a small vol- 
ume of liquid can be used for washing off the product. It is also a use- 
ful way of obtaining an adequate seed stock for larger scale work. 

Shake flasks or aerated bottles have often been used in the prepara- 
tion of bacteriophages, and the need to use rapidly growing bacteria 
has long been recognized. Thus Thomas and Abelson (1966) in listing 
growth conditions for the production of the bacteriophages, T2, T4, 
T6, T*2, T5st, T7, A,  and P22, recommend that the bacterial cultures 
should be “growing logarithmically at the time of infection.” Hence 
the recommended bacterial concentrations at infection are all in the 
range 1-5 X 108/ml. In all cases it is recommended that cultural con- 
ditions be maintained for 1-3 hours so that bacterial lysis will occur, 
with the release of progeny bacteriophage. It is also recommended 
that whenever lysis does not occur spontaneously, chloroform (1/50 
volume) should be employed to promote it. 

Stirred deep-culture vessels have been used for the production of a 
number of bacteriophages, but in the opinion of this author their full 
potential has not often been realized. It has now been shown that 
under the conditions of high aeration attainable in these vessels 
bacteriophages MS2, p2, R17, and T7 can be produced at very high 
concentrations by infecting growing bacterial cultures at cell densities 
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in the range 4-30 X 10°lml (Rushizky et al., 1965; Sargeant and Yeo, 
1966, 1969; Sargeant et al., 1968). 

When a bacteriophage is produced in a deep-culture vessel it is im- 
portant to estimate the viable bacterial cell density in the culture just 
prior to infection. This can only be determined directly after a con- 
siderable time lapse and so indirect methods have to be employed. 
The most favored are either to measure the optical density of the cul- 
ture or the carbon dioxide evolution rate. In either case the result is 
compared with that obtained on a previous similar culture, for which 
plate counts were carried out, and the cell density estimated. Ex- 
amples of the use of both methods will be mentioned later. 

B. COUNTING OF BACTERIOPHAGE PARTICLES 
The most commonly used method of bacteriophage assay is the agar 

layer method which is described in detail by Adams (1959). A few 
milliters of melted 0.6% agar is cooled to 45°C and inoculated with a 
concentrated suspension of the host bacteria. A suitable volume of the 
diluted bacteriophage suspension is added and the whole mixture is 
spread over the surface of a nutrient agar plate. When the upper agar 
layer has set the plate is incubated. The bacteria grow in the upper 
agar, but the dense background is broken by clear plaques where 
bacteriophage growth has caused cell lysis. The clear plaques are 
counted, and the result is expressed in “plaque-forming units” 
(PFU). 

c. CALCULATION OF BACTEEUOPHAGE YIELD 

The plaque assay method described above gives the number of 
bacteriophage particles capable of forming plaques. This is generally 
less than the total number of particles present, and the ratio, p, of 
plaque-forming particles to total particles is called the absolute 
efficiency of plating of the plaque assay method. The p is critically de- 
pendent on the conditions employed in the assay, and its value may 
be determined by the method of Luria et al. (1951). 

From a knowledge of p, and the particle mass M (in daltons) of the 
bacteriophage, the mass, m (in grams), in a given sample may be cal- 
culated from the plaque assay by using Eq. (1) 

where x is the number of PFU in the sample, and A is Avogadro’s 
number (6.02 x 
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If the value of p for the plaque assay method is unknown the mini- 
mum mass of bacteriophage in a sample may be calculated from Eq. 
(1) by assuming that p = 1, i.e., that all the virus particles are plaque 
formers . 

D. SPECIAL PRECAUTIONS TO PREVENT THE UNWANTED 
BACTERIOPHAGE INFECTION OF CULTURES 

It is essential to ensure that unwanted bacteriophage infections do 
not occur and this is relatively easy using standard bacteriological 
techniques. The following four points are worthy of special attention. 

1. The Preparation of Bacterial Seed Cultures. This is best done in a 
laboratory remote from the one in which the bacteriophage is to be 
produced. A sensible further precaution is to lay down a stock of 
freeze-dried ampuls of the host organism before the bacteriophage is 
brought into use. By doing this it is possible to ensure a continuing 
supply of virus-free host cells. 

2. The Sterilization of Apparatus After Use. Bacteriophages are 
sensitive to heat. Exposure to steam at 15 psi for 30 minutes is suf- 
ficient to destroy residual bacteriophage in culture vessels or in other 
apparatus. 

3. The Containment of Culture Vessels. It is not necessary to use 
culture vessels which have been specially isolated, providing that 
adequate steps are taken to filter the air entering and leaving them. 
For air-filtration requirements see Elsworth (1969). 

4. Sterilization of the KC1 Bridge to the Calomel Electrode. In pH- 
controlled cultures a problem which needs special attention is the 
destruction of bacteriophage particles which have penetrated the glass 
sinter at the culture vessel end of the KC1 bridge to the calomel 
electrode. Such particles are not all destroyed when the culture 
vessel is sterilized by normal steam-sterilization techniques, and 
survivors reenter the culture vessel later, thus causing an unwanted 
contamination of the next culture. This problem is unique to bacterio- 
phage and other virus cultures because the glass sinters are impervi- 
ous to bacteria. The solution is to dismantle and separately sterilize 
the KCl bridge system and calomel electrode after each experiment 
(Sargeant and Yeo, 1966). 

E. LIMITATION OF FOAMING 

There is a strong tendency for cultures to produce foam, especially 
during lysis, and this needs to be controlled. Rushizky et al. (1965) 
found that Dow-Corning antifoam AF gave satisfactory foam control 
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in the production of MS2 and Sargeant and Yeo (1966) successfully 
used MS antifoam emulsion RD in the production of p2. 

Ill. DNA Bacteriophages 

A. GENERAL 
This group contains the well-studied “T even” viruses, which are 

among the easiest to produce in large quantities. These large bacterio- 
phages (particle mass, 200 x lo6 daltons) were grown by Wyatt and 
Cohen (1953) in 350-ml culture volumes in vigorously shaken 2-liter 
flasks. By infecting cultures which contained 3 X lo9 host organisms/ 
ml final bacteriophage titers of up to 10IZ/ml were obtained, equiva- 
lent to not less than 330 mg of bacteriophage per liter even if the abso- 
lute efficiency of plating were unity. There is little doubt that similar, 
or even better yields could be obtained by carrying out the prepara- 
tion in stirred deep-culture vessels. 

The only detailed investigation of growth conditions for the pro- 
duction of a DNA bacteriophage in culture vessels is that of Sargeant 
et al. (1968) who grew bacteriophage T7. This is described below to- 
gether with some information on the production of the important 
bacteriophage, 9x174, which contains single-stranded DNA. 

B. BACTERIOPHAGE T7 
Bacteriophage T7 has a particle mass of 38 X lo6 daltons (Davison 

and Freifelder, 1962). It is virulent for Escherichia coli B and was 
grown by Lunan and Sinsheimer (1956) in l-liter batches in the 
glycerol-casamino acids medium of Frazer and Jerrel(l953). Growing 
cultures of the host organism, at a density of 109/ml, were infected 
with T7 at an input ratio of 1 PFU per 10 bacteria, and aerated for an 
additional 2-3 hours. The average yield of T7 in 14 such batches was 
2.43 X 10” PFU/ml, equivalent to 243 PFU for each bacterial cell 
present when the culture was infected. Later Davison and Freifelder 
(1962) used the same cultural conditions, with the exception that in 
place of air, pure oxygen was bubbled through the culture. They ob- 
tained twice the yield of T7 reported above. 

Sargeant et al. (1968), who also used a medium based on glycerol 
and casamino acids, reported on the preparation of T7 in 3- and 20- 
liter stirred deep-culture vessels. Later Sargeant and Yeo (1969) ex- 
tended this work to the 150-liter scale. 

A series of experimental cultures was grown in the 3-liter vessel, 
which had the capacity under the conditions used to dissolve 220 
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mmoles of oxygen per liter per hour (Elsworth et ul., 1957). The re- 
sults (which are summarized in Table I) show that cultures infected 
at cell densities in the range 2 x 109/ml to 3 x 101O/ml continued to 
grow and eventually lysed giving rise to satisfactory yields of progeny 
T7. The highest yields (an average of 1.43 x 1012/ml from three ex- 
periments) were obtained from cultures infected at the highest cell 
densities, and under these conditions the pH value was controlled at 
7.0 by the automatic addition of 2 N NaOH. (The pH value of cultures 
infected at the lower cell densities did not change greatly from the 
initial value of 7.0.) The yields of progeny T7 per cell were in the ap- 
proximate range 50-100, and the input ratio of T7 to bacteria was 
normally 0.7-0.8. It was found that by increasing this input ratio to an 
average value of 10.5 in three experiments there was no increase in 
yield of progeny T7 per cell. 

Thus the higher culture lysate titers obtained in the 3-liter vessel 
cultures as compared with the l-liter cultures of Lunan and Sinsheimer 
(1956) were the result of infecting cultures at a very high cell density 
and accepting a somewhat lower T7 yield per cell from many more 
cells. Part of the reason for this reduced yield per cell is undoubtedly 
that in the l-liter cultures an input ratio of 1 phage to 10 bacteria 
was employed. Thus at least 90% of the organisms present when the 
cultures were infected were free to multiply, but would, together with 
any issue, become infected by progeny phage later. Thus a greater 
number of bacteria than were present originally were actually involved 
in phage production. A clue as to a further reason for this lower yield 
per cell is given by the observation of Davison and Freifelder (1962, 
vide infru) that the use of oxygen instead of air doubles the yield of 
phage. Possibly, despite the high aeration capacity of the 3-liter 
culture vessel, there was less oxygen available per cell during the 
later stages of the culture, and this relative shortage was responsible 
for the reduced yield. 

Twenty-liter cultures were grown in a culture vessel which sup- 
ported a sulfite oxidation rate slightly higher than that of the 3-liter 
vessel. Thus no pH control was necessary and a series of four cultures, 
infected at an average cell density of 2.85 X 101O/ml gave an average 
yield of 9.5 x 10" PFU/ml of T7 in the culture lysate, or 33 PFU/cell. 

One hundred and fifty-liter cultures were grown in a culture vessel 
having a sulfite oxidation capacity of about 80 mmoles of oxygen per 
liter per hour. No pH control was used, and cultures were infected 
when the pH value had fallen to 6.5. Seven cultures were grown, in- 
fected at an average cell density of 1.67 x 101O/ml, and gave an average 
yield of 7.1 X 10" PFU/ml, or 43 PFU/cell. 



TABLE I 
PRODUCTION OF BACTERIOPHAGE T7 

Average values 

Viable No. of infective 
bacteria No. of infective particles in final ; 

No. of at infection particles per culture supernatant No. of infective .+. 
cultures per milliliter bacterium fluid per milliliter particles produced E 

E Cultural equipment grown (x 109) at infection (x 1011) per bacterium 
b 
4 

3 2.9 - 3.0 103 m 
3 11.0 10.5 6.3 
4 17.9 0.8 12.6 3-Liter stirred vessel" 

3* 29.1 
%)-Liter stirred vessel" 4 28.5 

150-Liter stirred vessel' 7 16.7 
1 Litef 14 1 

0.7 
0.7 
0.7 
0.1 

14.3 
9.5 
7.1" 
2.43 

57 
70 

t 
M 

49 d 

243 E! 

33 
43 z 

"Sargeant et al. (1968). 
bpH control was used in these three cultures. 
'Unpublished data, Sargeant and Yeo (1969). 
"Bacteriophage assays were carried out on whole culture samples. 
PLunan and Sinsheiiner (1956). 

;i 
CI 
0 z 
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The bacteriophage was purified by a simple method, based on 
centrifugation techniques, which was applied to 2.4-liter lots of cul- 
ture lysate. The average yield of pure T7 was 143 mg/liter from 3-liter 
cultures and 131 mg/liter from the 20-liter cultures. The efficiency of 
plating varied from 18-42%. 

C. BACTERIOPHAGE 4x174 
Bacteriophage 4x174 has a particle mass of 6.2 X lo6 daltons (Sin- 

sheimer, 1959a) and contains a single-stranded DNA (Sinsheimer, 
195913). Its preparation is mentioned here in spite of the fact that no 
large-scale growth method for its production has been described, be- 
cause considerable research interest is still being shown in it. 

A conventional method for preparing 4x174 was described by 
Sinsheimer (1966). The host organism, E. coli C406, was grown to a 
cell density of 2-3 x 1O8/ml, in 2 liters of an amino acids, pyruvate, 
salts medium contained in a vigorously aerated 10-liter flask. The cul- 
ture was inoculated with wild-type 4x174 at an input ratio of 3 PFU/ 
cell and cultural conditions were maintained. Thirty minutes later 
some disodium versenate was added. Lysis was complete at 5-7 
hours when the lysate titer was 4-12 X 10"/ml. From this, 5-10 mg of 
purified bacteriophage were isolated by a method which is described 
in detail. 

Sinsheimer (1966) goes on to describe the use of lysis-defective 
mutants in the preparation of larger quantities of 4x174. These 
mutants are 4x174~-  which lyses poorly in concentrated cell cultures, 
but which can be assayed on the usual host, E. coli C on which it 
forms small, irregular plaques; and 4X174am3, which will not lyse 
E. coli C, but which can be assayed on strain CR34/C416 on which it 
forms normal plaques. For the preparation, E .  coli C was grown to a 
cell density of 2-3 X 109/ml, in 2 liters of a glycerol, casamino acids, 
salts medium and infected with either mutant at an input ratio of 3 
PFUlcell. After 3 hours the cells were recovered and resuspended in 
100 ml of tris buffer. Lysis was effected by the use of lysozyme and 
disodium versenate in a freeze-thawing process. This gave 2-5 X 1013 
PFU/ml, equivalent to 1-2.5 X lo1* PFUlml of culture, or approxi- 
mately a 2.5-fold increase on the yield from the wild-type bacterio- 
phage. 

IV. RNA Bacteriophages 

A. GENERAL 
The discovery of an RNA-containing bacteriophage, a, was first 

reported by Loeb and Zinder (1961). This announcement started a 
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search for similar viruses and now a range of related bacteriophages is 
known. All have particle masses in the range 3.6-4.3 X lo6 daltons, 
and they are very closely related to each other (Isenberg, 1963; 
Kaesberg, 1968). 

The first detailed account of the large-scale production of an RNA 
bacteriophage was given by Rushizky et al. (1965), who produced 
MS2 on a 300-liter scale. This was followed by a report from Sargeant 
and Yeo (1966) on the production of p2 in 3-, 20-, and 150-liter lots. 
It is reasonable to expect that methods similar to those reported for 
MS2 and p2 would be satisfactory for other RNA bacteriophages and 
this has been found to be the case for R17 (Sargeant and Yeo, 1969). 

B. BACTERIOPHAGE MS2 

The brief report of Rushizky et al. (1965) is still the only paper on 
bacteriophage preparation which includes details of a method for the 
large-scale recovery of pure virus. 

The host organism, E .  coli C3000, was grown in 300 liters of a medi- 
um containing yeast extract, glucose, and salts, in a 380-liter stirred 
aerated culture vessel. The bacteriophage was added to the growing 
culture at an input ratio of 10 PFU/cell when optical measurements 
indicated that the cell density was 4 x 109/ml. The pH values of the 
growing culture fell both before and after the addition of bacterio- 
phage. 

This fall was moderated by two additions of Na2HP04, and by using 
increased aeration and stirring after the bacteriophage was added. 
Spontaneous cell lysis, which was accompanied by increased foaming 
and a decrease in the optical density of the culture, was complete 4 
hours after bacteriophage addition, when the titer was 1013 PFUlml, 
equivalent to 2500 PFU per cell. 

Chloroform (2 liters) and EDTA (500 gm free acid) were added to 
the culture to complete the cell lysis and to stabilize the product. A 
simple purification process which depended on ammonium sulfate 
precipitation, centrifugation, dialysis, and ultracentrifugation was 
used to give 19.1 gm of MS2, or about 65 mg/liter of culture. The re- 
covery of phage was equivalent to 0.7 X 1013 PFU/ml of culture or 71% 
of that present prior to the addition of chloroform. The absolute 
efficiency of plating [calculated from eq. (l)] for the product was 66%. 

This large-scale method for the preparation of MS2 must be re- 
garded as a highly successful development of the earlier small-scale 
work of Strauss and Sinsheimer (1963), who obtained pure phage 
equivalent to 40 mg/liter and having an absolute efficiency of plating 
of 15-20% from 7-liter cultures. It is probable that the method would 
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be generally applicable to the production of related RNA-containing 
bacteriophages. 

C. BACTERIOPHAGE p2 

1. The Importance of Aeration 

The most extensive investigation of the growth conditions necessary 
for the production of a bacteriophage was that reported by Sargeant 
and Yeo (1966) for p2. They used a medium which contained glycerol, 
casamino acids, and salts to grow the host organism, E. coli K12 
58-161 F+Fimu+. 

A series of experiments was carried out in which a 3-liter culture 
vessel was deliberately operated under conditions of relatively low 
aeration. It was established that the pH value of an uncontrolled cul- 
ture fell rapidly from when the cell density reached about 5 x 108/ml. 
At this stage the carbon dioxide concentration in the culture effluent 
gas (ca. 0.4%) ceased to rise, indicating that growth was limited by  the 
oxygen supply rate. After about 20 hours, growth had stopped, the cell 
density was about 3 X 109/ml, and the pH value of the culture had 
fallen to 5.0. A similar culture was infected with p2 at an input ratio 
of 3.4 PFUlcell when the pH value had reached 6.0 and the cell 
density was 2.9 x 109/ml. Cultural conditions were maintained for a 
further 18 hours, but the final bacteriophage concentration was only 
4.2 X 101O/ml, or 14.5 PFU/cell. 

Later cultures in the series were operated under pH control in the 
range 7.0-7.1, afforded by the addition of sodium hydroxide and 
phosphoric acid, as required. This treatment prolonged bacterial 
growth to a final cell density of 101O/ml at 36 hours. One of these cul- 
tures was infected with p2 at an input ratio of 3.2 PFUlcell when the 
cell density was 2.9 X 10Q/ml, and after cultural conditions had been 
maintained for only a further 12 hours the bacteriophage concentra- 
tion was 2.4 X 1012/ml, or 820 PFUlcell. 

These and similar experiments showed that the dominating factor 
restricting the bacteriophage yield under conditions of limiting aera- 
tion was the drop in pH. They demonstrated the value of pH control in 
enhancing bacteriophage yield. It is probable that the generally ac- 
cepted necessity to infect shake flask or aerated bottle cultures when 
the cell density is in the low range 1-5 X 108/ml (vide infru) in order 
to obtain a high bacteriophage yield is a result of the adversely acidic 
environment which develops as the cell density increases. 
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2. The Production of p2 

To study the conditions for optimum production of p2 the host or- 
ganism was grown in a 3-liter culture vessel under conditions of high 
aeration (220 mmoles oxygen dissolved/liter/hour). A preliminary 
culture of the host organism was grown in order to establish the re- 
lationship between carbon dioxide evolution rate and bacterial cell 
density. The carbon dioxide concentration of growing cultures was 
subsequently used as a guide to their cell density. 

A series of eight cultures was grown and infected with p2 at suc- 
cessively later stages of growth. Cultural conditions were maintained 
for a further 3 hours, chloroform (50 ml) was added to assist lysis, and 
stirring without aeration was continued for another hour. The p2 con- 
tent of whole culture samples was then determined by the plaque 
assay technique. The results are given in Table I1 (Cultures 1-8). 
These show that for cultures infected when the cell density was less 
than about 7 x 109/ml the yield of progeny bacteriophage increased 
roughly in proportion to the cell density. For cultures infected at 
higher cell densities than this there was a sharp fall in the yield of 
bacteriophage per cell. These results are quite different from those 
found for T7 (vide infra) and they show that there is a well-defined 
optimum cell density at which cultures should be infected if a maxi- 
mum bacteriophage yield is to be obtained. 

To confirm this, and to investigate the influence of the bacterio- 
phagelcell input ratio on p2 yield, a series of six cultures was grown 
under what were judged from Cultures 1-8 to be optimal conditions. 
The results, given in Table I1 (Cultures 9-14), showed a high bacterio- 
phage yield (average value 2.07 X lOI3  PFU/ml) which was not in- 
fluenced by the input ratio over a very wide range. 

This work was extended to 20- and 150-liter cultures, which were 
grown under similar conditions in vessels which had successively 
lower oxygen-solution rates (170 and 80 mmoles oxygen dissolved 
per liter per hour respectively). Because of this lower aeration it was 
thought necessary to infect these larger cultures at successively lower 
cell densities to maintain a very high yield per cell. The cell densities 
at which infection was carried out were chosen after observing the 
carbon dioxide evolution pattern of a culture of the host organism, 
grown to completion in the absence of p2. The results are summarized 
in Table I1 and they show that a series of four cultures grown in the 
20-liter vessel gave an average final p2 yield of 1.68 X lOI3  PFU/ml. A 
similar series grown in the 150-liter vessel gave 1.26 X loi3 PFU/ml. 



TABLE I1 
PRODUCTION OF BACTERIOPHAGE g2 

No. of infective 

Viable bacteria particles per final whole prticles per liter of 

Minimum mass of 
No. of infective particles in No. of infective bacteriophage 

at infection bacterium at culture produced per culture lysate 
Cultural equipment Culture no. per inilliliter infection per milliliter hhcterium ( m d  

3-Liter stirred vessel 1 
2 
3 
4 
5 
6 
7 
8 

%Liter stirred vessel 9 
10 
11 
12 
13 
14 

Average 9-14 

20-Liter stirred vessel Average of 4 cultures 

150-Liter stirred vessel Average of 4 cultures 

1.3 X 10" 
5.3 x lox 

3.0 X loy 
6.9 X lo9 

1.9 x 109 

5.0 x 109 

9.9 x 109 
16.7 x 109 

6.9 x 109 

6.9 x 109 

5.4 x 109 

7.4 x 109 
6.4 X loy 

9.6 X loy 

7.1 X loy 

6.3 X loy 

4.3 x 109 

33 
3.7 
1.4 
4.9 
7.7 
6.4 
2.4 
0.96 

1.8 
5.6 

19 
34 
46 

410 

27 

3.8 

3.8 X 10" 
3.7 x 10" 
1.0 x 101' 
7.9 x 10'2 
7.1 X 10" 

10.2 x 10'2 
2.9 x 10" 
2.0 x 10'" 

3.2 x 1013 

1.8 x 1013 

2.1 x 1013 
1.6 X lola 
2.0 x 10'3 
1.7 X 1OI3 

2.07 x 1013 

1.68 x 1013 

1.26 X 10'" 

2900 
700 
530 

2600 
1400 
1500 
30 

1.2 

4600 
2400 
3300 
2300 
2100 
3200 

2900 124 

2700 100 

2900 75 
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In both cases the average yield per cell was almost identical with that 
obtained in the series of six 3-liter cultures. 

Assuming a plating efficiency of 100% and a particle mass for p2 of 
3.6 X los daltons, the average minimum masses of bacteriophage 
present in the 3-, 20-, and 150-liter cultures, calculated from Eq. (1) 
(vide infra) were 124, 100, and 75 mg/liter, respectively. 

3. The Puri$cation of p2 

The whole culture lysate was separated from the bulk of insoluble 
debris by a slow-speed centrifugation and crude p2 was precipitated 
by adding (NH4)nS04 to a concentration of 2 M. The precipitated 
bacteriophage was removed by centrifugation and purified by CsCl 
equilibrium density gradient ultracentrifugation on a small scale 
(Sargeant, 1969). From one 15-liter batch of culture lysate which was 
purified in this way, 15 gm of pure p2, with a plating efficiency of 
19%, was obtained. 

D. BACTERIOPHAGE R17 
This bacteriophage, which was discovered by Paranchyc.h and 

Graham (1962), was grown in a 20-liter culture on E. coli, strain 526 
by Sargeant and Yeo (1969). Growth conditions were similar to those 
used for p2 (vide infra), and the growing culture was infected at an 
input ratio of 28 PFUlcell when the cell density was 4.8 X 109/ml. 
Cultural conditions were maintained for 3 hours and the R17 content 
of a whole culture sample was found to be 1.7 X l O I 3  PFU/ml, equiva- 
lent to 3540 PFUlcell. From Eq. (1) it can be calculated (assuming that 
the particle mass of R17 is 3.6 x lo6 daltons, and that the absolute 
efficiency of plating is 1) that not less than 102 mg of R17 were pro- 
duced per liter. 

V. Bacteriophage- I n f ected C el Is 

There is an increasing interest in the production of bacteria that 
have been infected with bacteriophage and allowed to continue grow- 
ing to a stage prior to lysis. Such cells are used as a source of bacterio- 
phage-induced enzymes and other products involved in the bacterio- 
phage replication process. 

Materials for which detailed large-scale isolation procedures have 
been described include: DNA polymerase from T2-infected E. coli B 
or E. coli B/1,5 (Aposhian, 1966), a range of DNA-glucosylating en- 
zymes from T2r+-, T4r+-, and TGr+-infected E .  coli B or E .  coli B/1,5 
(Zimmerman, 1966), RNA synthetase (Weissman et al., 1966) and 
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double-stranded RNA (Billeter and Weissman, 1966) from MS2- 
infected E coli. Hfr3000. 

The T even bacteriophage-infected cells used in the above pro- 
cedures were grown on a 25- or 50-liter scale with maximal aeration, 
in a half-filled 50- or 100-liter “Biogen” (American Sterilizer Com- 
pany) in a glucose, ammonia, and salts medium. They were infected 
with bacteriopage at an input ratio of 3-5 PFUlcell when the cell 
density had reached the “late logarithmic phase, 2-4 X lo9 cellslml 
depending on conditions of aeration.” After bacteriophage addition 
aeration was continued for 15 minutes, the culture was rapidly cooled 
to 0”-5”C, and harvested by centrifugation. The yield of cells was 
2-2.5 gm wet weight per liter from cultures infected at 2 X lo9 cellslml 
(Zimmerman, 1966, see Table 111). 

The bacteria infected with MS2 were grown on a 150-liter scale 
with aeration at 2 ff /minute before being infected with bacteriophage, 
and at 4 ff/minute thereafter, in a tryptone, yeast extract, glucose, and 
salts medium in a 200-liter fermenter. They were infected with bac- 
teriophage at an input ratio of 33: 1 when the cell density was 2 x lo8 
cellslml. After a further 30 minutes at 3TC, the whole culture was 
cooled to 20°C (time taken = 15 minutes) and the cells were recovered 
by centrifugation. The yield was 350-400 gm wet weight, equivalent 
to 2.3-2.7 gm/liter (Billeter and Weissman, 1966, see Table 111). 

In the opinion of this author much higher yields of satisfactory 
bacteriophage-infected cells could have been obtained in both the 
cases quoted by employing culture vessels having a very high capacity 
to dissolve oxygen and by carrying out the bacteriophage infection 
when the bacterial cell density was much higher. 

In support of this suggestion the reader is referred to the work re- 
ported earlier in this article, in which cultures were infected with T7, 
MS2, p2, or €317 when the cell densities were in some cases very 
much higher than those used to make the bacteriophage-infected 
cells. Since these denser cultures l y s d  satisfactorily and gave rise to 
very high yields of progeny bacteriophage, it is reasonable to assume 
that prior to lysis they contained a full complement of bacteriophage- 
induced products at satisfactory concentrations. 

Some work carried out recently on the production of a viral RNA- 
dependent RNA polymerase, from E .  coli 4.13 cells infected with the 
RNA bacteriophage QP, demonstrated that over 400 gm of wet cells 
could be recovered from 20 liters of culture grown in the 20-liter cul- 
ture vessel described by Sargeant et al. (1968). This had a sulfite oxida- 
tion capacity of over 220 mmoles oxygen per liter per hour. Cultures 
were grown at 37°C in a glycerol, casamino acids, and salts medium 



TABLE 111 
BACTERIOPHAGE-INFECTED CELLS m 

No. of infective 
Viable bacteria particles per Recovery of wet 

Scale of at infection bacterium at bacteria per 
Bacteriophage Host organism operation per milliliter infection liter of culture Reference 

m 
A 
1 
p! 

T2r+, T4r+ or T6r+ E. coli B 25 and 50 liters 2 x lo9 3-5 2.0-2.5 gm Zimmerman, 1966 

0 
MS 2 E .  coli Hfr 3000 150 Liters 2 x 10s 33 2.3-2.7 gm Billeter and Weissman, 1966 m 

or E .  coli B/1,5 

7 20.3 gm Sargeant et aZ(1970)" L(1 

B 
2 

QB E. coli Q13 20 Liters 10'0 
U 

"Average values for 5 experiments are given. 

0 z 
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to a cell density of about 10’”lml and infected with bacteriophage at 
an average input ratio of 7: 1. Cultural conditions were maintained for 
35 minutes, the cultures were cooled to 5°C by passing them through 
a heat exchanger during 8-10 minutes, and the cells were recovered 
by centrifugation. These cells were a richer source of the RNA 
polymerase than similar cells produced at much lower cell densities 
in smaller scale cultures (Sargeant et al., 1970). 

The results obtained in the preparation of the three different types 
of bacteriophage-infected cells are summarized in Table 111. 
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1. Introduction 

The gap between food supply and human population has widened 
steadily in recent years and the balance is greatly in favor of popula- 
tion growth. Absence of equilibration is attributed mainly to the ever 
increasing rate of growth of world population, low death rate (espe- 
cially among children), and no significant increase in the production 
of food stuffs, compounded by inadequate distribution. The popula- 
tion growth in the twentieth century is a soaring parameter, whereas 
the source and the production of conventional food supply is very 
much at a steady state. The shortage of food supply is more dramatic 
in some countries than in others. Evidence for this is too numerous 
and well known to mention here (Ehrlich, 1969; Scrimshaw, 1968). To 

'Supported by Grant NO. GB-12130 from the National Science Foundation and the 
Faculty Research Committee, Miami University, Oxford, Ohio. 
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more than half of the population of the world, not only the quantity 
of food is lacking, but the quality of food available is far below the 
minimum requirement for health and survival. It is estimated that 
the world’s food supply must be doubled by 1980 and tripled by the 
turn of the century to provide adquate food and nutrition to the in- 
creasing world population. Multiple approaches are needed both to 
overcome this enormous shortage of food and to limit the rate of 
growth of population. This “concern” has fostered research in recent 
years in limiting the rate of growth of population. Implementation of 
some of these efforts has been disappointing. Even if this endeavor is 
successful, the results will not be achieved for some decades when it 
would be too late to make up  for the food shortage. On the other hand, 
all available pieces of land hitherto not cultivated, arid, semiarid, 
otherwise waste, and even polar lands, for example, may be brought 
under cultivation. Knowledge and resources of modern agriculture 
and technology can be applied to obtain a maximum utilization of land 
and highest yield of foodstuff. Yet, all experts agree that the gap be- 
tween men and the traditional food supply is too large to bridge. 
Means of improving food supplies are outlined in Fig. 1. In a docu- 
ment entitled “Increasing the Production and Use of Edible Protein” 
(E/4343, May 25, 1967), The United Nations Economic and Social 
Council has taken the view that the protein shortage of the world is so 
serious that every possible means of helping to eliminate this shortage 
must be investigated -and the sooner the better. 

More Land Under Cultivation 

Improved A g r i c h a l  Methods to 
Produce More Food Grains and Vegetables 

I c I 

I 

Use Agricultural Feed Agricultural Use Agricultural 
Products as Products to Animal Products for 

1 Fermentation 
Food Supply Microbial 

Use Animal Meat 
as Food Supply 

Use Microbes 
as a Source of 

Protein and 
Food Supply 

FIG. 1. Means to produce more food. 
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It  is true that the supply of food is critical in this regard, but no less 
critical is the nutritional value of the food itself. Today a large pro- 
portion of the world population is undernourished, sometimes in 
regions where raw material is available for microbial fermentation. 
In this article I shall emphasize the potential of microorganisms as a 
new horizon for human food supply. The importance of microorgan- 
isms as potential sources of food stems from the finding that micro- 
bial cell matter is especially rich in most B-group vitamins and in 
protein that contains essential amino acids. They, therefore, constitute 
potential enrichment for deficient diets. Proteins of microbial origin 
compare well with conventional protein sources such as egg, milk, 
meat, and fish in terms of overall pattern of nutrients (Miller, 1968). 

The literature on this subject contains so many reports that it is 
not possible to review all of the literature in.this article. The reader 
may find a broad review of the subject in “Single-Cell Protein” (R. I. 
Mateles and S. R. Tannenbaum, ed.), M. I. T. Press, Cambridge, 
Massachusetts, 1968. The term single-cell protein (protein from micro- 
organisms) has been wisely used in the above title and elsewhere in 
the literature. Perhaps in this way the reluctance of any culture to 
accept food from microbial origin can be overcome. 

II. Inadequacy of Cereal and Vegetable Protein 

For a long time it was believed that all proteins had the same nu- 
tritional value. It is now well known that proteins vary in their amino 
acid composition so the emphasis has shifted from the whole protein 
molecule to the nutritional value of individual amino acids. A list of 
essential amino acids in the diet varies with the species of animal. For 
human beings, eight of the amino acids -namely, isoleucine, leucine, 
lysine, methionine, phenylalanine, threonine, tryptophan, and va- 
line-are essential (Rose et al., 1955). Lack of essential amino acids 
in the diet causes malnutrition and disease. One such fatal disease is 
“kwashiorkor” caused by a deficiency of lysine in the diet. Cereal 
and vegetable diets are invariably lacking in one or more of the es- 
sential amino acids, various vegetables being deficient in different 
amino acids. According to Flodin (1953), the amino acids most needed 
for improving these deficient diets are lysine, methionine, threonine, 
and tryptophan. With wheat as a major source of protein, addition of 
lysine is needed to maintain the balance. Similarly for maize, lysine 
and tryptophan are required; for rice, lysine and threonine are re- 
quired; for roots and leguminous vegetables, methionine, lysine, and 
tryptophan need to be added. The development of an improved variety 
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of corn with high lysine content at Purdue University, Indiana, is an 
important step toward improving the food value of grain and vegetable 
protein. 

The world's total annual protein supply for human consumption is 
approximately 82 million tons, of which cereals contribute about 40 
million tons, Although cereals are the major source of protein, the 
protein from cereals is not as high in quality for human food as is 
meat protein (Altschul, 1968). 

111. Desirable Characteristics of Microorganisms 

Certain characteristics of a microorganism should be carefully 
evaluated before it can be considered for the purpose of food. These 
requirements are as follows2: 

a. Rapid growth in a medium of inexpensive, indigenous materials; 
b. Simple nutritional requirements; 
c. Suspended and continuous culture; 
d. Simple separation and harvest; 
e. Resistance to contamination and stable fermentation; 
f. Known genetic and physiological properties and ability to im- 

g. Efficient utilization of energy source; 
h. Disposable effiuence with little or no waste; 
i. Nontoxic and nonallergenic properties; 
j. Palatability and economy; 
k. Protein, fat, and carbohydrate content of high quality; 
1. Simple storage and packaging requirements. 

prove genetically; 

IV. Algae 

A food derived from autotrophic microorganisms would be most 
desirable since their requirement for growth is atmospheric carbon 
dioxide instead of carbohydrate. The possibility of using algae for 
food has been studied closely. The greatest interest in algae arises 
from the fact that they (1) synthesize considerable protein of high 
quality; (2) can be cultivated continuously; (3) are a rich source of 
vitamin C and vitamins of the B complex; (4) utilize solar energy more 
efficiently than ordinary land plants; (5) accumulate appreciable 
amounts of carbohydrates and lipids; (6) can utilize carbon dioxide 
as a source of carbon; (7) do not require excessive amounts of water; 

*Adapted from Bunker (1968). 
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(8) and can be grown in arid and waste land. Some of the blue-green 
algae can also fix atmospheric nitrogen. Verduin and Schmid (1966) 
estimated that under optimal conditions algae will yield 7000 gm of 
protein/metefl/year as compared to 150 gm for a good crop of wheat or 
maize. Krauss and Thomas (1954) and Krauss (1955) predicted on the 
basis of laboratory results a yield of 0.1 tonlacrelday for Scenedesmus. 
In the view of this research, depletion of micronutrients accentuated 
by the regimen of continuous harvest are the major limiting factors in 
the growth of Scenedesmus. 

A. GROWTH REQUIREMENTS 

The requirements for growth of algae are minimal: light, water, 
carbon dioxide, and inorganic salts. As for habitat, algae exist mainly 
as freshwater or marine species. Although proper control of tempera- 
ture, sunlight, agitation, and harvest are important considerations for 
the satisfactory yield and continuous cultivation of algae, most of these 
factors can be resolved by processing and harvesting algae from its 
natural habitat. This has been practiced for many years in the Orient 
and in the South Pacific. This technique, however, severely limits its 
use on a worldwide scale. A more universal approach would be to 
grow algae under controlled laboratory conditions. Excessive use of 
DDT and other pollutants is already a serious threat to the natural 
habitat of algae and other resources in water. This loss of water vege- 
tation may be reflected by the possible imbalance of the earth’s total 
oxygen supply. 

Algae convert energy from sunlight very efficiently into useful food 
material with little or no inedible waste, an important economic con- 
sideration. Algae can be cultivated even in agriculturally useless areas 
and can be easily adapted to an industrial process for mass cultivation, 
a fact not applicable to all microorganisms. 

Depletion of nutrients, slow gas exchange, possible accumulation of 
toxic products, accessibility to a good light source, harvesting, and 
drying are some of the difficulties to be considered in the controlled 
cultivation of algae. Continuous-culture devices and constant agita- 
tion, either mechanical or forced air, are recommended for mass culti- 
vation. Agitation serves to disperse the cells for more uniform growth 
and helps each cell to receive adequate sunlight. These techniques re- 
duce the chance for depletion of nutrient and accumulation of any 
toxic product, although precaution should be taken against contamina- 
tion by  other algae, bacteria, fungi, or protozoa. Carbon dioxide added 
to the medium improves gas exchange and helps to agitate the culture. 
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A constant supply of light is important for photosynthetic organisms 
and can be supplied externally by special fluorescent lamps either 
surrounding the culture or with the culture tube surrounding the 
lamp. 

Sorokin and Myers (1953) developed a strain of Chlorella, 7-11-05, 
suitable for growth in a simple medium. The optimal pH is about 6.0 
to 6.5 and the optimal temperature for this strain is about 37°C. During 
active growth of algae, the entire synthetic.activity is directed toward 
the formation of fresh cell material. Analysis of this Chlorella strain 
reveals that as much as 60% of the organic matter of the cell is protein; 
carbohydrate and fat represent 35% and 5%, respectively (McDowell 
and Leveille, 1963). Chlorella strain 7-11-05 was found to contain 
more protein than an equivalent amount of dried beef, soy bean meal, 
or even yeast on a dry weight basis. 

B. MASS CULTIVATION 
Cultivation of algae on a large scale would require a very large 

surface area. According to Oswald and Golueke (1968), present volume 
of algal culture in the world is about lo* liters. They estimated that 
the entire protein requirement of the United States could be satisfied 
with 1013 liters and all of the world’s protein requirement could be 
met by 10ls liters of algal culture (Fig. 2). 

Some large-scale production of algae is carried out presently in 
Czechoslovakia, Japan, and in the United States. At Trebon in Czecho- 
slovakia, the largest unit has a surface area of 900 meters*. The organ- 
ism favored is Scenedesmus quadricauda. This species has a larger 
(30 p)  and heavier cell and is more easily recovered than Chlorella. In 
Japan, units in excess of 100,000 liters are in operation (Tamiya, 
1955, 1959). Algae are also cultivated in Leningrad (U.S.S.R.), in a 
10,000-liter unit. A one-million-liter pilot algae production plant is in 
operation in the University of California Engineering Field Station, 
Richmond, California (Oswald and Golueke, 1968). 

Controlled, large-scale culture of algae began in the late 1940’s and 
in the early 1950’s with the pioneering work of Jorgensen and Convit 
(1953), Ketchum et al. (1949), and Spoehr and Milner (1949). In early 
research, the culture varied from 1 to 1000 liters in volume. Arthur D. 
Little Company in Cambridge (England) in 1951 experimented with 
Chlorella cultures varying from 2000 to 5000 liters, and in 1953 the 
University of California operated cultures of 10,000 liters (Gotaas 
et al., 1954). Small industries have been developed on the west coast 
of Ireland and in Scotland for processing seaweed, chiefly Laminaria, 
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FIG. 2. Past, present, and future large-scale algal cultures. (Oswald and Golueke, 
1968). Copyright C 1968, The M.I.T. Press; reprinted by permission. 

Fucus, and Ascophylurn, into a feeding meal. Milner (1955) estimated 
the possible yield of algae under ordinary conditions of light and heat 
in different parts of the world, for example, 120 tons dry wtlacrelyear 
in California and 80 tons in Holland. 
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C. COST OF PRODUCTION 

On the basis of earlier research, Fisher (1955) concluded that the 
cost of production of Chlorella would be high; the price was esti- 
mated at 20-50 cents per pound. The high price was attributed to the 
costly temperature control systems, expensive pond linings and mix- 
ing equipment, elaborate nutrient-compounding systems, and highly 
specialized separation and drying systems. However, Oswald et al. 
(1963) have subsequently studied the algal growth in waste products 
and proposed that they could be produced at a much lower cost than 
had been previously estimated. According to these researchers, algae 
can serve as a low-cost source of protein and the large-scale cultiva- 
tion of algae can contribute significantly and economically to the 
future protein resources of the world. 

Production of algae may also play a significant role in sewage dis- 
posal. The organic matters in sewage are utilized in shallow ponds for 
the production of algae (Myers, 1951). Lodge and Isaac (1958) esti- 
mated that a ton or more of algae could be produced from a million 
gallons of sewage, and a yearly yield of 30 tons dry wt of algae per 
acre is possible at a cost of 3-6 cents a pound. 

D. FOOD VALUE 
Fink et al. (1954; Fink and Herold, 1955) have demonstrated the 

high nutritive value of algal protein. Algal food is nutritionally 
satisfactory and its chief use would be its contribution to dietary pro- 
tein for humans. The protein content of algae such as ChZoreZZa is 
considerably higher than that of terrestrial plants including legumes. 
The protein content of alfalfa hay is about 15% on a dry weight basis 
while that of Chlorella cells is 40-60%. On the basis of protein con- 
tent algae have at least three- to four-fold advantage over leguminous 
crops. McDowell and Leveille (1963) reported that Chlorella pyre- 
noidosa has a protein content of 40-60%, depending on growth and 
processing conditions. All essential amino acids are present in algal 
protein; however, the level of methionine is low, lysine and threonine 
are high, and levels of the rest of the essential amino acids are ade- 
quate. There are no exceptional features about the algal amino acids. 
Vitamins B and C are present in adequate amounts, and @carotene 
and vitamin K are plentiful. It is estimated that 600 gm of algae per 
day would be nutritionally adequate with regard to proteins and vita- 
mins for an individual. By selection and breeding process along with 
genetic analysis an improved variety of a species in terms of nutritive 
value and protein content can be obtained. Research in this area of 
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algal study is very much lacking. Palatability of algae is not con- 
sidered here as a serious problem; so far, the poor odor and taste of 
algae have been found to be associated with bacterial contamination. 
A proper method of cultivation and improved processing may contri- 
bute positively to the aesthetic value of algal food. 

E. TOTAL YIELD 

Verduin and Schmid (1966) projected a rough estimate of the earth’s 
daily yield, assuming one-half of its land surface to be covered with 
panels of algal culture. One-half of the earth’s land surface is 2.5 x l O I 4  

metel3. Each square meter would yield 50 gm dry wt of algae per day 
of which 25 gm are protein; the caloric value is approximately 190 K 
calories. This amounts to a daily global yield of 125 x l O I 4  gm of pro- 
tein per day and 470 X l O I 4  K calories of energy fixed per day. If the 
dry matter is used directly for human consumption, it would support 
a population of or 3000 times the present world population. If it 
becomes necessary, the panels of algal culture can be floated on the 
ocean, thus making an additional 73% of the earth’s surface available 
for the cultivation of algae for human consumption. Oswald and 
Golueke (1968) estimated that with proper cultivation, at least 20 
tons (dry wt) of algae having a protein concentration of 50%, will be 
produced per acre of pond per year. This yield is 10 to 15 times greater 
than that of an acre of land planted with soy beans and 25 to 50 times 
that of planted with corn (Table I). 

F. USE AS HUMAN FOOD 

Algal food is nutritionally satisfactory and its chief use would be its 
contribution to dietary protein. Algal protein is rich in lysine and 
threonine and poor in methionine. The level of methionine can be in- 
creased by either selecting a suitable constitutive mutant or by effect- 
ing amino acid substitution due to point mutation (DeZeeuw, 1968). 
It has been shown for tryptophan synthetase (Yanofsky, 1963) and in 
the case of cytochrome c (Margoliash and Schejter, 1966) that some 
amino acid substitutions can be obtained without impairing the bio- 
logical activity of the protein. Also, product fortification with meth- 
ionine-rich protein from a different microorganism such as Fusarium 
or Rhizopus can overcome this deficiency. 

A blue-green alga, Spirulina maxima, is known to have been con- 
sumed in the Island of Chad since ancient times (Clement, 1968). 
Algal soups fed to patients in a lepers’ hospital in Cab0 Blanca, 
Venezuela, were reported palatable, nutritious, and beneficial 
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TABLE I 
USE OF LAND FOR FOOD AND FEED PRODUCTION WITH CONVENTIONAL CROPS 

AND WITH ALGAE“ 

Area of microalgae culture 
required for equal production 

(millions of acres) 

Land use total area Total free- Protein 
Crop (millions of acres) energy basis basis 

Corn 
Hay 
Wheat 
Oats 
Soybeans 
Sorghum 
Barley 

Totals 

82 
69 
53 
27 
23 
15 
14 

283 

4.1 
3.2 
1.1 
0.8 
0.4 
0.4 
0.3 

10.3 

1.67 
1.00 
0.55 
0.25 
1.10 
0.20 
0.14 
4.91 

“Oswald and Golueke, 1968. Copyright 01968, The M.I.T. Press; reprinted by per- 
mission. 

(Jorgensen and Convit, 1961). Experiments on large-scale algal cul- 
ture for human feeding are being conducted at the U. S. Army Natick 
Laboratories (Mathern, 1965). A systematic feeding of 50-100 gm of 
dry biomass of algae in human diets is known to have no adverse 
effect. It was concluded in one report of the U. S. Department of 
Commerce in 1967 that up to 100 gm of unicellular algae could be in- 
cluded in human diets with no significant disadvantage. 

Only in the Far East have algae been regularly used as human food. 
In the Pacific Islands, the raw algae are chopped and added to other 
dishes. Laminaria, primarily used in Japan, is popularly known as 
“Kombu.” Young stipes of Laminaria have also been eaten without 
much further preparation in Europe. The most prolific users of sea- 
weeds are the coastal populations of China and Japan. In Japan, 
Chlorella is used as an additive to yoghurt, ice cream, green bread, 
and related products (Mitsuda et al., 1967). The alga Porphyra is 
made into a pulp and used in bread, with oatmeal, and in other dishes. 
Porphyra is also used as an edible wrapper in cooking fish and is 
popularly known as “Sushi.” It is also used in preparation of Japanese 
macaroni, soups, and sauces. Caulerpa racimosa and Porphyra are 
cultivated for food in the Philippines. “Dulse,” prepared in several 
countries from red algae, is eaten like candy and used as a relish in 
potatoes and in soups. In spite of these broad uses of algae as food in 
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different parts of the world, much research needs to be done in the 
area of the use of algae as a principal item in the diet. The cell wall of 
ChZoreZZa is quite resistant to breakdown and may not be utilized 
efflciently by  man. Both cooking and enzymatic digestion have been 
used to effect the breakdown. Use of a second organism to feed on 
algae is yet another possibility to effect the digestion of algal wall. 

G. ANIMAL FOOD 
Early research in animal feeding mainly involved work with rats 

and chicks. In the early 1960’s, the grain processing corporation of 
Muscatine, Iowa, produced about two million pounds of the green 
algae Spongeococcum on corn-steep liquor for the purpose of im- 
proving yellow pigmentation in poultry and poultry products. The 
process has been discontinued, at least temporarily, because a more 
conventional and less costly source of the pigments has been found. 
Pilot-scale chicken feeding experiments with waste-grown algae were 
also carried out by the North American Rockwell Corporation. Large- 
scale feeding experiments to higher animals with waste-grown algae 
are now being carried out at the University of California (Oswald and 
Golueke, 1968). The addition of small quantities of vitamin Blz to 
algal-barley mixtures containing 10% algae have been found to be 
adequate for swine. Algae up to 10% level of food also have been 
found satisfactory for sheep. The ruminants, with the help of bacteria, 
are known to digest algae more readily than nonruminants. Feeding 
algae to produce animal protein is an inefficient process. However, an 
exploitation of this possibility will release additional land for crop 
production. 

H. ALGAE IN RELATION TO SPACE TRAVEL 
The use of algae in bioregeneration and as a food during long or 

distant space travel may offer some advantages over other micro- 
organisms (Lachance, 1968). However, the feasibility of such an eco- 
logical system for a shorter space flight is not apparent. A good dis- 
cussion of the problems related to food and nutrition during space 
travel appears in a panel discussion organized by the Federation of 
American Societies for Experimental Biology [Federation Proc. 22, 
1451 (1963)l. 

V. Fungi 

Various fungi have been used as food for many years. Edible mush- 
rooms belong to mankind’s earliest foods. Agaricus campestris, a 
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common mushroom, along with other edible fungi, was familiar to the 
Romans and Greeks. Even today in some parts of the world (U.S.S.R., 
Continental Europe, Scandinavia, Canada, and parts of the United 
States) mushrooms constitute an important item of food. Chinese for 
several centuries cultivated annually millions of pounds of mush- 
rooms, Cortinellus berkelyanus, on logs. The “Padi-straw” mush- 
room, Volvaria volvacea, also has been cultivated in large quantities 
in South China, Malaya, and the Philippines. In Germany during 
World War I1 a fungus, Geotrichum candidum, was used to supple- 
ment human foods because of a shortage of vitamins and proteins. 
Geotrichum lactis, regarded as a useful source of food, is able to utilize 
such substrates as whey and sulfite waste liquor (Bunker, 1968). Fungi 
are used today to provide supplements such as methionine, glutamic 
acid, riboflavin, and vitamin BIZ. 

The possibility of using members of the class Fungi Imperfecti as 
sources of protein food was investigated by  Gray et al. (1964). This 
particular class of fungi has a rapid growth rate and also can utilize 
different crude, raw products, such as sweet potatoes, corn, rice, 
cassava root, beet molasses, paper pulp, and waste products of food 
processing industries (Gray and Abou-El-Seoud, 1966). Thus, various 
species of this group are able to convert these cheap carbohydrates 
and inorganic salts of nitrogen into protein-rich fungal mycelia which, 
in turn, can be used as food. Large amounts of water are generally re- 
quired for the growth of fungi imperfecti. Gray and his co-workers 
substituted seawater for freshwater in culture medium and reported a 
higher yield of protein compared to controls in distilled water in 18 of 
20 species tested. They attributed higher production of protein to the 
magnesium ion content of seawater (Gray et al., 1963). These re- 
searchers also noted that the amino acid composition of fungal mycelia 
was as satisfactory nutritionally as casein as a source of essential 
amino acids. The mycelial preparations in most cases were odorless 
and tasteless with a high caloric value. Bradley (1962) has described 
“hybrid vigor” in fungi. 

Fusarium, Candida, and Rhizopus were incorporated into human 
diets during the last world war and were found satisfactory. Fusarium 
and Rhizopus contain high concentration of cystine and methionine. 
Thus, protein from these organisms can be used to enrich algal and 
bacterial proteins which generally have a low methionine content. 
Vinson et al. (1945) showed that species of Fusarium were better than 
brewers’ yeast as a source of protein. It may be noted that for the mass 
cultivation of fungi, no elaborate equipment need be designed since 
the equipment and techniques already used in the antibiotic and dis- 



MICROORGANISMS AS POTENTIAL SOURCES OF FOOD 151 

tilling industries can be applied directly. Application of submerged 
culture procedure for mass cultivation of fungi has been discussed by 
Litchfield (1968). Gray (1962) made an interesting comparison of 
yields of protein per acre of corn with yields per acre when the grain 
carbohydrate is used as feed for livestock or used as a source of carbon 
and energy in the production of fungal protein (Fig. 3). The efficiency 
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FIG. 3. Efficiency in the production of protein from an acre of corn when fed directly 
to beef animals and when corn carbohydrate is used in the synthesis of fungal protein 
(Gray, 1962). Reprinted from Deuelop. Ind. Microbiol. 3, 63 with permission. 
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of microbial conversion appears to be much higher than animal con- 
version. Minimum daily protein requirement per person is approxi- 
mately 65 gm. This daily protein requirement can be met by 150 gm of 
algae or fungi, 8 lb of potatoes, or 32 lb of fresh sugar cane. If man 
depended on potatoes alone as a protein source, a crop of 15 billion 
acres (75% of all available land) would be needed to meet this demand. 
Average annual meat consumption per person in the United States is 
an estimated 178 lb, which is far less than adequate in terms of pro- 
tein requirement. A maintenance of the present level of consumption 
would require an increase of beef cattle by one million head annually. 

VI. Yeast 

Of all the microorganisms studied, yeasts have probably the most 
favorable characteristics for use as a major source of food. However, 
the use of this group as a means of meeting food and protein needs in 
particular has lagged far behind existing knowledge of its nutritive 
value. Yeasts have been used since ancient times in baking and the 
large-scale cultivation of yeast for nutritional use was carried out in 
Germany during both world wars. Germans incorporated about 16,000 
tons of Candida utilis per year into human food during World War 11. 
It is estimated that in Britain alone, over 30,000 tons of surplus 
brewers’ yeasts are used annually for animal food, yeast extract, and 
in dietary supplements. The present annual global production of food 
and feed yeast from carbohydrate sources such as sulfite waste liquor, 
molasses, and agricultural wastes is about 250,000 tons (Bunker, 
1964; Humphrey, 1968). A 100,000-ton mash capacity fermentation 
plant is under construction in Czechoslovakia to produce protein from 
certain unwanted components of crude oil. Large-scale yeast fermen- 
tation plants are already in operation in the Soviet Union, France, 
China, Japan, and the United States. 

Yeasts contain large proportions of high quality protein, carbo- 
hydrate, and lipid. Yeast also is one of the richest sources ofthe vitamin 
B complex group. The yeast most commonly used as a food today is 
Candida utilis because of its ability to utilize sulfite waste liquor and 
pentoses. Another point in its favor is that its growth requirements 
are less exacting, being able to utilize nitrates and urea. The variabil- 
ity of the protein-to-vitamin ratio from different species under varied 
growth conditions is small. The aerobic yeast Rhodotomla gracilis is 
an active producer of lipid. Protein content of Saccharomyces cere- 
visiae is higher than Saccharomyces carlsbergensis. 
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FERMENTATION OF INDUSTRIAL WASTES AND HYDROCARBONS 

Whey, molasses, and spent sulfite liquor are fermented by Sac- 
charomces fragilis, Candida utilis, and Saccharom yces cereuisiae, re- 
spectively. The wastes of the paper industry consist of pentoses and 
hexoses. The presence of sulfurous acid and lignin creates problems 
in the disposal of the wastes. Industrial wastes can be utilized in 
appropriate fermentations by yeast. In the United States, about one 
quarter of all sulfite waste liquor solids are fermented by Candida 
utilis, representing a production of about 50,000 tons of yeast per year 
(Mead, 1958). After the fermentation, cells are removed and vacuum- 
packed into drums. The waste water may be used for irrigation of soil. 
Spraying of the unfermented pulp water has an unfavorable effect on 
the soil; however, the fermented waste water results in high agri- 
cultural yields. 

Whey, a byproduct of the cheese industry, has also been used as a 
substrate for the production of food yeasts (Wasserman, 1960). Such 
yeast contains thiamine, riboflavin, and ascorbic acid while the pro- 
tein is nutritionally similar to high grade plant protein. The discarded 
whey in the United States represents a reservoir of approximately 
204,000 tons of sugar and 36,000 tons of protein. Conversion of this 
reserve into utilizable products may also solve the problem of dis- 
posal. 

Some yeasts are also capable of fermenting hydrocarbons. Many 
reports have been published on hydrocarbon-assimilating yeasts 
(Yamada et al., 1968). The tremendous value of hydrocarbons as sub- 
strates lies in their abundance and insignificant cost. It is estimated 
that at the present time yeast suitable for animal consumption can be 
produced at 5-10 cents per pound. Candida tropicalis has been suc- 
cessfully cultivated in a hydrocarbon medium at a very high tempera- 
ture (Raymond, 1961). Production of yeast cells on straight- or 
branched-chained hydrocarbons does not require any different ap- 
proach compared to growth on nonhydrocarbon substrates. The 
world’s annual yeast production is estimated at 150,150 tons of bakers’ 
yeast and 187,700 tons of dried yeast. A conversion of all available 
molasses, sulfite liquor, and whey would result in 915,000 tons 
molasses yeast, 510,000 tons sulfite yeast, and 400,000 tons whey 
yeast (Peppler, 1968). Cellulose, numerous agricultural products, and 
waste materials of certain industries can be added to the vast quanti- 
ties of spent sulfite liquor and whey for fermentation by yeast. Vast 
quantities of cheap fermentable substrates, which can be easily con- 

A. 
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verted into yeast proteins and vitamins, are available in countries 
with an acute food shortage. 

B. FOOD VALUE 
All of the essential amino acids except methionine and cystine are 

present in adequate quantities in yeast protein (Carter and Phillips, 
1944). Candida serves as a good source of riboflavin and pantothenic 
acid. High production of lipids is possible with such species as 
Trichosporon pullulans, Candida utilis, and Saccharomyces cere- 
visiae. Rhodotorula gracilis is, however, the most promising microbial 
lipid producer. 

Nutritional studies on yeast reveal that crude protein accounts for 
45-55% of dry weight. Feeding experiments with rats showed yeast 
being readily digested and absorbed and that these nutrients could 
provide up to 94% caloric value in the diets. Feeding experiments 
with dogs and men showed a respective utilization of 80 and 90%. 
Yeast must be killed and dried before consumption to avoid any un- 
desirable effect. Live yeast depletes the B vitamins in the intestines 
of mammals causing avitaminosis. 

Yeast has been used as fodder successfully for certain animals such 
as horses and cows and as feed for poultry. According to Carter, when 
fed to cows, yeast will increase the production of high quality milk. 
Pigs also have been noted to utilize yeast satisfactorily. In humans, 
the high purine content of yeast causes production and excretion of 
large amounts of uric acid. This results in an increased level of uric 
acid in the blood. Also, high blood pressure has been attributed to 
food yeast (Carter and Phillips, 1944). However, an increased purine 
intake may not necessarily result in a corresponding increase in blood 
uric acid level. Undoubtedly, further research is needed before mar- 
keting yeast or yeast products for human consumption. Utilization of 
yeasts as fodder can certainly play an important role in relieving the 
world’s food shortage. The Medical Research Council of Great Britain 
has been conducting useful research in relation to utilization of yeast 
by human beings (Bunker, 1968). 

The potential of yeast as a food supplement lies not only in its 
ability to utilize cheap raw material, but also in its rapid growth rate, 
palatability, and lack of pathogenicity. Both genetic and biochemical 
principles of yeasts have been extensively studied. Genetically stable 
strains of specific nutritional quality can be selected easily (Braun, 
1964). 

A young pig or chicken may double its weight in a month, but a 
yeast cell does this in less than 2 hours. A yeast factory with ten large- 
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sized fermenting tanks can furnish 10 tons of yeast per day on a con- 
tinuous basis. The protein equivalent of these yeasts would require 
killing 80 pigs a day or 30,000 pigs in a year. Microorganisms like 
yeasts can circumvent the limitations of time. The large quantity of 
cheap raw materials for the growth of microbes can be realized, among 
other things, in wastes from factories and sewage plants. 

According to Willcox (1959), the best sugar cane varieties can pro- 
duce up to 44,662 lb of dry matter/acre/year. This dry matter is 80% 
fermentable and can yield approximately 20,000 lb of dry yeast con- 
taining 10,000 lb of protein. This protein can be combined with edi- 
ble nonprotein materials such as cassava or any other high-starch 
foods grown in another acre of land. This process would result in 
enough protein food to feed approximately 60,000 people per square 
mile. 

c. USE AS A PROTEIN SUPPLEMENT 
Cereal grains contain low amounts of profein, deficient mainly in 

lysine. Among cereal grains, wheat flour supplemented with various 
strains of yeast has been studied extensively. Several researchers 
reported an increased biological value of the wheat flour enriched 
with proteins from dried food yeast. This enrichment was attributed 
to the essential amino acid lysine. Similar enrichment of corn meal 
with dried food yeast was attributed to lysine and tryptophan of yeast 
protein (Sure, 1948; Kon and Markuze, 1931). Cremer et al. (1951) 
used human subjects to demonstrate the increase in biological value 
of white bread by supplementing DL-lysine or dried yeast. According 
to Sure (1948) and Tsien et al. (1957), enrichment of wheat flour sup- 
plemented with 3 to 5% dried yeast was greater than could be obtain- 
ed with a quantity of lysine equal to the dried yeast. It was concluded 
that in addition to lysine, yeast provides essential nutrients in terms 
of total protein and other nutrients. Yeast has also been incorporated 
directly into human food (Bressani, 1968). Lysine-rich yeast can be 
produced in the molasses media supplemented by 2-ketoadipic acid 
(Jensen and Shu, 1961). 

VII. lichens 

Lichens are symbionts composed of algae and fungi and an extreme 
case of mixed cultures. Lichens, like mushrooms, have been used as 
food for many years, dating back to the ancient Egyptians who added 
it to bread. Lichens are widely distributed. Perez-Llano (1944) de- 
scribed a species of lichens, Centraria islandica, which he claimed as 
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suitable for human consumption. However, lichens, in general, have 
a bitter taste and they also cause irritation to the digestive tract. 
Perez-Llano has reported various carbohydrates from lichens. Poly- 
saccharides are the most common. Lichens are not particularly rich in 
vitamins, but they may be of value for their inorganic salts and car- 
bohydrates. Studies on the short and long growth forms of lichen re- 
veal that man can tolerate short forms better than the long ones. Short 
forms also appear to be more palatable. 

VIII. Bacteria 

Some of the important considerations that make bacteria prospective 
candidates as a potential source of food are rapid growth rate, high 
protein content, and ability to grow on hydrocarbons. The specific 
growth rate of various microorganisms has been compared by Bunker 
(1968). Escherichia coli, for example, multiplies about 4 times as fast 
as yeast and about 40 times as fast as algae. 

Protein content of bacteria is relatively high compared to yeast or 
algae. Several nonpathogenic species of bacteria are known to have a 
higher than 80% protein content: Lactobacillus fermentans, 87%; 
Alcaligenes uiscosus, 84%; Escherichia coli, 82%. The greater ability 
of bacteria to produce protein in comparison to other sources of food 
is given in Table 11. Bacterial protein includes all the essential amino 

TABLE I1 
COMPARISON OF PROTEIN PRODUCTION" 

Origin Protein produced per day (Ib) 

1000 Ib Steer 1 
1000 Ib Soybean 100 
1000 lb Yeast 100,000 
1000 Ib Bacteria 100,000,000,000,000 

"Ogur, 1966. Reprinted from Deoelop. Ind. Microbiol. 7, 216 with permission. 

acids. In nutritional studies with rats, Kaufman et al. (1957) have 
shown that drying the cells would significantly increase the digesti- 
bility of bacterial protein. These authors also compared the digesti- 
bility of two different bacterial species in rats and demonstrated that 
Lactobacillus arabinosus was more easily digested than Escherichia 
coli. Roberts (1950, 1953) reported that E .  coli grown in a simple 
medium under aerated conditions yields a good protein supplement 
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for rats and chicks. He found that dried E. coli cells were not toxic, but 
the culture fluid was toxic. Roberts concluded that E .  coli protein was 
as nutritive as animal protein. Reusser et al, (1957) compared the pro- 
tein content of nineteen species of bacteria, actinomyces, and yeast. 
They showed that all of the essential amino acids were present in 
bacterial protein, but in varying amounts. The amount of lysine was 
high, those of tryptophan and threonine were low, and the methionine 
content was poor. The level of methionine can be improved either by 
strain selection or by varying conditions during growth or by mixed 
cultures. Bacteria also produce substantial amounts of vitamins. Fur- 
ther knowledge regarding the toxicity and digestibility of bacteria 
should be gained before using bacteria as a source of food. Suitable 
methods for the commercial cultivation of bacteria are well within the 
knowhow of modern technology and research. A great deal of knowl- 
edge has been gained in recent years regarding the genetics and 
physiology of bacteria. Information gained from these studies is 
sometimes useful in nutritional and related studies with bacteria. 

Ability of bacteria to grow on hydrocarbons is well known and the 
literature in this area has been reviewed periodically (Zobell, 1946; 
Treccani, 1963; Yamada et al., 1968). Microbiology of coal and petro- 
leum has been reviewed by  Davis (1956). Takahashi e t  u1. (1963) 
reported production of bacterial cells in hydrocarbon, particularly 
kerosene. One particular strain of Pseudomonus aermginosa, isolated 
from soil, was reported to assimilate n-docosane and I-octadecene. 
This strain could utilize 89% of the hydrocarbon added in the media 
for the production of cell mass. The amount of protein produced by 
this strain was 58% on the basis of dry weight of cells. Utilization of 
l-octadecene for the growth of Pseudomonas aeruginosa was also re- 
ported by Ertola et al. (1965). The metabolic pathways employed by 
microorganism have been discussed by Treccani (1963). 

Usefulness of bacteria to eliminate petroleum wastes and to be sub- 
sequently used as a foodstuff merit discussion. Most petroleum or 
petroleum waste products undergo some microbial decomposition. 
Aerobic microorganisms are capable of growing at the sole expense of 
paraffins. Utilization of inexpensive industrial wastes as media for the 
production of possible food and protein demands further research and 
development. This may also partially solve the problem of waste dis- 
posal and pollution. Ability of bacteria to grow on sewage and in other 
wastes can be beneficial in terms of waste disposal and food supply. 
Bacteria grown on sewage wastes and used as food for livestock are 
known to have no harmful effect. 
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IX. C hemosynthesis 

At least a brief discussion of the possibility of chemical synthesis of 
food seems appropriate. According to experts, the synthesis of bulk 
food constituents is unlikely to offer a lasting solution to the problem 
of food shortage (Borgstrom, 1964). There is not enough cheap raw 
material available. Coal and oil may be mentioned as most promising 
raw materials for food, but these raw materials are already in great 
demand as fuel and precursors for various other products, including 
fibers. The present annual rate of growth of the world population is 
above 70 million. This annual increase alone would require an esti- 
mated 15 million tons of food each year based on approximately 220 
kg of food calculated as dry matter per year per person. This quantity 
is above the present annual production capacity of the synthetic 
organic chemical industry of the United States. The investment re- 
quired to synthesize this additional food material would be $16 billion, 
which is more than double the value of the synthetic organic chemical 
industry and more than eight times the annual investment in the en- 
tire organic chemical industry of the United States. Nevertheless, 
chemical synthesis may and should play an important role in supple- 
menting food. The United States is producing synthetically no less 
than 5.5 million kg of vitamins. Ironically, very little of this reaches 
the poor and hungry where it is needed most. More can and should be 
dohe in the field of chemical synthesis with respect to amino acid, 
carbohydrates, lipids, proteins, and vitamins (Mrak, 1964). 

X. Palatability 

What can be said about palatability? The major problem so far with 
microbial foods is neither the quality nor the quantity, but the ac- 
ceptibility. It is obvious that the taste, flavor, and texture of foodstuffs, 
no matter from what source they are derived, must be acceptable to 
the consumers. It is important from aesthetic and emotional aspects, 
as well as from the nutritional point of view. People must eat a b’ riven 
food to benefit from its nutritional value. The present state of research 
and development in the artificial flavoring and coloring of food should 
be able to satisfy this need. Once a particular food is aesthetically 
acceptable, eating customs can be changed with very little effort. 

XI. Conclusion 

Microorganisms provide an excellent supplement for conventional 
foodstuffs. Microorganisms can be utilized to furnish an unlimited 
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supply of nutrient without requiring the cultivation of more and more 
land. Food supplements from microorganisms can be cheap, palatable, 
wholesome, and without any toxic effect. The need for further re- 
search and development in the field of microbial food must be met 
with the same urgency and intensity as that devoted to the space pro- 
gram. Food industries and the governments of the developing coun- 
tries should be encouraged to remedy deficient diets with enriching 
supplements of microbial origin. The food supply of the world and 
the potential of microbial foods need be constantly evaluated and dis- 
cussed on an international basis within and beyond the scientific 
community. 
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I. Introduction 

The purpose of this review is to present in uitro data on the anti- 
bacterial activity of a large number of semisynthetic cephalosporins 
organized in such a way that where structure-activity relationships 
exist they may be readily discerned. Other reviews of the cephalo- 
sporins have dealt in detail with their chemistry, their biosynthesis 
and, in varying but lesser degrees, their biological activity. An 
authoritative review by Abraham (1967) is concerned mainly with the 
chemistry of the cephalosporin C group. A comprehensive review of 
the cephalosporins which is particularly well referenced is that of 
Van Heyningen (1967). 

A. CEPHALOSPORIN C 
Cephalosporin C (Fig. la)  is produced by a species of Cephal- 

sporium, originally identified as Cephalosporium acremonium 
(Brotzu, 1948), but later determined to be a new species (Crawford et 
al., 1952). So far, cephalosporin C has been isolated in significant 
yield only from mutants derived from this one species. 
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FIG. 1. (a) Cephalosporin C: R = OCOCHI, X = H; (b) desacetylcephalosporin C: R = 

OH, X = H; (c) desacetoxycephalosporin C: R = H, X = H; (d) cephalosporin CA (pyri- 
dine): R = ' X = -; (3) cephalosporin C Bunte salt: R = S?O:$Na, X = H. 

The Cephalosporium sp. was found to produce a number of anti- 
biotics, five of which were active only against gram-positive organisms 
and were named cephalosporin PI to Ps (Burton and Abraham, 1951). 
A hydrophilic antibiotic with activity against gram-negative bacteria 
was isolated and named cephalosporin N (Abraham et al., 1954). It 
was later characterized as D-(4-amino-4-carboxybutyl)penicillin (Fig. 
2) and renamed penicillin N (Newton and Abraham, 1954). Chrom- 

CO,H 

FIG. 2. Penicillin N. 

atography on an anion-exchange resin of the crude penicillic acid, 
formed from penicillin N in acidic solution, revealed for the first time 
the presence of cephalosporin C (Newton and Abraham, 1955). The 
new antibiotic was isolated as its crystalline sodium salt and structure 
elucidation studies were begun (Newton and Abraham, 1956). These 
proved to be unexpectedly difficult due to the presence of the novel 
fused p-lactam-dihydrothiazine ring system in the molecule. Eventu- 
ally, the structure (Fig. la)  was suggested bilsed on the chemical and 
spectral properties of cephalosporin C (Abraham and Newton, 1961) 
and was confirmed by X-ray analysis (Hodgkin and Maslen, 1961). 

B. 7-AMINOCEPHALOSPORANIC ACID 
Although cephalosporin C had a broad antibacterial spectrum, the 

level of activity was only moderate, particularly against gram-positive 
bacteria (see Table I). The structure of cephalosporin C, however, 
presented several possible sites for chemical modification. A key 
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transformation of cephalosporin C was the removal of the amino- 
adipoyl side chain to give 7-aminocephalosporanic acid (7-ACA7 or 
ACA as it will be referred to in this chapter) (Fig. 3a). 

H2NnqcH*R 0 

C02H 

FIG. 3. (a) 7-Aminocephalosporanic acid: R = OCOCH,; (b) 7-aminodesacetoxy- 
cephalosporanic acid: R =  H. 

The antibacterial activity of ACA is negligible (see Table I); how- 
ever, its availability made possible the preparation of a vast number 
of 7-acylaminocephalosporins, many of which possessed enhanced 
activity. 

ACA was first obtained in very low yield by mild acid hydrolysis of 
cephalosporin C (Loder et al., 1961). Under these conditions, several 
other reactions occurred including hydrolysis of the O-acetyl group, 
lactonization, and fragmentation of the cephalosporin ring system. 

The first practical method for the preparation of ACA was reported 
by Morin and co-workers at the Lilly Research Laboratories (Morin 
et al., 1962, 1969a). It depended on the formation of an easily hydro- 
lyzed iminolactone by  an intramolecular cyclization of cephalosporin 
C. Other methods for the preparation ofACA depend on intramolecular 
aminolysis of cephalosporin C or formation of a readily hydrolyzed 
iminoester from an intermediate imide-chloride of carboxy-protected 
cephalosporin C derivatives (Fechtig et al., 1968). 

Extensive searches have failed to locate an enzyme capable of re- 
moving the aminoadipoyl side chain of cephalosporin C to produce 
ACA (Claridge et al., 1963; Demain et al., 1963b):The failure is 
clearly associated with the structure of the side chain and not the 
cephalosporin nucleus, as other N-acyl cephalosporins have been suc- 
cessfully cleaved enzymatically. For example, acylases of Nocardia 
and Proteus cleaved 7-phenoxyacetyl cepahlosporin to ACA in ap- 
preciable yield (Huang et aZ., 1963; see also Sjoberg et al., 1967), dis- 
cussed later. The aminoadipoyl side chain of penicillin N is similarly 
inert to removal by enzymes (Claridge et al., 1963). 

II. Semisynthetic Cephalosporins 

In the following discussions, broad structure activity areas will be 
categorized and illustrated with specific and general structural types. 



166 M. L. SASSIVER AND ARTHUR LEWIS 

Correlations will be made which are entirely empirical; the molecular 
basis for differences in biological activity is not known. 

It is impractical to evaluate the initial antimicrobial properties of 
derivatives with more than a representative selection of ten to twenty 
gram-positive and gram-negative organisms. A somewhat different in 
vitro screen has been used by each laboratory; in some of the litera- 
ture, data is supplied for only one or two organisms. Nevertheless, 
general patterns of susceptibility to semisynthetic cephalosporins 
have been established and are discernible in the publications of 
different laboratories. Throughout the discussions, comparisons will 
be made with the four semisynthetic cephalosporins that have 
achieved clinical significance: cephalothin (Fig. 4a), cephaloridine 
(Fig. 4b), cephaloglycin (Fig. 5a), and cephalexin (Fig. 5b). 

O C H 2 C O !  

0 p>CHaR CQX 

FIG. 4. (a) Cephalothin: R = OCOCH,, X= Na+; (b) cephaloridine: R =  k 3  ,with 
no X. - 

COaH 

FIG. 5. (a) Cephaloglycin: R = OCOCH,; (b) cephalexin: R = H. 

In the following collection of structure-activity tables, a minimal 
inhibitory concentration (MIC) range will be given (if available) for 
the susceptible gram-positive and gram-negative spectrum, to facilitate 
comparisons of different derivatives and groups. Susceptible gram- 
positive organisms include, for example, StaphyZococcus aureus (in- 
cluding penicillinase-producers) and Streptococcus species such as s. 
pyogenes; representative gram-negative organisms are chosen from 
Klebsiella, Salmonella, Shigella, and some Escherichia and Proteus 
species. A typical description of the individual organisms and pat- 
terns of susceptibility in a laboratory screen is given in the recent 
paper of Sassiver et al. (1969). 
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TABLE I 
RING-SUBSTITUTED PHENYLACETYL-ACA 

M C  (!-%/ml) 
X Gram-pos. range Gram-neg. range Reference" 

H 0.4-3 3-25 (1) 

P-HOaCCH, ; P- HaNCOCH, 0 .8-3  0.4-3 ( 2) 

O-HOaCCH, 0 .8-3  1.6-  12 ( 2) 

m-HOaCCHa 1.6-6 25- 50 ( 2) 

25 (1) 
+NOa, m-F, Br, 

0 .05-3 P-Cl,CH,O } 
0-F, C1, I, CH,O, CH,, 

m -I, CH,O, CH,, 0 .05-3 25- 100 (1) 
P-F, Br, I, CFJS, NOa 

Polyeubetituted, as 

O-NOa + p-Cl 0.1-0.8 100 ( 1) 
Pentafluoro 0.2-1.6 100 (1) 

Cephalosporin C 25-100 12-25 ( 3 )  

38-79 ( 4) 

7-ACA > 100 > 50 (4 )  

"References: (1) Sassiver et al. (1969); (2) Lewis et a!. (1969); (3) Lederle, unpub- 
lished; (4) Flynn (1967b). 

A. 7-ACYLAMINOCEPHALOSPORANIC ACIDS 
Thousands of semisynthetic cephalosporins have been synthesized 

by acylation of ACA with carboxylic acids, in an effort to find anti- 
biotics with superior antimicrobial and pharmacological properties. 
It has been possible to correlate the structure of the 7-acyl side chain 
with in vitro antimicrobial activity, with respect to both potency and 
spectrum of activity. 

Many ring-substituted phenylacetylcephalosporanic acids have 
been synthesized, due both to the great variety of readily available 
phenylacetic acids and to the obvious relationship to benzylpenicillin. 
With few exceptions, these derivatives (Table I) are highly active 
only against gram-positive organisms. Substituent effects are unpre- 
dictable. Polysubstituted derivatives are notably weak in gram- 
negative activity. Among p-carboxymethyl substituents, the corre- 



168 M. L. SASSIVER AND ARTHUR LEWIS 

TABLE I1 
RING-SUBSTITUTED PHENOXYACETYL-ACA 

X Gram-pos. range Gram-neg. range Referencea 

H 0.1-0.4 25-100 (1) 

P-HO,CCH, 0.4-3 1.6-3 ( 2) 

P-HO&CH,O 12- 100 50-> 100 ( 2 )  

p- Br 0.05-0.2 t 100 ( 2) 

0-CI, NO,, HC 

0.05-0.8 50-> 100 ( 1) 

1.6-12 2 100 ( 1) 

: b  t m - F  

p-Cl, CH,O 

P- (CaHn)aNSOa 

“References: (1) Sassiver et ul. (1969); ( 2 )  Lewis et u1. (1969). 
bFrom Chauvette et al. (1963). 

TABLE I11 
RING-SUBSTITUTED PHENYLTHIOACETYL-ACA 

M I C  ( M / W  
X Gram-pos. range Gram-neg. range Reference“ 

H 0.1-3 12-25 (1 )  

P-HO&CH, 0.4-1.6 0.8-3 (1) 

m -NO, 0.05-0.4 25-50 (2) 

P - F  3-6 50-> 100 ( 2) 

Pentafluoro 0.2-1.6 > 100 ( 2 )  

“References: (1) Lewis et al. (1969); (2)  Lederle, unpublished. 

sponding ester derivative (not shown) is weaker than the acid or 
amide; also interesting, but inexplicable, is the weak gram-negative 
activity of the rn-carboxymethyl analog. Chauvette et al. (1963) have 
compared the activity in Oxford units of many monosubstituted 
derivatives. The activity of several amino-substituted phenylacetyl 
cephalosporins is discussed later (Table VI). 
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TABLE IV 
EFFECT OF CHAIN LENGTH IN 7-ACYL-ACA 

‘I-Acyl n Gram-pos. range Gram-neg. range Referencea 

0.4-3 12-25 (1) 
0.4-3 50 (1) 

0.2-6 b 100 (1) 

0.1-0.8 
0.4-6 

0.1-0.4 
0.3-0.6 

50-100 
e 100 

12-25 
- 

0.2-3 3-6 ( 1) 
0.2-6 25-50 (1 )  
0.1-1.6 50- 100 ( 1 )  

G 
1 3 , 4  

(C%)nCO 

1.6-3 
3-12 

1.6-3 
12-25 

(3 )  
(3) 

3-6 50- 100 
0.1-1.6 50-100 

6-50 50-100 
0.1-1.8 - 
0.2-0.8 b 100 

50-100 2 100 
6-12 6-12 

0.8-6 b 100 

CHa(C%)nCO 1 :  
1 6  

HOaC(CHz),CO 

“References: (1) Sassiver et al. (1969); (2) Chauvette et al. (1963); (3) Lewis et al. 
(1969); (4) Lederle, unpublished. 

Loss of potency against gram-negative organisms, but maintenance 
of high gram-positive activity, is the most notable difference between 
the phenoxyacetylcephalosporanic acids (Table 11) and the phenyl- 
acetyl analogs just described. Certain carboxy-ring substituents such 
as p-carboxymethyl confer high gram-negative activity (Lewis et al., 
1969); the capriciousness of this effect is seen in the data for the p -  
carboxymethoxy derivative. Polysubstituted analogs showed no differ- 
ence from monosubstituted ones (Sassiver et al., 1969). 

In comparing the gram-positive activity of phenylacetyl-, phenoxy- 
acetyl-, and phenylthioacetylcephalosporanic acids, Chauvette et al. 
(1963) concluded that only in the phenylthio series was activity not 
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TABLE V 
ALPHA-SUBSTITUTED PHENYLACETYL-ACA 

X 

X 

MIC (Pg/ml) 
Cram-pos. range Cram-neg. range Reference" 

0 .4-3  

1-6  

0 . 2 - 6  

3-25 

0 . 8 - 6  

3- 12 

0 . 8 -  12 

10 

1 

1 

0 . 4 - 1 . 6  

1 . 6 - 6  

1 

1 

12-25 
- 

10-50 

6-25 

20-100 

> 100 

20->loo 

20 

20 

>40 

6-12 

50- 100 

20 

10 

"References: (1) Sassiver et (11. (1969); ( 2 )  Chauvette et 01 .  (1963); (3 )  Takano et ul. 
(1967); (4) Fujisawa (19671); (5)  Fujisawa (1966a); (6) Lewis et al. (1969). 

enhanced over the parent compound by means of introduction of a 
suitable substituent. The phenylthio series (Table 111) does exhibit a 
wide range of antimicrobial potency, as noted by both Chauvette et al. 
and Lewis et al. (1969, and unpublished data) similar to the oxygen 
analogs of Table 11. The activity of the m-nitro compound was greater 
than that of the parent, falling outside the aforementioned generaliza- 
tion. Again, certain acidic substituents, as p-carboxymethyl, conferred 
high in uitro gram-negative activity. 

Extensive data on the effect of chain length on antimicrobial activity 
is available (Table IV). When the first member of a series has high 
gram-negative activity, extension of the chain causes a dramatic de- 
crease in this property. An exception is the series derived from ali- 
phatic dicarboxylic acids; here activity peaks at intermediate chain 
length. With the aromatic derivatives, however, the increased ali- 
phatic nature of the higher homologated members must adversely 
influence the gram-negative response. 
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The effect of introducing an a-substituent X in phenylacetyl- 
cephalosporanic acids is shown in Table V. This change creates a new 
asymmetric center in the side.chain. However, the data has been re- 
ported for the racemic (DL) mixtures, and it is likely that in some 
cases higher activity will be present in one of the two possible isomers. 
The lowering of activity by introduction of an a-methyl group has 
been noted for phenoxy-, phenylthio-, and phenylacetyl-ACA’s 
(Chauvette et aZ., 1963), but this effect is not generalizable to all sub- 
stituents. Takano et al. (1967) found the following gram-positive 
activity relationship for substituents: phenoxy > methoxy > acetoxy > 
hydroxy (least active). The good gram-negative activity of the hydroxy 
and carboxy analogs should be noted. The a-amino substituent is 
described in Table VI. Introduction of substituents on the phenyl ring 
had little additional effect on activity in this series (Fujisawa, 1966e). 
Also, the thiophene analog of the a-hydroxy compound has been re- 
cently reported to have good activity (Crast, 1969). 

Much effort has been spent in the preparation of cephalosporanic 
acids bearing a free amino group in the side chain, presumably stimu- 
lated by the success of ampicillin (D-a-aminobenzylpenicillin) as a 
“broad-spectrum” penicillin. Cephaloglycin, D-a-aminophenyl- 
acetyl-ACA (Table VI, top entry), is much more active against gram- 
negative organisms that its L-isomer, a characteristic which is repeated 
in related isomer pairs illustrated in Table VI. The location of the side 
chain amino function can be varied somewhat without loss of gram- 
negative activity. Substitution of the thiophene ring for benzene re- 
tains broad-spectrum activity; substitution of naphthalene does not. 
Introduction of substituents in the phenyl ring can be compatible with 
broad-spectrum activity. A number of acetone condensation products 
are as active as their precursors, as is true in the penicillins (Hard- 
castle et al., 1966; Bunn et al., 1966). Aliphatic amino derivatives are 
poorly active. 

When the size of the aromatic ring in phenylacetyl-ACA is increased 
(Table VII), gram-positive activity rises and gram-negative activity 
falls. This pattern is repeated in the oxyacetyl and thioacetyl series 
and in derivatives derived from aromatic diacetic acids. In some cases 
(Sassiver et al., 1969) gram-positive potency is so high that Strepto- 
coccus faecalis, an organism generally resistant to cephalosporins, is 
inhibited at 12 pg/ml or less. Mere presence of an assemblage of 
aromatic rings, however, does not insure high gram-positive activity 
(Table VIII). 

Some potential for activity against gram-negative organisms exists 
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TABLE VI 
AMINOACYL-ACA 

MIC ( P d m l )  
Gram- Gram- 

Aminoacyl pos. range neg. range Referencea 

L-Isomer 

COaH 

L-Isomer 

L-Isomer 

C1 e C H C 0 -  I 

NHa 

3-C1 and 3, 5 diCl 

1 

0. I 

1-6 

1.1 

12 

1 

2 

>20 

6 

5 

0.08-5 

0.08-6 

0.08-3 

3-6 (2) 

> 50 

> 50 

16 

> 50 

> 50 

>50 

20 

2-6 (4 )  

1-6 (4 )  

1-6 [ 4) 
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TABLE VI (continued) 

Aminoacyl 

MIC (Fg/ml) 

Gram- Gram- 
pos. range neg. range Reference' 

CHCO- 
I 
NH, 

O Y H C O  

NH2 

DL-Mixture 

L-Isomer 

CH,CO 

N&C&CO 

NH.#XCO 
I 

CH, 
NH,CH,CH,CO 

CH,(CH ) CHCO 

ma 

5 

1-6 

5 

1.6-3 

0.2-0.6 

0.4-1 

0.2-0.4 

0.2-0.4 

0.3-1 

25-100 

2 50 

25-100 

10 

40 

6-12 

10 

1.6-6 

20 

5-36 

10-24 

10-24 

- 

>loo 
- 

>loo 
>40 
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TABLE VI (continued) 

MIC (pg/rnl) 
Gram- Gram- 

Aminoacyl pos. range neg. range Reference" 

(CH,),CH$CO 40 >40 (5) 

NH, 
( 7) NH,CH(CH,bCO 6-12 - 

NH8 H(CB,),CO (Cephalosporin C) 25-100 12-25 ( 10) 

I 
C0,H 

F 
C0,H 

10 40 (11) 

- 

"References: (1) Spencer et al. (1966); (2) Godfrey (1967); (3) Fujisawa (196613); (4) 
Bristol-Myers Co. (1969); (5) Kurita et al. (1966); (6) Crast and Essery (1967); (7) Glaxo 
(1964b); (8) Fujisawa (1967a); (9) Flynn (1968); (10) Lederle, unpublished; (11) Fujisawa 
(1969d). 

bFor Spencer et al. (1966), gram-negative MIC's for many organisms were averaged. 

in low molecular weight halogenated aliphatic acyl-ACA's (Table IX). 
A few members are as active as cephalothin in the gram-negative 
spectrum; further exploration of this group would appear attractive. 

Another series of aliphatic acyls, substituted with alkylthio groups, 
exhibits good gram-negative activity in low molecular weight and 
especially carboxyl-substituted members (Table X). The combination 
of a small aliphatic acyl with an electronegative substituent such as 
halogen or alkylthio seems to promote, in certain instances, a high 
gram-negative activity. This carelation is further exemplified by a 
cyano-substituted derivative and some azi derivatives (Table XI). 

Modification of cephalothin (top entry, Table XII) by substitution of 
simple heterocyclic rings for thiophene has been quite successful 
in retaining similar broad-spectrum activity (Table XII). Other 
sydnone-containing derivatives related to those in the table have 
been reported (Fujisawa, 1968b, 1969e). Introduction of ring sub- 
stituents has often decreased activity; the carboxymethyl group is an 
exception (Lewis et al., 1969). Likewise, benzoheterocyclic analogs 
are less active (Chauvette et al., 1963). Some derivatives have been 
derived from cephalosporin C itself by modification of the amino- 
adipoyl side chain (Ciba, Ltd., 1963; 1964a,b; Patchett, 1966) and are 
of no great interest. 

Except for perhaps a pyridine-3-thioacetyl compound, a series of 



TABLE VII 
FUSED RING ACYL-ACA 

~ 

MIC (@g/ml) 

Structure Gram-pos. range Gram-neg. range Reference" 

yco 0.4-3 12-25 (1) 

0.05-2 50-100 (1 1 

&cyco 

&sc%co 

0.05-0.4 100 

0.1-0.4 12-25 

0.05-0.2 100 

0.1-0.4 25-100 

0.05-0.2 50- 100 

0.8-3 

0.2-3 

0.4-3 

3-12 

0.1-1.6 50- 100 

"References: (1) Sassiver et al. (1969); (2) Lewis et nl. (1969). 
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TABLE VIII 
PHENYLATED AcYL-ACA” 

R Gram-Dos. range Gram-neg. range 

( 2 l a C H -  0.2-1.6 

(a CC%- 12-50 

100 

2 100 

12-50 >loo 

25-50 >I00 

“From Lederle, unpublished. 

TABLE IX 
HALOACYL-ACA 

Gram-pos. range Gram-neg. range Referencea 

Br 
I 

R of RCHCO 

CHS 1.6-3 25 (1) 

C A P  n-CsH, 0.8-3 25-50 (1) 

n - c 10% 1 0.1-1.6 100 (2) 

BrCH, 6- 12 25-50 (2) 

HO,CCHC%C% 6-25 50-100 (3) 
I 

Br I 

c1 
I 

R of RCHCO 

8-50 (4) 

CH, 6- 100 50-100 (4) 

ClCH, 1.6-3 4-15 (4) 

CHsOaC (CHa)s 3-12 12-25 (1) 

I C ~ C H , C O  0.8-6 3-12 (1) 

- H 

“References: (1) Sassiver et al. (1969); (2) Lederle, unpublished; (3) Lewis et a1. 
(1969); (4) Chauvette et al. (1963). 
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TABLE X 
SUBSTITUTED THIOALKYLACYL-ACA 

177 

R n Gram-pos. range Gram-neg. range Reference0 

1 

1 

1 

1 

1 

1 

1 

3 

1 

2 

1 

1 

3 

1 

1 

1 

0.2-1.6 

0.2 

0.4-1.6 

0.4-3 

0.1-0.4 

0.05- 1 

3-12 

1.6-6 

0.8-25 

6-12 

3-12 

6- 12 

0.8-6 

3-12 

0.25-0.8 

0.5-1.6 

3-12 

1-70 

100 

12-25 

12-25 

25 

12-25 

25-100 

25-50 

3-12 

3-12 

1.6-6 

6-25 

1.6-6 

12 

12 

“References: (1) Sassiver et al. (1969); (2) Chauvette et al. (1963); (3) Lewis et al. 
(1969); (4) Gottstein and Eachus (1968). 
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TABLE XI 
AZI AND C Y A N 0  ALKYLACYL-ACA 

Structure Gram-pos. range Gram-neg. range Reference0 

CH,-,C,-(CH,), co 
N=N 

) I  = 1 

11 = 2 

11 = 3 

0.8-6 6- 25 (1) 

0.8-6 12-25 (1) 

0.2-3 25-50 (1) 

"References: (1) Sassiver et al .  (1969); (2) Lewis et al. (1969); (3) Ciba (1965). 

heterocyclic thioacetylaminocephalosporanic acids (Table XIII) is 
much less active than the cephalothinlike analogs of Table XII. 

A relatively small number of semisynthetic cephalosporins with un- 
saturated acyl side chains (Table XIV) have been reported. When the 
unsaturated function is alpha to the side-chain carbonyl, low activity 
is the likely consequence. Movement of the unsaturated function out 
of conjugation with the carbonyl improves gram-positive activity. 

Chauvette et al. (1963) stated that ACA derivatives of aromatic acids 
were much less active than their acetyl homologs. A possible use of 
some of these compounds as competitive inhibitors of P-lactamase 
enzymes is discussed later. Some unpublished data of the Lederle 
group is given in Table XV. In a number of instances of electroneg- 
atively substituted benzoyl derivatives, moderate gram-positive 
activity is seen. In over fifty randomly selected heterocarboxyl types, 
only 10% showed activity of 3 pg or less against gram-positive organ- 
isms (Lederle, unpublished data). 

Saturated ring acyl-ACA's (Table XVI) generally reflect the relation- 
ship found in aromatic types; the ring must be separated from the 
side-chain carbonyl group by at least one CHp unit for good gram- 
positive activity to be achieved. 

Carbonyl-containing acyl-ACA's (Table XVII) have poor gram- 
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TABLE XI1 
HETEROACETYL-AC A 

Heterocyclic ring-CH,COACA 

MIC (kg/ml)  
Ring Gram-pos. range Gram-neg. range Reference' 

(Sydnone-1-) 

2-  0.2-3 
3- - 

3,4, or 5- 0.1-0.8 

0.4-1 

0.1-0.8 

2- 1-2.5 
3 or 4 0.2- 1 

X =  CH, - 

(CH,)C - 

CH,CO - 
Y = c1 - 

HO,CCH, 0.4- 1 .6  

0.3-0.8 

0.1-1.6 

0.4-1.6 

5- 15 
2-30 

7- 17 

1.6-12 

3-6 

1 .6  

8-31 
2- 8 

7-52 
17-106 

0.5-31 
14-34 

0.4-3 

3-25 

12-25 

12-25 
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TABLE XI1 (continued) 

Ring 

MIC (kg/ml) 
Gram-pos. range Gram-neg. range Reference' 

X = CH, 0.8 1.6-12 (9) 

KO" CH,O 0.3-0.8 1.6 (10) 

0.4-3 12-50 (8) 

q, 
0 

0.1-1.6 100 (11) 

1 >40 

"References: (1) Chauvette et al. (1962); (2) Rapp and Micetich (1968); (3) Naito et ul .  
(1968); (4) Crast (1967a); (5) Stedman et al. (1967); (6) Chauvette etal.  (1963); (7) Lewis 
et al. (1969); (8) Sassiver et al. (1969); (9) Crast(1967b); (10) Crast (1967~); (11) Lederle, 
unpublished; (12) Fujisawa (1968a); (13) Ciba (1964a); (14) Ciba (1964b). 
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TABLE XI11 
HETEROTHIOACETYL-ACA 

Heterocyclic ring-SCIi&!OACA 

MIC (!-@/ml) 

Ring Gram-pos. range Gram-neg. range Referencea 

2- 0.06-0.8 12-100 (1) 

N 4- 0.06-0.25 12-50 (1) 

0- 3- 0.01-0.2 3-12 (1) 

CY 6-50 12-50 (2) 
\ N  

1.6-3 25-50 (2) 

25 >40 (3) 

CH, J7-J 2-20 >40 (4) 
X 

0.4-1 20-40 (4) 

X 

181 

“References: (1) Bristol-Myers (1968); (2) Lederle, unpublished; (3) Fujisawa (1$l66c); 
(4) Fujisawa (196713). 

negative activity, but may have good gram-positive activity in certain 
cases. 

Several derivatives containing the urea moiety are listed in Table 
XVIII. 

Miscellaneous N-substituted acyl derivatives (Table XIX) exhibit 
a range of potency against gram-positive organisms. Interestingly, 
in two cases, chain extension from one to two methylenes improves 
activity significantly. 

A final group of miscellaneous acyl analogs is given in Table XX. 
Reaction of ACA with benzenesulfonyl chloride to form a sulfonamide 
gives a particularly poor cephalosporin (Fujisawa, 1968d). A formyl 
derivative with good gram-negative activity has been reported 
(Chauvette et al., 1963). 

B. MODIFICATION OF %SIDE CHAIN 

In addition to the 7-acyl side chain, there are several other positions 
in the cephalosporin molecule where chemical modification presents 
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TABLE XIV 
UNSATURATED ACYLAMINOCEPHALOSPORANIC ACIDS 

MIC (I%/ml) 
Acyl Gram-pos. range Gram-neg. range Reference0 

(CH,CO 

~ C E C - C O  

OaN 
C&= CH- CO 

CH E C  -CO 

CaHsCH=CH- CH,CO 

CH,CH=CH-CH=CH-CO 

CH,=CH -(CH,),CO 

HO,CCH,-CH=CH- CH&O 
HOaCCHa- CrC-C&CO 

0.4-1.6 

0.8 

5 

0.1-0.4 

3-50 

6-12 

1.6-6 

12-50 

0.8-3 

10 

0.1-1.6 

6-12 

3-12 

50-100 

>40 

> 40 

50- 100 

100 

12-50 

25- 100 

50-100 

25-50 

>40 

>loo 

25-50 

25-50 

“References: (1) Lederle, unpublished; (2) Fujisawa (1968~); (3) Fujisawa (1967~);  
(4) Fujisawa (1967d); (5) Fujisawa (1967e); (6) Lewis et 01. (1969). 
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TABLE XV 
AROMATIC AND HETEROAROMATIC CARBOXY-ACA 

Ring Gram-pos. range Gram-neg. range Reference a 

m o  

Unsubstituted 

P-Phenyl 

o , m ,  or p (F, C1, 
Br, CF,)  

m -  or p-H0,C- 

m - CH,OaC 

p -Pheny 1-S0,NH 

Pentafluoro 

P-CH,O, CF,S 

0, o‘-(CH,O), 

Ferrocene 

12-16 

1-25 

1 .6 -3  

50- 100 

6-25 

25-50 

3-6 

6-50 

12-100 

12-100 100 (2) 

3-25 100 (2) 

50- >lo0 100 (2) 

“References: (1) Chauvette et 01. (1963); (2) Lederle, unpublished; (3) Lewis et ul. 
(1969). 
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TABLE XVI 
CYCLOALIPHATIC ACYL-ACA 

RCO-ACA 

R Gram-pos. range Gram-neg. range Referencea 

3-12 50-100 (1 1 n 
( C % ) S T  CHCH, 

0. 4-1.6 50-100 (1) 

(p- 0.4-0.8 

6-25 

> 100 

t 100 

0 a I 

H 

0 a I 

CHS 

40 

1 

1 E 100 (1) 

"References: (1) Lederle, unpublished; (2) Fujisawa (1967m). 
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TABLE XVII 
MISCELLANEOUS CARBONYLACYL-ACA 

RCO-ACA 

R Gram-pos. range Gram-neg. range Reference” 

X = H  0.8-3 50- 100 (1) 

(2) - } 0.02-0.5 X = P-.Br,m-Br, 
m-I, CHS, CHsO 

(2) X = diCHsO 2-16 - 
(CHJ&H-CO- C(CH$,CH, 10 >40 (3 1 

OReferences: (1) Lederle, unpublished; (2) Glaxo (196th); (3) Fujisawa (1967g). 

TABLE XVIII 
SUBSTITUTED-UREA ACYLAMINO-ACA 

RCOACA 

R Gram-pos. range Gram-nea. range Reference” 

@ X I a N H  

C,H,OCOCH,NH 

5 

2 >40 (3) 

>40 (4) 

“References: (1) Fujisawa (1967h); (2) Fujisawa (19671); (3) Fujisawa (1967j); (4) 
Fujisawa (1966d). 



186 M. L. SASSIVER AND ARTHUR LEWIS 

TABLE XIX 
N-SUBSTITUTED AMINOACYL-ACA 

RCOACA 

MIC (Pg/ml)  

R Gram-pos. range Gram-neg. range References 

(CH,),C -0 -(CO)NHCH, 

40 

12-50 

3-6 

25-100 

0,4-1.6 

25 -100 

1.6-3 

0.8-6 

20 

>40 

25-100 

50- 100 

>loo 

12-50 

2 100 

25-100 

>loo 

> 40 

"References: (1) Fujisawa (1967k); (2) Lederle, unpublished; (3) Sassiver et ul. 
(1969); (4) Fujisawa (1969b). 
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TABLE XX 
MISCELLANEOUS DERIVATIVES 

R-ACA 

R 
~~~~ ~- 

Gram-pos. range Gram-neg. range Reference" 

0 
I I  

HC - 
1-15 

e o c o  10 40 

C,H,O-CO 

CHsOCH,CO 

C H,O,C CH,CO 

CH,(CH,),CH-CO 
I 
NS 

12-16 

3-12 

1-6 

0 . 2  

25->lo0 

50-100 

50 

>40 

M c o  
(5) 5 >40 

0.8-12 

1-6  50- 100 (7) 

"References: (1) Chauvette et ul. (1963); (2) Fujisawa (19670; (3) Lederle, unpub- 
lished; (4) Fujisawa (19660; (5) Fujisawa (1969~); (6) Parke, Davis (1969); (7) Sassiver 
et ul. (1969); (8) Fujisawa (1968d). 
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the possibility of enhanced biological activity. The 3-acetoxymethyl 
side chain has proved to be a fertile site for such transformations. 

1 .  Desacetylcephalosporins 

Citrus acetylesterase catalyzed the hydrolysis of the O-acetyl group 
in cephalosporin C to give desacetylcephalosporin C (Fig. lb) (Jeffery 
et al., 1961). The desacetyl derivative was readily converted into the 
lactone (Fig. 6) by treatment with dilute acid. This method of pre- 

FIG. 6. Cephalosporin C lactone. 

paring desacetylcephalosporins has been used with a variety of 7- 
acylcephalosporins. The corresponding lactones have been prepared 
by direct acid treatment of the cephalosporins (Chauvette and Flynn, 
1966; Cocker et al., 1965) or by treatment of the desacetyl derivatives 
with dilute acid or acetic anhydride (Van Heyningen, 1965). 

For a small serfes of cephalosporins, the desacetyl derivatives had 
about half the activity of the parent compounds against Staphylococci, 
while the lactones were comparable to the unmodified cephalosporins. 
When serum was added to the assay medium, there was a very marked 
decrease in the activity of the lactones (see Table XXI). From a com- 
parison of cephalothin with its desacetyl derivative, it appeared that 
the acetyl function was essential for high activity against gram- 
negative bacteria (Chauvette et al., 1962). This was also true for des- 
acetylcephaloglycin which was shown to be a metabolic product of 
cephaloglycin in blood and urine. It was about as active as the parent 
cephalosporin against Staphylococci but only about one-fifth as active 
against gram-negative organisms (Kukolja, 1968). 

Acylation of the 3-hydroxymethyl group of desacetylcephalosporins 
is difficult due mainly to the ease of cyclization to the corresponding 
lactones. Some acyl derivatives have been prepared under selected 
mild conditions or with protection of the 4-carboxyl group. For a small 
number of aroyl derivatives (see Table XXII), the activity against 
gram-negative organisms was significantly less than that of the corre- 
sponding cephalosporins (Van Heyningen, 1965). For a more extensive 
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TABLE XXI 
DESACETYLCEPHALOSPORS AND THEIR LACTONES 

H H 

RcoNP&c~oH 0 and RcoNpA 0 

R Gram-pos. range Gram-neg. range Reference" 

Desacetyls 

O C H  I 

NHa 
Lac tones 

Q-c. 

O S C H 2  

0 .5-4  

0 . 5 - 1 . 5  

0 , l - 0 . 3  

2-3 

0 .1  

1 . 3 - 3 . 4  

1-9 (60->200) 

0 . 1  (>loo) 

0 . 6  (>loo) 

0.2-2(23 - 3 7 ) b  

"References: (1) Chauvette et al. (1962); (2) Lilly (1969b); (3) Kukolja (1968). 
*With serum. 

series with a 7-phenylacetyl side chain, increasing the length of a 3- 
alkanoyloxymethyl side chain decreased activity across the spectrum, 
while for 3-benzoyloxymethyl and 3-arylacetoxymethyl compounds 
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TABLE XXII 
ACYL DEHIVATIVES OF DESACETYLCEPHALOSPORINS 

H 

C 0 . H  

M I C  (Irg/nil) -- 
R R' Crmi-pos. range Cram-neg. range Reference" 

@X, - ii-C,H, 0.16- 1 16-125 (1) 

(CHACHs 0.62-8 31-250 (1) 

CH,CH(CH,), 0.31-4 31->350 (1) 

C*H, 

FH(CH,),CH, 0.62-2.5 >350 (1) 

0.31-2 125->250 (1) 

C C H ,  0.08-'0.5 18-250 (1) 

0.16-2 4-125 (1)  

3 0.16-'0.5 16-125 <\A/ Hzcxc] 0.31-4 1250 

e - S C H 2  <:>CH3 0.006-  '0.1 20-54 

110-192 (2) 
5 4- \,k-OCH, 0.1-0.3 \-< 

OCH, 

<Y>CHz 0 0.025-0.1 18-37 (2) 

0.2-6 50-63 (2) 

~ 

"References: (1) Claxo (1966a); (2) Van Heyningen (1965). 



SEMISYNTHETIC CEPHALOSPORINS 191 

TABLE XXIII 
0-CARBAMYL DERIVATIVES OF DESACETYLCEPHALOSPORINS" 

CO,H 

MIC (@g/ml) 

Gram-pos. Gram-neg. 
R R' range range Reference (I 

Cl(CI€,),NH CH, 
NHCH, 
NHCI€,CH, 
NHCHaCHaC1 

CICHaC(CH,)2NH NCH, 
NCH,CH, 
NHCH,CI 
NHCI€&H,CI 

6-8 

30 

30 

4-8 

60 

125 

125 

60 

30-125 

15- 125 

15-60 

2-250 

4- 30 

15-60 

15- 125 

4-60 

"From Ciba (1965). 

the activity against gram-positive bacteria was often comparable to 
or occasionally even better than that of 7-phenylacetyl-ACA though 
the activity against gram-negative organisms were generally much 
poorer (Glaxo, 1966a). In series of 0-carbamyl derivatives of 7- 
[N'-(/3-chloroethyl)ureido]cephalosporins the reverse appeared to 
occur (see Table XXIII). Activity against gram-negative organisms was 
increased, while activity against Staphylococci was generally ap- 
preciably less (Ciba, 1965). 

2. Desacetoxycephalosporins 

Hydrogenation of cephalosporin C in the presence of palladium 
gave the desacetoxy derivative (Fig. lc) which on hydrolysis was con- 
verted to 7-aminodesacetoxycephalosporanic acid (7-ADCA or ADCA) 
(Fig. 3b). A limited series of 7-acyl derivatives of ADCA (Table XXIV) 
exhibited appreciably lower activity than the parent cephalosporins 
(Stedman et al., 1964), however, a series of substituted 7-phenylacetyl 
derivatives appeared to have comparable activity to the corresponding 
compounds with a 3-acetoxymethyl side chain (Ryan et al., 1969). The 
high potency and broad spectrum of activity of cephaloglycin (Fig. 
5a) prompted the preparation of series of substituted phenylglycine 
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TABLE XXIV 
7-ACYLAMINODESACETOXCEPHALOSPORINS 

H 

RcoNH+cH, 0 CO,H 

MIC (Fg/ml) 

R Gram-pos. range Gram-neg. range Referencea 

NH, 125-250 500->lo00 (1) 

5-20 31-62 (1) 

X = H  5-20 250 (1) 

3-Br 0 . 5  42.7 ->200 (2) 

3-NOa 1 > 50 (2) 

3-CFs 0.7 36->50 (2) 

4-CI 0 .8  >200 (2) 

4-N0, 1 . 4  >50 (2) 

4-CN 8 .1  > 50 (2) 

4-SCH, 12.1 > 50 (2) 

"References: (1) Stedman et ul. (1964); (2) Ryan et ul. (1969). 

derivatives of ADCA (Ryan et at., 1969). The D-phenylglycyl de- 
rivative of ADCA (cephalexin, Fig. 5b) retained about half the activity 
of cephaloglycin against gram-positive organisms and about one-fifth 
to one-half of its activity against gram-negative organisms (see Table 
XXV). A 3-hydroxy or 3-methoxy substituent in the phenyl ring of 
cephalexin did not appreciably alter the antibacterial activity, though 
other substituents produced a loss of potency particularly against 
gram-negative organisms. 

An important property of cephalexin is its efficient absorption from 
the gastrointestinal tract (EDs0 = 1.7 mg/kg mice versus Streptococcus 
pyogenes). Of the other analogs, only the 4-nitrophenylglycyl com- 
pound showed appreciable oral absorption (Ryan et al., 1969; Lilly, 
1969~). 
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TABLE XXV 
D-PHENYLGLYCYL DERIVATIVES OF ADCA' 

I 

C02H 

R Gram-pos. range Gram-neg. range 

X = H  3 . 5  

3- F 7 .2  

3-C1 1 .9  

3-Br 1 . 3  

3-OH 1 .7  

3-OCHS 4 . 1  

4-CI 4 . 4  

8.1 

9.3-19 

15.4 4 - 5 0  

17->50 

14.5->50 

8 .8-  20.9 

12-26 

19.8->50 

12.2-8.9 

"From Ryan et al. (1969). 

3. Derivatives Produced by Displacement of the Acetoxy Group by 
Nucleophiles 

Cephalosporin C was found to react with pyridine in neutral 
aqueous solution to give a derivative with enhanced antibacterial 
activity. It was named cephalosporin CA (pyridine) (Hale et al., 1961). 
The new derivative (Fig. Id) was formed by nucleophilic displace- 
ment of the acetoxy group. Subsequently, a large number of other 
nucleophilic reagents have been used for the displacement reaction in 
a variety of 7-acylaminocephalosporanic acids. 

The displacement reaction is a simple SN1 type where the rate is 
dependent solely on the concentration of the cephalosporin. Only 
protic solvents of high dielectric constant are suitable for the reaction. 
In practice, solvents are limited to mixed aqueous solutions or form- 
amide. Yields of pyridinium compounds obtained by reaction of 
cephalosporins with aqueous pyridine under a variety of conditions 
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TABLE XXVI 
ALKYL-SUBSTITUTED CEPHALORIDINES 

X Gram-pos. range Gram-neg. range Referencea 

H 0 . 3  3 . 8  (1) 

0 .02-6 .2  4-8 (2) 

0.4  2 .4-5 .6  (3) 

2-CH, 0 . 7  8 .8  (1) 

0.04-4 16 (2) 

3-CH, 1 . 6  4 . 8  (1) 

0.6-4 .8  3 .8-9  (3 1 

4-CH, 2 . 3  2 . 2  (1) 

1 .2-4 .6  1-13.1 (3) 

2 - C A  0 . 3  11.1 (3) 

3-CaHB 2 . 9  6 . 2  (3) 

4-CaHB 6 . 4  5 . 5  (3 1 

4-C,H,-n 7 . 3  3 . 4  (3) 

2, 4-di-CH3 0.08-2.5 16-62 (2) 

3, 5-di-CH3 4 . 2  9 . 3  (1) 

“References: (1) Spencer et d. (1967a); (2) Glaxo (1964d); (3) Lilly (196%). 

were normally less than 50%. The “theoretical” maximum yield was 
calculated to be 54% (Taylor, 1965). When the acetoxy group was 
displaced initially by a thio compound, and the thio derivative sub- 
sequently reacted with a tertiary amine in the presence of silver or 
mercury salts, higher yields were obtained (Glaxo, 1965a). Similarly, 
when thiocyanate or iodide salts were used to saturate the solvent 
mixture, yields of displacement products exceeded the “theoretical 
maximum” (Spencer et al., 196713). The role of thiocyanate or iodide 
in increasing the yield is not defined. 

The product of displacement of the acetoxy group in cephalothin by 
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TABLE XXVII 
HALOGEN-SUBSTITUTED CEPHALORIDINES 

195 

MIC (fa/ml) 

X Gram-pos. range Gram-neg. range Referencea 

F 0.2 9.1 (1) 

0.1-0.2 7.1-34.2 (2) 

c1 0.2 0.3 (1) 

0.1-0.3 6.2-13.6 (2) 

Br <0.1 6.0 (1) 

< 0.1-0.2 4.4-14.5 (2) 

I 

"References: (1) Spencer et ol. (1967a); (2) Lilly (1969a). 

pyridine was named cephaloridine (Fig. 4b). This derivative was 
about two to four times as active as the parent compound against 
gram-positive bacteria and about equal against gram-negative bacteria. 
The spectrum of activity of the two compounds is essentially the same 
though minor variations do occur (Barber and Watenvorth, 1964). 

Among cephaloridines, alkyl substitution of the pyridine ring 
causes small but definite changes in biological activity (Spencer et al., 
1967a). Comparing 2-, 3-, and 4-substituted derivatives there is a 
trend to decreased activity against gram-positive organisms and in- 
creased activity against gram-negative organisms (Table XXVI). In- 
troducing a halogen into the 3-position of the pyridine ring may pro- 
duce increased activity against gram-positive bacteria accompanied 
by a slight reduction in activity against gram-negative bacteria (see 
Table XXVII). Of other subsituted pyridinium derivatives of cephalo- 
thin, those with 2- and 3-substituents had generally lower activity than 
cephaloridine, while many 4-substituted derivatives such as 4- 
hydroxymethyl, 4-carboxamido, and 4-monoalkylcarboxamido pyri- 
dinium derivatives had activity similar to that of cephaloridine (Tables 
XXVIII-XXXI). The 4-carboxamide derivative had the greatest 
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TABLE XXVIII 
AMIDE-SUBSTITUTED CEPHALO~DINES 

MIC ( w / m l )  

X Gram-pos. range Gram-nag. range Reference 

3-CONH, 

4-CONH, 

3-CONHCH, 

4-CONHCH, 

S-CONHC,H, 
4-CONHCaH, 
3-CON(CH,), 
4-CON(CHS), 
3-CON(CaH8), 

4-CONH(CHz),CH, 
4-CONHCH (CH,), 

0.5 
0.2 

0.04-0.32 
0.4 

0.4-0.9 
0.4 
0.4 
0.4 

0.3-0.4 
0.04-1 

0 .3  
0.31-2 

0.5 
0.5  

0.16-4 
0.4 
0.6 

0.3 

4.8 
4.2-9.2 

6-16 
2 

3.6-5 
6 

6.6-17.8 
4 

5-11.8 
31-125 
8.0 

16-250 
22 
21 

31->250 
6 
9 

9 

J-CONHC&OH 0.3-1 <4-8 (3 ) 
4-CONHC&OH 0.3 4 (1) 

0.08 -< 0.5 (4-8 (3 1 
I-CH&ONH, 0.08-2.5 4-16 (3) 

~ 

“References: (1) Spencer et ol. (1967a); (2) Lilly (19694; (3) Glaxo (1964d). 

activity against gram-negative organisms of any pyridinium deriva- 
tive. This was true in the 7-phenylacetyl series (Table XXIX) also 
(Spencer et ul., 1967a). 

The effect of various 7-acyl side chains on pyridinium-substituted 
cephalosporins is shown in Tables XXXII and XXXIII. Derivatives 



T A B L E  XXIX 
CARBOXAMIDE-SUBSTITUTED 7-PHENYL-ACA PYRIDINIUM DERIVATIVES 

MIC (C(g/ml) 
X Gram-pos. range Gram-neg. range Referencea 

H 1.8 9 (1) 

3-CONH2 0 . 8  10 (1) 

8-25 (2) 

4-CONHa 0 . 5  5 (1) 

3.6-36 (2) 

4-CONHCH, 0 . 3  6 (1) 

4-CONHC%OH 0 . 3  6 (1) 

“References: (1) Spencer et d. (1967a); (2) Li l ly  (196513). 

T A B L E  XXX 
CARBOXYLIC ACID-, ESTER-, OR NITRILE-SUBSTITUTED CEPHALORIDINES 

MIC (Pg/ml) 
X Gram-pos. range Gram-neg. range Reference4 

3-COP 2 .1  7 (1) 
4-COa 2 .7  16 (1) 

3-C0,CHs 0.16-4 <4-8 (2) 

4-COaCH, 0 . 8  8 (1) 

0 .25-1 2- 4 (4 
0.6-1 .3  2- 43 (3) 

3-COaC$i6 0.08-1 <4-31 (2) 

3-CN 0 . 4  15 (1) 
0 .3-0 .5  11-44 (3) 

4-CN 0 . 5  7 (1 ) 

0.4-0.5 5 . 6 -  12.2 (3) 

4-CHaCO$ 5.7 8 (1) 

“References: (1) Spenceretal. (1967a); (2) Glaxo (1964d); (3) Li l ly  (1969a).  
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TABLE XXXI 
MISCELLANEOUS SUBSTITUTED CEPHALORIDINES 

MIC (~rg/ml) 
X Gram-pos. range Gram-neg. range Referencea 

3-OH 1 . 9  16 (1) 

0 .9-3 .4  4 .8-57 .5  (2) 

2-CH20H 0.04-< 0 .5  <4-31 (3 1 

3-CH20H 1 . 5  5 . 3  (1) 

0 . 4 - 1 . 9  4 . 2 - 9 . 2  (2) 

4-C%OH 0 . 9  3 (1) 

1 .8-3 .1  4 .1-16 .8  (2) 

3-COCH, 0 . 1 - 0 . 4  7-46.3 (2) 

4-COCH, ( 0 . 1 - 0 . 2  3.3-8.1 (2) 

4-CF, 0 . 2  4 (1) 

3 4 0 3  0 . 7  19.7 (1) 

“References: (1) Spencer et (11. (1967a); (2) Lilly (1969a); (3) Glaxo (1964~1). 

with the thiophene-2-acetyl side chain were clearly the most potent 
against gram-negative bacteria and, in most cases, against the gram- 
positive bacteria too. 

Many other nucleophiles besides pyridines have been used to 
displace the acetoxy group of cephalosporins. Cephalosporin C re- 
acted with sodium thiosulfate to form a Bunte salte (Fig. l e )  of higher 
activity than the parent antibiotic (Demain et al., 1963a). This ex- 
plained an earlier observation that sodium thiosulfate appeared to 
stimulate the biosynthesis of cephalosporin C (Demain and Newkirk, 
1962). 

Subsequently, a large number of derivatives have been formed by 
the use of sulfur nucleophiles to displace the acetoxy group. A group 
of xanthate derivatives of cephalothin were prepared by Van Heynin- 
gen and Brown (1965). They were comparable to cephalothin against 
gram-positive organisms though their gram-negative potency was 
relatively poor (Table XXXIV). The same was true, in general, of 
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TABLE XXXII 
VARIOUS ~-AcYL-ACA PYRIDINIUM DERIVATIVES 

MIC (pg/ml) 
R Gram-pos. range Gram-neg. range Referencea 

0.3 3.8 (1) 

0.02-6.2 4-8 (2) 

0.02-2.5 <4-16 (2) 

0 . H .  1.8 9 

H 0 2 C C H , n  CH, 3.12-12.5 8.25-12.5 

5.5 

CH, 
H 0.4 

“References: (1) Spencer et al. (1967a); (2) Glaxo (1964d); (3) Lewis et d. (1969a). 

simple dithiocarbamates of cephalothin (Van Heyningen and Brown, 
1965) (see Table XXXV), and of N,N-dimethyldithiocarbamates of 
other 7-acylcephalosporins (Glaxo, 1964c, Table XXXVI). Dithio- 
carbamate derivatives containing a piperazine ring had better activity, 
the most active being the 4-methyl derivative (compound 1, Table 
XXXVII). The zwitterionic derivatives of dithiocarbamates were, as a 
group, about half as active as the piperazino compounds (see Table 
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TABLE XXXIII 
VARIOUS ~ - A C Y L - A C A  4'-CARBOXAMIDO PYRIDINIUM DERIVATIVES 

MIC (fa/ml)  
R Gram-pos. range Gram-neg. range Reference0 

0.4 2 (1) 

W C H ,  0 .8  9 . 7  (1) 

O C H ,  0 .9  8 . 6  (1) 

0.7-1.2 8.1-14 (2) 

0 .5  5 (1) 

0 

Q-WH* 2. I 

1.5 17 

%References: (1) Spencer et al. (1967a); (2) Lilly ( 1 9 6 9 a ) .  
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TABLE XXXIV 
XANTHATE DERIVATIVES OF CEPHALOTHIN" 

20 1 

C02Na 

R Gram-pos. range Gram-neg. range 

- C A  0.05-0.7 6- 83 

-(CHa)aCHs 0.025- 1.3 5-84 

-CH(CH,), 0.05-0.7 9->200 

-(CH,),CH, 0.05-0.3 8-108 

-(CH,hCH, 0.2-0.4 14->200 

0.05-0.4 6-107 

0.025-0.7 6-116 

U 
-0 

"From Van Heyningen and Brown (1965). 

XXXVIII). Quaternized piperazine derivatives (see Table XXXIX) 
were less potent than their parent compounds (Van Heyningen and 
Brown 1965). 

Displacement of the acetoxy group by thiourea, or cyclic analogs of 
thiourea, gave cephalosporin derivatives (see Tables XL and XLI) 
with generally good gram-positive activity (Glaxo, 1963). High gram- 
positive and gram-negative potencies were claimed for a series of 
heterocyclic thiol derivatives (see Table XLII) of sydnone cephalo- 
sporin (Fujisawa, 1969f). 

Thio acids gave cephalosporins with good gram-positive and 
moderate gram-negative potencies (Glaxo, 1965b). Where the com- 
parison could be made, they were similar in activity to their oxygen 
analogs (see Table XLIII). 

Azide displacement of the acetoxy group has given a series of 3- 
azidomethylcephalosporins (Glaxo, 1966b). Although they had good 
gram-positive potency, they were generally poorly active against 
gram-negative bacteria (see Table XLIV). Exceptions to this were the 
7-methylthioacetyl, 7-ethylthioacetyl, 7-(p-amino) phenylacetyl, and 
7-thienylacetyl analogs, which had good gram-negative potency. An 
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TABLE XXXV 
DITHIOCARBAMATES OF CEPHALOTHIN" 

X Gram-pos. range Gram-neg. range 

-NHCH, 0.4-1.5 9 -> 200 

-NH(CHZ),CH, 1 . 2  11->200 

--N(CzHJz 0.1-0.6 13-134 

-.3 
H,C' 

-NCHzCHzOH 
I 

CH3 

-N(cH,c%oH), 

0.1-0.8 4-44 

0.2-0.8 16-115 

0.1-0.4 12-42 

0.2-1 18-124 

0.05-0.2 13->ZOO 

---NCH,(CHOH),CH,OH 0.4-2.4 72-141 
I 

CH3 

"From Van Heyningen and Brown (1965), 
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TABLE XXXVI 
DIMETHYLDITHIOCARBAMATES OF ~-AcYL-ACA'S" 

H 

RcoNy> 0 ' CH,SCN, f ,CH, 
C0,Na CH, 

R Gram-pos. range Gram-neg. range 

0.04-2.5 62->25 

QCHz 

0.08-0.31 >250 

0.08->2.5 >250 

0.16-1.25 62->250 

0.02-0.3 1254250 

0.16-0.62 125-250 

0.08-0.62 16-250 

0.04-0.6 16-62.5 

"From Glaxo (19644. 
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TABLE XXXVII 
PIPERAZINO DITHIOCARBAMATES OF CEPHALOTHIN" 

R Gram-pos. range Gram-neg. range 

1 -Adamantane 

0 . 0 2 5 - 0 . 4  

0 . 5  

0 .05 -0 .4  

0 . 5  

0 .05 -1  

0 . 0 5 - 0 . 6  

0 . 1 - 0 . 3  

0 . 1 - 0 . 4  

< 0 . 0 2 5 - 0 . 4  

( 0 . 0 2 5 - 0 . 3  

2-4 

2 .8 -12  

5-26 

5-46 

4 .5 -28  

5-72 

8->100 

6- 14 

33->lo0 

14->lo0 

"From Van Heyningen and Brown (1965). 

TABLE XXXVIII 
ZWITTERIONIC DITHIOCARBAMATES OF CEPHALOTHIN" 

MIC ( w / m l )  
R' Gram-pos. range Gram-neg. range 

CH,CH,N(C,H,),- H+ 3.13-25 >250 

CH,CH,N(CH~)C,H,,.H+ 0 .78 -6 .7  >200 

CH,CH,N(CHS),~ H+ 0 . 4 - 2 . 4  18-110 

CH,CH,N(n - C$I,),. H+ 0.8 11-118 

CH,CH,CH,N(C,H,),.H+ 0 .048-0 .8  10-88 

CHzCH,N(C,H,),* H+ 0 . 0 5 - 0 . 3  5- 60 

CH,CH~N(C,H~) , .H+ 0 .04 -0 .7  16- 100 

"From Van Heyningen and Brown (1965). 
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TABLE XXXIX 
QUATERNIZED PIPERAZJNO DITHIOCARBAMATES" 

R Gram-pos. range Gram-neg. range 

0.05-0.4 7-37 

-(CH,)zCHa 0.05-0.5 7-13 

--CH,CH=CH, 0.1-0.8 6-88 

-(CHz)&H, 0.05-0.4 7-106 

CH, 

"From Van Heyningen and Brown (1965). 

extensive series of 3-azidomethyl derivatives has been prepared 
where the 7-acyl side chain was derived from glyoxylic acids (Glaxo, 
1968b). No information on the gram-negative potencies of these com- 
pounds was reported. The gram-positive activities were generally 
good particularly for p-substituted phenylglyoxalyl acid derivatives 
(see Table XLV). 

Reduction of 3-azidomethylcephalosporins gave the corresponding 
3-aminomethyl analogs (Glaxo, 1964a). These had very poor gram- 
negative activity but generally better gram-positive activity than the 
3-azidoniethylcephalosporins from which they were derived (Table 
XLVI). The 3-aminomethyl derivative of 7-phenylacetyl-ACA was 
acylated with a variety of acyl groups (Glaxo, 1964a). The series had 
only moderate gram-positive and poor gram-negative activities. The 
best compound in the series, the N-acetyl derivative (compound 2, 
Table XLVII) did not compare favorably with 7-phenyl-ACA. 

A series of 3-alkoxymethyl derivatives of cephalothin had poor 
gram-negative activity (see Table XLVIII). The same was generally 
true of a series of 3-methoxymethylcephalosporins (Table XLIX), 
though those with 7-phenylglycyl, 7-(a-formyloxy)phenylacetyl, and 
7-(p-fluoro)phenylacetyl side chains were exceptions (Glaxo, 1969). 

C. MISCELLANEOUS MODIFICATIONS 

1. Double-Bond Isoinerizution 

Under certain conditions, the double bond of the thiazine ring of 
cephalosporins can shift from the 3,4- to the 2,3-position. The iso- 
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TABLE XL 
THIOURONIUM DERIVATIVES OF ~-AcYL-ACA'S" 

O S C H ,  

0.08-0.31 

0.16-0.62 

0.04-0.16 

0.02-0.16 

0.04-0.15 

0.04-0.08 

0.08-0.16 

0.5-2.0 

0.01-0.15 

0.01-0.08 

0.02- 0.08 

<0.01-0.31 

0.05-0.62 

0.01-0.16 

0.08-0.62 
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TABLE XLI 
CYCLIC ANALOGS OF THIOURONNM DERIVATIVES O F  7-AcYL-ACA's 

H 

RcoNp& 0 co; CH,SX 

R X Gram-pos. range Reference" 

H0,CCH (CH,), 
I 

NH2 
20 (1) 

31 

0.5 

0.04-0.08 

0.04 

( - p H *  
S 

"References: (1) Glaxo (1963); (2) Van Heyningen (1967). 
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TABLE XLII 
HETEROCYCLIC THIOL DERIVATIVES OF SYDNONE-ACAW 

+ 

C0.H 0- 

~ ~~~ ~ ~~ 

X Gram-pos. range Gram-neg. range 

0.5 

0.5 

<OIQc, 0.25 
N 

0.25 

N NO, 

0.25  

2 

5 

2 .5  

2.5 

2 . 5  

“From Fujisawa (1969f). 

merization is base-catalyzed, and at equilibrium the ratio of isomers is 
usually about A2:A3 = 7:3 (Cocker et al., 1966). The A2-isomers are 
essentially devoid of antibacterial activity and their p-lactam ring is 
much more stable to basic hydrolysis than the P-lactam ring of normal 
(A3) cephalosporins. 

It has been postulated that p-lactam antibiotics act by combining 
irreversibly with an enzyme essential for cell wall synthesis by p- 
lactam acylation of the active site (Cooper, 1956; Collins and Rich- 
mond¶ 1962). The essential lack of activity of A2-cephalosporins, even 
though the corresponding A3-cephalosporins are highly active, has 
been attributed to greater stability of the p-lactam ring in the Az- 
cephalosporins. The possibility that the lack of activity is due to “in- 
correct” configuration of the carboxyl group was discounted when it 
was established that the 4-carboxyl group in A2-cephalosporins has the 
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TABLE XLIII 
THIO ACID DERIVATIVES OF CEPHALOTHIV 

209 

C02H 

R 

c o o  
CH,O 

CO a O C H 3  

C O B  

O2N 

CO+2 

c o e  
N’ 

0.16-4 

0.02-4 

0.04-(0.5 

0.04-4 

0.08-8 

0.08-9 

0.04-8 

0.04-2 

0.02-1 

0.04-2 

14-250 

4- 125 

< 4- 250 

31-125 

16->250 

< 4- 250 

125- 250 

< 2-32 

< 2->250 

8->250 

125-250 

“From Glaxo (196513). 
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TABLE XLIV 
3-AZIDOMETHYL CEPHALOSPORINS" 

M I C  ( d m l )  
R Gram-pos. range Gram-neg. range 

CH,=CHCH, 0 . 0 4 4  0 . 5  L 250 

CHa(CHz)zCH(SCHa) 0.62-4 2 50 

CH,SC& 0.16-0.6 4-31 

C,H,SCH, 0.02-0.08 16-31 

(CHa)$mCH, 0.6-1.25 31-250 

@CH2), 0.08-(0.5 125-250 

0 ( c H 2 ) 3  0.04-cO.5 t 250 

Q-W4 0.005-<O. 5 > 250 

O C H  I 0.31-4 E 250 

CH, 

0.04-<O. 5 2-250 

0.04-<0.5 62-25 
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TABLE XLIV (continued) 

MIC (M/ml) 
R Gram-pos. range Gram-nag. range 

0.62 

(0.5-0.62 

0.16- 1 

0.01-0.6 

0.08-< 0.5  

0.04-(0.5 

0 . 0 4 4  1 

0.04-0.16 

0.06-< 2 

0.08-0.16 

0.04-<0.5 

4-62 

62- 250 

1 2 5 2  250 

P 250 

a50 

31->250 

250 

>250 

>250 

125-250 

>250 

>250 

> 250 

E 250 
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TABLE XLIV (continued) 

MIC (Fe/ml) 
R Gram-poe. range Gram-neg. range 

a \ /  

WSCH* 
( 0 ) . . H z  - 2 

0 . 0 4 4  0.5 

0.16-0.62 

0.04-0.5 

0.02-<0.5 

0.02-<o. 5 

0.04-< 0.5 

0.08-0.31 

<0.05-31 

0.04-0.5 

>250 

<8-62 

2 250 

125-250 

62-125 

250 

125->250 

Z 250 

P 250 

~~ ~~ 

*From Glaxo (1966b). 
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TABLE XLV 
3-AZIDOMETHYL-7-cLYOxALYL CEPHALOSPORINS" 

213 

R 

x -  0 
X = H  

4-CHs 
2- F 
4- F 
2 4 1  
3-C1 
4-C1 
2-Br 
3-Br 
4-Br 
3-1 
2-OCHs 
3-OCHs 
4-OCH3 
4-NO, 
4-NH2 

4-(CHs)zN 
4-HCONH 
4-CHsCONH 

0.31-1.25 
0.03-2 
0.02-4 
0.04-1 

0.6-2 
>0.08-4 

0.08-<0.5 
1.25-8 
0.04-<0.5 
0.08-4 
0.04-0.6 
1.25-4 
0.02-< 0.05 
0.08-0.61 

0.6- 2 
0.31-<0.5 
0.31-1.25 
0.62-4 
>2.5-16 

I 

CO,H 

[D ! -  

X = 2-OCH3, Y = 5-CH, 
2-OCHs 4-OCH, 
2-OCH3 5-OCH3 
2-OCH3 5-C1 
2-CI 4-C1 
2-c1 5-C1 
3- NO, 4-C1 
3-HCONH 4-C1 

2.5- 16 
>2.5-8 

2.5-16 
1.25-8 
0.31-4 
0.31 -4 
0.62-4 
0.62-4 

0.04-< 0.5 

2.5-1.25 

Q- 0.16-1.25 

"From Claxo (1968b). 
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TABLE XLVI 
3-AMINOMETHYL CEPHALOSPORINS‘ 

R Gram-pos. range Gram-neg. range 

0.6->25 >250 

0.04-0.08 > 250 
0.32-2.5 > 250 

QCHz 0.08-2.5 >250 

“From Glaxo (1964a). 

same absolute configuration as the 3-carboxyl group in penicillins 
(Van Heyningen and Ahern, 1968). 

2. Modification of the 4-Carboxyl Group 

Attempts to modify the 4-carboxyl group in cephalosporins were 
complicated by  isomerization to A*-cephalosporins; however, some 
derivatives have been prepared without isomerization. For example, 
treatment of cephalosporanic acids with diazoalkanes gave pure A3- 
esters, whereas cephalosporanate salts with active halo compounds 
gave isomeric esters mixtures (Cocker et al., 1966). The mixed an- 
hydride formed by reaction of 7-phenyl-ACA and ethyl chloroformate 
gave A3-carboxamides on treatment with amines. In contrast, cephalo- 
thin under the same conditions gave mixtures of Az- and A3-isomers 
due to rapid isomerization of the mixed anhydride. Simple esters and 
amides of cephalosporins are much less potent than the corresponding 
acids (Chauvette et al., 1963). 
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TABLE XLVII 
3-ACYLAMINOMETHYL-7-PHENYLACETYL-AcA'S" 

MIC (Pg/ml) 
R Gram-pos. range Gram-neg. range 

COH 0.63-1.25 250 

COCH, 0.62-2.5 62-125 

COCPH, 0.31-2.5 250 

co,c2% 0.32-1.25 250 

C O G  0.16-2.5 125-250 

02c* 0.16-2.5 250 

COH2C -Q 0.4-1.6 250 

COCH,O a 0.16-2.5 250 

co+, 0.01 -0.31 250 

..aNoz 0.16-0.62 250 

- 

NO2 

1.25- 2.5 250 

0.3- 1.25 250 
co D 

0.63-2.5 250 
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TABLE X L V ~  (continued 

MIC ( d m l )  
R Cram-poe. range Cram-nag. range 

0.32-2.5 250 

SO,CH, 1.25 125-250 

0.02-0.08 250 

0.6-2.5 62-125 

1.25 125-250 

"From Glaxo (1964a). 

TABLE XLVIII 
3-ALKOXYMETHYL DERIVATIVES OF CEPHALOTHIN' 

CO&I 

M I C  ( W m l )  
R Gram-pos. range Cram-neg. range 

CH, 0.04-4 125-250 

CZH, 0.08-0.62 2 250 

(CHz)zCH, 0.16-16 125 

CH(CHJa 0.02-8 >250 

"Froin Glaxo (1969). 
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TABLE XLIX 
3-METHOXYMETHYL CEPHALOSPORINS" 

MIC b g / W  
R Cram-pos. range* Gram-neg. range 

NCCH, 

CH,SCHI 

BrCH, 

21,c 

CI,CCH,O 

0.16-0.62 

0.31-16 

0.3-0.6 

1 .25 -4  

2.5-4 

0.04-4 

Z 250 

125-250 

31-125 

250 

2250 

250 

L'I <cJ- CH, 0.6-31 250 

0.04-31 31-250 

62->250 0 .08 -1 .25  

0 . 1 6 - 2  62- 125 

0 .04 -0 .5  > 250 

0.31-4 8-16 
(10 hours) 

0.62-8 

0.62-4 

16-62 
(21 hours) 

16-31 (3.. I 

(>?H 

OCOH 

OCOCH, 
i- 

R e - O C H . ,  

0 .3 -8  62-150 

0 .03 -0 .6  31 - 125 

0.04 -'. 0 . 5  2250 

"From Glaxo (1969). 
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When the carboxyl group of cephalothin was activated directly by 
N,N’-dicyclohexylcarbodiimide, and then reacted with t-butylalanin- 
ate, no isomerization occurred. The A3-alanine ester was hydrolyzed 
to give the A3-cephalosporanoyl alanine (Fig. 7) which had poor anti- 
bacterial activity (Chauvette and Flynn, 1966). So far, no satisfactory 
general method for the preparation of cephalosporin esters or amides 
via an activated carboxyl derivative has been reported. 

~ O N H C H C O ~ H  
I 

CH, 

FIG. 7. Alanine amide of cephalothin. 

3. Other Modijications 
Cephalosporins may be oxidized by periodate to either the corre- 

sponding sulfoxides or sulfones. Both these modifications cause a 
drastic reduction in antibacterial activity (Cocker et al., 1966). 

Oxidation of the 4-methyl ester of desacetylcephalothin with 
manganese dioxide gave the 3-aldehyde which had weak antibacterial 
activity. Attempts to hydrolyze the aldehyde methyl ester to the free 
acid were unsuccessful (Chamberlain and Campbell, 1967). 

Phenoxymethylpenicillin sulfoxide rearranges under acid catalysis 
to give a decarboxylated desacetoxycephalosporin (Morin et al., 1963). 
Rearrangement of phenoxymethylpenicillin sulfoxide methyl ester 
gave, among other products, two cepalosporin derivatives (Fig. 8) 
(Morin et al., 1969b). The ester (Fig. 8a) underwent limited hydrolysis 
in pH 7 buffer to the corresponding acid, however, mild alkaline 
hydrolysis of the ester (Fig. 8b) gave only A2-acid. An attempt was 
made to correlate the acylating power of some of these cephalosporins 

CO,CH, 

(4 
CO,CH, 

(b) 

FIG. 8. Two products of phenoxymethyl penicillin sulfoxide rearrangement. 
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with their biological activity (see Table L) using the infrared fre- 
quency of the p-lactam as an indicator of the acylation ability (the 
more highly strained the p-lactam ring, the higher the infrared fre- 
quency, and also the more reactive the p-lactam is as an acylating 
agent). 

Ill. Resistance to Cephalosporinases 

A. OCCURRENCE 
In 1963, Fleming et al. (also Goldner et al., 1968) reported the isola- 

tion of a filterable enzyme from a strain of Enterobacter cloacae. This 

TABLE L 
CORRELATION OF ACTIVITY WITH INFRARED FREQUENCY OF P-LACTAW’ 

Bioassay p-Lactam 
Structure (Oxford units) frequency,c cm-l 

~ C H 2 0 C O C € I s  300 1792 

+Ha 25 1785 

C O P  

H 2 C & O C O C H 8  6 1784 

C 4 R  

H A H s  15 1780 

C02R 

low 1780 

“From Morin et al. (1969b). 
*Determined on the salts against a penicillin G-sensitive Staphylococcus aureus 

cDetermined on the methyl esters in chloroform solution. 
strain. 
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enzyme had P-lactamase activity because it caused loss of the typical 
5.62 p infrared band of the cephalosporin p-lactam; it was termed a 
cephalosporinase because it hydrolyzed cephalosporin C 200 times 
faster and phenylacetyl-ACA twelve times faster than benzylpeni- 
cillin. Study of 1000 strains of Enterobacteriacae showed that in many, 
but not all, instances bacterial resistance to cephalosporins was as- 
sociated with a demonstrable production of cephalosporinase. Chang 
and Weinstein (1964) found cephalosporinase activity in a great num- 
ber of gram-positive and gram-negative organisms; a strain of Herella 
was twelve times more active against cephalothin than against ben- 
zylpenicillin, but attempts to separate penicillinase and cephalo- 
sporinase activity failed. This observation was confirmed and quanti- 
tated (Bowman et al., 1965). 

These and similar reports were included in Pollock’s (1965) review 
and critique of the entire field of enzymatic degradation of penicillins 
and cephalosporins. Of the three possible sites of enzymatic cleavage 
of cephalosporins which Pollock discussed, the P-lactamase activity 
(site b, Fig. 9) has received far more attention than either the amidase 
(site a) or esterase activity (site c ) .  

FIG. 9. Sites of enzymatic cleavage in cephalosporins. 

B. CHEMISTRY 

The chemistry of the p-lactam cleavage process has received some 
attention. Loss of the 5.62 p infrared band was mentioned above. 
Sabath et al. (1965) found acidimetric evidence for the simultaneous 
expulsion of the 3-acetate in cephalosporin C and cephalothin, and 
of the 3-pyridine in cephaloridine. These results were similar to those 
of Eggers et al. (1965) who degraded phenylacetyl-ACA to a thiazine 
product (Fig. 10). The exact nature of the enzyme-degraded products 
was not elucidated, however. With the exception of cephalosporin C 
lactone (and presumably all cephalosporin lactones), which forms a 
spectrophotometrically stable species at 265 mp on enzyme cleavage, 
3-acetoxycephalosporins such as cephalosporin C and cephalothin 
give an unstable species, max 230 mp. Recently, Newton et al. (1968) 
studied the enzyme reaction in greater detail and postulated the struc- 
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CHa 
C02Na 

Thiazhe product 
(after tautomeric shift 

of double bonds) 

FIG. 10. Degradation ofghenylacetyl-ACA with sodium benzyloxide. 

ture (A) in Fig. 11 as the unstable species resulting from either hy- 
drolysis of cephalosporins by B .  cereus p-lactamase or, equivalently, 
by dilute aqueous ammonia solution. Structure (B) would result from 
the lactone. Structure (A) and the thiazine of Fig. 10 differ only by the 
addition of one mole of water and the position of the double bond in 
the heterocyclic ring. From the hydrolysis mechanism given, a ration- 
alization of the slower rate of hydrolysis of desacetylcephalosporins 
(3-CHZOH) can be made: the - OH group is a poorer leaving group 
than either acetate or pyridine, hence the simultaneous cleavage 
reaction is inhibited to some extent. 

The question of whether or not discrete cephalosporinase and 
penicillinase enzymes coexist in the same organism has been con- 
sidered. Many instances of a given enzyme preparation having a 
differential activity against penicillins and cephalosporins are re- 

H - 
kO,H 

RCONH 

o d 2 C H 2 0 € l  HO H COIH 

RCOYH 

0 

FIG. 11. Hydrolysis of cephalosporins with Bacillus cereus p-lactamase or with 
dilute NH,OH. 
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corded. In addition to the earlier work already cited, Hamilton-Miller 
et al. (1965) showed that cephaloridine was inactivated 2 to 38 times 
faster than benzylpenicillin by strains of E. coli and Proteus morganii, 
0.1 to 0.7 times slower by strains of Klebsiella-Aerobacter and Aero- 
bacter cloacae, and concluded these activities result from a single 
enzyme. (Interestingly, cephaloridine was found to permeate every 
gram-negative organism tested, unlike ampicillin or benzylpenicillin). 
Multiple-resistant and methicillin-resistant Staphylococci were much 
less susceptible to cephaloridine that were merely benzylpenicillin- 
resistant organisms (Ridley and Phillips, 1965). Since each of these 
organisms were demonstrable penicillinase producers, the commonly 
accepted dictum that cephalosporins are resistant to penicillinase 
must be qualified. Cephalothin was found more inhibitory than 
cephaloridine against 100 strains of benzylpenicillin-resistant 
Staphlococcus aureus (Benner et al., 1965) using high inocula, and 
this was shown to be directly related to their relative rates of de- 
activation by penicillinase. A highly purified penicillinase, with 
only 0.01% as much cephalosporinase activity, has been prepared 
from B.  cereus (Sabath and Abraham, 1966), but a correspondingly 
highly specific cephalosporinase from the same organism could not 
be made. 

C. COMPETITIVE INHIBITION 
Cephalosporins have been found which competitively inhibit the 

effect of p-lactamase on other cephalosporins (O’Callaghan et al., 
1967, 1968, 1969). These workers (1967) noted that p-lactamase- 
elaborating gram-negative organisms are fairly resistant to cephalor- 
idine and cephalothin (MIC 250 pglml), whereas, non-p-lactamase- 
producing organisms are inhibited at 2-16 pglml. Aerobacter aero- 
genes and Proteus morganii P-lactamases are, in addition, much more 
active against cephalosporins than against penicillins. In screening 
some 90 cephalosporin analogs against these two cephalosporinases, 
three activity groups were discerned. A v e y  susceptible class in- 
cluded arylacetyl-ACA’s such as cephalothin, cephaloridine, and 
phenylacetyl-ACA. Of intermediate resistance were a-substituted 
arylacetyl-ACA’s such as a-chlorophenylacetyl-ACA. A highly re- 
sistant group consisted of aroyl-ACA’s as illustrated in Fig. 12, of 
which the 2,s-disubstituted benzoyl derivatives were described as 
completelu insusceptible to enzyme degradation. These completely 
insusceptible derivatives protected cephalothin, cephaloridine, and 
cephaloglycin from enzymatic cleavage; combinations of an enzyme- 
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RCO - ACA 

@ (X  = CH,, CH,O, C1) 

X 

FIG. 12. Aroyl-ACA’s highly resistant to cephalosporinase. 

resistant and an enzyme-sensitive cephalosporin were four- to sixty- 
fold more active in vitro than either analog alone. This synergism 
carried over to Proteus infections in mice. Further in vivo studies by 
O’Callaghan et al. (1969) were disappointing, however, when it was 
discovered that, in general, the aforementioned “insusceptible” 
cephalosporins were less active as competitive inhibitors in vivo than 
in uitro. Since incubation of these compounds with rat liver homogen- 
ate (a known means of deacetylating cephalosporins) brought about 
the same decrease in effect, it was concluded that 3-deacetylation was 
the cause. An order of decreasing activity as competitive inhibitors 
of various 3-substituted analogs of 2,6-dimethoxybenzoyl-ACA (Fig. 
13) paralleled the order of decreasing ease of cleavage of the p-lactam 
function of each derivative. 

The suggestion that the mechanism of competitive inhibition is a 
preferential acylation of the cephalosporinase by the inhibitor via its 
p-lactam function is supported by the failure of A2-cephalosporins to 
act as competitive inhibitors, even though they are enzyme resistant. 
As pointed out by O’Callaghan et aZ. (1969), citing Van Heyningen 

OCH, 

C02H 

R: -N, > -OCOCH, -SCON(CH,), 3 -OH 

FIG. 13. Decreasing order of effectiveness of certain competitive inhibitors of 
cephalosporinase. 
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and Ahern (1968), the p-lactam of A2-cephalosporins is more stable 
than in normal A3-cephalosporins, and therefore does not acylate 
the cephalosporinase. With these thoughts in mind it would appear 
attractive to prepare and evaluate the properties of the 3-methyl- 
cephalosporin analog of the structure shown in Fig. 13 (where R =  H). 

The penicillins nafcillin and oxacillin are also competitive inhibitors 
of the destruction of cephalothin by strains of E .  coli and Klebsiella- 
Aerobacter, but only additive effects were observed with Pseudo- 
rrwnas strains (Farrar et al., 1967). Sabath (1968) has recently dis- 
cussed some points of theoretical interest. 

D. STRUCTURE ACTIVITY STUDIES; MISCELLANEOUS 
Sassiver et al. (1969) investigated the effect of Aerobacter cloacae 

P-lactamase on the in vitro antimicrobial activity of a large number of 
semisynthetic cephalosporins. Under conditions which destroyed 
> 99% ofcephalothin and cephaloridine, many derivatives were found 
to be highly resistant to this enzyme, as shown in Fig. 14. These re- 
sults dovetail with those of O'Callaghan et al. (1967). Other correla- 
tions of structure with p-lactamase resistance are those of Hamilton- 
Miller (1967) and Sabath et al. (1965). No explanation was offered for 
the markedly different response of rn-bromophenylacetyl- and a- 
phenylphenoxyacetyl-ACA to inactivation by various preparations 
from an S. aureus and an E .  coli organism (Nishida et al., 1968). The 
former cephalosporin was more degraded by the enzyme from E .  
coli; opposite results were obtained with the latter compound. 

@-C%CO- 

-(CH1h- 
-COCH,- 
-CH=CH- 

-CGC- 

-so- 

'0 { :} CH,CO - 

Ferrocenyl c%cO- 
Naphthyl i 1-Indolyl 

CH, - no - 
NOl - CH,O - 

HOICCH,- AcO - 
CH,O - 

c1- 
RCH-CO- 

Br I H&=CH-(CH,),_,CO - 

HOICCHl-(C~),-,-C~CO - ' i%C~i~H(CHi)$O- 
8R SR 

FIG. 14. 7-ACA derivatives highly resistant to cephalosporinase; loss in activity: 
0-20% (limit of test accuracy). (> 99% loss of activity: cephalothin, cepholoridine, 
cephalosporin C, phenylacetyl-7-ACA.) 
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Increased resistance to cephalothin in a clinical case has been 
associated with increased cephalosporinase production of the in- 
fecting E .  coli organism (Kabins et al., 1966). 

Amidase (“acylase”) activity (site a, Fig. 9) in a strain of E .  coli was 
recently reported (Sjoberg et al., 1967). This enzyme was specific for 
arylacetyl side chains, since benzylpenicillin and cephalothin were 
susceptible but cephalosporin C was not. The failure of cephalosporin 
C to undergo enzymatic cleavage of the 7-side chain was discussed in 
Section I.B. 

IV. Pharmacology, Metabolism, a n d  M o d e  of Action 

METABOLISM AND ABSORPTION OF CEPHALOSPORINS A. 
The metabolic fate of a number of semisynthetic cephalosporins has 

been studied, primarily by 14C-labeling of the 7-carboxamide moiety, 
R14CONH-ACA. Two pathways of metabolic degradation have been 
discovered. The 7-side chain can be cleaved to give various derived 
metabolites containing the 14C label. Also, the 3-acetoxymethyl group, 
when present, is subject to hydrolysis to the hydroxymethylcephalo- 
sporin (desacetylcephalosporin). 

In the earliest study of Culp et al. (1964), phenylacetyl(14C)-ACA 
was administered orally to rats. Radioactivity slowly appeared in the 
urine, up to 50% of the administered dose after 24 hours. The meta- 
bolites and their relative amount as. percentage of administered dose 
were phenylacetic and phenylaceturic acids (20%), unknown nonpolar 
metabolite (20%), unknown polar metabolite (lo%), and desacetyl- 
cephalosporin (2%). It was suggested that the antibiotic is hydrolyzed 
by the multiflora of the gut; a by-pass experiment eliminated the stom- 
ach as the site of metabolism. On the other hand, intraperitoneally 
administered phenyla~etyl-(’~C)-ACA gave mainly the desacetyl 
metabolite. Fifty percent of the radioactivity appeared in the urine 
after 2 hours and 86% after 24 hours consisting of desacetylcephalo- 
sporin (50% of administered dose) and 5-10% each of unchanged 
antibiotic, polar metabolite and, together, phenylacetic and phenyl- 
aceturic acids. Independent experiments with 3-desacetyl-7-phenyl- 
acetyl-(14C)-ACA showed that it gave the same metabolic profile as the 
parent 3-acetoxymethyl compound on either oral or parenteral dosing, 
suggesting that for the parenteral route, deacetylation is rapid. The 
fate of a rn-chlorophenylacetyl-ACA is similar to the unsubstituted 
analog (Okui et al., 1967). 

Intramuscular injection of unlabled cephalothin in humans gave a 
67% average recovery of cephalothin and its desacetyl analog in a 
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ratio of 1.5 : 1 within 6 hours (Lee et al., 1963). A much greater degree 
of deacetylation occurred in dogs. Wick (1966) has reasonably sug- 
gested that desacetylcephalothin contributes to the clinical effect of 
cephalothin. The metabolism of oral cephalothinJ4C in the rat (Sulli- 
van and McMahon, 1967) resembled that of the phenyl analog dis- 
cussed above. Radioactivity slowly appeared in the urine, up to 46% 
after 40 hours. A fleeting trace of desacetyl metabolite was observed, 
but the major metabolites as percentage of administered dose were 
unidentified component (23%), thienylacetylglycine (15%), and 
thienylacetamidoethanol (13%). Appearance of this latter compound 
suggested that the actual site of enzyme hydrolysis of cephalothin was 
at position 6 (site b, Fig. 14), not the side-chain carbonyl (site a), in 

a b 

FIG. 15. Metabolic degradation of cephalothin. 

which case the primary but unobserved metabolite would be thienyl- 
acetylaminoacetaldehyde, which could undergo both oxidation and 
reduction to the observed metabolites. In support of this, the alde- 
hyde can be isolated from acid hydrolysis of cephalothin and it does 
metabolize to the observed cephalothin metabolites. In addition, 
Sullivan and McMahon (1967) could not demonstrate the presence of 
thienylacetic acid (the presumed precursor of thienylacetylglycine) 
in various in vitro enzyme hydrolyses of cephalothin. They did show, 
however, that this acid is converted in 86% yield to the glycine con- 
jugate in the rat. 

Oral ~ephaloridine-'~C undergoes the same metabolism as cephalo- 
thin (Sullivan and McMahon, 1967) except that some unchanged anti- 
biotic (5% maximum) is recovered in the urine. A considerable differ- 
ence from cephalothin is found on intramuscular injection of unlabeled 
cephaloridine to humans (Muggleton et al., 1964). Virtually all of the 
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dose was recovered after 6-12 hours (microbiological assay); no active 
metabolites were noted and it would appear that the antibiotic is 
excreted unchanged. 

When orally administered to rats, phen~xyacetyl-~~C-ACA is more 
readily absorbed than either cephalothin of cephaloridine (Sullivan 
and McMahon, 1967). The urinary metabolites, comprising a total of 
62% of the dose at 24 hours, were desacetylcephalosporin (15%), 
phenoxyacetic acid (30%), phenoxyacetylaminoethanol (3%), and 
polar metabolite (9%). Whether or not deacetylation occurs before or 
after absorption is not established. 

CephaloglycinJ4C (Sullivan et al., 1969a), active orally in man, is 
not absorbed particularly well in the rat. After 24 hours, 70% of the 
radioactivity is in the feces with only a minor contribution from biliary 
excretion. The 24-hour urinary metabolites (20% of dose) are desace- 
tylcephaloglycin (2%), 2-phenylglycine (8.5%), phenylglyoxylic acid 
(5%, CaH5-CO-C02H), mandelic acid (1.5%, CaH5CHOH-C02H), 
and polar metabolite (3%). The amount of desacetylcephaloglycin, 
cephaloglycin lactone, and cephaloglycin itself increase with in- 
creasing dose. The metabolic pattern of oral cephaloglycin is similar 
to that observed on administration of D(-)2-phenylgly~ine-*~C, of 
which 79% of the radioactive dose appears as the following urinary 
metabolites: 2-phenylglycine (50%), phenylglyoxylic acid (27%), and 
mandelic acid (2%). Hydrolysis of the phenylglycine side chain in 
cephaloglycin may occur both in the gut or in the absorbed phase. 
Intraperitoneal cephaloglycin gave a 71% yield of urinary metabolites 
at 24 hours: cephaloglycin (13.5%), desacetylcephaloglycin (28.6%), 
and phenylglycine plus its metabolites (25%). An interesting differ- 
ence between D-cephaloglycin and its inactive L-isomer was noted. 
The L-2-phenlyglycine side chain of the L-isomer is much more 
readily hydrolyzed, regardless of mode of administration, than the 
D-isomer. Orally, 52% of radioactivity is present as the following 
urinary metabolites after 24 hours: phenylglyoxylic acid (40%), 
mandelic acid (4%), phenylglycine (4%), and unknown metabolite 
(4%). Parenteral results are similar. Both oral and parenteral L-2- 
phenylglycine is rapidly metabolized to phenylglyoxylic acid (84% in 
urine). The contribution of the greater rate of metabolism of L- 
cephaloglycin to its low intrinsic antimicrobial activity is not clear 
and requires investigation. 

Cephalexin is more efficiently absorbed in all species than cephalo- 
glycin (Sullivan et al., 1969b). After 24 hours, 8449% of oral ceph- 
alexin appears in rat and mouse urine. The remainder of the oral 
dose appears in the feces and independent experiments showed this 
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was due to absorption and biliary excretion. No metabolites of 
cephalexin were found. 

A detailed discussion of other aspects of the pharmacology and 
clinical indications of various cephalosporins is beyond the scope of 
this review. Recent studies of cephalexin by  Muggleton et al. (1969) 
have shown that this orally active cephalosporin is more slowly 
bactericidal than the other cephalosporins in current use, and its 
effect in rapidly progressing laboratory infections is poor unless the 
infection is moderated by reducing the size of the infecting dose. Man 
excretes cephalexin less rapidly than mice and thus achieves higher 
blood levels. The serum binding of cephalexin (20%), cephaloridine 
(15%), and cephalothin (65%) were measured by Kind et al. (1969). 
The general effect of serum on the antibacterial activities of cephalo- 
sporins has been mentioned occasionally in this review; MIC’s of 
numerous acyl-ACA’s with and without added serum have been given 
by Chauvette et al. (1963). Comparative studies of cephaloglycin and 
cephalexin have been reported by Griffith and Black, (1968) and Braun 
et al. (1968). Recent studies of cephaloglycin (Hogan et al., 1968; Pitt 
et al., 1968) only serve to show that cephalexin has a superior pharma- 
cological profile. 

B. In Vivo ACTIVITY OF CEPHALOSPORINS 

1 .  Correlation of In Vitro and In Vivo Data 

Cephalosporins which looked promising in vitro would be further 
evaluated in experimental infections, usually in mice. A compound 
which is more active in vitro than, for instance, cephalothin or 
cephaloridine, may be less effective in uivo, due to any number of 
factors such as unfavorable metabolism, serum binding, or rapid ex- 
cretion. Illustrative of this is the poor in vivo activity of a number of 
acyl-ACA’s derived from dicarboxylic acids, which were highly potent 
in a broad spectrum in vitro screen (Lewis et al., 1969). This carry- 
over failure was particularly evident in gram-negative infections, and 
although as yet unexplained, was shown not to be due to either serum 
binding or drug toxicity. 

In vivo data on cephalosporins, apart from the extensive investiga- 
tions on the clinically used cephalosporins (Table LI), is often absent 
in the literature. Publications in which some reference to such data is 
made are those of Chamberlain and Campbell (1967); Lewis et al. 
(1969); Naito et al. (1968); Ryan et al. (1969); Sassiver et al. (1969); 
Spencer et al. (19674; Van Heyningen (1965). Patents containing such 
data are Bristol-Myers (1968); Bristol-Myers (1969); Ciba (1965, 
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TABLE LI 
ED," (mg/kg) OF SOME CEPHALOSPORINS IN EXPERIMENTAL INFECTIONS 

IN MICE - ORAL AND SUBCUTANEOUS ADMINISTRATION 

Gram-pos. infections Gram - neg . infections 

Cephalosporin Oral Subcutaneous, Oral Subcutaneous Referencea 

Cephalothin - 0.5-11 - 8-100, (1) 

- 15-39 (2) 

8 0.5 - 16-128, (3) 

Cephaloridine - 0.8-2.5 - 3-25 (4) 

1->42 0.03-2.6 42->166 5-37 (5) 

1-4 0.12-0.5 - 2-32, (6) 

(5) 

(7) 

(7 1 
12-15 7-12 16-40 6-111 (8) 

mainly 
- - 

mainly 

mainly 

Cephaloglycin 2.6- 29 - 8.6-42 - 
1.8-62 - 15-24 - 

Cephalexin 1-58 - 5- 22 - 

"References: (1) Boniece et al. (1962); (2) Wick (1966); (3) Sassiver et nl. (1969); (4) 
Muggleton et nZ. (1964); (5)  Wick and Boniece (1965); (6) Lederle, unpublished; (7) 
Wick (1967); (8) Muggleton et ul. (1969). 

1966); Crast (1967a,b,c, 1969); Flynn (1967a,b, 1968); Glaxo (1964a,c,d, 
1965a, 1966a,b, 1968b, 1969); Godfrey (1967); Lilly (1965a,b, 1969a); 
and Rapp et al. (1966). 

With reference to the activities of ceph'alothin, cephaloridine, 
cephaloglycin, and cephalexin in Table LI, the results of several 
investigators are given and naturally vary according to the actual 
organisms and methods used. The infecting organisms are frequently 
the same as those used for the in vitro screening. 

2. Oral Activity in Cephalosporins 

Structure-activity studies have not developed a modus operandi for 
devising orally active cephalosporins. Although cephalexin, and to a 
lesser extent cephaloglycin, are orally active in man, their investi- 
gators have not been able to offer any rationalization of this unique 
property among cephalosporins (Spencer et al., 1966; Ryan et al., 
1969). The combination of the ~-(2-phenylglycyl) side chain and vari- 
ous substituted phenyl analogs with a 3-methyl substituent gives a 
high degree of oral activity (Ryan et al., 1969), but when the 7-side 
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chain is varied considerably, only one of ten 3-methyl cephalosporins 
made (7-p-nitrophenylacetyl) had high oral activity in the mouse. 
Thus the combination found in cephalexin has been termed “fortui- 
tous.” 

c. MODE OF ACTION OF CEPHALOSPORINS 
The exact molecular mechanism by which penicillins and cephalo- 

sporins inhibit cell wall synthesis in bacteria is not known. Cephalo- 
thin has been found to interfere with the dimerization of peptidoglycan 
fragments in E .  coli cell walls. It may do this by irreversibly acylating 
a peptidoglycan transpeptidase (Strominger et al., 1967) via the p- 
lactam function. A further suggestion that peptidoglycan transpep- 
tidase falsely recognized penicillins and cephalosporins as the termi- 
nal D-alanyl-D-alanine fragment of the cell wall peptidoglycan has 
been advanced (Tipper and Strominger, 1965), but this is mere specu- 
lation and ignores stereochemical inconsistencies where convenient. 
In general, however, the dependence of biological activity on an in- 
tact p-lactam function is rationalized by the above arguments. Van 
Heyningen and Ahern (1968) and Morin et al. (196913) have attempted 
to correlate activity with stability of the p-lactam of various cephalo- 
sporins. If the /3-lactam is too stable, as in A2-cephalosporins, the 
cephalosporin will presumably not acylate the transpeptidase and 
therefore will be biologically inactive. Such inactivity is indeed seen 
in the A*-cephalosporins (Van Heyningen and Ahern, 1968). 
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I. Introduction 

The tetracyclines may be defined as a family of broad-spectrum anti- 
biotics which have a perhydronaphthacene skeleton in common. Al- 
though discovered later than chlortetracycline (1) and oxytetracycline 
(2), tetracycline (3) itself is considered as the parent compound for 

OH 0 OH 0 

(1) X = C1, Y = H 
(2) X = H, Y = OH 
(3) X = Y = H  

237 
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nomenclature purposes. In addition to these three tetracyclines, 
other tetracyclines which have found extensive clinical use are de- 
methylchlortetracycline (4), rolitetracycline (S), methacycline (6) and, 
most recently, doxycycline (7). Some common trade names and the 
typical oral, daily dosage of the tetracyclines are summarized in Table 
I. The present article deals only with the very earliest stages of the 

OH 0 1 

T I  CONH, 

OH -0 OH 0 OH ( 
U 1 

TABLE I 
TYPICAL ORAL DOSAGE REGIMEN FOR TETRACYCLINES 

MARKETED IN THE UNITED STATES“ 

Structure Chemical name Generic name Total daily dosage No. of doses 

1 7-Chlorotetra- Chlortetracy- 1 gm 4(250 mg qid) 

2 5-Hydroxytet- Oxytetracy- 1 gm 4(250 mg qid) 
cycline cline 

rncycline 
3 Tetracycline 
4 6-Demethyl-7- 

chlorotetra- 
cycline 

6 6-Methylene- 
tetracycline 

7 a-6-Deoxyoxy- 
tetracy- 
cline 

cline 
Tetracycline 1 gm 4(250 mg qid) 
Demethylchlor- 600 mg 4( 150 mg qid) 

tetracycline or 2(300 mg bid) 

Methacycline 600 mg 4( 150 mg qid) 

Doxycycline 200 mg first day 2( 100 mg bid) 
or 2(300 mg bid) 

100 mg subsequent days l(100 mg id) or 
2(50 mg bid) 

“September, 1969. 
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route of a tetracycline from discovery to clinical use. This early stage 
is concerned with biological screening for in vitro and in viuo anti- 
bacterial activity. It is only at this level that a large number of deriva- 
tives have been studied so as to permit a detailed discussion of 
structure-activity relationships. 

In the past decade a number of review articles have appeared con- 
cerning the tetracycline series. These have stressed either their 
chemistry (Blackwood, 1969a; Clive, 1968), biosynthesis (McCor- 
mick, 1968), or general pharmacological properties (Schach von 
Wittenau and Yeary, 1963; Schach von Wittenau and Delahunt, 1965; 
Schach von Wittenau, 1969). A single review (Barrett, 1963) includes 
an extensive compilation of biological data. Except for a few thorough- 
ly studied tetracyclines, such literature data is quite limited, making 
detailed correlation of structure and activity difficult. We, therefore, 
plan to examine the contribution of the study of analogs to our current 
understanding of the structural features and physical properties es- 
sential for the characteristic antibacterial activity of the tetracycline 
antibiotics by presenting bacteriological data, for the most part pre- 
viously unpublished, which will permit a rationale to be developed. 
We will first review, as systematically as possible, bacteriological data 
on analogs, in order to define the basic structural requirements for 
tetracycline activity. As a standard of reference, bacteriological data 
for clinically utilized tetracyclines are shown in Table 11. Included in 
this and later tables are biossay data (activities are expressed relative 
to 1.0 for tetracyclines), minimum inhibitory concentrations (MIC) 
against a representative cross section of bacteria, and animal protec- 
tion results. Data in the latter two categories, unless otherwise speci- 
fied, have been developed in our own laboratory, using previously 
published methods (English, 1966). Footnotes following names in the 
tables refer to chemical syntheses and are given whenever this has not 
been made clear in the text. 

This detailed section is followed by a more general one in which 
electronic and lipophilic effects on in vitro and in vivo activity against 
various types of bacterial organisms, including tetracycline-resistant 
staphylococci, are considered. 

II. Basic Structural Requirement for Tetracycline Activity 

Although a very large number of tetracycline derivatives have been 
studied over the past 20 years, an exacting definition of the basic 
structural requirement remains elusive. The simplest known tetra- 
cycline with in uitro activity is 6-demethyl-6-deoxy-4-dedimethyl- 



TABLE I1 
ANTIBACTERIAL ACTIVITY OF TETRACYCLINES MARKETED IN THE UNITED STATES 

Structure Name 

BioAssay 
(relative to 

tetracycline) 
Minimum inhibitory concentrations 

(wdml) 

I 
G 4 
.- 

Protective dose 50% values (mdke) 
s. pyogenes s. uureus 5 P. multocido 

Oral Subcut. Oral Subcut. Oral Subcut. 

1 Chlortetracycline 2.5 3.5 0.19 >lo0 0.04 1.56 1.56 1.56 0.39 8.5 
2 Oxytetracycline 1.0 0.8 0.55 >lo0 0.07 1.09 2.91 3.12 2.5 8.2 
3 Tetracycline 1.0 1.0 0.21 60 0.06 0.73 1.66 1.56 1.56 6.25 
4 Demethylchlortetracycline - 3.0 0.11 35 0.04 0.33 0.15 0.55 0.55 6.7 
5 Rolitetracycline I.@’ - (11) (b)  (b)  (b )  (b)  (b) (b)  - 
6 Methacycline 2.3 - 0.13 50 0.03 0.43 0.94 1.40 1.56 3.90 
7 Doxycycline 1.4 - 0.19 8.75 0.04 1.74 2.54 1.56 1.87 1.60 

“Corrected for molecul;~r weight. 
*In oitro activity equivalent to tetracycline has been reported (Seidel et ul., 1958). 

r: 

> z 
U 
a. 
3 

2.1 7.6 3.0 19.6 4.5 4 

2.3 7.2 2.6 18.2 4.1 
1.85 5.81 1.23 22.00 3.60 rr 
1.33 6.00 1.63 9.80 3.00 

5 

: 
.98 2.55 1.00 6.60 3.90 9 

3 

- -  - - - 
.66 4.50 1.19 13.00 2.60 E 
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aminotetracycline (8). However, this compound, which lacks a basic 
function at the C-4 position and which is relatively lipophilic in com- 
parison to tetracycline itself, shows primarily gram-positive activity 
in vitro. Like other known dedimethylamino compounds it affords no 
significant in vivo activity (Table V). The simplest known tetracycline 
with broad-spectrum activity, both in vitro and in viuo, is B-demethyl- 
6-deoxytetracycline (9) (Table VII). Consideration of all known 

P 

CONH, 
OH 

OH 0 OH 0 

(8) R = H 
(9) R = N(CH,), 

tetracycline varients would suggest that the minimum structural re- 
quirement for in vitro activity might be represented by structures 10 
and 11. It is presumed that a basic function (e.g., 12 and 13) is re- 
quired for useful in vivo activity. These generalizations may be made 
apparent from the systematic review of activity of analogs which is 
now presented. 

c-x 
II 

OH 0 OHY 0 0 
c-x 
I I  

(10) R = H 
(12) R = N(CH,), 

(11) R = H 
(13) R = N(CH,), 

A. SKELETAL AND CHROMOPHORIC REQUIREMENTS FOR ACTIVITY 
Tetracycline possesses two ultraviolet-absorbing chromophoric 

groups, the A-ring and the BCD-rings, separated by the lea-hydroxyl 
function (cf. structure 1). Modification of these chromophoric groups 
through breaking of one of the rings (e.g. 14,15), aromatization of the 

W H  N(CH,), CH, N(CH,), 

\ 
H'. "H I 

I I  
C1 OH 

CONH, \ 
k H' 

CONH, 
O H 0  0 0 

OH 
O H 0  0 0 

(14) (1 5) 



242 ROBERT K. BLACKWOOD AND ARTHUR R. ENGLISH 

C or A ring (e.g., 16, 17), extension of the chromophore (lea-deoxy- 
tetracyclines, e.g., 18) or blockage of a chromophore (e.g., l l a -  
substitution, 19) destroys tetracycline activity.' The antibacterial 
activities of compounds 14 to 18 are summarized in Table 111. The 
activities of 19, together with those of other 1 la-halotetracyclines, are 
summarized in Table IX. 

CONH, 

CONH, 
OH 

OH 0 OH OH O H 0  0 0 

An overall stereochemical requirement is indicated by the fact that 
totally synthetic dZ-6-demethyl-6-deoxytetracycline (9 and its enantio- 
mer) exhibits only half of the antibacterial activity of the pure optically 
active isomer derived by fermentation and subsequent chemical steps 
(Conover et al., 1962). 

B. MODIFICATIONS AT THE c-2  POSITION 

Modifications at the C-2 position of tetracyclines, as exemplified in 
Table IV, suggest that the attached carbonyl is essential for tetra- 
cycline activity, but that other functionality can replace the amine 
function of the amide. Thus nitriles (e.g., 20,21), prepared by dehydra- 
tion of the amide (Stephens et al., 1955) have no significant activity, 
but fermentation derived 2-acetyl-2-decarboxamidotetracyclines (e.g., 

'This broad statement cannot be made without reservation, since many of the com- 
pounds in these classes show weak antibacterial activity, which we judge to be un- 
related to tetracycline activity. In the particular case of 5a,&anhydro compounds (ex- 
emplified by 16) this activity has been reported to result from a different mode of 
action (Koschel et al., 1966). A lack of cross resistance with tetracycline is also noted 
(cf. 16 in Table 111). 
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TABLE I11 

CHROMOPHORIC GROUPS" 

243 

ANTIBACTERIAL ACTIVITY OF TETRACYCLINES WITH MODIFIED 

Minimum inhibitory concentrations (pglml) 

14 Isotetracycline* >200 - >200 >200 >200 >200 >200 
15 Lactone degradation 

product of l l a -  
chloro-6- 
methyleneoxytet- 
racycline" >loo >loo >loo >loo >loo >loo >loo 

16 5a,6-Anhydrotetra- 

17 4a,lea-Anhydrotet- 

18 12a-Deoxy-6- 

cyclined 0.7 0.4 6 12 50 6 12 

racyclinee 50 50 50 >200 >200 >200 >200 

demethyl-6- 
deoxytetracy- 
cyc1ine"J 3 6 6 6 6 12 12 

"We have not observed in uiuo activity with any of the compounds listed in this table. 
*Booth et al., 1953. 
PBlackwood et al., 1963. 
Waller et al., 1952. 
eBlackwood et al., 1960. 
'Green and Boothe, 1960. 

Y SJ(CH$, 

COCH, 

(20) x = c1 
(21) X = H 

(22) Y = OH 
(23) Y = H 
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TABLE IV 
ANTIBACTERIAL ACTIVITY OF TETRACYCLINES MODIFIED AT THE c-2 POSITION 

Minimum inhibitory concentrations (pglml) 

u 
0 

0 
-.. E 

UJ 
cn Protective dose 

.- B $  values 
u (mglkg) 
? S. aweus5 

In 

3 $ 2  f $ 2  e 
8 c 

-" u 

0 u 
2 
5, E 2 %  

c0i VjY c0i G c c0i oral Subcut. 

8 Q Q. 

Structure Name 
- - >loo >loo >loo >loo 50 - 

- >loo >loo >loo >loo >loo - 
u) Chlorotetracyclinonitrile" > 100 
21 Tetracyclinonitrileb > 100 
22 2-Acetyl-2-decarboxamidooxytetracycline' 3 >2oo 3 
23 2-Acetyl-2decarboxarnidotetra~ycline~ 3 

- 
50 50 50 25 140 - 

0.7 50 50 50 50 > 25 (e) - 
1.0 >loo >loo >loo >loo >loo (0 24 6-Demethyl-6-deoxy-IV-t-butyltetracycline 0.7 1.5 

"Stephens et ul., 1954. 
"Stephens, 1962. 
'Hochstein et al., 1960. 
dMiller and Hochstein, 1962. 
'80% protected at 50 mg/kg. 
'30% protection at 50 mglkg. 
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22,23) and various derivatives substituted on the carboxamide nitro- 
gen possess antibacterial activity. 
N-t-Butyl-6-demethyl-6-deoxytetracycline (24) prepared by re- 

action of the corresponding nitrile with isobutylene under strongly 
acidic conditions (Stephens et al.,  1963) shows moderate in uitro 

activity against gram-positive bacteria, including those resistant to 
tetracycline; however, gram-negative and in uivo activity are lost in 
this compound. As discussed in greater detail below, this is probably 
not the result of a purely structural effect, but due rather to the highly 
lipophilic character of the compound. 

A common type of derivative of tetracyclines are the so-called Man- 
nich bases, typified by pyrrolidinomethyltetracycl ine (rolitetracycline 
5), formed by the interaction of tetracycline with formaldehyde and 
pyrrolidine (Seidel et al., 1958; Gottstein et al., 1959). Because this 
reaction is reversible, these compounds in general show activity equi- 
valent to that of the parent compound. Pharmacodynamic advantages 
are claimed for rolitetracycline and related compounds derived from 
formaldehyde and amines, particularly when used parenterally (Grad- 
nik et al., 1960). Several related compounds (e.g., 25, 26) which are 
less prone to hydrolysis are reported to show depressed antibacterial 
activity (Martell et al., 1967a; Tamorria and Esse, 1965). 

c. MODIFICATIONS A T  THE c-4 POSITION 
The amine function at C-4 is not essential for antibacterial activity, 

as evidenced by the bacteriological results shown for 4-dedimethyl- 
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Y 

CONH, 

OH 0 OH 0 

(27) R = CH,, X = Y = OH 
(28) R = CH,, X = OH, Y = H 

( 8 ) R = X = Y = H  

aminotetracyclines (8, 27, 28) in Table,V. However, in vivo activity 
and gram-negative in vitm activity are borderline at best. 4-Epitetra- 
cyclines (e.g., 30-32) also show reduced activity. A series of 6- 
demethyltetracyclines with modified amine functions at C-4 have 

(30) X = OH, Y = H 
(31) X = Y = OH 
(32) X = H, Y = OH 

been reported (Esse et al., 1964). In the normal configuration these 
have depressed activity when compared to the parent dimethylamino 
compounds. It appears that the decrease in activity is correlated with 
increasing bulk of the dialkylamine function. The 4-epimers, as ex- 
pected, are much less active. Several other tetracycline derivatives 

/ 

with modified substituents at C-4, methiodides (e.g., 33), 4-0x0 de- 
rivatives (e.g., 34), the oxime and hydrazone derived therefrom (35, 
36), and the alcohol (37) show little or no antibacterial activity. 

D. 5A(  ~~A)-DEHYDROTETRACYCLINES AND 5A-EPITETRACYCLINES 

Interesting activity relationships have recently been reported in a 
series of 5a( 1 la)-dehydro- and 5a-epitetracyclines. The first reported 



TABLE V 
ANTIBACTERIAL ACTIVITY OF TETRACYCLINES MODIFIED AT THE c-4 POSITION 

~~ 

Minimum inhibitory concentrations (Gg/ml) 

Structure Name 

27 
28 

8 

PDedimethylaminooxytetracycline" 
PDedimethylaminotetra~ycline~ 
PDedimethylamino-6demethyl-6-deoxytetr 

PEpitetracyclind 
PEpioxytetracyclineD 
4-Epi-a-6-deoxy~xytetracycline~ 

(epidoxycycl ine) 
6-Methylenetetracycline methiodide' 
40x0-4dedimethylaminotetracycline 4,6-hemikotal 
POximino-4-dedimethylaminotetracycline' 
4Hydrazono-4-dedimethylaminotetracycline' 
4-H ydroxy-Pdedimethylaminotetracycline' 

cyclineC 

25 >loo 
12 25 

12 
6 

5 0 5 0  
100 50 

6 12 
12 12 

> 155' 
- 

2200 
72 

> 100 
39 

0.8 1.5 
6 >lo0 
6 >lo0 

1.5 
3 
3 

25 50 
12 12 
12 25 

50 50 
12 12 
12 12 

30 
31 
32 

- 
8 

- 
0.5 

3 >loo 
12 >loo 

>loo >loo 
>loo >loo 

50 >I00 
> 10 >loo 

1.5 
3 

> 100 
> 100 

25 
5 

25 25 
>loo >loo 
>-loo >loo 
>loo >loo 
>loo >loo 
>loo >loo 

25 12 
>loo 50 
>loo >loo 
>loo >loo 
>loo >loo 
>loo >loo 

33 
34 
35 
36 
37 

"Hochstein et al., 1953. 
bBoothe et ol., 1958. 
CStephens et al., 1963. 
d15% survival at 155 mglkg. 
'10% survival at 38 mg/kg. 
'Stephens et al., 1956; Doerschuk et al., 1955. 
"Conover, 1956. 
"Blackwood, 1969b. 
'Blackwood et al. ,  1963. 
' Blackwood and Stephens, 1965. 
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(35) X = OH 
(36) X = NH, 

(37) 

compounds (38 and 39), which possess the usual configuration at  the 
C-6 position, were found to have insignificant activity (McCormick et 
aZ., 1958). In marked contrast, the corresponding compounds posses- 
sing the epimeric configuration at the C-6 position show significant 

CI N(CHJ, 

CONH, 

antibacterial activity (Martell et aZ., 196723). Literature data are sum- 
marized in Table VI. There is no obvious explanation for these re- 
sults. At the very least it indicates the configuration at C-5a is not a 
critical feature for tetracycline activity. We would suggest, however, 
that the active form of the Sa(l1a)-dehydro compounds is the tauto- 
meric 5,Sa-dehydro form (38b, cf. Schach von Wittenau et d., 1963). 

E. MODIFICAT~ONS AT THE C-6 POSITION 

A most effective approach to the discovery of highly active tetra- 
cycline derivatives has been studies yielding tetracyclines modified 
at the C-6 position. This has been all the more true because the acid 
stable derivatives which have generally resulted have permitted sub- 
stitution reactions on the aromatic D-ring as discussed in the section 
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TABLE VI 
RELATIVE ANTIBACTERIAL ACTIVITY OF 5a( 1la)-DEHYDROTETRACYCLINEs 

AND 5a-EPITETRACYCLINES AGAINST Staphylococcus UUTIUS" 

Structure Name 
Relative activity 

In vitzob In uioo" 

3 Tetracycline 1.0 1.0 
6-Epitetracycline 0.6 - 

38 5a( 1 la)-Dehydrochlortetracycline Inactive 
39 5a-Epitetracycline Inactive 
40 5 4  1 la)-Dehydro-6-epichlortetracycline 1.5 0.5 
41 5a-Epi-6-epitetrac ycline 0.4 - 

"Data from Martell et ul., 1967b. 
bStrain 209P. 
eStrain Smith. 

CONH, CONH, 
OH 

O H 0  0 0 OH 0 OH 0 

which follows. Neither the 6-methyl nor 6-hydroxyl is essential for 
activity (e.g., 6-demethyl-6-deoxytetracycline, 9) and a variety of other 
functionality has been possible at the C-6 position with retention of 
antibacterial activity. Bacteriological data are summarized in Table 
VII. 

Among the variations at C-6 are two fermentation-derived 6-de- 
methyltetracyclines (4, 42). Catalytic hydrogenolysis (McCormick et 
al., 1960; Stephens et al., 1963) of fermentation tetracyclines provides 
P-6-deoxytetracyclines (9, 43, 44), compounds which show high re- 
tention of antibacterial activity. In contrast to the parent tetracy- 
clines, which dehydrate to 5a,6-anhydrotetracyclines (e.g., 16) these 

(4) x = c1 
(42) X = H 

(43) Y = H 
(44) Y = OH 



TABLE VII 
ANTIBACTERIAL ACTIVITY OF TETRACYCLINES AS MODIFIED AT THE C-6 POSITION 

Bioassay 
(relative to 

tetracycline) Minimum inhibitory concentrations ( G g h l )  

Protective dose 
U ... 50% values 

S. uurcii.s 5 
( m d k d  s 

2 
n 
Q Oral Subcut. 

v) : 
u f 
c 

Structure Name ui i ui 
P 

9 
43 
44 
6 

45 
46 
7 

47 
48 
49 

6Demethyl-&deo~ytetracycline"~~ 
&6Deoxytetracycline".' 
&BDeoxy~xytetracycline"~~ 
~ i - M c t l i y l e i i e o i ? t e ~ i ~ ? ~ l  inrr 
6-M ethyl enetetracycl ine' 
6Methylene-7-chlorooxytetracycline' 
a-6Deoxyoxytetracyclineb 
a-&Deoxytetracyclineb 
13-Mercapto-cr-6-deoxyoxytetracycline' 
IbPhenylmercapto-a-6deoxytetra- 

cyclineC 

0.96 1.6" 
0.5' 0.72" 
0.4b 0.5" 
2.3' - 
1.2' - 
6.3' - 
1.4* - 
0.7b - 
0.06' - 

0.2 1.5 
0.8 9 
0.8 200 
0.13 50 
0.2 6 
0.15 100 
0.19 8.8 
0.6 3 
3 >loo 

0.2 1.5 1.5 
0.4 6 6 
0.1 12 12 
0.03 0.43 0.94 
0.2 3 6 
0.01 0.8 1.5 
0.04 1.74 2.54 
0.1 6 12 
1.5 >I00 >lo0 

1.5 0.1 
6 6 
6 6 
1.40 1.56 
3 3 
1.5 0.4 
1.56 1.87 
6 3 

>loo >loo 

5 
25 
22 

11 
26 

12.5 

4.50 

2.55 

- 

1.5 
8.5 

1.19 
9.3 
2.2 
1 .00 
7.5 

- 

- 

0.01' - 0.8 0.8 0.2 >loo >loo 50 >loo > 25 > 25 



50 

51 

52 

53 

54 

55 

56 

57 

58 
59 

13-Benzylmercapto-a-6deoxytetra- 

13-Phenylmercapto-a-6deoxyoxytetra- 

13-Benzylmercapto-a-6deoxyoxytetra- 

13-(2Hydroxymethylmercapto)-a-G 

13-Acetylmercapto-a-Gdeoxytetra- 

13-Acetylmercapto-a-6deoxyoxytet1a- 

l~Phenylmercapto-a-6deoxytetracycline S- 

13-Benzylmercapto-rr-6-deoxytetracycline S- 

7, 13-Epithio-a-6deoxytetracyclineC 
1 la, 13-Epithio-cr-6deoxyoxyte~cyclinec 

cyclind 

cyclineC 

cyclineC 

deoxyoxytetracyclineC 

cyclineC 

cyclineC 

oxide' 

oxide' 

0.01' - 

0.F - 

0.26c - 

0.06' - 

0.B - 

0.4c - 
0.4 - 

0.24' - 
1.3' - 

<0.01c - 

- 0.2 0.4 0.1 >lo0 >lo0 >I00 >lo0 - 

0.2 1.5 0.2 >lo0 >lo0 >lo0 - (4 50 

50 >12 >12 50 0.04 1.5 0.04 100 100 

0.2 12 0.2 12 12 6 - (4 7.5 
!s 

* 
0 2m m 12.5 100 0.2 50 - 50 - 

r 
l-l 
1 

3 >loo 0.2 >loo >loo >loo - (g) 12 0 
0.4 3 0.2 3 6 6 3 >12.5 >12.5 2 

z 
"McCormick et al., 1960. i! 

'Blackwood et ol., 1963. # 

100 >lo0 50 >lo0  >lo0 >lo0 >lo0 12.538 12.5 

'Stephens et al., 1963. * 
d40% protection at 400 mglkg. 
'20% protection at 25 mglkg. 
'30% protection at 200 mglkg. 
'10% protection at 12.5 mg/kg. 

* 
? 
n 
3 

R 
21 
e! 

r 

13 
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compounds are acid stable and suitable for aromatic substitution as 
summarized in the section which follows. 

By protecting the lla-position with halogen (see section below on 
modification at the lla-position), exocyclic dehydration of tetracy- 
clines has been accomplished (Blackwood et aZ., 1963), yielding 6- 
methylene derivatives (6, 45, 46). Excellent activity, as summarized 
in Table VII, is noted for these tetracyclines. The 6-methylenetetra- 
cyclines in turn have served as intermediates to other C-6 modified 
tetracyclines, most notably the a-6-deoxytetracyclines (7,47), but also 
a series of sulfur-containing tetracyclines typified by compounds 
48-59. 

(6) X = H, Y = OH 
(45) X = Y = H 
(46) X = C1, Y = OH 

(7) Y = OH 
(47) Y = H 

The effect of lipophilicity on in uitro activity, a topic discussed 
more generally below, is readily seen by reference to the Klebsiella 
pneumoniae bioassay data in Table VII. Thus the highly lipophilic 
phenyl and benzyl mercaptan adducts of 6-methylenetetracycline 
(49 and 50, respectively) show markedly depressed activity, particu- 
larly against gram-negative bacteria. Consideration of K. pneumoniae 
bioassay data suggest that much activity is regained when these com- 
pounds are converted to their more polar sulfoxides (56 and 57). In 
line with this hypothesis is the greater bioassay activity of the more 
polar thiolacetic acid adducts (54 and 55) and the greater activity of 

SR R-S-0 

kHz N(CHJa ?Ha N(CHJa 
I q p J q p $  H*" H"' H-' H" 

' I  CONH, ' j  CONH, 
\ \ 

OH 
OH 0 OH 0 

b H  
OH 0 OH 0 

(48) R = H, Y = OH 
(49) R = C,H,, Y = H 
(50) R = C,H,CH,, Y = H 
(51) R = C,H,, Y = OH 
(52) R = C,H,CH,, Y = OH 
(53) R = HOCH,CHa, Y = OH 
(54) R = CHsCO, Y = H 
(55) R = CHsCO, Y = OH 

(56) R = CBH6 
(57) R = C,H,CH, 



STRUCTURE-ACTIVITY RELATIONSHIPS IN THE TETRACYCLINE SERIES 253 

the phenyl and benzyl mercaptan adducts in the more polar oxytetra- 
cycline series (cf. 51 and 52 with 49 and 50). The same correlation is 
not evident from a consideration of MIC data. Of special interest is the 
in uiuo activity of the cyclic sulfur derivative 59. Since this compound 
is inactive in uitro, it is apparent that a metabolic reaction must take 
place which cleaves the sulfur-lla-carbon bond to yield an active 
tetracycline of undetermined structure (compare section below on 
lla-substituted tetracyclines). We can offer no explanation for the 
activity pattern of the isomeric sulfur derivative, 58, which, in spite of 
excellent activity in uitro, shows no significant in uivo activity. 

When the total series of C-6 modified tetracyclines described in this 
section are examined, other structure-activity generalizations emerge. 
One is that the 6-methylenetetracyclines are generally more active 
than the parent tetracyclines. This may be primarily an electronic 
effect-one which is roughly equivalent to that of a C-7 chlorine (see 
the section immediately below). Second, it will be noted that the a-6- 
deoxytetracyclines (7 and 46) are more active than the corresponding 
P-deoxytetracyclines (44 and 43, respectively). Finally, introduction 
of large bulk at C-6 appears to have an overall depressing effect on 
gram-negative activity. Several of the tetracyclines discussed in this 
section are included in the more general section below on electronic 
and lipophilic effects on tetracycline activity. 

F. MODIFICATIONS AT THE c-7 AND THE c-9  POSITIONS 

(AROMATIC SUBSTITUTION) 

The acid instability of the fermentation tetracyclines render im- 
practical direct acid-catalyzed aromatic substitution reactions. How- 
ever, availability of the 6-deoxytetracyclines, no longer possessing the 
acid-labile 6-hydroxyl function, made such reactions feasible, and ex- 
tensive series of derivatives substituted at C-7 and/or C-9 have been 
described in recent years. With few exceptions, only the in uitro 
activity (as bioassays relative to tetracyclines) has been reported for 
these compounds. Both chemistry and this type of activity data have 
been reviewed (Blackwood, 1969a) and need not be repeated here. 
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We shall therefore limit our discussion to illustrating examples, 
stressing those compounds where in uiuo data are available in our own 
files. Pertinent results are summarized in Table VIII. 

Consider first substition at C-7. Electron withdrawing groups at this 
position clearly enhance in uitro activity. Thus compare the in vitro 
activity of chlortetracycline (1) with tetracycline (3) in Table 11, the 
activity of methacycline (6) with its 7-chloro derivative (46) in Table 
VII, and 7-nitro-, 7-chloro-, and 7-bromo-6-methyl-6-deoxytetracy- 
clines (60-62) with that of the unsubstituted analog (9) in Table VIII. 
Amine functions (e.g., 63, 64) can be either strongly electron with- 
drawing or donating, depending upon whether or not the amine is 
protonated. At the pH employed for bioassays and determination of 
minimum inhibitory concentrations, p& measurements indicate that 
the C-7 amine should not be protonated. One might, therefore, expect 
an effect opposite to that seen with electron-withdrawing substi- 
tuents, i.e., depressed in uitro activity. This is certainly not the case, 
particularly in the 7-dimethylamino-6-demethyl-6-deoxytetracycline 
(minocycline, 68). A possible explanation is that near the surface of a 

(60) X = NO, 
(61) X = C1 
(62) X = Br 
(9) X = H 

(63) X = NH, 
(64) x = N(CHJ, 

(66) X = NO, 
(66) X = C1 
(67) X = NH, 
(68) X = N(CH,), 

bacterium there is a microregion of lower pH (as would be the case if 
the bacterium carried a negative charge, creating a region near the cell 
wall with an excess of positively charged ions; (cf. Weibull, 1960). In 
this case the amine at C-7 would be protonated and become strongly 
electron withdrawing, with resultant enhanced in uitro activity. The 
simple 7-amino substituent being a weaker base, is less apt to be pro- 
tonated under the same conditions. 
In uiuo data for the same 7-substituted tetracyclines are also shown 

in Table VIII. Correlations seen in uitro do not appear to carry over 
to in uiuo activity. The interplay of electronic and lipophilic factors 
as they may affect in uiuo activity are considered for several of these 
compounds in the more general section below. 
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The activities of tetracyclines substituted at C-9 do not parallel the 
activities of tetracyclines analogously substituted at C-7, even al- 
though electronic factors should be similar. Thus 9-nitro- and 9- 
chloro-6-demethyl-6-deoxytetracyclines (65 and 66) show depressed 
activity relative to corresponding 7-substituted analogs (60 gnd 61, 
respectively). Perhaps this is a result of hydrogen bonding with the 
phenolic hydroxyl at C-10 disrupting an active site in the tetracycline 
molecule. 9-Amino-6-demethyl-6-deoxytetracycline (67) shows 
activity somewhat better than that of the 7-analog (63), while 9- 
dimethylamino-6-demethyl-6-deoxytetracycline (66) shows depressed 
in vitro activity (perhaps a steric factor). However, in spite of this poor 
in uitro activity of the latter derivative, surprisingly good in vivo 
activity is noted, suggesting the same favorable electronic/lipophilic 
factors operating in vivo as may operate for minocycline (64). 

G. 11~-SUBSTITUTED TETRACYCLINES 
Reference to the requirement of the ll,l2+-diketone system (BCD 

chromophore) for tetracycline activity has been made above. Con- 
sistent with this view is the poor in vitro activity of several l l a -  
halogenated tetracyclines (19,69-76) and the sulfuric acid ester (78) as 
summarized in Table IX. However, in vivo activity will be noted for 
several of these compounds. 1 la-Bromo and 1 la-chloro compounds 
are readily reduced, both biologically and chemically, to the parent 
compounds. As a result those which are stable to degradation show 
significant in vitro activity, as well as in vivo activity comparable to 
the unsubstituted compounds. Thus compare the activities of l l a -  
bromo-6-demethyl-6-deoxytetracycline (69) and lla-chloro-6-de- 
methyl-6-deoxytetracycline (70) in Table IX with the activity of 
6-demethyl-6-deoxytetracycline (9) in Table VIII; the activity of 7,l  la- 
dichloro-6-demethyl-6-deoxytetracycline in Table IX with the activity 
of 7-chloro-6-demethyl-6-deoxytetracycline (61) in Table VIII; and 
the activity 1 la-chloro-6-methylenetetracycline (72) in Table IX with 
the activity of 6-methylenetetracycline in Table VII. Those l la -  
fluoro compounds which are stable to degradation (e.g., 19, Table IX) 
show little in vitro activity, but some in vivo activity. The remaining 
lla-halo compounds in Table IX (73-75) are very unstable, especially 
in neutral or basic solution. They are therefore devoid of in vitro 
activity or oral in viuo activity. It may be noted, however, that sub- 
cutaneous activity is seen with at least one of these (73). The latter 
compound degrades rapidly in neutral solution to a lactone (15) dis- 
cussed earlier. Finally, it will be noted that the sulfuric acid ester 
of oxytetracycline (78) possesses neither in vitro nor in vivo activity. 



T A B L E  IX 
ANTIBACTERIAL ACTIVITY OF 1la-SUBsTITUTED TETRACYCLINES 

Structure Name 

Minimum 
~~ 

inhibitory concentration (pg/mI) 
Y 

C 

2 
E 
.- 

vi 4 vi 

c 
Protective dose 

p 50% values (mg/kg) 
5 S. auras  5 
n 
Li oral Subcut. 

69 
70 
19 
71 
72 
73 
74 
75 
76 
77 
78 

1 la-Bromo-6-demethyl-6-deoxytetracyclineb 
1 la-Chloro-6-demethyl-6-deoxytet~acycline~ 
1 la-Fluoro-6-demethyl-6-deo~ytetracycline~ 
7 , l  la-dichloro-6-demethyl-6-deoxytetracyclineb 
1 la-Chloro-6-methylenetetracycliner 
1 la-Chloro-6-methyleneoxytetracyclineC 
1 la-Chlorotetracycline 6,12-hemiketalC 
lla-Chloroxytetracycline 6,12hemiketalC 
1 la-Fluorotetracycline 6,12hemiketalc 
lla-Fluorooxytetracycline 6,lZherniketal‘ 
Oxytetracycline sulfuric acid ester 

3 
6 

100 
12 
50 

100 
100 
100 
50 

> 100 
50 

12 
50 

> 100 

50 

> 100 
100 

> loo 
> 100 
> 200 

- 

- 

6 
12 

> 100 
100 

> 100 
> 100 
> 100 
> 100 
> 100 
> 100 
200 

~ 

14 

75 
> 5 0  

> 25 
> 25” 
> 25 
> 25 
>2oo 
1100 

5.5 

6.9 

1.5d 
5.2 

4.5 
3.0 

28 

19 
> 6.2” 
> 6.2 
> 6.2 

50 
> 100 

“20% protection at these levels. 
bStephens et al., 1963. 
rBlackwood et al., 1963. 
“IV dosage. 

2 
R 
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CONH, ONH, 
OH 

(19) X = F, Y = H 
(69) X = Br, Y = H 
(70) X = CL, Y = H 
(71) x = Y = c1 

(72) Y = H 
(73) Y = OH 

(74) X = C1, Y = H 
(75) X = C1, Y = OH 
(76) X = F, Y = H 
(77) X = F, Y = OH 

H. MODIFICATIONS A T  THE c-12A POSITION 
(ESTERS) 

The activity of 12a-deoxytetracycline (18) and 4aJea-anhydrotetra- 
cycline (17) have already been discussed in connection with a chro- 
mophoric requirements for activity (Table 111). The activity of tetra- 
cyclines with other modifications at the C-lea-position are summarized 
in Table X. The 012a-formate of tetracycline (79) is readily hydrolyzed 
to parent tetracycline, and so is found to have activity approximately 
equivalent to that of tetracycline (cf. 3 in Table 11). A series of mono 
and diesters of oxytetracycline (80-83) show greatly depressed 
activity. The minor activity noted may well be due to partial hydrolysis 
of the esters. The requirement for C-12a stereochemistry is indicated 
by the lack of activity of the 12a-epidedimethylamino derivative (84) 
in comparison to corresponding compound retaining the normal con- 
figuration (27, cf. Table V). 

Ill. 

The effect of lipophilicity of tetracyclines on their pharmacody- 
namic properties in dogs has been discussed in detail, with several 
parameters correlated with the distribution coefficients (KO) of various 
tetracyclines between aqueous buffers and chloroform (Schach von 
Wittenau and Yeary, 1963; Schach von Wittenau and Delahunt, 

Electronic and Lipophilic Effects on Tetracycline Activity 



TABLE X 
ANTIBACTERIAL ACTIVITY OF TETRACYCLINES MODIFIED AT THE C-1% POSITION 

Structure Name 

Minimum inhibitory concenhation (pglml) 

- 
C 

_m 

E 
.- 
YI 

0 Protective dose 
(0 .z 50% values (mglkg) 

Q u ,  

.E $ $ 9  
$ ; g n  u u b n  ;j u u % &  

.-a M e  e 2 S .  pyogenes S. aureus 5 P .  multocida 

v ; v ; s v ;  d i G 2 oral Subcut. OraI Subcut. Oral Subcut. 

3 & 

0.2 - 0.2 1.5 1.5 0.8 0.8 3 3 3 3 - - 79 O'~"-Fonnyltetracycline" 
80 OIY'-Acetyloxytetracyclineb 3 >ux) 3 25 50 25 25 36 12 - >ZOO' >50>50 

6 > 50 11 >50 > 12.5 >50 >50 81 O'"-Propionyloxytetcacyclineb 3 >lo0 0.8 100 25 25 

3 >lo0 0.8 25 100 25 6 > 50 15 - - >50 >50 
82 05,0'"-Diacetyloxytetracycliner 3 >ZOO 3 25 50 25 25 >100>100 - - - -  

&4 12a-Epi-4dedimethylaminooxytehacycline" >lo0 - - >lo0 >lo0 >lo0 >I00 - - - -  - -  
83 O'U,'9"-Diacetyloxytetracyclineb 

'rBlackwood et al . ,  1960. 
bBlackwood et al., 1962. 
'Hochstein et al., 1953. 

'40% protection at this level. 
Schach von Wittenau et al., 1965 

E 
2 
E 
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N(CH,), OH N(CH3), 

CONH, 

OH 0 OH1 0 c=o c=o 
I I 
H R 

(80) R = CH, 
(79) (81) R = C,H, 

1965; Schach von Wittenau, 1969). Distribution coefficients reported 
there have been extended, by the same methods, to additional tetra- 
cycline derivatives at pH 7.0. The data are summarized as log Ku 
values in Table XI. The tetracyclines in this table are placed in the 
order from lowest lipophilicity (most polar) to highest lipophilicity 
(least polar). 

Frequent reference has been made to the effect of electron-with- 
drawing groups at the C-7 position on enhancement of in vitro activity. 
We suggest that the enhanced in vitro activity of 6-methylenetetracy- 
cline may result from a similar electronic effect. In Table XI, tetra- 
cyclines having a electronic factor equivalent to tetracycline are listed 
as zero. 7-Chloro or 6-methylene substitution is listed as -1 (electron 
withdrawing). 7-Nitro or combined 7-chloro and 6-methylene are 
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listed as -2 (strongly electron withdrawing). 7-Amino substitution is 
listed as + 1 (electron donating) and 7-dimethylamino substitution 
listed as +2  (strongly electron donating). These relative assignments 
of electronic factor for halogen and amine substitution are fully con- 
sistent with substituent constants employed in the Hammett equation 
(for review, see Barlin and Perrin, 1966). For the sake of clarity, tetra- 
cyclines having a zero electronic factor are underlined and the factor 
is repeated twice in the table. Various aspects of in vitro and in vivo 
activity are now considered in light of these parameters. 

A. In Vitro GRAM-POSITIVE ACTIVITY (TETRACYCLINE SENSITIVE) 
In Table XI, in vitro activity against tetracycline sensitive gram- 

positive bacteria is exemplified by  bioassay and MIC values against 
Staphylococcus aureus and Streptococcus pyogenes. It will be noted 
that over the entire spectrum of lipophilicity, both bioassay and MIC 
values stay within a relatively narrow range, indicating that lipophili- 
city is of no great importance as a factor effecting the in vitro activity 
of tetracyclines against sensitive gram-positive bacteria. An electronic 
factor is noted, however, in particular enhancement of in vitro 
activity by electron-withdrawing substituents. Activity is depressed 
with the electron-donating 7-amino substituent (63). However, 7- 
dimethylamino substitution (64) is an exception. This phenomenon, 
which may relate to charge on bacteria, has already been discussed 
above in connection with tetracyclines modified at the C-7 and C-9 
positions. 

B. In Vitro GRAM-POSITIVE ACTIVITY (TETRACYCLINE RESISTANT) 
In Table XI, in oitro activity against tetracycline resistant bacteria 

is exemplified by MIC values against a tetracycline-resistant S. aureus. 
The large factor of lipophilicity is evident; as lipophilicity is in- 
creased, the MIC against resistant Staphylococcus approaches and 
becomes equal to the MIC against sensitive Staphylococcus. Unique 
in vivo activity against tetracycline resistant staphylococci has been 
reported for minocycline (64, Martell and Boothe, 1967). 

C. In Vitro GRAM-NEGATIVE ACTIVITY 
In contrast to tetracycline-sensitive gram-positive bacteria, gram- 

negative activity is greatly influenced by the lipophilicity of a tetra- 
cycline. The gram-negative bacteria are exemplified in Table XI, as 
well as earlier tables, by Escherichia coli, Aerobacter aerogenes, 
Salmonella typhosa, and Klebsiella pneumoniae. A general trend to 



TABLE XI to m 
M Electronic and Lipophilic Effects on the Antibacterial Activity of Tetracycline 

Bioassay 
(relative to 

tetracycline) Minimum inhibitory concentrations (ug/ml) 

b 
1.91' 0 1.0 0.8 0.55 >lo0  0.07 1.09 2.91 3.12 2.5 7.2 2.6 0 

CH, OH 

4 " A  

CH, OH 

6 &  

CH, OH 

46 JAA 

6 
0 
U 

% 
1.37= 0 0.4 0.5 0.8 200 0.1 12 12 6 6 22 - 0 0  

* 
2 z 

1.32' 0 1.0 1.0 0.21 60 0.06 0.73 1.66 1.56 1.56 5.81 1.23 0 
P 

Q 

B 
c) 

0.93b -1 2.3 - 0.13 50 0.03 0.43 0.94 1.40 1.56 4.50 1.19 -1 

0.83' -1 - 3.0 0.11 35 0.04 0.33 0.1 0.55 0.55 6.00 1.63 -1 

0.69' -2 6.3 - 0.15 100 0.01 0.8 2.2 -2 1.5 1.5 0.4 26 



NH, 
63 0.2gd +1 1.0 0.4 1.5 > l o 0  0.2 0.8 3 6 3 20 3 +1 

60 O.2Od -2 4.6 6.4 0.2 12.5 0.04 0.15 0.07 0.39 0.76 18 4 -2 

?is OH 
, I  

7 0.20' 0 1.4 - 0.19 8.75 0.04 1.74 2.54 1.56 1.87 2.55 1.00 0 

9- -0.89' 0 0.9 1.6 0.2 1.5 0.2 1.5 1.5 1.5 0.1 5 1.5 0 

45 A -1.22c +1 1.2 - 0.2 6.3 0.2 3 6 3 3 11 9.3 +1 

N(CH3 

64 & -1.60d +2  - >1.0  0.1 0.8 0.02 3 3 3 1.5 3.5 - +2 

p , S 9  

49 A <-2.0e 0 0.01 - 0.8 0.8 0.2 > l o o  > l o o  30 >lo0 >25  > 2 5  0 

24 <-2.0e 0 - 0.7 1.5 1 ,100 > l o 0  > l o 0  > l o 0  > l o 0  >50  0 
(Nz - t - buty 1) 

Except where specified (U), substitution is otherwise identical to tetracycline. 
bSchach von Wittenau and Yeary, 1963. 
'Schach von Wittenau, 1969. 
dDetermined by the method of Schach yon Wittenau and Yeary, 1963. 
eThe high distribution of these tetracyclines into CHCI:, precludes accurate determination of Ko.  

!2 
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decreased gram-negative activity, as lipophilicity increases, can be 
seen by examination of Table IX. In the extremely lipophilic tetra- 
cyclines (49 and 24), gram-negative activity is essentially lost. Super- 
imposed is an electronic effect on in vitro activity, such that electron- 
withdrawing substituents (factor=- 1 or -2) enhance activity, while 
electron-withdrawing substituents (factor =+ 1 or +2) reduce in vitro 
activity. 

D. In Vivo Staphylococcus aureus ACTIVITY 

In vivo activity of tetracyclines is not readily predictable from in 
uitro activity. As a result of important pharmacodynamic factors, in 
vivo activity correlates very differently with electronic and lipophilic 
factors. Examination of the in vivo data in Table XI demonstrates that 
an optimum lipophilicity exists for in vivo activity. Thus compare the 
activity of doxycycline (7, log K D  0.20) with other tetracyclines having 
zero electronic factor. This conclusion is fully consistent with pharma- 
codynamic studies in dogs (Schach von Wittenau, 1969; Schach von 
Wittenau and Yeary, 1963; Schach von Wittenau and Delahunt, 1965) 
in which the same lipophilic factor has been correlated with tissue 
binding, free drug levels, rate of excretion, serum half-lives, etc. The 
same phenomenon is also reflected in more detailed mouse studies 
(English and Lynch, 1967; English, 1967, 1968). For example, in a 
series of four tetracyclines of intermediate lipophilicity, with a proto- 
col involving drug dosage at various times prior to infection, (doxycy- 
cline, 7) protected mice even when dosed up to 8 hours before 
infection. 

In sharp contrast to the electronic effect on in vitro activity is a 
possible electronic effect on in vivo activity. Thus strongly electron 
withdrawing substituents (factor=-2, 46 and 60) appear to depress 
in vivo activity, while a strongly electron-donating subsituent (factor= 
+2, 64) enhances in vivo activity. These generalizations are particu- 
larly true of oral activity. 7-Amino-6-demethyl-6-deoxytetracycline 
(63, factor =+ 1) appears exceptional. We might speculate that its poor 
in vivo activity reflects metabolism to an inactive compound (e.g., 
oxidation to a quinone in the D-ring). 
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I. Introduction 

The natural occurrence of phenazine pigments has been known 
since late in the nineteenth century. All of these pigments contain 
the same basic structure whose nucleus and numbering system is out- 
lined in Fig. 1. The description of increased numbers of these phena- 

FIG. 1. Structure and numbering system of the phenazine nucleus. 

zine structures and of microorganisms known to produce these de- 
rivatives is the product of relatively recent research. The present 
review is an attempt to collate the available information concerning 
the production and the biosynthetic pathways of the various phena- 
zine pigments. 

II. Pyocyanine 

Pyocyanine is known widely as the blue pigment produced by some 
strains of Pseudomonas aeruginosa under certain cultural conditions 
and may be regarded as the parent of phenazine pigments since it was 
described first and undoubtedly is the most thoroughly studied. 
Pyocyanine has been studied also because of its antibiotic properties 
and because of its occurrence in pathogenic strains of the organism. 
Recent reviews by Caltrider (1967) and MacDonald (1967) on the 
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mechanism of action and on the biosynthesis of pyocyanine, respec- 
tively, summarize most of the data found in the literature. The pig- 
ment was first isolated by Gessard (1890) following the growth of P .  
aeruginosa on complex media. The original structure proposed by  
Wrede and Strack (1929) was later shown by Hilleman (1938) to be 
double the now accepted formula which is illustrated in Fig. 2. 

OH 

I 
c Hs 

FIG. 2. Structure of pyocyanine. 

The first documented evidence concerning the production of 
pyocyanine in a chemically defined medium was that of Jordan (1899). 
He demonstrated the ability of some cultures to produce the pigment 
when grown on a mixture of salts plus asparagine or plus the ammon- 
ium salts of succinic, lactic, acetic, or citric acids. The description of 
additional chemically defined media was initiated by the studies of 
Burton et al. (1947). Since that time many media, usually modifica- 
tions of that mentioned above, have been described in an effort to 
optimize the amount of pigment produced. The media usually contain 
glycerol as a carbon source, leucine and/or alanine as nitrogen 
sources, and Fe+', Mg+2, S04-2, and P04-3 although the level of phos- 
phate is critical and must be kept low to ensure maximum production 
of pyocyanine. A summary of the specific media used for pyocyanine 
production as well as various cultural conditions has been tabulated 
by MacDonald (1967). 

Recent reports which appeared subsequent to those discussed 
above confirmed and extended observations previously noted. Studies 
by Vallette and co-workers (1966) with strain A-237 of P .  aeruginosa 
show that optimum pyocyanine production occurs at a concentration 
of 0.08 M phosphate when the organism is cultured on a synthetic 
medium of succinic acid and ammonium chloride. This phosphate 
concentration appears to be higher than that found optimal for the 
ATCC 9027 strain (MacDonald, 1967). In addition, these workers 
found that methyl phosphate, as the phosphorus source, yielded 
approximately twice the amount of pyocyanine as when ortho- 
phosphate was supplied; however, the absolute concentrations of the 
pigment produced were not stated. The fact that methyl phosphate 
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yields higher concentrations of pyocyanine seems to substantiate the 
conclusions of Ingledew and Campbell (196913) who state that phos- 
phate deficiency may be the trigger for phenazine synthesis. These 
authors developed a resuspension medium to follow the competition 
of shikimic and quinic acids on the incorporation of 14C-labeled 2- 
ketogluconate into pyocyanine by a mutant which was unable to use 
these acids for growth. In a resuspension medium devoid of organic 
phosphate, pyocyanine production by the mutant was increased 
approximately 30% over that of the parent strain when 2-ketogluco- 
nate was the carbon source. In the later stages of pigment production 
free inorganic phosphate appeared in the resuspension medium. This 
was attributed to ribosome degradation which is known to occur when 
P .  aeruginosa is subjected to starvation conditions (Hou et al., 1966). 

The previous discussions concerning the media for the production 
of pyocyanine are based upon the fact that cell growth occurs to some 
extent. The production of pyocyanine in resting cell suspensions has 
been studied by Grossowicz et al. (1957); Frank and De Moss (1959); 
Halpern et al. (1962); and Kurachi (1959); these studies are dis- 
cussed and evaluated by MacDonald (1967). Very little has been done 
with resting cells or near-resting cell suspensions since 1962. Even in 
the resuspension system of Ingledew and Campbell (1969b), growth, 
as measured by optical density at 490 mp, occurred while the pro- 
duction of pyocyanine proceeded. 

The effect of inhibitors upon the production of pyocyanine has been 
studied by various workers. Frank and De Moss (1959) state that those 
inhibitors which produce useful inhibition of growth also inhibit the 
production of pigment. These workers studied the effects of potassium 
cyanide, sodium azide, sodium arsenate, and chloramphenicol upon 
growth and pigment production. Schneierson and co-workers (1960), 
however, found that of four strains of P .  aeruginosa treated with sub- 
inhibitory concentrations of chloramphenicol, three exhibited a com- 
plete and permanent loss in the capacity to produce pyocyanine and 
no effect on growth was noted in these tests. Erythromycin at 50 pg 
per ml also eliminated pigment production in all four strains while 
apparently having no effect upon growth. 

The biosynthesis of pyocyanine from labeled substrates has been 
thoroughly reviewed by MacDonald (1967). In general, glycerol is 
one of the most efficient sources of pyocyanine carbon. In most of 
these studies, however, the percentage of carbon label finally in- 
corporated into the pigment was only a small proportion of the total 
carbon utilized. Additional studies by Millican (1962) and MacDonald 
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(1963) using a direct label incorporation, or isotope dilution showed 
that quinic or shikimic acids serve as good sources of pyocyanine 
carbon. However, in each study cell growth occurred and presumably 
the competitive carbon source was metabolized subsequent to in- 
corporation into pyocyanine. 

The problem of precursor metabolism prior to incorporation into 
pigments was circumvented as described in an elegant study by 
Ingledew and Campbell (1969a). These authors prepared a mutant 
Q- which was unable to oxidize and, hence, unable to metabolize 
shikimic and quinic acids. When cultures of the wild type W+ were 
added to a resuspension medium containing 2-ketogl~conate-'~C as 
the initial sole source of carbon, it was found by isotope dilution 
that 9% of the pyocyanine carbon was derived from shikimic acid. 
However, when the same experiment was repeated, with the Q -  
strain, 98% of the pyocyanine ring carbon was derived from shikimic 
acid whereas 40% was derived from quinic acid. These authors also 
reported studies to rule out the possibility that quinic acid is a direct 
precursor of pyocyanine carbon. Their data strongly suggest that 
quinic acid is converted to shikimic acid which is then incorporated 
into the pyocyanine molecule. Their conclusions were tempered by 
the statement that anthranilic or chorismic acids cannot entirely be 
ruled out as precursors by these competition experiments alone since 
these intermediates may be enzyme-bound in uiuo and unavailable 
for equilibration with the exogenously added substrates. In any 
event, the nature of the steps involved in nitrogen donation to 
shikimic acid remains to be established. 

111. Chlororaphine 

Guignard and Sauvageau (1894) isolated and described two pig- 
ments produced by  Bucillus chlororuphis (Pseudornonas chloro- 
ruphis). Later studies by Kiigl and Postowsky (1930) showed the two 
pigments to be reduced chlororaphine (green) and oxidized oxy- 
chlororaphine (yellow). The structure of the latter is given in Fig. 3. 
The exact structure of chlororaphine remains in dispute but it is 

FIG. 3. Structure of oxychlororaphine. 
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generally agreed that it is the dihydroderivative of oxychlororaphine. 

Oxychlororaphine is produced by certain cultures of P. chlororaphis 
and P. aeruginosa. The pigment was first produced in the synthetic 
medium of glycerol and asparagine plus salts as described by Mercier 
and Lasseur (1911), but later workers reverted to a glycerol plus pep- 
tone culture medium. In studies with P. aeruginosa, Takeda and 
Nakanishi (1959) followed production in a glycerol, urea, and salts 
medium. In a comparative study concerning the simultaneous pro- 
duction of pyocyanine, phenazine-1-carboxylic acid, and oxychloro- 
raphine by P. aemginosa, strain Mac 436, Chang and Blackwood 
(1969) evaluated several media for optimum production of the three 
respective pigments. Maximum production of all three as well as 
maximum production of oxychlororaphine occurred in the medium 
of Frank and De Moss (1959). 

Chlororaphine is obtained from culture filtrates by filtration, centri- 
fugation, or by ether extraction. Mixtures of chlororaphine and oxy- 
chlororaphine are resolved by fractional crystallization from acetone 
in the absence of atmospheric oxygen since under these conditions, 
oxychlororaphine is much less soluble than chlororaphine. The fur- 
ther purification of oxychlororaphine is achieved by column chroma- 
tography on alumina, sublimation at about 210°C, or by repeated 
crystallization (Swan and Felton, 1957). 

Studies on the biosynthesis of oxychlororaphine at present are less 
numerous than those available for pyocyanine. Early work by Kogl 
et al. (1932) demonstrated that the addition of phenazine-l-carbox- 
ylic acid, picolinic acid, pyrocatechol or pyrocatechol-3-carboxylic 
acid stimulated the production of oxychlororaphine by cultures of 
P. chlororaphis. Takeda and Nakanishi (1959) later showed that the 
addition of D,L-y-aminobutyric or L-aspartic acids increased the yield 
of oxychlororaphine by cultures of P. aeruginosa. P. Bechard and 
A. C. Blackwood (unpublished observations, 1970) have also shown 
that the addition of phenazine-1-carboxylic acid to cultures of P. aeru- 
ginosa Mac 436 stimulates the production of oxychlororaphine and 
the increase in oxychlororaphine is proportional to the amount of 
phenazine-1-carboxylic acid added. In addition, phenazine-l-carbox- 
ylic-'4C acid is converted to oxychl~roraphine-~~C whose specific 
activity is approximately equal to the specific activity of the added 
phenazine-1-carboxylic acid. In a study by Carter and Richards (1961) 
on the biogenesis of oxychlororaphine, carboxy-labeled anthranilic 
acid was incorporated to the extent of 0.002%. Of this quantity, ap- 
proximately 80% was found in the carboxamide group while 20% 
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appeared in the phenazine moiety. On the basis of the incorporation 
of alanine-l-I4C and alanine-2-14C, as well as the incorporation pattern 
of anthranilic acid ~arboxyl-'~C, these authors concluded that the 
shikimic acid pathway was responsible for the synthesis of the phena- 
zine ring. Chang and Blackwood (1968) studied the simultaneous 
production of pyocyanine and oxychlororaphine by P .  aeruginosa Mac 
436 and found that I4C was incorporated maximally into both pigments 
from gly~erol-l,3-'~C and glycerol-2-"C. Shikimic acid, although not 
as efficient a carbon donor as glycerol, was superior to glucose-14C, 
~uccinate-'~C, or acetate-I4C. The specific activity of the two pigments 
following synthesis in the presence of gly~erol-l ,3-~~C, glycer01-2-'~C, 
or shikimic-1,6-14C acid was essentially the same. These authors con- 
cluded that the route of synthesis of the two pigments was similar and 
that the shikimic acid rather than the acetate pathway was involved. 

IV. Phenazine-1 -Carboxylic Acid 

Phenazine-1-carboxylic acid, whose structure is illustrated in Fig. 
4, was first described in simultaneous publications by Kluyver (1956) 
and Haynes et al. (1956). The organism, Pseudomonas aureofaciens, 

FIG. 4. Structure of phenazine-1-carboxylic acid. 

was isolated from clay and observed to produce a yellow pigment. 
Takeda (1958) later demonstrated production of phenazine-l-carbox- 
ylic acid by P .  aeruginosa. Isono et al. (1958) reported the production 
of the pigment by cultures of Streptomyces misakiensis. Toohey et al. 
(1965) isolated and characterized phenazine-1-carboxylic acid as one 
of the causative antibiotic substances of "barren ring." Pseudomonas 
aureofaciens was cultured on a complex medium containing glycerol, 
peptone or yeast extract, and salts by Kluyver (1956), Haynes et al. 
(1956) and Toohey et al. (1965). Takeda (1958) later simplified the 
medium by substituting urea as a nitrogen source. Levitch and Stadt- 
man (1964) in a biosynthetic study of phenazine-1-carboxylic acid, 
described an incubation mixture which was composed of 0.2 M gly- 
cerol¶ 0.02 M lysine, and diinethyl glutarate buffer. In a study on the 
simultaneous production of pyocyanine, phenazine-1-carboxylic acid, 
and oxychlororaphine, Chang and Blackwood (1969) found that phen- 
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azine-l-carboxylic acid was produced in good yield by P .  aeruginosa 
Mac 436 in the medium of Frank and De Moss (1959). 

Phenazine-1-carboxylic acid is extractable into organic solvents 
following acidification of the fermentation broth. The crude acid 
was further purified by alumina column chromatography by Kluyver 
(1956) and Isono et al. (1958) or by paper chromatography by Toohey 
et al. (1965). Haynes et al.  (1956) isolated the acid following car- 
bon dioxide sparging. Levitch and Stadtman (1964) purified phena- 
zine carboxylic acid following repeated crystallizations from 95% 
ethyl alcohol. Chang and Blackwood (1968) isolated pure phenazine- 
l-carboxylic acid free of pyocyanine and oxychlororaphine following 
extraction into CHCl, and subsequent silica gel G thin-layer chroma- 
tography employing CHC13, methanol, and acetone as the developing 
solvents. 

Studies on the biosynthesis of phenazine carboxylic acid by Takeda 
and Nakanishi (1959) showed that pigment production is stimulated 
on the addition of L-cysteine, D,L-tryptophan or D,L-tyrosine to the 
fermentation medium. Levitch and Stadtman (1964) employing an 
incubation mixture for the production of acid by P .  aureofaciens 
showed that glycerol was the carbon source of preference as glucose, 
fructose, ribose, erythrose, lactic, pyruvic, succinic, and gluconic 
acids yielded little or no pigment. Pigment production in the presence 
of labeled substrates showed that glycer01-1,3-~~C or glycerol-2-14C 
were at least 300% more efficient in the donation of carbon than shi- 
kimic acid or threonine. It was assumed that the incorporation of shi- 
kimic-U-,H, as used in this study, reflected the incorporation of shi- 
kimic acid carbon. The carbon contributions of acetic, succinic, and 
pyruvic acids as well as alanine or histidine were less than 10% of 
that contributed by glycerol. Isotopic competition experiments be- 
tween unlabeled shikimic acid and glycerol-1,3-14C showed that 
shikimic acid depressed the radioactivity contribution from glycerol- 
14C by 70%. These authors suggested from these experiments that 
perhaps one or both rings of phenazine-l-carboxylic acid were de- 
rived from the shikimic acid pathway. Studies on the simultaneous 
production of pyocyanine, phenazine-l-carboxylic acid, and oxychlor- 
oraphine by P .  aeruginosa Mac 436 (Chang and Blackwood, 1968) 
showed that the specific activity of the phenazine carboxylic acid was 
the same as that of pyocyanine or oxychlororaphine when glycerol- 
1,3-14C, glycerol-2-14C or shikimi~-1,6-'~C acid were tested as carbon 
donors for phenazine ring synthesis. These authors concluded that all 
three pigments were synthesized via the same route which most 
probably involved the shikimic acid pathway. 
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V. lodinin 

Iodinin ( 1,6-phenazinediol 5,lO-dioxide) may be regarded as 
the parent compound of this particular class of phenazines. The 
structures of the three diolphenazines: iodinin, l,6-phenazinediol 
5-oxide, and 1,6-phenazinediol are shown in Fig. 5. The pigment, 

OH 

FIG. 5. Structures of (A) 1,g-phenazinediol 5,lO-dioxide (iodinin); (B) 1,8phena- 
zinediol5-oxide; and (C) 1,6-phenazinediol. 

iodinin, was first observed in milk culture and shown by Davis (1939) 
to be produced by Chromobacterium iodinum (Pseudomonas io- 
dimum). The pigment was later purified by Clemo and McIlwain 
(1938) and the name iodinin was proposed by McIlwain (1937). Io- 
dinin is known to be produced by various organisms including Strep- 
tomyces thioluteus, Brevibacterium cwstalloiodinum, Waksmania 
aerata, Microbispora aerata, and the “Malloch” strain of some Nor- 
cardiacaeae. The pigment appears as large, deep purple crystals in 
fermentation broths or in solid agar cultures. The pigment may be 
washed from the surface of solid cultures and extracted with CHCI,. 
Repeated crystallizations from CHCl, solution yields a compound 
which melts at 236°C (Swan and Felton, 1957). Gerber and Leche- 
valier (1965) isolated pure iodinin, 1,6-phenazinediol 5-oxide, and 
1,6-phenazinediol following paper chromatography of the CHCls 
extract of the fermentation liquor with a developing solvent composed 
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of toluene-ethanol-water. The three diol pigments are produced by 
cultures of P .  iodinum when grown on yeast extract, cerelose, and tap 
water. Following growth on a rotary shaker for 68 hours, 165 mglliter 
of iodinin, 12 mg/liter 176-phenazinediol 5-oxide7 and 3.8 mg/liter 
1,6-phenazinediol were isolated. The three pigments were obtained 
in yields of 1 mg/liter for iodinin and 0.3 mg/liter for both 1,6-phena- 
zinediol 5-oxide and 176-phenazinediol following growth of Strepto- 
myces thioluteus on a 6% Pablum medium (Gerber and Lechevalier, 
1964). Certain strains of Waksmania aerata produced iodinin in yields 
of 100-200 mg/liter following growth for 14 days on aqueous Pablum 
medium (Gerber and Lechevalier, 1964) and trace amounts of 1,6- 
phenazinediol were also detected. Similarly, iodinin (no yield re- 
ported) and 1,6-phenazinediol 5-oxide in yields of 50 pg/liter were 
isolated from Waksmania aerata following growth on aqueous Pablum. 

The biosynthesis of iodinin by Brevibacterium iodinum has been 
studied in some detail by Podojil and Gerber (1967). These authors 
showed that washed cells added to either saline phosphate or the 
salts E solution of Frank and De Moss (1959) synthesized iodinin 
from L-glutamine, L-asparagine, L-glutamic acid, and fumaric acid. 
D,L-gl~tamic-3-~H acid, when added to washed cell suspensions, was 
incorporated into iodinin at a level of 0.11% whereas the addition 
to a 36-hour growing culture gave incorporations to a level of 0.01%. 
Uniformly labeled shikimic-14C acid, on the other hand, was incor- 
porated to an extent of approximately 4% of the initial label added. 
Tritium-labeled 176-phenazinediol and 176-phenazinediol 5-oxide 
yielded iodinin labeled to 10 and 15%, respectively, of the initial 
tritium added. Isotope dilution experiments demonstrated that un- 
labeled phenazine, 1,6-phenazinedio17 phenazine-1,6-dicarboxylic 
acid, or fumaric acid suppressed the incorporation of tritium from 
labeled D,L-glutamic acid to degrees varying between 70 and 40%. 
Similar experiments showed that unlabeled L-phenylalanine de- 
pressed the radioactivity incorporated from uniformly labeled shi- 
kimic-14C by 58%. The authors concluded that the shikimic acid path- 
way is most probably involved in the biosynthesis of iodinin and that 
1,6-phenazinediol and the 5-oxide are direct precursors. These con- 
clusions corroborated and extended the views put forth in previous 
studies (Gerber and Lechevalier, 1965; Irie et aZ., 1960). 

VI. Other Phenazines 

The groups of pigments just discussed account for most of the in- 
formation available concerning phenazine production and possible 
routes of biosynthesis. However, other phenazines have been iso- 
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lated, characterized, and studied in lesser detail. The monohydroxy 
phenazines, whose structures are illustrated in Fig. 6, have, in general, 
been obtained as minor products following cultural and isolation pro- 

COOH 

FIG. 6. Structures of (A) l-hydroxyphenazine; (B) 2-hydroxyphenazine; and (C) 2- 
hydroxyphenazine-l-carboxylic acid. 

cedures of other pigments. It is claimed (Schoental, 1941), that certain 
cultures of P. aeruginosa also produce l-hydroxyphenazine, the 
product of pyocyanine demethylation. Toohey and co-workers ( 1965) 
described the occurrence of a pigment 2-hydroxyphenazine-l-carbox- 
ylic acid which was synthesized by a strain of P. aureofaciens during 
the course of phenazine-l-carboxylic acid production. These workers 
provided convincing chemical and biological evidence as proof of 
structure. It was also noted that a mixed culture (composition un- 
specified) of soil microorganisms converted 2-hydroxyphenazine-l- 
carboxylic acid to phenazine-l-carboxylic acid. Levitch and Rietz 
(1966), on the other hand, noted the production of a contaminating 
pigment following the synthesis of phenazine-l-carboxylic acid by P. 
aureofaciens. Isolation of the pigment from large-scale fermentations 
and subsequent comparison of its properties with an authentic sample 
showed it to be identical in all respects to 2-hydroxyphenazine. Pre- 
liminary studies on the incorporation of labeled substrates were per- 
formed with this pigment. Approximately 0.7% of added glycerol-2- 
I4C carbon was incorporated into the pigment while 2.15% of the 
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added shikimic-U-14C acid was converted to 2-hydroxyphenazine. As 
suggested by the authors, the results were consistent with those 
obtained with phenazine-l-carboxylic acid and suggested that the 
shikimic acid pathway was responsible for phenazine ring synthesis. 

Holliman (1957) described the occurrence of two water-soluble 
pigments, aeruginosins, which were produced by a red strain of P. 
aeruginosa. In a subsequent report (Holliman, 1961) a procedure 
employing Celite and charcoal chromatography followed by pyridine 
gradient elution was described for the separation of the two pigments. 
The preliminary evidence indicated that the two structures were 
closely related and were probably derivatives of 2-aminophenazine. 
Herbert and Holliman (1969) subsequently suggested the formula for 
aeruginosin B as 2-amino-6-carboxy-lO-methyl-8-sulfophenazinium 
betaine and Holliman (1969) established the structure of aeruginosin 
A as 2-amino-5-methyl-6-carboxyphenazine (see Fig. 7). 

FIG. 7. Structures of (A) aeruginosin A and (B) aeruginosin B. 

The production of antibiotic substances by Streptomyces griseo- 
luteus was first reported by Umezawa et al. (1950) and Okami (1952). 
The chemical structures of the two antibiotics, griseolutein A and B 
were later reported by Nakamura et al. (1959) and Nakamura et al. 
(1964). Griseolutein A was shown to be l-methoxy-4-[(hydroxy- 
acetoxy)methyll-9-carboxyphenazine, and griseolutein B, l-methoxy- 
4,6,7,12-tetrahydro-6-hydroxy-6-hydroxymethyl-2~-ox~zino [5,4,3- 
d,e] phenazine-1 l-carboxylic acid. Yagashita (1960) isolated griseo- 
luteic acid, l-methoxy-4-hydroxymethyl-9-carboxyphenazine from 
culture filtrates of S. griseoluteus. The structures of the griseo- 
luteins are shown in Fig. 8. This report (Yagashita, 1960) demonstrated 
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FIG. 8. Structures of (A) griseolutein A; and (B) griseoluteic acid. 

the ability of whole mycelium preparations and sonic extracts to 
convert griseoluteic acid and glycolic acid to griseolutein A. 

One of the most recently described phenazine pigments is myxin. 
This wide-spectrum antibiotic was first isolated from a strain of 
Sorangium by  Peterson et al. (1966). The structure of the pigment, 
shown in Fig. 9, was established as l-hydroxy-6-methoxyphenazine 

FIG. 9. Structure of myxin. 

10-dioxide by  Edwards and Gillespie (1966), but later studies by 
Weigele and Leimgruber (1967) and Hanson (1968) produced a re- 
vised structure, l-hydroxy-6-methoxyphenazine 5,lO-dioxide. Myxin 
is produced by fermentation on glucose, tryptone, and salts and sub- 
sequently purified by absorption and elution from Amberlite CG-50 
resin. Following acidification of the resin eluate, the pigment was ex- 
tracted with ethyl ether (Cook et al., 1968). Radioactive myxin has 
been prepared (Lesley et al.,  1967) following growth of Sorangiurn on 
uniformly labeled glucose. Lesley and Behki (1967) tested the effect of 
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myxin on the synthesis of DNA, RNA, and protein by Escherichia 
coli. The authors concluded that the primary site of myxin action was 
on cellular DNA followed by  a secondary inhibition of RNA and pro- 
tein synthesis. No studies on the biosynthesis of myxin are available 
at the present time. 

The preceding discussions have, in general, been concerned with 
chemical descriptions, production procedures, and interconversions 
of the phenazine pigments. Recent studies, however, have increased 
the number of phenazine derivatives known to be produced in nature. 
The descriptions are limited to chemical identifications, and condi- 
tions for optimum production are lacking. Additional phenazine 
derivatives produced by S. thioluteus have been described by Gerber 
(1967), and those produced by an unidentified bacterium by Gerber 
(1969). 

VII. Discussion and Possible Future Studies 

A critical assessment of the current state of information regarding 
the production and biological synthesis of the phenazine pigments is 
premature at the present time. Specific data are available for in- 
dividual pigments but generalities encompassing all phenazines for 
the most part, are unjustified. From the discussions presented, glycerol 
appears as the carbon source in a chemically defined growth medium 
that increases the production of most of the pigments although 
oxychlororaphine synthesis seems to be depressed (Chang and Black- 
wood, 1969). The production of pyocyanine occurs equally well with 
2-ketogluconate as the carbon source under the proper conditions 
(Ingledew and Campbell, 1969a). With regard to the requirement for 
inorganic ions, the concentration of phosphate ion appears critical 
for the optimum production of some phenazine pigments (Frank and 
De MOSS, 1959; Ingram and Blackwood, 1962; Levitch and Stadtman, 
1964; Ingledew and Campbell, 1969b). Ingledew and Campbell 
(1969b) state that phosphate deficiency may be the trigger for pyo- 
cyanine synthesis by P .  aeruginosa. Similar conclusions have also 
been reached by P. Bechard and A. C. Blackwood (unpublished 
observations, 1970). These latter studies indicate that the production 
of pyocyanine commences when the phosphate concentration reaches 
a critical minimum level and terminates as the phosphate level rises. 
The increase in phosphate in the medium presumably occurs in a 
manner similar to that described by Hou et al. (1966). P. Bechard and 
A. C. Blackwood (unpublished observations, 1970) have also shown 
that pyocyanine production by P .  aeruginosa occurs under growth- 
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limiting conditions which may be correlated to phosphate deficiency, 
that is, if the phosphate level is increased at the appropriate time, an 
increase in cell mass is observed. If the subsequent cell mass is again 
subjected to similar phosphate deprivation, the quantity of pyocyanine 
synthesized is increased. Similar results relating increased cell 
numbers and pigment synthesis have been found by Ingledew and 
Campbell (1969b). If however, too much phosphate is added so that 
the culture medium is not depleted beyond the critical level, the 
production of additional pigment is not achieved. On the basis of 
these and similar studies, the reviewers believe that a complete 
understanding of the phosphate effect may explain the reason for 
pyocyanine, and perhaps phenazine pigment, synthesis and may also 
reveal additional detailed information on the biosynthetic pathways 
involved. 

The collective results concerning the biosynthetic pathway for 
phenazine pigments indicate that shikimic acid is for the most part 
involved. The recent studies by Ingledew and Campbell (1969a) with 
a mutant of P .  aeruginosa show conclusively that pyocyanine is prob- 
ably synthesized in toto from shikimic acid. Production and isolation 
of additional mutations of the shikimic acid pathway are therefore 
necessary and warranted. Studies with other phenazines strongly 
suggest that the conversion of one pigment to another probably occurs. 
Podojil and Gerber (1967) reported that for Brevibacterium ioditiutit 

1,6-phenazinediol and 1,6-phenazinediol 5-oxide are precursors of 
1,6-phenazinediol5,10-dioxide (iodinin). In addition, the early experi- 
ments of Kogl et al. (1932) and the recent work of P. Bechard and A. C. 
Blackwood (unpublished observations, 1970) sugLests that phenazine- 
1-carboxylic acid may be a precursor of phenazine-1-carboxamide 
(oxychlororaphine). In view of these probable interconversions, it 
appears that more detailed studies of this nature would be desirable. 
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I. Introduction and Scope of Review 

The purpose of this review is to collate and discuss fermentation 
aspects of the production of gibberellins. It will include sections on 
the organisms that produce gibberellins, the structure of gibberellins, 
their biosynthesis, and production. A brief review of the applications 
to which their plant growth-promoting properties have been put is 
also included. 

Several excellent reviews and literature surveys of historical and 
chemical aspects have been published, among which the “Source 
Book on Gibberellin” by F. H. Stodola (Stodola, 1958) is an essential 
key to the early literature, which was already impressively large by 
1957. Other surveys which should be consulted for information and 
views of these early days include those of Stowe and Yamaki (1957), 
Wakagi (1958), Grove (1961, 1963), and Stowe et al. (1961). 

Early work was, of course, based on surface culture fermentations 
(Kurosawa, 1934; Yabuta et al., 1939, 1940; Yabuta and Hayashi, 
1936, 1937, 1939; Curtis and Cross, 1954). From these studies a wide 
range of products were reported, usually in a low yield, after pro- 
longed periods of incubation. First publications dealing with the sub- 
merged culture production of gibberellins include those of Kitamura 

283 
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et al. (1953), Borrow et al. (1955), Stodola et al. (1955, 1957), Darken 
et al. (1959), and Fuska et al. (1960). The literature survey upon which 
this review is based necessarily overlaps previous reviews. 

II. Gibberell  ins - Structure a n d  Terminology 

The fungal gibberellins form part of a larger family of compounds, 
the other members being found in higher plants. It is possible that 
gibberellins, or closely related compounds, are also produced by 
bacteria. To date’ twenty-seven gibberellins are known, of which 
four, A,, A3, A4, and A,, have been isolated from both fungi and higher 
plants, while gibberellins Az, Ae-15, and Az4-z5 have been isolated 
only from fungi (Cave11 et al., 1967; Cross, 1968; D. M. Harrison, 
personal communication, 1969). Gibberellic acid (gibberellin A3) has 
received the greatest attention so far, but gibberellins A4 and A, (and 
mixtures of A4 and A,) are now becoming more available and have 
commercially attractive properties. The structures of the fungal gib- 
berellins are shown in Fig. 1, and comments on the conditions of 
production will be made later. 

Ill. Other Compounds Isolated from Gibberell in Fermentations 

The intense studies which these fermentations have attracted have 
yielded a large number of compounds. Some of these are clearly im- 
plicated in the biosynthesis and breakdown of gibberellins (Table I) 
while others are either “shunt” products or compounds, the presence 
of which would be expected on general metabolic considerations 
(Tables 11, 111, and IV). Several enzyme systems have also been de- 
tected (Table V). 

IV. Organisms, Nomenclature, a n d  Strains 

Considerable confusion is evident in the literature in the naming 
of fungal cultures which produce gibberellins, and an authoritative re- 
view of strains and nomenclature would be helpful. Names which 
have been attributed to producing organisms include: 

Fusarium heterosporum Nees 
Fusarium moniliforme Sheldon 
Fusarium oxysporum Schlechtendahl 
Gibberella fujikuroi (Sawada) Wollenweber 
Cihlwrella moniliformis (Sheldon) Wineland 
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A1 5 

FIG. 1. The structures of the fungal gibberellins. Gibberellins A?, AS-15, and A?4-Z5 

have been isolated only from fungi. The remainder have also been isolated from higher 
plants. 

In a brief review Borrow et al. (1955) indicated that F. moniliforme 
Sheld. should be regarded as the imperfect stage of G. fujikuroi 
(Saw.) Wr., and that F. heterospomm Nees as used by Yabuta et al. 
(1934) is probably incorrect. The organisms used in fermentation 
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TABLE I 
COMPOUNDS RELATED TO GIBBERELLINS ISOLATED FROM FERMENTATIONS 

Gibberic acid" 
Dehydroallogibberic acid" 
Allogibberic acid" 
Gibberellenic acid" 

Gibberellin X 
2,3,7-Trihydroxy- 1-methyl-8- 

methylenegibb-4-ene- 1,lO-dicarboxylic 
acid, 1,3-lactonen 

2-0-acetyl gibberellic acid 
Fujenal" 

Fujenoic acid 
(-)-Kaurene 
(-)-Kau ranol 
(-)-Kaur-16-en-19-oic acid 
7,Hydroxykaurenolide 

7,18-Dihydroxykaurenolide 

7,16,18-Trihydroxykaurenolide 

13-Epi-(-)-manoyl oxide (olearyl acid) 

C18H2&4 oxolactone 
C1"H2&4 oxolactone 

Kuhr, 1962 
Cross et d., 1963 
Kuhr, 1962 
Kuhr, 1962 
Gerzon et d., 1957 
Schreiber et d., 1966 
Kuhr, 1962 
Muromtsev et d., 1966 

Schreiber et al., 1966 
Cavell and MacMillan, 1967 
Cross et d., 1963 
Brown et d., 1967 
Cross et d., 1963 
Cross et d., 1962a, 1963 
Cross et d., 1962a, 1963 
Cavell and MacMillan, 1967 
Cross et d., 1962a, 1963 
Cavell and MacMillan, 1967 
Cross et d., 1963 
I.C.I., 1964b 

Cross et ~ l . ,  1963 
I.C.I., 1964b 

Cross et al., 1963 
Serebryakov et d., 1966 
Wierzchowski and Wierzchowska, 1961 
Wierzchowski and Wierzchowska, 1961 

"These products may be  extraction artifacts. 
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TABLE I1 
ORGANIC ACIDS DETECTED IN GIBBERELLIN-PRODUCING ORGANISMS 
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Acetic acid 

Behenic acid 
Cerotic acid 
Citric acid 
Fujic acid 
Fumaric acid 
5-Hydroxymethylfuran-2-carboxylic acid 
5-Hydroxymethyl-2-furoic acid 
Fusaric acid 

Dehydrofusaric acid 

Gluconic acid 
a-Ketoglutaric acid 
Malic acid 
Malonic acid 
Orsellenic acid 
Phthalic acid 
Pyruvic acid 
Succinic acid 

Tetracosanic acid 
C20H2SOJ (dibasic) 

Harhash, 1967a 
Sandhu, 1960 
Cavell and MacMillan, 1967 
Cavell and MacMillan, 1967 
Harhash, 1967a 
Stemberg, 1962 
Harhash, 1967a 
Kawarada et al., 1955 
Cross et al., 1963 
Yabuta et al., 1934 
Stoll, 1954 
Stoll and Renz, 1957 
Sandhu, 1960 
Hill et al., 1966 
Stoll, 1954 
Stoll and Renz, 1957 
Bilai et al., 1961a 
Harhash, 1966, 1967a 
Harhash, 1967a 
Nakmura et al., 1958 
Bentley et al., 1965 
Cross et al., 1963 
Harhash, 1966, 1967a 
Cross et al., 1963 
Harhash, 1967a 
Cavell and MacMillan, 1967 
Cross et al., 1963 
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TABLE 111 
AMINO ACIDS DETECTED IN GIBBERELLIN-PRODUCING ORGANISMS 

Alanine 

a-Alanine 

y-Aminobutyric acid 
Aspartic acid 

Glutamic acid 

Gl ycine 
Leucine 
Lysine 
Phen ylalanine 
Serine 
Tryptophan 
Tyrosine 
Valine 

Bilai and Zakordonets, 1965'*b 
Carito and Pisano, 1966"m' 
Sandhu, 1960 
Harhash 1967a" 
Sandhu, 1960 
Bilai and Zakordonets, 1965",b 
Harhash 1967ad 
Bilai and Zakordonets, 1965'i*b 
Carito and Pisano, 1966 
Harhash, 1967ad 
Harhash, 1967a 
Harhash, 1967ad 
Bilai and Zakordonets, 1 9 6 5 " ~ ~  
Harhash, 1967a" 
Sandhu, 1960 
Harhash, 1967a" 
Bilai and Zakordonets, 1965f1*b 
Bilai and Zakordonets, 1965" 

(I From cells. 
*From filtrate. 
'2.6 gm/liter. 
"It seems likely that racemization occurred during the isolation of these products 

since this author describes the presence of the DL form. 
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TABLE IV 
OTHER COMPOUNDS DETECTED IN GIBBERELLIN-PRODUCING ORGANISMS 

Adenine 
D-Arabitol 
Betaine 
Ergosterol 
Fungisterol 
Fusigen (a sideramine) 
Gibberine" 
D-Mannitol 
Dimethylphthalate 
Phenyl ethyl alcohol 
Tyrosol 
Vasinfuscarin 
Pigment (ClaHlu07, ? anthraquinone) 
Polysaccharide of 

Glucuronic acid 
Glucose 
Galactose 
Mannose 

Uronic acid 
Ketose 
Galactose 
Pentose 

C20H3608 (unidentified liquid) 
Sitostanol 
p-Sitosterol 

Mucilage based on 

Yabuta et al., 1941 
Borrow et al., 1964b 
Yabuta et al., 1941 
Yabuta et al., 1941 
Yabuta et al., 1941 
Diekmann, 1967 
Sternberg, 1962 
Borrow et al., 1964b 
Cross et al., 1963 
Cross et al., 1963 
Cross et al., 1963 
Stoll, 1954 
Nakamura et al., 1957 

Martin and Adams, 1956 
Siddiqui and Adams, 1961 

Yabuta et al., 1941 

Cave11 and MacMillan, 1967 
Serebryakov et al., 1966 
Serebryakov et al., 1966 

OThis product may be an extraction artifact. 
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TABLE V 

GIBBERELLIN-PRODUCING ORGANISMS 
ENZYME SYSTEMS AND COENZYMES DETECTED IN 

Amylase 
Aspartic deaminase 
Butyrase 
Catalase 
Cellulolytic enzyme 
Coenzyme Q B  

Coenzyme Q g  

Coenzyme Q 10 (H-10) 
Dihydro coenzyme Q lo 
Cutinase 

Fructosanase 
Galactose oxidase 
3-Indole acetaldoxime hydrolyase 
Invertase 
Laccase 
Lipase 
Maltase 
Oxalate decomposing enzyme 
Pectolytic enzyme 
Pectin transeliminase 
Phosphatase (acid) 
Phosphorylase 
Polygalacturonate transeliminase 
Proteolytic enzyme 
Renninlike enzyme 
RNase 
Serine deaminase 
Urease 

Harhash, 1967b 
Harhash, 1967b 
Harhash, 1967b 
Harhash, 1967b 
Capellini and Peterson, 1966 
Lavate and Bentley, 1964 
Lavate and Bentley, 1964 
Merck and Co., 1966 
Lavate and Bentley, 1964 
Heinen, 1960 
Heinen and Linskens, 1960 
Loewenburg and Reese, 1957 
Gancendo et al., 1967 
Kumar and Mahadevan, 1963 
Harhash, 1967b 
Harhash, 196713 
Harhash, 1967b 
Harhash, 1967b 
Nagata and Hayashi, 1957 
Capellini and Peterson, 1966 
Kathirvelu and Mahadevan, 1967 
Harhash, 196713 
Harhash, 1967b 
Kathirvelu and Mahadevan, 1967 
Harhash, 1967b 
Knight, 1966 
Harhash, 1967b 
Harhash, 1967b 
Harhash, 196713 

practice can be referred to Gibberella fujikuroi (Saw.) Wr. (stat. conid. 
Fusarium moniliforrne Sheld.). 

Bilai et al. (1961b), comparing strains showed that nine named as 
G. fujikuroi produced plant growth stimulators, but that only occasional 
strains named as F .  oxysporum did so. 

Borrow et al. (1955) commented on the correlation between the 
ability of isolates to produce gibberellins, and the origin of the strains 
from infected rice, rather than from other species of plants in the host 
range of species; but Gordon (1960) showed that isolates from maize 
and several other host plants produced gibberellinlike activity. 

Strain improvements by conventional mutation processes have 
been made by  many workers (e.g., Imshenetsky and Ulyanova, 1961, 
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1962b). Erokhina and Sokolova (1966) showed increases in titer of up 
to 60% resulting from ultraviolet radiation, fast neutrons, and y-ray 
treatments. They also demonstrated (Sokolova and Erokhina, 1966) 
that mutants could be produced from nonsporing mycelial organisms. 
Imshenetsky and Ulyanova (1961, 1962a) showed that mutant strains 
which gave increased yields of gibberellins used more glucose, pro- 
duced more acetic acid and ethanol, and produced less citric and 
gluconic acids than did the parent strain. 

Screening for strain improvements is normally done in shake-flask 
cultures. Good strains could be missed in such a system unless the 
medium is selected to match the gas-transfer efficiency of the shake- 
flask system, and flasks are sampled sufficiently frequently for the rate 
of production to be used as the primary criterion for selection, rather 
than the final titer after a prescribed period. 

Work has been reported on many strains, both natural and upgraded 
by selection, mutation, and breeding. It is clear that strains vary great- 
ly, not only in their inherent ability to produce gibberellins, but also 
in the balance of their products and their response to environmental 
changes. This wide variation between strains invalidates the compar- 
ison of fermentation conditions, when the strains also vary. 

V. Assay, Extraction, and Purification Methods 

Assay systems initially used in studies of the gibberellins (Stodola, 
1958) were inevitably based on their effects on extensions of plant tis- 
sues. Such systems may still have their uses where high levels of 
specificity and of sensitivity are demanded, but they are not relevant 
in fermentation studies. 

For routine control purposes, colorimetric methods based on Folin- 
type reagents have been used, but have the disadvantage that many 
interfering substances must be removed and the gibberellins purified 
prior to measurement (Graham and Henderson, 1961; Muromtsev and 
Nestyuk, 1962; Udagawa and Kinoshita, 1961; Sternberg and Voines- 
cu, 1961). Head (1959) described a polarographic method. Infrared 
(IR), and UV spectrophotometric, or fluorescence methods are prob- 
ably the best for control purposes, while for the determination of 
product purity, gas-liquid or thin-layer chromatographic methods are 
recommended; tracer techniques would also seem to be useful. Var- 
ious methods used for gibberellin studies are collated in Table VI. 

While it has been suggested (Bolgarev et al., 1962) that lyophilized 
culture filtrates may be useful in agricultural applications, it seems 
safer to expect that products should be selectively extracted, standard- 



292 E. G. JEFFERYS 

TABLE VI 
ASSAY TECHNIQUES USED IN GIBBERELLIN FERMENTATION 

STUDIES AND PRODUCTION CONTROL 

IR methods 
Carbonyl-stretching - on extracts 
Absorbance at 12.86 and 10.85 p 

Conversion to gibberellenic acid 

Borrow et al . ,  1964a 
Washburn et al., 1959 

Holbrook et al., 1961 
UV methods 

(measure at 25.4 mp) 
Fluorescence methods 

Cold H&04 on extracts in solvent Kavanagh and Kuzel, 1958 
Theriault et al., 1961 
Borrow et al., 1964a 

Ikekawa et al., 1963 
Cavell et al., 1967 

Bird and Pugh, 1958 

Ikekawa et al., 1963 
Kagawa et al., 1963 
Aseeva, 1963 
Ikekawa et al., 1963 
Kagawa et al., 1963 
Podojil and SevEik, 1960 
Cavell et al., 1967 
MacMillan and Suter, 1963 

Arison et al., 1958 
Baumgartner et al., 1959 
Baumgartner et al., 1963 

Gas chromatographic methods 
As methyl esters 
As methyl and trimethylsilyl esters 

KMn04 spray 

N o  pretreatment 

After treatment with H z S O ~  

Paper chromatography 

Thin-layer chromatography/UV fluorescence 

HrSOl/methyl alcohol 
H&Odethyl alcohol 

Tracer techniques 
Mass isotope dilution 
Derivative labeling 
Tritiated derivatives 

ized, and reasonably pure. It should, however, be noted that the di- 
lution required to bring the concentration of gibberellic acid in a good 
fermentation broth, down to the level required for application to 
plants, would dilute out any phytotoxicity due to fusaric acid, should 
any be present. 

The original process for the isolation of “gibberellin” (Yabuta et al., 
1939, 1940) used adsorption by charcoal followed by solvent elution, 
usually with acetone. A number of processes describe the use of ion- 
exchange resins with both aqueous and solvent-based eluants; several 
solvent extraction systems have also been proposed. 

Adsorption on charcoal was originally used by Imperial Chemical 
Industries, Ltd. (I.C.I.) (1957) for the extraction of gibberellin AB. 
This was followed by elution with acetone of the air-dried (20-30% 



THE GIBBERELLIN FERMENTATION 293 
moisture) charcoal, in the presence of some water, which is essential 
for efficient extraction. They used a subsequent purification process 
involving a buffer-ethyl acetate system. Borrow et al. (1955) and 
Stodola et al. (1955) both showed that elution of carbon with ammoni- 
acal methanol was useful, while Nestyouk et al. (1961) used ammoni- 
acal n-butanol. 

A patent filed by Societk $Etudes et d’hpplications Biochimiques 
(1963) described an ion-exchange resin process by which acidic, 
nongibberellinlike components were first removed by treatment with 
alkaline-earth metal hydroxides, or their salts, followed by the use of 
anionic resins and elution with ammonia or buffered solutions of 
alkaline-earth metal salts; examples quoted claimed 89-100% ex- 
traction. Other ion-exchange processes describe the use of strongly 
basic resins (Merck and Co., 1960a). Using the chloride forms of 
Dowex 1-X2 and of Amberlite IRA 401 gave extraction efficiencies 
of 94 and 98%, respectively, when eluted with methanol acidified 
with HCl, and of 87 and 93%, respectively, when eluted with methan- 
ol acidified with HzS04. Another patent (Merck and Co., 1960b) pro- 
vided for elution of resins with NHICl in aqueous methanol. Other 
resin processes for extraction are described by Podojil et al. (1961), 
Ezhov (1963, and by Instytut Antibiotykow (1965), the latter process 
provided concentrates of the potassium salt of gibberellin A3, with 
recoveries of ca. 64%. 

Solvent extraction processes were developed as yields were in- 
creased. Most claim the use of esters, of which ethyl and butyl ace- 
tates are frequently featured and appear to be the solvent of choice 
for commercial-scale work. However, ketones, alcohols, and ethers 
have also been used either alone, or in mixtures. All solvent pro- 
cesses rely on the extraction in acid (pH 2-4) conditions, the subse- 
quent recovery being either by adsorption on solid sodium or potas- 
sium bicarbonate, or by buffer-solvent processes in which the relative 
solubilities of the free acid in solvent and of the sodium or potassium 
salt in an aqueous phase are used to effect separation, concentration, 
and purification of the product. Both Pfizer and Co. (1959) and I.C.I. 
(1959) showed that ethyl acetate and methyl isobutyl ketone (MIBK) 
were effective. However, in addition Pfizer claimed methyl ethyl 
ketone and I.C.I. claimeda wider range of esters, ketones, alcohols, and 
ethers, with a stated preference for ethyl acetate, isoamyl acetate, 
methyl n-propyl ketone or MIBK, with extraction efficiencies on 
plant-scale examples of 70-80%. The yield in the Pfizer patent was 
ca. 55% overall. No useful comparison of the solvent stages can how- 
ever be made from the data, which are derived from the whole pro- 
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cess. Other examples of the use of esters and, in particular, of ethyl 
acetate are seen in other I.C.I. patents (1960a, b) in which yields of 
90-100% and 40-60%, respectively, were obtained. Probst (1961) also 
described the use of MIBK but extraction efficiencies cannot be cal- 
culated from the data given. 

Alcohols, expecially n-butanol, isobutanol, and benzyl alcohol have 
been claimed to be inefficient or to give an impure product (Pfizer and 
Co., 1959), but Muromtsev et al. (1962, 1963) recommended the use 
of butanol as a primary extracting solvent. 

As previously noted, commercial-scale purification stages may be 
based on buffer-solvent systems, but other processes have also been 
described, e.g., that of De Rose (1962) for the preparation of crystalline 
potassium salt of gibberellin A3 by solution in alcohol, and that of 
Probst (1961) by purification on sodium or potassium bicarbonate 
columns. Stodola et al. (1957) described the separation of gibberellins 
A,, A*, and A3 on buffered partition columns and Kucherov et al. (1965) 
described the separation of gibberellins A1, AS, A4, and Aa on silica 
gel-phosphate systems. 

VI. The Biosynthesis of Gibberellins 

Most of these studies have been aimed at elucidating the metabolic 
pathways by which gibberellin A3 is synthesized, and have been 
based on the isolation and characterization of products from fermen- 
tations, followed by studies using labeled precursors to validate the 
pathways suggested as a result of the primary isolations. 

The main outlines of the biosynthetic pathways are now known, 
but many finer details await further work; the biosynthetic interre- 
lations between gibberellins are by no means clear. The most recent 
review of the subject is by Cross (1968), and a more detailed treatise 
covering this and other aspects of the chemistry and mode of action 
of the gibberellins is being prepared (MacMillan, 1969). The early 
stage in the formation of the gibberellin molecule is common to the 
biosynthesis of diterpenes, in general, and consists of the conden- 
sation of acetate units, via acetyl coenzyme A, through mevalonate 
to geranyl pyrophosphate and then via farnesyl pyrophosphate to 
geranylgeranyl pyrophosphate. The second stage involves the cycli- 
zation of the geranylgeranyl pyrophosphate to an intermediate, from 
which the kaurene-based compounds are subsequently formed. Kau- 
renelike compounds are then modified by ring contraction and this 
stage is followed by various hydroxylations to the gibberellin range 
of compounds. 
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Confirmation of this general outline comes from tracer studies. 

Cross et al. (1964) showed that (-)-kaurene could act as a precursor 
for gibberellin A3. Geissman et al. showed that (-)-kaur-16-en-19-oic 
acid is converted to gibberellin A3, and Cave11 and MacMillan (1967) 
showed it to be present in the mycelium, suggesting an “obligate 
role” for the compound in the biosynthesis of gibberellin A3. It is 
possible that some hydroxylation may occur in the “kaurene” stage 
of biosynthesis and this is yet to be resolved. 

On the basis of studies of mutants of F .  moniliforme Phinney and 
Spector (1967) suggested that from a pool of precursors, at least three 
separate lines diverge, one providing gibberellin Ay and then Alo, a 
second providing gibberellins A4 and A,, with subsequent further hy- 
droxylation to A1 and AS, and a third line providing the other C19 
gibberellins. In later work Spector and Phinney (1968) identified two 
genes which control different steps in the biosynthetic pathway. One 
gene (gl) controls the production of all the gibberellins, and the sec- 
ond (g2) controls the production of gibberellins A1 and A3 only. It has 
been shown (Cross and Norton, 1966; Cross et al., 1968) that gibberel- 
lin A13 does not lie on the direct pathway to gibberellin As. 

These outlines are in accord with suggestions made by Geissman 
et al. (1966) and Verbiscar et al. (1967) that the sequences in the bio- 
synthetic pathways suggest that there is an allover change toward 
higher oxidation levels during the biosynthesis of gibberellins. Extra- 
polation of this thesis provides a biochemical basis for the indications 
that the gas-transfer efficiency of the fermentation system is a very 
significant factor in the commercial production of gibberellins. 

Claims are substantiated in the Patent literature that some of the 
compounds implicated in the biosynthesis of gibberellins will in- 
crease yields of gibberellin A3. It seems unlikely that the increases 
thus obtained have any economic interest. For instance, Redemann 
(1959) described an increase in yield of gibberellin (as measured by 
a plant assay) from 22.5 mg/liter to 50 mg/liter on the addition of 122 
mg/liter of the sodium salt of senecioic (@-dimethylacrylic) acid 
while I.C.I. (1960d) showed that on the 80-liter scale, the addition 
of 15 gm mevalonic acid every 12 hours (465 gm added in all) in- 
creased the yield of gibberellic acid from 27 gm (ca. 340 mg/liter) 
to 42 gm (ca. 525 mg/liter). Later I.C.I. (1964a) claimed the improve- 
ment in yield of gibberellin AS by the addition of (-)-kaurene, (-)-iso- 
kaurene, (-)-kauranol or of (-)-13-epimanoyl oxide (olearyl alcohol). 

Studies have been made of the effects of plant growth inhibitors on 
the gibberellin fermentation, since some of these compounds have 
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been implicated in affecting the biosynthesis of gibberellins in higher 
plants. Although their role is not clear, it is probable (Cross and Myers, 
1969) that “CCC” [(2-chloroethyl)trimethylammonium chloride] and 
“Am0 1618” [2‘-isopropyl-4’-(trimethylammonium chloride)-5’- 
methylphenyl-piperidine-l-carboxylate] act before the “kaurene” 
stage in biosynthesis. Adamiec (1966) also reported the inhibition of 
gibberellin biosynthesis by CCC and TIBA (2,3,5-triiodobenzoic 
acid) (both at 50-100 pglml); but he claimed a stimulation of bio- 
synthesis in the presence of 0.1 pglml of TIBA, and also by the same 
concentration of kinetin, indoleacetic acid, or CCC. Pigment pro- 
duction was, however, inhibited by  both concentrations of TIBA. 
None of these compounds, as used, inhibited respiration. 

VII. The Course of Fermentation 

The gibberellin A3 fermentation has all the attributes of the now 
classical “shunt metabolism.” Initially, exponential proliferation 
of cells occurs in the presence of all nutrients and qualitative and 
quantitative changes of metabolism result from the exhaustion of 
nutrients (conditions which will be termed nutrient limitation) or 
from the development of conditions in which the rate of the supply 
of a nutrient becomes restricting (which will be termed nutrient re- 
striction). These definitions are obviously simplifications of the true 
situation, since in nutrient limitation there will be some turnover of 
components resulting in the continued, but relatively slow, supply 
of the exhausted nutrient. 

The production of gibberellin A3 ( and probably other gibberellins) 
becomes rapid with the onset of nitrogen-limited conditions and con- 
tinues in the presence of sufficient energy supplies, sometimes at a 
constant rate, sometimes with a late reduction in rate, until a condi- 
tion, as yet unidentified, develops which rapidly inhibits production. 
All known nutrients being available in excess, the total amount of 
gibberellin A3 produced is directly proportional to the initial concen- 
tration of assimilable nitrogen in the medium (Borrow e t  al., 1964a). 

The earliest of the submerged fermentations (Kitamura et al., 1953) 
was based on the use of the Japanese surface culture medium, as was 
also that of Stodola et al. (1955). Borrow et al. (1955) used a simpli- 
fied Raulin-Thom medium which gave higher yields, and subse- 
quently (Borrow et al., 1961) investigated the effects of varied physi- 
cal and nutrient conditions on aspects of the fermentation. Media 
were designed so that either glucose, nitrogen, phosphate, or mag- 
nesium were exhausted at a selected dry weight and remaining nu- 
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trients were provided so that they might be exhausted in selected 
sequences, thereafter, except in the case of glucose-limited fermen- 
tations in which the lack of reserves in the mycelium meant that the 
fermentation ceased soon after the exhaustion of glucose. 

Distinct phases of growth were defined by the results of this study. 
The phases were described in rather more simple terms than subse- 
quent work suggests to be justifiable, but the concepts are still valid. 
They provide a useful approach to fermentation studies and were used 
in subsequent kinetic studies (Borrow et al., 1964a, b). Borrow et al. 
(1961) also introduced the term “contribution” as a measure of the 
amount of nutrient used in the accumulation of a unit of cell mass. 
This concept had the advantage that it gave an immediate measure 
of the cell content for most nutrients, but with glucose and oxygen no 
such interpretation was possible. In view of its now widespread use, 
the term “yield constant” (the reciprocal of the contribution), will be 
used here, and the “contribution” abandoned. 

Culture ACC 917 being a nonsporing strain, mycelial inocula were 
used in all the studies of Borrow et aZ. A Zag phase was noted only on 
ammonium acetate media, or on media containing high initial concen- 
trations of glucose (greater than 30 gm/100 ml). The balanced phase 
was a period of proliferation in the presence of all nutrients, during 
which a unit increase in dry weight was accompanied by approxi- 
mately constant uptakes of glucose, nitrogen, phosphate, magnesium, 
and potassium; the increase in dry weight was exponential, the mor- 
phology of the hyphae remained essentially constant, and the compo- 
sition of the hyphae also remained remarkably constant in ternis of 
its fat, carbohydrate, DNA, RNA, and polyol contents. In conditions 
which supported high cell densities in the presence of all nutrients, 
exponential growth was shown to give way first to linear and then to 
decelerating growth. Exponential growth ceased at a dry weight which 
was shown to be dependent on the rate of agitation of the fermentor, 
and it has subsequently been shown that the change arises from oxy- 
gen restriction, the linear characteristics reflecting the rate of oxygen 
transfer and the subsequent deceleration probably reflecting feedback 
of metabolic changes resulting from conditions of severe oxygen re- 
striction. 

In both these situations the composition of the mycelium changed. 
It seems probable that the dry weight at which exponential growth 
ceases in unlimited or otherwise unrestricting conditions, can be used 
as an integrated measure of the gas-transfer efficiency of a fermentor. 

Where nutrient limitation occurred before the onset of oxygen re- 
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striction then in phosphate- and magnesium-limited fermentations a 
transition phase was defined during which it was shown that the con- 
tinued proliferation resulted from the use of intracellular acid-soluble 
phosphate in phosphate-limited conditions, and probably of some 
reserve form of magnesium in magnesium-limited fermentations. 

When nitrogen was exhausted, exponential or linear proliferation 
ceased. The dry weight continued to increase, but growth, in the 
sense of an increase in the level of nitrogen-containing components 
or of DNA-phosphorus ceased, the increase in dry weight being a 
measure of the increase in the cell-bound fat and carbohydrate. The 
storage phase was initiated by the exhaustion of nitrogen in the pre- 
sence of glucose, and it is with this phase that the commercial pro- 
duction of gibberellins is associated. The phase can be continued by 
glucose feeds, the cell mass increasing until the fat and carbohydrate 
contents reach maximal values of ca. 45 and 32% of the dry weight, 
respectively; the production of gibberellin As can likewise be ex- 
tended by feeds - often until after the time at which the maximum dry 
weight is achieved. This point is taken as the end of the storage phase. 
In the continued presence of external supplies of glucose, the mainte- 
nance phase ensues and continues until external glucose is exhausted 
and, thereafter, until internal reserves of fat, but not carbohydrate, are 
used. If glucose is exhausted after nitrogen then the production of gib- 
berellins may continue for a period, the duration of which depends 
upon the duration of the storage phase and, hence, upon the amount 
of reserve fat available; but when this has been exhausted to about 
the level present in balanced phase mycelium then the terminal phase 
begins. This is characterized by hyphal breakdown, decreasing dry 
weight, and the liberation of mycelial components, phosphate, and 
ammonia into the medium. 

As already noted, the production of gibberellin Al on nitrogen- 
limited synthetic media is initiated at the time of exhaustion of ni- 
trogen. The course of production is linear (Borrow et al., 1964a) and, 
within limits, the rate of production and the amount produced are 
proportional to the initial concentration of nitrogen supplied. That 
is to say, that within these limits, the productivity (the rate of pro- 
duction per unit of nitrogen used) remains constant. If assimilable 
carbon is exhausted from the medium before maximum production 
has been achieved then some further production continues at the 
expense of stored fat; but, of course, in this situation the maximum 
titer will not necessarily reflect the initial concentration of assimilable 
nitrogen. 

Bu’Lock et al. (1965) modified the approach of Borrow et al. (1961), 
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describing two main phases of activity. Their tropophase is equiva- 
lent to the exponential part of the balanced phase, and their idiophase 
includes the transition, storage, and maintenance phases. It is not 
clear how the linear and decelerating stages of the balanced phase 
would fit into their scheme. Bu’Lock et al. studied respirometric, 
enzymatic, and secondary metabolic activities in the work which led 
to the development of their concepts, but they did not routinely at- 
tempt to correlate the observed changes with the nutritional status 
of the organism, especially in relation to the availability of oxygen. 
The onset of the tropophase in the presence of conventional nutrients 
could have resulted from oxygen restriction in the shake-flask con- 
ditions used. It is clearly desirable that some synthesis should be 
attempted of the varied views expressed by several “schools.” Such 
a synthesis should result from studies in which all the various criteria 
are examined and correlated in a small range of different types of 
fermentation. 

VIII. The Effects of Environmental Changes 
on the Course of Fermentation 

Changes may be imposed upon fermentations, and subsequently 
maintained by continued analysis and control, or else initial condi- 
tions may be selected and the fermentation allowed to develop there- 
after. Variations of temperature, pH, and in some instances, nutrient 
concentration fall into the first category, but without continuous moni- 
toring and control, fluctuations of nutrient levels will arise. It is, 
however, difficult in batch culture to select and maintain standard 
agitation and gas-transfer conditions, and it is at present more usual to 
prescribe initially the composition and flow rate of the gas, and the 
rate of agitation. Likewise it is not possible to measure directly the 
feedback of product on its own rate of production in batch culture. 
Terui and Kagawa (1958) reported that the growth of G. fujikuroi was 
“considerably inhibited” by 10 mg % gibberellin, but such concentra- 
tions would not normally be present during growth. 

A. THE EFFECTS OF VARIED TEMPERATURE 
Most published work refers to temperatures over the range 25”- 

33°C but Stoll (1954) studied growth on agar over the range 3”-36”C, 
and Borrow et al. (1964b) over the range 8”-40°C in submerged 
culture conditions. The work of Borrow et al. (1964b) showed that 
most optimum temperatures were in the range of 29”-32”C. The 
minimum temperature for growth of strain ACC 917 was below 
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8°C (the lowest temperature achievable under their conditions). 
Stoll (1954) found that the minimum temperature for growth was 
3°C. At 38°C growth ceased when the dry weight had reached ca. 
2 mg/gm; no growth occurred at 40°C (Borrow et al., 1964b). The attri- 
butes studied showed the typical "skew" curve with a "tail-off" at 
lower temperatures when plotted as a function of temperature, but 
some attributes showed a marked discontinuity in the range 17"- 
20°C above which the increase with increasing temperature was less 
than at lower temperatures. 

In this study, two nitrogen-limited media were used, differing only 
in the initial concentration of ammonium tartrate. No significant differ- 
ences were noted between the two media early in fermentation in re- 
spect ofthe specific growth rates, yield constants, or mycelial analyses. 
During the storage and maintenance phases however all specific 
rates, i.e., rates per unit of nitrogen supplied, were lower on the more 
concentrated medium, the strength of which (100mM of nitrogen/ 
liter) had been chosen to bring the fermentations into conditions of 
oxygen restriction at the usual (28°C) temperature of fermentation, 
and, hence, provide conditions in which a period of linear growth 
would be experienced before the exhaustion of nitrogen. 

The yield constant for nitrogen was independent of temperature. 
With increasing temperature, that for glucose increased slightly while 
that for magnesium increased markedly. The nature of the mycelium 
changed little during the balanced phase, but the changes in the 
storage phase were markedly different with differing temperatures 
and, as previously noted, also between the two media. 

The production of gibberellin A3 was maximal at about 29°C (I.C.I., 
1960e). There is a suggestion (Sumiki et a,?., 1966) that a temperature 
of ca. 32°C favors the production of gibberellins A4 and A,, but these 
authors also used a medium initially at pH 6.8 and this was probably 
the more relevant factor. Cross et al. (1963) isolated phthalic acid from 
one fermentation at 12"C, but in no other conditions. 

Variations of the temperature of fermentation therefore has, as 
would be expected, both quantitative and qualitative effects on the 
fermentation. The optimum temperature for growth is between 31"- 
32"C, while for the production of gibberellin A3 it is ca. 29"C, with a 
rapid fall-off above this temperature. No evidence is available from 
the literature to suggest that fermentations have been run with the 
balanced phase at 31"-32°C and the production phase at about 29"C, 
but there might be marginal advantages to be gained from this 
manipulation. 
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B. THE EFFECTS OF VARIED pH 

It is not always possible to disentangle the effects of varied pH from 
effects caused by varied sources of nitrogen, nor is it yet common to 
have data available from experiments where the pH has been rigidly 
maintained at the initially prescribed value. More often, the effects of 
varied pH have to be deduced from conditions arising from variations 
in both nutrient and prescribed situation. Moreover, the nature of the 
source of nitrogen is important in determining the reaction of the 
organism to varied levels of pH. Borrow et al. (1964a) showed that on 
ammonium tartrate-based media the specific growth rate is fairly con- 
stant over the range pH 3.5-6.5, but that decreases occur away from 
this range. However, it should be noted that in this experiment the pH 
drifted down, making the significance of these results rather difficult 
to assess. It has since been realized (A. Borrow, unpublished) that 
glycine-based media are useful for studies on the effects of pH, since 
the nitrogen is assimilated without the concurrent release of excess 
acid radicals, Hence, prescribed conditions of pH are more readily 
maintained. 

When ammonium nitrate was used as a source of nitrogen a complex 
“hunting” developed between pH and growth described (Borrow et 
al., 1961, 1964a) as the development of “steps.” NH- N was assimi- 
lated more rapidly than NO- N, but in the presence of NO- N the 
assimilation of ammonia was inhibited at pH 2.8-3.0. Rapid growth, 
assimilation of ammonia and nitrate, and decrease in pH to the critical 
level were followed by periods of very little growth; however, nitrate 
assimilation continued until the pH had increased enough to restart 
the ammonia assimilating mechanism. The cycle was repeated several 
times, the number and duration of which varied in a manner which 
suggested that the hypothesis was correct. 

The yield constant also varied with varied initial pH. On ammonium 
tartrate or urea (Borrow et al., 1964a), the yield constant for nitrogen 
increased with increasing initial pH, but that of glucose was inde- 
pendent of the initial pH. 

Both quantitative and qualitative effects of pH on the production of 
gibberellins can be seen, but again these effects are usually con- 
founded by variations in the source of nitrogen and by lack of control 
throughout the experiment. However, in one experiment a reliable 
quantitative result is available which showed that the production of 
gibberellin AS was independent of pH over range 3.0-5.5, but that 
both the rate of production and the productivity (rate per unit of nitro- 
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gen supplied) decreased with changing pH when the pH was con- 
trolled outside this range. 

Stodola et al. (195.3, using a medium with a low initial pH and a 
strong tendency to become more acidic (since the nitrogen was sup- 
plied as ammonium chloride), produced gibberellins A1 and AS. This 
was confirmed by Kuhr et al. (1961) and by Fuska et al. (1962) and 
shown to be a reflection of the low pH-usually in the range of pH 
2-3; this production of mixtures of At and A3 could occur on media 
with varied sources of nitrogen. 

At the other end of the range it has been demonstrated that when 
the pH of the brew was increased to, and maintained at, values around 
pH 7, increased production of gibberellins A4, A,, Ay, A12, AI4, and Ala 
could be detected, and additionally small quantities of a dibasic acid 
(C~OHZ~OJ  were isolated (Cross, 1966; Cross and Norton, 1965; Cross 
et al., 1960a,b, 1962a; Galt, 1968). As previously noted Sumiki et al. 
(1966) also obtained gibberellins A4 and A, on a medium with an 
initial pH of 6.8. 

c. THE EFFECTS OF VARIED NUTRIENT CONDITIONS 
The work of Ricicova et al. (1960) listed and reviewed many of the 

media used in studies of the gibberellin fermentation; but, as noted by 
these authors, “It is advisable to exercise the utmost caution in 
interpreting the results of fermentation procedures as the production 
of gibberellic acid depends considerably on the strain used.” Produc- 
tion also depends upon the interaction of conditions resulting from 
the presence and uptake of nutrients. At one extreme of conditions it is 
possible to measure with fair confidence the effects of varied concen- 
trations of glucose on gibberellin productivity in otherwise similar 
media. It is less easy unequivocally to measure the effects of varied 
concentrations of even a simple source of nitrogen, due to the simul- 
taneous, pro rata uptake of other nutrients. This results in the varied 
levels having also different excesses of these other nutrients and there- 
fore different pH conditions, in addition to the conditions resulting 
from the varied cell concentrations. The situation becomes further 
complicated when natural substrates which combine nitrogen and 
carbon are investigated. 

Over the range 4-40% glucose, Borrow et al. (1964a) showed that 
the specific growth rate of strain ACC 917 decreased with increasing 
glucose concentration, and that the form of the relation varied with 
the nature of the source of nitrogen. The range tested is, of course, 
several orders of magnitude greater than that over which the Mi- 
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chaelis-Menten type of relation operates. In an experiment in which 
the initial supply of glucose was so calculated as to provide a range 
from 5-30% at the time of exhaustion of nitrogen, they showed that 
with increasing concentration of glucose the rate of production of 
gibberellin A3 and the productivity (the cell concentration being the 
same throughout) decreased. The measured maxima also decreased. 

With varied sources of nitrogen their results were less straight- 
forward, but showed a logical pattern. With each source of nitrogen 
both the rate of production of gibberellin AS and the productivity 
first increased with increasing concentration of nitrogen. Further in- 
creases in concentration of nitrogen led to a decrease in productivity, 
while the overall rate could still show an increase, but at the higher 
concentrations tested, both the productivity and the rate of produc- 
tion decreased. These results were interpreted as reflecting inter- 
actions between the increasing demand for oxygen by the organism, 
and the decreasing efficiency of gas-transfer due to the presence of the 
increasing concentration of cells. The form of the relation between 
productivity and initial concentration of nitrogen was similar on gly- 
cine, urea, ammonium tartrate, ammonium nitrate, and ammonium 
acetate media, but the values for maximal productivity varied, those 
for glycine and urea being highest (ca. 0.070 mg/hour mmole nitro- 
gen) and that for ammonium acetate being lowest (ca 0.034 mg/hour 
mmole). 

These results emphasize the importance of developing media 
recipes to obtain the best performance from particular fermentors, the 
“pay-off’ being a power function of initial nitrogen supplied up to a 
critical point, thereafter becoming linear before decreasing. 

Many energy sources have been investigated for use in the gibberel- 
lin fermentation. Glucose and sucrose have frequently been used and 
combinations of sucrose with dextrin recommended (Abbott Labora- 
tories, 1963). Glycerol (Kitamura et aZ., 1953; Darken et d., 1959), and 
glycerol-starch, glycerol-glucose, and glycerol-glucose-lactose mix- 
tures were used by Darken et al. (1959), the latter providing the 
highest titers in their work (880 mg/liter). Shklyar and Globus (1961, 
1963) attempted to replace the carbon sources used by Darken et al. 
(1959) by molasses. They found that decreased, but economically use- 
ful yields of gibberellin resulted. Dietrich (1960) showed that gib- 
berellins could be produced on molasses residues, sulfite liquors, 
whey, or skimmed milk, but only low titers are recorded (50 mg/liter 
in 3-5 days). Russian workers have successfully used natural oils as 
carbon sources, e.g., sunflower oil (Agnistikova et al., 1966; Erokhina, 
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1967; Muromtsev et al., 1968). Muromtsev and Dubovaya (1964) 
compared production of gibberellin on a range of oils with that on 
sucrose and found, using the same initial concentration (4%) of carbon 
source, that yields were increased by linseed oil (559% of sucrose 
yield), sunflower oil (435%), olive oil (382%), cotton seed oil (336%), 
and ethyl palmitate (300%), while stearic acid depressed the yield 
to 49%. 

Hydrocarbons have also been tested for their ability to support the 
growth of F .  rnoniliforrne (Flippin et al., 1964; Hitzman and Mills, 
1963; Zaichenko and Koval, 1966), but no data on growth rates or 
productivity are given. 

In view of the inhibitory effect which high concentrations of glucose 
exert on productivity, it is not surprising that feed processes have 
been described (Borrow et aZ., 1964a; I.C.I., 1960b; Abbott, 1963; 
Serzedello and Whitaker, 1960); and, of course, a form of feed process 
arises from the use of carbohydrate polymers such as plant meals, e.g., 
soya flour, soya meal, cotton seed meal (I.C.I., 1960~) .  These natural 
sources of carbohydrate also provide nitrogen compounds and can 
affect the buffering capacity of media sufficiently to make it impossible 
to attribute precise effects to particular components. Some attempts 
to trace the source of improvements resulting from the use of natural 
sources of nitrogen were made by the Czechoslovakian school, who 
investigated the effects of fractions of soya bean flour (Fuska et aZ., 
1964; Podojil and Ricicova, 1965), and showed differential stimulation 
of production of gibberellins A, and A3 by some fractions. However, 
differences in pH in the different experiments may have complicated 
their results. 

Many sources of nitrogen have been tested. Nitrates, and inorganic 
and organic ammonium salts have been used mainly for research pur- 
poses, while process development has centered around the less ex- 
pensive natural sources. Harhash (1966) reported that ammonia was 
assimilated in preference to nitrate, confirming the observations of 
Borrow et al. (1961, 1964a); but he was not concerned with gibberel- 
lin production. The original Japanese media were based on the use of 
ammonium chloride, which was also used by Stodola et al. (1955). 
This produced very low pH levels and, together with the use of gly- 
cerol, resulted in the production of both gibberellins Al and A3. 
Podojil and Ricicova (1965) showed that by providing as the nitrogen 
source corn steep liquor, only gibberellin A3 was produced, but when 
soya bean flour was substituted, both A1 and Al were produced. Am- 
monium acetate was shown by Borrow et aZ. (1964a) to support poor 
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productivity, but this source is claimed by Nestyouk et al. (1961) to 
provide good yields. Their process yielded 4.18 gm from 36 liters of 
broth; a yield of 116 mg/liter. Productivity cannot be calculated from 
their data. 

Cross et al. (1963) commented that glycine-based fermentations 
provided a rich source of metabolites and reported the isolation of 
fujenal, the mono-, di-, and trihydroxykaurenolides and of fujenoic 
acid, as well as gibberellins A4 and Ae. 

Fuska et al. (1960,1962) studied a wide range of sources of nitrogen 
and recommended a medium based on peanut or soya bean meal as an 
improvement on their previous corn steep liquor medium. They con- 
cluded that “the increase in gibberellic acid is thus evidently related 
to the specific effect of the nitrogenous substance and not to the per- 
centual concentration of total nitrogen.” It  seems possible that the 
stimulation in productivity afforded by natural sources of nitrogen 
(and also carbohydrate) could be attributable to the presence in these 
seed meals of substances which act as precursors for the gibberellins. 
Information on the presence of such compounds would be of interest 
and perhaps of considerable economic significance. 

Little work has been published on the effects of trace elements on 
the fermentation, most workers adding excess trace elements, or re- 
lying on impurity levels. However, Krasilnikov et al. (1963) showed 
that the response to trace elements varied between cultures. Zinc, 
as a single trace element, was more effective than others in stimulating 
production by a strain named as G. fujikuroi but copper was the single 
most effective element for a Fusarium culture. In combination, G. 
fujikuroi responded best to zinc, molybdenum, and copper, while the 
Fusarium produced best with copper, cobalt, and boron. 

The production of gibberellin AS requires a continuous supply of 
oxygen. At some stages of fermentation a prolonged period of oxygen- 
limitation can prove to be a shock from which recovery is impossible. 
As quoted earlier from Geissman (1966), the biosynthetic pathway 
would appear to progress through compounds of increasing levels of 
oxidation, and Cross et al. (1963) showed that at low rates of supply of 
oxygen, a low yield of acidic compounds was obtained, metabolism 
having been diverted to produce a new range ofcompounds. Fusarium 
moniliforme fermentations run under conditions of oxygen restriction 
develop a very characteristic sharp “estery” smell -probably due to 
the production of ethyl acetate. 

The kinetics of the effect of varied rates of supply of oxygen on 
growth have not been elucidated. Borrow et al. (1964a) showed that 
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over the range 570-830 rpm in “Hoover” (washing machine) fer- 
mentors the dry weight at which exponential growth ceased, (X, , ) ,  in- 
creased from 14.8 mg/gm to ca. 37.9 mg/gm. This experiment was 
performed using ammonium nitrate as the source of nitrogen, and con- 
sequently the specific growth rate was low. Therefore, the overall 
demand rate for oxygen would have been lower than in the experi- 
ment quoted in which glycine was used as source of nitrogen when 
X b  in the “Hoover” was 5.7 mg/gm, while it was greater than 26.8 
mg/gm in the more conventional fermentor. xb was also sensitive to 
changes in air flow rate at constant rates of agitation. As might be ex- 
pected, the yield constant for nitrogen was unaffected by these 
changes, but that for glucose always decreased at the onset of linear 
growth, suggesting that this phase, being associated with oxygen 
restriction, is characterized by the less efficient utilization of glucose 
associated with partial anaerobiosis. 

No information appears to have been published which directly re- 
lates the rate of production of gibberellins to aeration-agitation re- 
gimes, but it was suggested (Borrow et al., 1964a) that the high pro- 
ductivity achieved by Darken et al. (1959) was associated with the 
use of a conventional fermentor, and that the lower productivities 
then reported by other workers were associated with the use of fer- 
mentation systems with poorer gas-transfer characteristics. It is for 
these reasons that it was suggested earlier in this chapter that shake- 
flask screening processes and production media should be developed 
to match the gas-transfer characteristics of individual pieces of equip- 
ment. It is known that the Qo, of F .  moniliforme decreases after the 
balanced phase (J. C. Swait, unpublished). The media must there- 
fore be designed so that the maximum rate of demand for oxygen can 
be met by the equipment. If a protracted period of the fermentation 
is run in conditions of severe oxygen restriction then a reduction in 
productivity can be expected. 

In addition to supplying oxygen, gas-transfer processes can affect 
the COz content of the brew. In conditions where low levels of inocu- 
lum were provided, and when COz was removed from the incoming 
air to the fermentor, then a protracted “lag” occurred (I.C.I., 1958). 
Conversely, the supplementation of the air supply by COz in these 
conditions can greatly reduce the time between inoculation and the 
onset of production, partly by eliminating the “lag” and partly by  in- 
creasing the overall growth rate. The yield of gibberellin AS was also 
shown to be increased in these conditions. Where two-stage processes 
are involved (I.C.I., 1960a) and vigorous inocula are used, then it is 
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probable that sufficient COZ is evolved from the organism to meet its 
own demands. 

D. THE EFFECTS OF LIGHT 
Observations made by Zweig and Devay (1959), and followed up by 

Mertz and Henson (1967a) suggested that light can increase the 
amount of growth and the production of gibberellins in F. monili- 
forme cultures. Furthermore, the inhibitors A M 0  1618 and CCC acted 
differentially on light- and dark-grown cultures (Mertz and Henson, 
1967b). 

The fact that gibberellin A3 was not detected in dark-grown cells is 
hard to reconcile with general experience, and the presentation of 
plant bioassay results in terms of plant growth per unit of mycelial 
dry weight makes impossible any quantitative comparison with other 
work, but there would seem to be a phenomenon here worthy of 
further, and more quantitative study. 

IX. The Production of Gibberellins 

1 .  Gibberellin A1 

Gibberellin A, was a component of the original Japanese “gibberel- 
lin” and is produced by protracted fermentations held in very acid 
conditions (less than pH 3.5). The original Japanese media, and that 
used by Stodola et al. (1955) had no magnesium added, although traces 
would have been present in the water and as impurity, but this condi- 
tion might also stimulate the production of gibberellin A1. 

2. Gibberellin AS 

Takahashi et al. (1955) described the isolation of this compound, 
together with that of A1 and A3. They noted that the ratio between the 
three products could be varied by varying the growth conditions, and 
also showed variations between strains. 

3. Gibberellin A3 

This is usually referred to as gibberellic acid, and has been the main 
subject of study. Using an unimproved strain, yields of ca. 1.6 gml 
liter have been recorded (Borrow et al., 1964a). Mutation and selec- 
tion have been predominant factors in improving yields. Production 
can be maximized as follows: 
Temperature 

for growth 3 1”-32°C 
for production 29°C 



Salts 
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Airflow/agitation 

Nitrogen source 
regime To be as vigorous as possible 

(a) Ammonia nitrogen preferred 
(b) Natural plant meals are suitable additional 

sources 
(c) Concentration to be adjusted to match gas- 

transfer characteristics of fermentation 
equipment 

Carbon source (a) Sucrose better than glucose 
(b) Natural plant meals and oils very good. (Note 

the possibility of these containing pre- 
cursors.) 

(c) Feed process, or slow release desirable 
(a) Magnesium, potassium, phosphate, and sul- 

fate also required. 
(b) Trace element requirement will be met by 

impurities in commercial fermentations 
but must be considered in synthetic media 

pH 
Holme and Zacharias (1965) described the production of gibberel- 

lin As in continuous culture conditions and reported specific produc- 
tion rates as high as those obtainable in comparable batch culture 
conditions. 

Radioactive gibberellin As has been prepared by McComb (1964) 
who obtained material with a good specific activity (ca. 4 pclmg), but 
in low yield, by a replacement culture technique using sodium ace- 
tate- 1-I4C. 

Range to be pH 3.5-5.5. 

4.  Gibberellins A4, A7, A g ,  Au, A14, AI6, and Az4 
All members of this group have been isolated from fermentations 

run in conditions in which the pH was increased to greater than pH 
5.5 at the time of exhaustion of nitrogen. 

Gibberellin As-producing strains can be switched over to increased 
production of gibberellins A4 and A7 by increasing the pH to the range 
pH 6-7.5 after the time of exhaustion of nitrogen, but Takahashi et al. 
(1957) described the production of gibberellin A4 on a medium which 
is unlikely to have run to neutral conditions. Light (Mertz and Hen- 
son, 1967a,b) and temperatures in the range of 30°-34"C (Kagawa et 
al., 1965; Sumiki et al., 1966) have also been suggested as predis- 
posing strains to produce gibberellin A7. It is unlikely that the high 
(30%) initial concentration of glucose used by I.C.I. (1963) did more 
than slow down the production of gibberellin A7, the primary stimulus 
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being the increased pH (Cross et al., 1960a,b). Gibberellins As, AI2, 
and A14 are produced in similar conditions to those described for A, 
(Cross et al., 1960b, 196213; Cross and Norton, 1965; Cross, 1966); but 
gibberellins Ale and Az4, while being produced in similar conditions, 
result from the growth of mutants ACC 917/B47 (Galt, 1968) and M419 
(Harrison et al., 1968), respectively. 

5. Gibberellins Alo, AI3, and AI5 

These compounds were isolated in varying, but usually low yields 
from the mother liquors of gibberellin AS production batches of strain 
ACC 917 (Hanson, 1966, 1967; Galt, 1965), but the yield of A13 was 
higher from the mutant strain ACC 917/B47, and especially when tri- 
paranol (MER 29), an inhibitor of cholesterol biosynthesis, was added 
to the fermentation. 

6. Gibberellins from Other Organisms 

Gibberellinlike activity has been reported from many widely 
different organisms, but none has been shown to produce commercially 
interesting levels of activity, indeed, the identity of the products as 
gibberellins is, in many instances, somewhat equivocal (Aube and 
Sackston, 1965; Brown and Burlingham, 1968; Curtis, 1957; Galsky 
and Lippincott, 1967; Katznelson and Cole, 1965; Krasilnikov et al., 
1958; Montuelle and Cheminais, 1964; Netien and Oddoux, 1961; 
Panosyan and Babayan, 1966; Vancura, 1961; Zarnescu and N i b ,  
1964). 

X. Present and Potential Applications 

The gibberellins are a widely distributed and fundamentally fasci- 
nating group of compounds, the discovery of which has led to great 
advances in our knowledge of the control of growth in higher plants. 
The present state of this work has been reviewed by Brian (1966) and 
Cleland (1969). Commercial interest in the compounds is centered 
around their use in malting, horticulture, and agriculture (Amdal Co., 
1969; Plant Protection Ltd., 1969). Additional applications have also 
been claimed for their use in protein deficiency and stress conditions 
(Laboratories Laroche Navarron, 1964), and in the use of waste my- 
celium as an animal feedstuff supplement (Commercial Solvents and 
Co., 1961). 

In the malting process, gibberellin AS added to the steep water re- 
duces the time needed for germination (Briggs, 1963) and improves 
the quality of the malt. 

The use of gibberellin AS (gibberellic acid) is established on a com- 
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mercial scale for the treatment of artichokes, celery, cucumbers, 
lettuce, winter spinach, cherries, grapes, lemons, oranges, pears, and 
rhubarb. The response of fruit trees to treatment usually results in the 
improved quality of the product or increased fruit “set,” whereas, 
with vegetables the rewards are in improved yields and earlier mar- 
keting. 

One attribute of gibberellin A3 is to shorten the period of develop- 
ment of biennial plants. Seed crops may therefore be obtained from 
lettuce and from sugar beet in 1 )/ear instead of 2. 

Proposed uses for gibberellin AS in apples are to promote the estab- 
lishment and early bearing of new trees and perhaps to alter fruit 
shape-an effect more marked with gibberellins A4 and A, (Wil- 
liams and Stahly, 1969). New applications to other fruit crops are 
envisaged, and it is probable that in field crops, grass, hops, and sugar 
cane may be the first to benefit from their use. Interest is increasing in 
the treatment of many crops with gibberellic acid as a means of facili- 
tating mechanical harvesting. By altering growth habit and structure, 
or by compressing the harvesting period, losses normally inherent in 
machine harvesting may be greatly reduced. 

Results from animal tests indicate that gibberellin AS has very low 
mammalian toxicity and that it occurs naturally in many, if not all, 
vegetable foodstuffs, in some cases in amounts greater than would 
occur from extraneous addition. It is to be expected that increasing 
applications will be found for this and other members of this interest- 
ing group of compounds. 
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There is relatively little information about the ultimafe fate of per- 
sistent pesticides in soil or in other parts of any ecosystem, or about the 
sequence in which the degradation processes take place. For some 
chemicals of interest, the initial products formed are known and are 
measurable in monitoring programs; but for these chemicals, the prod- 
ucts formed next and the sequence in which they are formed are not 
known or are known for only a few types of natural habitats. Until these 
products are identified and their potential biological activities are 
ascertained, it is impossible to assess meaningfully their toxicity to 
man or to the biota or their residence times in nature. 

Report of the Committee on Persistent 
Pesticides of the National Research Council, 

May, 1969 

I. Introduction 

It has been estimated that every year the foliage and soils of the 
United States are doused with approximately one billion pounds of 
synthetic organic pesticides. In this process more than 800 sub- 
stances are used in different registered formulations that now exceed 
60,000 in number (Minter et al., 1969). Acylanilides are a relatively 
recent addition to the arsenal of chemical weapons employed by man 
in his war against pests. They are effective weed killers displaying a 
number of attractive features that include selective toxicity and low 
cost. These and other attributes have focused attention on the acyl- 
anilides and their use as herbicides has increased. The names, sources, 
and structures of some acylanilide herbicides are presented in 
Fig. 1. 

'The review of the pertinent literature was closed in December, 1969. 
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FIG. 1. Acylanilide herbicides. Compounds marked by an asterisk are not marketed 
at present in the United States. 

Solan, dicryl, and propanil are employed at levels of 1.0-6 lb/acre 
for postemergence control of weeds. Solan is recommended for use 
in cultivating tomato, dicryl for cotton, and propanil for both tomato 
and rice. Propachlor (3-6 lb/acre) is applied for preemergence control 
of weeds in corn and soybean, but cypromid and karsil, which were 
developed for postemergence control of weeds in corn and other crops, 
are not marketed in the United States at this time (Weed Society of 
America, 1967). Acylanilides that are the more effective herbicides 
have in common certain molecular dimensions (length of about 
13 extended and 11 A collapsed) and substituents, particularly 
chlorine in positions 3 and 4 of the aromatic moiety (Huffman and 
Allen, 1960). From an economic point of view propanil is by far the 
most important acylanilide. Its ability to selectively control barnyard 
grass (EchinocZoa crusga2Zi) in rice (O~yxa satiua) fields dramatically 
increases yields (Smith, 1961; Syrbu, 1967; Oelke and Morse, 1968). 
Sales of propanil were valued at $14 million in 1967 (Anonymous, 
1968) and this figure is likely to have increased and will continue to 
do so, considering the use of rice as a dietary staple by a major portion 
of the world population. 

The mode of herbicidal action of acylanilides is complex and not as 
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yet clearly defined. They are able at low levels to inhibit the Hill re- 
action displayed by isolated chloroplasts (Moreland and Hill, 1963). 
The phytotoxicity of propanil is manifested by reductions in plant 
growth, respiration, and oxidative phosphorylation (Hofstra and 
Switzer, 1968); propachlor interferes with protein synthesis (Duke et 
al., 1967; Jaworski, 1969a). The selective action of acylanilides de- 
pends on their stability in plants. Resistant plants are able to metabo- 
lize and detoxify them, but sensitive plants are unable to do so and are 
destroyed. The biochemistry of the detoxification reactions in resistant 
plants will be described subsequently but the mode of action of acyl- 
anilide herbicides will not be considered further. 

Attention here will be concentrated on the transformations of acyl- 
anilides, as mediated by microorganisms and other biological systems, 
and results of studies at the enzyme level also will be reviewed. Evi- 
dence for an unexpected type of metabolic product will be presented 
and used to support generalizations concerning the influence of 
molecular configuration on the biochemical transformation of acyl- 
anilides and related herbicides. The pathways proposed here for 
acylanilide metabolism may apply in part to the metabolism of other 
compounds that also contain a substituted aniline moiety. This is true 
of some phenylcarbamate and phenylurea herbicides. Present under- 
standing of the degradation of these substances was recently reviwed 
by Herrett (1969) and Geissbiihler (1969), respectively. 

II. Metabolism of Acylanilides 

The commercial and agricultural literature describes acylanilide 
herbicides as, “completely metabolized by the crop plant, e.g., 
rice” . . . . “degraded in soil” . . . . and, as a result of microbial action, 
“broken down quite rapidly” (Weed Society of America, 1967). The 
remainder of this review can serve as a basis for a decision by  the 
reader as to the extent to which these statements are valid. 

A. LIBERATION AND DEGRADATION OF THE ALIPHATIC MOIETY 

1 .  Liberation and Degradation in Soil 

Soil samples treated with high concentrations (approximately 500 
ppm) of dicryl, karsil, or propanil displayed an initial increase and 
subsequent decrease in carbon dioxide production. This respiratory 
pattern was interpreted as evidence that the herbicides were incom- 
pletely oxidized and transformed in part to a relatively stable and 
inhibitory product (Bartha et al., 1966, 1967). A detailed study using 



320 RICHARD BARTHA AND DAVID PRAMER 

propanil as a model system demonstrated that carbon dioxide pro- 
duction was increased when soil samples were amended with propio- 
nate, the aliphatic moiety of the herbicide, and decreased when 3,4- 
dichloraniline (DCA), the aromatic moiety of the herbicide, was the 
soil supplement. The algebraic sum of these two effects corresponded 
to the result obtained with propanil, and Bartha et al. (1966, 1967) 
suggested that in soil the herbicide molecule was hydrolyzed to pro- 
pionate and DCA. The propionate was oxidized in part to carbon 
dioxide, but the DCA persisted and caused a decrease in soil respira- 
tion. Since no comparable effects were observed in tests with steri- 
lized soil, it was concluded (Bartha et al., 1967; Bartha and Pramer, 
1967) that the transformation of propanil was biochemical and medi- 
ated by microorganisms. 

Gas chromatographic evidence for the hydrolytic cleavage of acyl- 
anilide herbicides in soil was obtained by Bartha (1968), and he also 
observed that degradation rate was a function of chain length of the 
a1 iphatic moiety of 3 ,4-dichloroacy lanil ides. Propan il (C,), dicryl (C,), 
and karsil (C,) were decomposed in the order listed. The aliphatic 
moieties of the solan and karsil molecules are identical, and, although 
the aromatic moiety of the former compound is 3-chloro-4-methyl- 
aniline and that of the latter is DCA, there was no significant differ- 
ence in decomposition rate of these compounds in soil. An alkyl 
substituent on the nitrogen atom of the unchlorinated aniline moiety 
of the propachlor endowed the compound with considerable stability 
in soil (Bartha, 1968; 1969a). 

2, Liberation and Degradation by Microbial Cultures and Enzymes 

Various microorganisms are equipped biochemically to cleave the 
C - N bond and liberate the side chain of acylanilides. The N-formyl- 
L-kynurenine hydrolase partially purified from Neurospora crassa by 
Jacoby (1954) was highly specific. It catalyzed hydrolysis of formyl, 
but not acetyl compounds. Crude and partially purified cell-free 
preparations from a strain of Pseudomonas striata grown on a phenyl- 
carbamate herbicide, as a sole source of energy, and organic carbon 
were active on both propanil and its acetic acid analog. The former 
compound was hydrolyzed more rapidly than the latter (Kearney, 
1965). 

Bartha et al. (1967) reported the isolation of a fungus from pro- 
panil-treated soil able to develop in a medium containing the herbi- 
cide as the only organic carbon and energy source. The organism 
was identified as Fusarium solani (Lanzilotta, 1968). It hydro- 
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lyzed propanil, forming propionate and DCA. The propionate was 
used for growth but the DCA accumulated in the medium to levels 
that inhibited growth and, eventually, caused cell leakage and lysis. 
Kaufman and Miller (1969) also isolated F .  solani from propanil- 
enriched soil. Bacteria, particularly Pseudomonas species, can utilize 
propanil, but develop poorly on laboratory media that contain the 
herbicide as the sole organic constituent (unpublished results). 

Lanzilotta (1968) had difficulty obtaining extracts of F.  solani that 
would hydrolyze propanil, however, enzyme activity was detected 
when acetanilide was used to replace propanil as substrate, and the 
fungal acylamidase was concentrated by salt precipitation and char- 
acterized. The relation of substrate concentration to reaction velocity 
was described by Michaelis-Menten kinetics, and the K,,, for acetanil- 
ide was estimated at 0.195 mM. Propachlor acted as a competitive 
inhibitor of acetanilide hydrolysis and had a Ki of 0.165 mM. Hy- 
drolysis rates were decreased by various para substitutions of ace- 
tanilide. 3,4-Dichloroacetanilide was less susceptible than the un- 
chlorinated parent compound to enzyme action, but propanil was 
hydrolyzed much more rapidly than unchlorinated propionanilide. 
Chloro substitution in the acyl moiety of acetanilide reduced its 
ability to serve as substrate for the enzyme. 

Acyl chain length had a marked effect on enzyme activity. The 
fungal acylamidase was highly specific for N-acetylarylamines. It 
did not catalyze hydrolysis of formanilide or butyranilide, and 
acetanilide was hydrolyzed at 42 times the rate of propionanilide. The 
enzyme produced by F.  solani did not catalyze the hydrolysis of dicryl, 
karsil, propachlor, phenylcarbamates, or phenylureas (Lanzilotta, 
1968). 

Sharabi and Bordeleau (1969) isolated from enriched soil two 
species of Penicillium and one species of Pulullaria able to decompose 
karsil. Primary products of karsil hydrolysis by cells and cell-free 
extracts of a Penicillium species were identified as 2-methylvaleric 
acid and DCA. The former compound was metabolized to formic and 
acetic acids when used by the fungus as a carbon source. The spe- 
cificity of the partially purified acylamidase was measured using 23 
acylanilides. Activity increased with increasing chain length to four 
carbons. Substitution or branching of the N-acyl group affected en- 
zyme activity and the effect was related to both the nature and location 
of the substituent. Deacylation was also influenced by the type and 
position of substituents on the phenyl ring. The enzyme had no 
activity on tested phenylcarbamate and phenylurea herbicides. 
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Apparently, different microorganisms produce acylamidases with 
substantially different activities and substrate specificities. A major 
difference between the Penicillium and F. solani acylamidases is the 
inability of the latter to hydrolyze karsil and dicryl. 

3. Liberation and Degradation by Other Biological Systems 

The metabolism of acylanilides by plants has been studied in an 
effort to identify the biochemical basis of their selective action as 
herbicides. 

McRae et al. (1964) employed propanil-I4C to demonstrate that the 
herbicide was detoxified by hydrolysis in rice and other resistant 
plants, but sensitive plants, such as barnyard grass, were unable to 
transform the compound. This report is consistent with more recent 
investigations (Still and Kuzirian, 1967) in which tissue homogenates 
and partially purified enzyme preparations from leaves of resistant 
and sensitive plants were compared, and the former were observed to 
have much greater acylamidase activity than the latter. The rice 
enzyme was associated with particles and could not be solubilized. 
Radioautography established that a number of different products re- 
sulted from propanil degradation, but, of these, only DCA was 
identified (Still and Kuzirian, 1967). 

Frear and Still (1968) used an enzyme concentrate to establish the 
substrate range of rice acylamidase. Propanil was hydrolyzed more 
rapidly than other acylanilides with longer or shorter side chains. 
Alkyl branching at position (Y or P to the carbonyl rendered molecules 
resistant to enzyme action. This observation explains, at least in part, 
the report of McRae et aZ. (1964) that rice is sensitive to karsil. The 
acyl moiety of karsil branches at the P-position and would, therefore, 
not be detoxified in the plant by deacylation. Enzyme action was in- 
fluenced also by the number and location of chlorine substitutions. 
The susceptibility of compounds to hydrolysis decreased in the fol- 
lowing order: 2,3-dichloro, 2,4-dichloro, 2-chloro, 3-chloro, 3,4- 
dichloro, 3,5-dichloro, 2,5-dichloro, 4-chloro, and 2,6-dichloro. These 
differences appeared to result from steric and electronic effects. 

Of particular interest were the observations of Bowling and Hudgins 
(1966) and McRae et al. (1964) that certain carbamate and organo- 
phosphate insecticides were inhibitors of rice acylamidase at levels 
as low as 10+ M (Frear and Still, 1968). If these compounds are ap- 
plied in combination with propanil to rice fields, they interfere with 
detoxification of the herbicide and severe damage to the crop can 
result (Unger et al., 1964; Matsunaka, 1968). Yih et al. (1968b) de- 
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tected an accumulation of N-(3,4-dichlorophenyl)lactamide in barn- 
yard grass and in rice that was pretreated with an acylamidase in- 
hibitor, and suggested conversion to this intermediate as a step that 
immediately precedes propanil detoxification by hydrolysis. 

To determine the fate of the aliphatic moiety of the herbicide after 
liberation by enzymatic hydrolysis, Still (1968) treated pea and rice 
plants with propanilJ4C labeled on either C-1 or C-3 of the propionate 
moiety. Radioactivity was detected throughout the tissue of root- 
treated plants. Time-course studies in which 14C02 was recovered, 
indicated that an intact C3 acyl moiety was cleaved from the herbicide 
and metabolized in plants to COz by @oxidation. The appearance of 
radioactivity in shoot tissue was attributed to assimilation of products 
of propionate metabolism. Both the susceptible pea plants and the 
tolerant rice plants oxidized a large part of propanil-14C to 14C02, and 
Still (1968) noted that this result is not consistent with the hypothesis 
that the basis of selective herbicidal action by propanil is detoxifica- 
tion by cleavage of the amide bond in rice and other resistant plants. 
An explanation for this inconsistency may be the fact that in Still's 
1968 studies plants were root treated. It is known that roots of rice and 
barnyard grass contain the same amount of acylamidase activity, but 
rice leaves display 60 times more acylamidase activity than barnyard 
grass leaves (Frear and Still, 1968). Apparently, note must be taken of 
differences in enzyme distribution in determining the relative phy- 
totoxicity of propanil to different plant species and in studies of the 
biochemical basis in plants of herbicide resistance and sensitivity. 

There have been only two studies of the metabolism by plants of 
acylanilide herbicides other than propanil. The report by McRae et al. 
(1964) that rice was unable to degrade karsil was described aqd dis- 
cussed previously, and only the work of Jaworski (1969b) remains to 
be presented. He investigated the transformation of propachlor in 
plants such as corn and soybean that are resistant to the herbicide. 
Except for the elimination of a chlorine atom from the acyl chain, 
propachlor remained intact and reacted with a normal but unknown 
plant metabolite to form a polar product that was not identified. 

Acylanilide metabolism by animal systems is the subject of only 
three reports. Mehler and Knox (1950) described a N-formyl-L- 
kynurenine hydrolase from mammalian liver, but it was highly specific 
for o-formamido compounds and unlikely to act on acylanilide herbi- 
cides. A mitochondria1 preparation from chick kidney rapidly de- 
acylated a variety of acylanilides, and hydrolysis was influenced by 
ring substitution and side-chain length (Nimmo-Smith, 1960). Sub- 
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stitution in the para position increased the relative rate of deacylation 
but ortho substitution caused a great decrease in rate. When the effect 
of increasing acyl chain length from formyl to hexanoyl was tested, 
enzyme action was greatest for the acetyl and propionyl compounds. 
Williams and Jacobson (1966) studied the metabolism of propanil in 
mice, rats, rabbits, and dogs. The livers of all of these animals ex- 
hibited substantial acylamidase activity and hydrolyzed propanil with 
the release of DCA. The bulk of the enzyme activity was associated 
with the microsomal fraction of liver homogenates and, like the rice 
enzyme, it was subject to inhibition by carbamate and organophos- 
phate insecticides. 

B. TRANSFORMATIONS OF THE AROMATIC MOIETY 

1 .  Transformations In Soil 

Once released, the aliphatic side chain of acylanilide herbicides is 
rapidly metabolized via conventional pathways to carbon dioxide, 
water, and cell substance, but the fate of the aromatic moiety has 
proved to be less usual and more intriguing. Evidence that the aryl- 
amine was transformed biologically was first obtained from soil 
studies. Macrae and Bautista (1966) noted a change with time in ab- 
sorption of ultraviolet radiation (248 mp) by supernatants from sus- 
pensions of propanil-treated soil. Since no change was obtained if 
the soil was sterilized before treatment, the microbial population was 
credited with an ability to degrade the herbicide. However, carbon 
balances performed by Bartha et al. (1967) indicated that extensive 
oxidation of the aromatic moiety of propanil should not be anticipated, 
and more recent, but previously unpublished, results obtained in the 
laboratory indicate that less than 1.0% of radiocarbon added to soil as 
ring labeled propanilJ4C is oxidized to I4CO, in 3 weeks. Continued 
study demonstrated that DCA released by hydrolysis of propanil in 
soil was unstable and transformed biochemically to a variety of prod- 
ucts. Progress toward the identification of these substances was ham- 
pered by the notion that DCA would be metabolized by established 
mechanisms, including ring hydroxylation and cleavage to an ali- 
phatic product that would be further oxidized. This preconception has 
proved erroneous. DCA is oxidized in soil by reactions that are poly- 
merizing rather than degradative. Products of DCA metabolism in 
soil have a greater molecular weight than the parent compound, so 
the process of change is better described as a transformation rather 
than a degradation. 
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A major product of DCA transformation in soil was identified by 
Bartha and Pramer (1967) as 3,3’,4,4’-tetrachloroazobenzene (TCAB). 
The compound was extracted and crystallized from propanil-treated 
soil, but insight into its identity was provided by its mass spectrum 
and molecular weight. Microbial activity was required for TCAB 
synthesis since the compound was not detected in sterilized soil that 
received propanil or DCA. 

Recognition of the fact that DCA and other anilines are products of 
the degradation of various phenylcarbamate (Herrett, 1969) and 
phenylurea (Geissbuhler, 1969), as well as acylanilide herbicides, 
suggested that condensation reactions and the formation of TCAB or 
other azo compounds may widely occur in soil. Tests have shown that 
TCAB is indeed produced in soils supplemented with the acyl- 
anilides dicryl or karsil (Bartha, 1968), or the phenylcarbamate swep 
(Bartha and Pramer, 1969); each of which contains a DCA moiety. 
Solan, which contains a 3-chloro-4-methylaniline moiety, was trans- 
formed similarly, but the yield of 3,3’-dichloro-4,4’-dimethylazoben- 
zene was not as great as that of TCAB produced from DCA based 
herbicides (Bartha, 1969a). In the laboratory where losses by leaching 
and volatilization are prevented and high concentrations (500 ppm) 
of the herbicide are used, 20-30% of the aromatic moiety can be con- 
verted to TCAB. 

Kearney et al. (1969a) have investigated the influence of soil type 
and propanil concentration on TCAB formation. Three different re- 
sponse curves were observed using four soils and the herbicide at 
levels ranging from 1.0-1000 ppm: (1) a linear relation between 
amount of propanil added and TCAB produced was noted in only one 
soil; (2) a sharp decrease in TCAB at the highest rate of propanil used 
in two soils; and (3) a large accumulation of TCAB at the highest rate 
ofpropanil addition in the remaining soil. The second type of response 
was interpreted as product inhibition and the third type suggested 
two possible competing routes of propanil metabolism: one favoring 
ring oxidation and the other favoring ring condensation. Previously 
unpublished results obtained by Bartha indicate that some DCA pro- 
duced during propanil metabolism in soil is lost by volatilization, 
some undergoes polymerization to TCAB and other substances that 
can be extracted from soil, and a portion is bound tenaciously and 
cannot be extracted from soil. This immobilization may be due to 
chemical bonding of DCA to appropriate sites on humus material. 
When ring-labeled propanil-14C was added to soil at levels of 5, 100, 
and 500 ppm, some of the activity was volatilized as DCA but less 
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than 1.0% was oxidized to 14C02 during 3 weeks of observation. The 
treated soils were finally extracted with solvent and recoveries were 
20, 28, and 42% of the added activities, respectively. Acid digestion 
of the soil after solvent extraction accounted for an additional 73,69, 
and 54%, respectively, of the added radiocarbon. The suggestion is 
that low levels of aniline intermediates will favor the formation of 
soil-bound residues, whereas high levels of aniline intermediates will 
predominantly produce azo compounds and other residues that can 
be extracted from soil by organic solvents. 

Thin-layer chromatography reveals the presence of many different 
products of acylanilide herbicide metabolism that can be extracted 
from soil. TCAB and others are readily detected because they are 
highly colored compounds. Plimmer and Kearney (1969) reported 
results of mass spectral studies which indicate that several of these 
products are high molecular weight compounds formed by condensa- 
tions of DCA in soil. Rosen et al. (1970) identified 4-(3,4-dichloro- 
anilino)-3,3’,4’-trichloroazobenzene as a photochemical trans- 
formation product of DCA and the same compound has been detected 
in solvent extracts of soil treated with DCA or propanil (H. A. B. 
Linke, personal communication). Further studies are needed to 
elucidate the nature of the unextractable residue that represents as 
much as 73% of the aniline moiety of a herbicide added to soil. 

Evidence now exists that TCAB is produced under field as well as 
laboratory conditions. Kearney et al. (1970) surveyed rice-producing 
soils in Arkansas with known histories of crop rotation and propanil 
application to determine the influence of rate of treatment, depth, and 
time on TCAB formation. When propanil was applied at 3 lb/acre, 
TCAB was detected in 2 of 47 soil samples, but when the application 
rate was doubled, TCAB was found in all samples analyzed. The maxi- 
mum TCAB concentration was measured at 0.18 ppm and the average 
TCAB residue in soils that received 6 lb/acre propanil was 0.09 ppm. 
The latter value is equivalent to a 4.5% conversion of propanil- 
derived arylamine to TCAB in soil. It is not surprising that this figure 
is substantially less than the 20-30%. conversion measured in the 
laboratory, since in the field, leaching, adsorption, and volatilization 
will each reduce the amount of propanil-derived DCA that is avail- 
able in soil for TCAB synthesis. In general, concentration and oc- 
currence of TCAB decreased with increasing time and depth in soil. 
Of particular note, however, was the detection of residual propanil 
and TCAB in the soils treated with the herbicide 2 and 3 years prior 
to sampling (Kearney et al., 1970). The persistence of propanil was 
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unexpected but Bartha (1968) had previously observed TCAB to re- 
sist change for 3 weeks in soil. 

The influence of molecular configuration on the ability of anilines 
to be transformed to azo compounds in soil was described by Bartha 
et al. (1968), and evidence was presented that the reaction is catalyzed 
by the enzyme peroxidase. For these studies it was necessary to syn- 
thesize a series of chlorinated azobenzenes as analytical standards. 
A total of thirteen different compounds was prepared by reduction of 
chloronitrobenzenes or by oxidation of their corresponding chloro- 
anilines (Linke et al., 1969), and their spectral characteristics were 
described and compared (Linke and Pramer, 1969). Figure 2 illustrates 
the anilines tested and the azo compounds formed from them in soil. 

Aniline itself was transformed to unidentified polymeric products 
such as “aniline black,” but no azo compound was formed. All mono- 
chloro- and dichloroanilines were converted in part to their corre- 
sponding dichloro- and tetrachloroazobenzenes, and in part to com- 
pounds of higher molecular weight that were polyaromatic but un- 
identified. The exception to this statement was 2,3-dichloroaniline. 
Dimerization of this substance failed to produce the expected 2,2’,3,3’- 
tetrachloroazobenzene but resulted instead in the partially dechlorin- 
ated 3,3’-dichloroazobenzene. The same change occurred in soil 
(Bartha et al., 1968) and during chemical synthesis (Linke et al., 
1968). Two dichloroanilines and the two trichloroanilines tested re- 
mained unchanged for 30 days, and it was concluded that chlorination 
of the 2,5- or 2,6-positions stabilized the molecule and protected 
aniline from biochemical transformation. Alternatively, chloroaniline 
unsubstituted in both ortho (2,6-) positions, or in adjacent ortho and 
meta (2,3- or 5,6-) positions, are likely to give rise to azo compounds 
in soil (Bartha et al., 1968). In the two cases examined, 4-methyl 
substituted anilines were also transformed in soil to azo compounds 
(Fig. 2), but greater proportions of intensely colored high molecular 
weight polyaromatic compounds were produced than from the corre- 
sponding chloro substituted anilines. 

Of particular interest are recent reports (Bordeleau et al., 1969; 
Kearney et al., 1969b; Bordeleau and Bartha, 1970) that two different 
anilines added simultaneously to soil give rise to asymmetric as well 
as symmetric azo compounds. The suggestion here that hybrid resi- 
dues may be produced in field soils treated with more than one aniline- 
based herbicide was tested by Bartha (1969b). When propanil and 
solan, licensed for agricultural use on the same crop, were added to a 
single sample of soil, it was demonstrated that they do indeed undergo 
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SUB STlTUT I ON ANILINE AZOBENZENE SUBSTITUTION 
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FIG. 2. Influence of substitution on the transformation of anilines to azobenzenes. A 
question mark within a benzene ring indicates that products were unidentified polyaro- 
matics but not azobenzene, and ''none'' designates an absence of products extractable 
with organic solvents. 
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transformation in part to symmetric (TCAB and 3,3’-dichloro-4,4’- 
dimethylazobenzene), as well as the asymmetric hybrid (3,3‘,4-tri- 
chloro-4’-methylazobenzene) residues. 

The four-electron transfer required for the conversion of two ani- 
line molecules to one of azobenzene was anticipated to be complex 
and to involve various possible intermediates (Bartha and Pramer, 
1967). Since unmodified aniline molecules cannot interact directly, 
azo compounds are formed by the random reactions of intermediates 
either with each other or with excess aniline. An attempt was made by 
Bordeleau et al. (1969) and Bordeleau and Bartha (1970) to identify 
the key intermediates in the conversions of 4-chloroaniline and DCA 
to azo compounds. Their results are consistent with a proposal that 
anilines are converted in part to phenylhydroxylamines which re- 
acted with their aniline precursors to form azo compounds. Since azo 
compounds were not produced from anilines in sterilized soils but 
were formed from phenylhydroxylamines and anilines in both steri- 
lized and natural soil, it was concluded that the former transformation 
was biochemical and the latter occurred spontaneously. Unpublished 
experiments using trapping agents indicate that the phenylhydroxyl- 
amine intermediate is generated via the anilino free radical. 

Belasco and Pease (1969) have recently challenged the role of DCA 
as precursor of TCAB on grounds that in their experiments more 
TCAB was produced from propanil than from DCA. We feel that these 
results were due to the use of biologically less active air-dried soil 
and to losses of DCA by volatility. Using fresh soils and closed incu- 
bation systems, we consistently obtained higher and more rapid 
TCAB production from free DCA than from propanil. 

2. Transformations by Microbial Cultures and Enzymes 

Although the conversion of anilines to azo compounds was medi- 
ated by soil microorganisms, conventional enrichment procedures 
were not successful in providing pure cultures that were able to per- 
form the transformation. Apparently azo compound formation offers 
little selective advantage and is incidental to the metabolic activity 
of peroxidase-producing organisms: the reaction provides little energy 
and no carbon for microbial growth. A method for detecting and enu- 
merating peroxidase-positive microorganisms was developed by 
Bordeleau and Bartha (1969), and was used to demonstrate that the 
difference in capacity of two soils to convert anilines to azobenzenes 
was positively correlated with numbers of peroxidase-producing in- 
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habitants. A list of microorganisms that display peroxidase activity 
has been compiled by  Saunders et al. (1964); many of these are in- 
digenous to soil. Various peroxidase-positive bacteria, actinomycetes, 
and fungi have been isolated and are under investigation in this 
laboratory. 

The reported (Daniels and Saunders, 1953) catalysis by horse- 
radish peroxidase of the synthesis of 4,4'-dichloroazobenzene from 
4-chloroaniline suggested that a peroxidatic mechanism may be re- 
sponsible for production of azo compounds in soil. This was noted by 
Bartha et al. (1968) who concluded that the utilization of different 
aniline substrate's by  soil organisms and by peroxidase was highly 
correlated. Galstyan (1958) described the peroxidation of pyrogallol 
by soil extracts but the method he employed was found by Bartha 
and Bordeleau (1969a,b) to be inadequate, and, therefore, they de- 
veloped and applied a new procedure for measuring peroxidases in 
soil. No difficulty was encountered in demonstrating substantial 
amounts of cell-free enzyme in two different soils, and the amounts of 
activity varied directly with the ability of the soils to transform added 
DCA to TCAB. 

Buffered solutions (0.05 M phosphate at pH 6) extracted peroxidase 
from soil, and the solutions were filter sterilized so the enzyme was 
cell free (Bartha and Bordeleau, 1969a,b). When supplied with HzOZ 
these extracts catalyzed the conversion of chloroanilines to chloro- 
azobenzenes and the activity was heat labile. Azo compounds are 
formed rapidly from anilines in Nixon sandy loam. A phosphate buffer 
extract of this soil was treated with (NH4)2S04 to 80% of saturation, the 
precipitated protein was concentrated by centrifugation, and after 
dialysis was lyophilized. Analyses demonstrated that 500 gm of soil 
yielded 63 mg of protein that had a peroxidase specific activity of 0.18 
units/mg. Unpublished results of subsequent studies established that 
the optimum buffer concentration was 0.2 M phosphate and that 
acetate was not an effective extractant. In the range of pH 6-8, re- 
coveries of peroxidase were independent of hydrogen ion concentra- 
tion. 

3. Transformations by Other Biological Systems 

The metabolic fate of DCA in rice plants was investigated by Still 
(1967). The plants were exposed to propanil in liquid culture for 5 
days and their roots and shoots were then separated, lyophilized, and 
extracted with methanol. Chromatographic analyses of the extracts 
detected four aniline-positive metabolites. One of these was identified 
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as DCA. Qualitative tests of the remaining three compounds indicated 
that each had a reducing sugar component, and one was identified as 
N-(3,4-dichlorophenyl)glucosylamine. Efforts to characterize the re- 
maining two metabolites were unsuccessful, but one is now known to 
be a conjugate of DCA with glucose, xylose, and fructose (Yih et al., 
1968a). Time-course studies demonstrated a precursor-product re- 
lation between propanil, DCA, and N-(3,4-dichlorophenyl)glucosyl- 
amine, but no evidence was obtained that TCAB is a metabolite of 
either propanil or DCA in rice. Yih et al. (1968a) confirmed the ab- 
sence of TCAB and the presence of complexed DCA in propanil- 
treated rice, however, they used ring-labeled propanil-14C and estab- 
lished that a considerable amount of activity remained in the residue 
after extraction of plant tissue with methanol. The distribution of this 
residual activity between plant celluloses and lignin was measured at 
25.7 and 42.4%, respectively. Thus, soluble aniline-carbohydrate 
complexes are minor products of the transformation of DCA in rice. 
A major portion of the aromatic moiety of propanil is complexed with 
polymeric plant constituents, primarily lignin. Comparative tests with 
14C-ring-labeled and ~arbonyl-~~C-labeled propanil demonstrated 
clearly that in plants aniline is lignin bound as DCA and not as the 
unhydrolyzed herbicide. 

The distribution of the aniline moiety of propanil in rice has been 
traced as far as the grain. Still and Mansager (1969) identified DCA in 
caustic hydrolyzates of rice grain obtained from experimental plots 
that were treated with propanil and in rice grain purchased on the 
local consumer market. Moreover, the grain of rice plants treated with 
N-(3-~hlorophenyl)carbamate (chlorpropham) contained 3-chloro- 
aniline. The destructive nature of the analytical methods employed in 
these investigations made it impossible to characterize the parent 
compounds, but it is clear that anilines are incorporated into the 
marketed product of rice grown on soils treated with aniline-based 
herbicides. 

Different investigators (Still, 1967; Yih et al., 1968a; Still, 1969) 
have failed to identify TCAB as a product of propanil metabolism in 
rice plants. This is surprising since rice tissue displays acylamidase 
and peroxidase activities. The hydrolysis of propanil to DCA occurs 
in both plants and soil. In plants the aniline is converted to several 
compounds including sugar and lignin conjugates. In soil it is trans- 
formed in part to TCAB. The absence of TCAB in propanil-treated rice 
may result from sugars and lignin having a greater affinity than per- 
oxidase for DCA, or from differences in the specificity of peroxidases 
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from different sources. Evidence to support the latter possibility was 
published by Lieb and Still (1969). They compared the ability of 
crystalline horseradish peroxidase and extracts of horseradish root, 
barnyard grass, and rice, to oxidize a series of structurally related 
anilines. The two horseradish preparations were identical in their 
substrate specificity but differed from the barnyard grass and rice 
enzymes. The latter were more limited than the former and unable to 
use DCA as an electron donor. 

Although TCAB is not generated in propanil-treated rice it is pro- 
duced in soil that receives the herbicide (Bartha and Pramer, 1967). 
Still (1969) inquired into the extent to which the compound may be 
absorbed by plant roots and translocated to shoots. H e  treated the 
roots of rice in nutrient solution with TCAB-14C for 12 days. Analyses 
indicated that 5.6% of the supplied azo compound was absorbed by 
roots and 3.2% of this amount was translocated to shoots. No attempt 
was made to measure the persistence of TCAB in rice tissue, and it 
was not determined if the compound is translocated to the edible 
grain of rice. 

Mention has been made previously of the studies of Bartha et al. 
(1968) that noted a similarity in aniline oxidation to azo compounds 
as it occurred in soil and in solutions of peroxidase. The preparation 
employed was horseradish peroxidase type I1 with an activity of 135 
purpurogallin units/mg (Sigma Chemical Co., St. Louis, Missouri). 
Horseradish peroxidase, much as the soil enzyme system, converts 
anilines to a number of intensely colored polyaromatic compounds 
in addition to azobenzenes (Bartha et al., 1968; Knowles et al., 1969; 
Lieb and Still, 1969). Saunders et al. (1964) isolated and identified 
several three-, four-, and five-ring compounds as products of peroxi- 
dase-mediated oxidations of anilines with H20e. The three-ring 
compound 4-(3,4-dichloroanilino)-3,3’,4’-trichloroazobenzene has 
been demonstrated to be a product of the transformation of aniline 
by ultraviolet radiation (Rosen et al., 1970), in soil (H. A. B. Linke, 
personal communication), and by horseradish peroxidase (unpub- 
lished results). 

c. PROPOSED PATHWAYS OF ACYLANILIDE METABOLISM 
An attempt has been made here to use the foregoing detailed in- 

formation and construct summary schemes that illustrate the most 
probable biochemical pathways of acylanilide metabolism by micro- 
organisms in soil and by plants. Diagrammed also is an integrated 
view that relates the different possible routes of movement of an acyl- 
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anilide herbicide in the environment. Illustrated compounds have 
been assigned Roman numerals to expedite their identification as an 
aid to discussion. Intermediates that are postulated on the basis of 
indirect evidence but not as yet identified by accepted chemical 
criteria are enclosed in brackets. 

Current evidence for the transformation of propanil in soil is con- 
sistent with the sequence of chemical events illustrated in Fig. 3. The 
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FIG. 3. Proposed pathways of propanil bansfonnation in soil. For explanation see 
text. 

initial step in the proposed pathway is cleavage of the herbicide mol- 
ecule (I) to propionic acid (11) and DCA (111). It is possible that prop- 
anil in soil may be activated by oxidative change prior to hydrolysis, 
but the hydrolytic reaction is catalyzed by acylamidase that is pre- 
sumably of microbial origin. Propionic acid is metabolized by soil 
microorganisms to carbon dioxide, water, and cell substance. DCA is 
peroxidatically converted via the 3,4-dichloroanilino free radical (IV) 
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to 3,4-dichlorophenylhydroxylamine (V). Compounds I11 and V react 
to generate 3,3',4,4'-tetrachlorohydrazobenzene (VI), which is at- 
mospherically oxidized to TCAB (VII). Compound VI could arise by 
dimerization of the anilino radical, but this is energetically a less 
likely route than that which is illustrated. The spectrum of poly- 
aromatic products of DCA transformation in soil appears to result from 
complex reactions and interactions involving compounds 111, IV, and 
V. Compounds IV, V, and VI are extremely labile and have not been 
isolated and characterized chemically. Their proposed existence and 
role as intermediates are based on indirect evidence, including the 
results of kinetic studies and tests which free radical trapping agents 
that remain in part unpublished. Oxidation and cleavage of the DCA 
ring is a biochemically possible alternative to TCAB formation that as 
yet has not been demonstrated to occur. Moreover, TCAB may not be 
recalcitrant. The azo configuration is capable of being oxidized or re- 
duced, and it is likely that further investigation will extend under- 
standing of propanil metabolism by identifying products of the 
degradation of TCAB by microorganisms in soil. 

The metabolic fate of propanil in rice plants is illustrated by Fig. 4. 
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FIG. 4. Proposed pathways of propanil transformation in the rice plant (Oryza satioa). 
For explanation see text. 
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The herbicide enters susceptible and resistant plants at the same rate, 
but only the latter have the ability to detoxify the compound. This is 
accomplished in rice by rapid hydrolysis of propanil (I) to DCA (V) 
and an aliphatic acid (I11 or IV). The reaction is catalyzed by an acyl- 
amidase, but the identities of the substrate and the acid product are 
uncertain. Propionic acid (111) will be formed from propanil, but if 
the report of Yih et al. (1968b) that propanil is oxidized to N-(3,4- 
dichloropheny1)lactamide (11) prior to hydrolysis is confirmed, lactic 
(IV) and not propionic will be the acid formed. In either case, DCA is 
produced and the aliphatic acid will ultimately be oxidized to carbon 
dioxide and water. DCA is transformed to N-(3,4-dichlorophenyl)- 
glucosylamine (VI) and other more complex substances that contain 
DCA, glucose, xylose, and fructose. However, the major portion of the 
DCA is found associated with polymeric plant constituents, mainly 
lignin. TCAB has not been identified as a product of DCA metabolism 
in rice plants. 

Propanil is frequently applied as an aerial spray. Herbicide released 
from airplanes will settle on the surface of plants, but some will be 
deposited directly on the soil, and more will reach soil as run-off from 
treated plants and in the tissue of susceptible plants that die due to 
propanil treatment. Figure 5 illustrates different possible routes of 
movement and types of transformation of propanil, and attempts also 
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MLYAROYITICS 

LL4CIILD 

FIG. 5. Diagrammatic illustration of the transformations and movements of propanil 
and its metabolites in the environment. 
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to relate events that occur in the rice plant to those that take place in 
the soil environment. 

Propanil is metabolized by some plants and by microorganisms in 
soil as described previously and illustrated in Figs. 4 and 3, respec- 
tively. In both systems, the herbicide molecule is hydrolytically 
cleaved to DCA and an aliphatic acid. Most of the latter compound is 
oxidized to carbon dioxide and water, but DCA is transformed via a 
number of different routes: in plants it is complexed by sugars and 
lignin; in soil it is converted in part to TCAB and’polyaromatic com- 
pounds and is complexed by humus, but some is lost from soil by 
leaching and volatilization. DCA and TCAB produced in soil may be‘ 
absorbed by plant roots, translocated to shoots and grain, and be con- 
sumed by animals or man. The ultimate fate of the various DCA de- 
rivatives that have been identified in soil and in rice plants remains to 
be determined. TCAB and higher molecular weight compounds re- 
sulting from the biochemical polymerization of DCA may be degraded 
with time in soil. Likewise, complexes of DCA with carbohydrates, 
lignin, and humus need not be irreversible. They may be metabolized 
with the release and/or destruction of DCA, but these possibilities 
have not been investigated. Likewise, the distribution and metabolic 
fate of DCA and TCAB in animal systems warrant attention but have 
not as yet been studied. 

Acylanilide herbicides are certainly not “completely metabolized 
by the crop plant.” This and other published statements (Weed 
Society of America, 1967) describing acylanilides as “degraded in 
soil” and, as a result of microbial action, “broken down quite rapidly,” 
are generally misleading. They appear to be based on measurements 
of disappearance of the parent compound without regard for the 
formation and accumulation of products that may pollute the environ- 
ment and be of concern to public health and welfare. 

111. Biological Activity of Metabolites 

There is a paucity of published information concerning the bio- 
logical activity of metabolites of acylanilide herbicides. Toxicities of 
some pure substances have been measured, but little is known of 
synergistic effects and much remains to be done to alleviate concern 
about longterm exposures to low levels, and genetic, neoplastic, and 
teratogenic effects. Present knowledge relating in turn to plants, 
microorganisms, and animals is summarized below. 
N-(3,4-Dichlorophenyl)lactamide, suggested by Yih et al. (1968b) 

to be the initial transformation product of propanil in rice displayed 
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herbicidal properties identical to the parent compound. It was hydro- 
lyzed, however, and the products formed, lactic acid was metabolized 
to carbon dioxide and water, and DCA was complexed by various 
plant constituents. DCA and TCAB enter roots and are translocated 
to shoots without any reported phytotoxicity, but Prasad and Pramer 
(1969) observed some cytogenetic effects of propanil and its metabo- 
lites. The herbicide was more toxic than DCA or TCAB and caused 
curling, inhibited division, and deformed nuclei in root cells of 
onion (Allium cepa). 

Under certain conditions, metabolites of acylanilide herbicides 
depress the activities of microorganisms in soil. Bartha et al. (1967) 
described respiratory effects and noted some inhibition of nitrifica- 
tion by dicryl, karsil, and propanil in soil. Thompson and Corke 
(1969) examined the relation of chloro substitution to ability of ani- 
lines to inhibit nitrification. Ammonium oxidation was more sensitive 
than nitrite oxidation and toxicity was directly correlated to the lipo- 
philic nature of the compounds tested. When molecular configuration 
of different anilide herbicides was related to their ability to inhibit 
growth of the alga Chlorococcum aplanospomm in solution medium, 
Sharabi (1969) reported the following order of effectiveness: karsil, 
solan, propanil, dicryl, and propachlor. DCA suppressed growth and 
chlorophyll synthesis by C. aplanospomm in solution culture, but 
TCAB did not. Propanil and DCA were toxic to the alga in soil as well 
as in solution medium, but for comparable effects higher levels of the 
compounds were required in soil than in solution. Previously un- 
published results obtained in this laboratory indicate that propanil 
and DCA, but not TCAB, decrease the viability of spores ofAspergillus 
nidulans, however, DCA and TCAB, but not propanil, are mutagenic. 
DCA was the most genetically active of a series of structurally related 
anilines tested for their ability to induce reversion of a methionine 
requirement by a stable auxotrophic strain of A. nidulans. 

Although some literature (Weed Society of America, 1967) lists a 
low order of mammalian toxicity among the properties that recom- 
mend acylanilide herbicides for agricultural use, Williams and 
Jacobson (1966) reported that high levels of propanil caused acute 
distress in dogs and other animals. The livers of these animals dis- 
played acylamidase activity and hydrolyzed the herbicide to propionic 
acid and DCA. Anilines adversely affect red blood cells and can cause 
anemia (Stecher, 1968), but the acute oral toxicity of propanil was not 
altered by selective inhibition of liver acylamidase, and it appears 
that the observed effects were due to the parent compound and not to 
the aniline metabolite (Williams and Jacobson, 1966). Two of a be- 



338 RICHARD BARTHA AND DAVID PRAMER 

wildering number of products of DCA metabolism have been identi- 
fied as azo compounds [TCAB and 4-(3,4-dichloroanilino(-3,3’,4’-tri- 
chloroazobenzene]. Most azo compounds are innocuous but a few are 
carcinogenic in animals, mostly to the liver (Weisburger and Weis- 
burger, 1966). TCAB, the azo product of propanil metabolism by soil 
microorganisms, does not appear to have the molecular geometry re- 
quired for chemical carcinogenicity (Arcos and Arcos, 1962), but it 
was synthesized in quantity and supplied to the National Cancer 
Institute for test. The compound was fed in peanut oil to rats at a level 
of 4 mg/week for an initial 3 week period, and at 10 mg/week for an 
additional 37 weeks. Weight gains were good and, when the animals 
were sacrificed at the 60th week, there was a small amount of fatty 
degeneration of the liver, but no tumors among the TCAB-treated 
rats (E. B. Mattheis, personal communication). Mammalian liver con- 
tains azo reductases (Fouts et al., 1957; Mascitelli-Coriandoli, 1959), 
and it is possible that TCAB in the rat was cleaved enzymatically 
and metabolized. 

IV. Concluding Comments 

We have attempted here to describe and compare present under- 
standing of the metabolism of acylanilide herbicides by soil micro- 
organisms, plants, and animals. Biochemical and ecological pathways 
are proposed for the production and movement of metabolites of the 
herbicides in various environments, and their biological activities 
are described and discussed. Some novel reactions and unexpected 
products have been observed. Of particular note in this regard is the 
enzymatic hydrolysis of acylanilide herbicides with the release and 
subsequent peroxidatic polymerization of substituted anilines to azo 
compounds and other polyaromatic residues in soil. Some of these 
substances persist in soil and at least one is absorbed by plant roots 
and translocated to the shoots. These events are a matter of concern 
because some azo compounds are carcinogens. It has been possible to 
identify and synthesize a sufficient quantity of only one azo sub- 
stance for test, and fortunately, it proved to have little toxicity and no 
carcinogenicity in rats. Much remains to be done, however, because 
many products are as yet unidentified and untested. 

The pathways of acylanilide metabolism are still incompletely de- 
fined, but according to present knowledge, they terminate with vari- 
ous aniline complexes and azo compounds. Since some anilines and 
azo compounds have undesirable biological effects and may constitute 
a health hazard, recognition of their existence as environmental 
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pollutants constitutes an obligation to further investigation and to a 
clarification of their ultimate fate. In our opinion the need to meet 
this obligation is not nullified by the argument that concentrations of 
pesticides and their metabolites employed in laboratory tests greatly 
exceed those recommended or detected in the field. It is well estab- 
lished that damage may result from long-term exposure to low levels of 
certain chemicals, and that pesticide concentrations may be magni- 
fied as residues are consumed and transported along a food chain. 
What has been learned of the biochemistry and microbiology of acyl- 
anilide herbicides is in principle directly applicable to other com- 
pounds constructed with an aniline moiety. Since chloroanilines are 
present in acylanilide, phenylcarbamate, and phenylurea herbicides, 
and these represent a large portion of the agricultural chemicals now 
in use, the conclusions reached here have rather broad and significant 
imp1 ication s. 
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1. Introduction 

Wholesale dentifrice sales totaled about $255 million in the United 
States in 1969. Each 1% of the market is worth over $2U million in 
sales to the manufacturer. Before the American Dental Association 
Council on Dental Therapeutics’ critical recognition of the anticaries 
properties of a dentifrice, the extent of each manufacturer’s share of 
the market was almost entirely determined by the size and success of 
its advertising campaign. They actually had a formula telling them 
how much needed to be spent on advertising to get and hold a certain 
percentage of the market. Evidence that this formula still works in a 
predictable manner is the recent years success of two “nonthera- 
peutic” dentifrices - Ultra Brite and Macleans. 

At the time of Crest’s reccgnition by the ADA Council on Dental 
Therapeutics in 1960, Crest had 12% of the market, compared to 23% 
for Gleem and 35% for Colgate. Crest sales rapidly climbed with 
recognition to 35%. Their sales increase of over $50 million per year 
was due both to the ADA recognition and an increased advertising 
effort. Since Crest’s ADA recognition, three additional stannous 
fluoride dentifrices received qualified recognition: Cue, Fact, and 
Super Stripe. None of these last three were still being produced in 
late 1969. 

343 
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In October 1969, Colgate with MFP became the first nonstannous 
fluoride dentifrice to obtain ADA recognition as an effective thera- 
peutic dentifrice. Since the Colgate Company earmarked over $20 
million a year in 1969 and 1970 to promote Colgate with MFP, it 
may well regain some of the market lost to Crest after 1960. In the fall 
of 1969, before the ADA recognition of Colgate with MFP, Crest still 
had 35% of the market, Colgate, 25%; Ultra Brite, 12%; and followed 
by Gleem, Macleans, and Pepsodent. 

Most tests have been with those dentifrices formulated with the 
hope of inhibiting caries. This discussion will be concerned pri- 
marily with these. However, there are reports of dentifrices designed 
to treat gingivitis, to inhibit plaque and calculus formation, and to 
relieve hypersensitive teeth. 

II. Plaque- and Calculus-Inhibiting Dentifrices 

Several investigators are working with antibiotic and enzyme 
formulations in dentifrices with the hope of favorably influencing the 
health of the periodontal tissues by inhibiting plaque and calculus 
formation. Harrisson et al. (1963) reported the results of testing three 
toothpastes to which different enzymes had been added. After 6 
months use, 60-70% of the subjects using toothpaste containing a 
predominately proteolytic or a predominately amylolytic enzyme ex- 
hibited a decrease in the accumulation of soft accretions, calculus, 
and stain. Only 20% of the individuals using a cellulose-containing 
toothpaste exhibited similar effects. Molle (1967) reported a 54% de- 
crease in plaque production in a double-blind crossover study with a 
dentifrice incorporating a BaciZZus subtilis proteolytic-amylolytic 
enzyme. 

This type of dentifrice formulation has great potential but much 
more work needs to be completed and published before any con- 
clusions can be drawn on its practical value. 

111. Desensitizing Dentifrices 

Several dentifrice formulations have been developed, tested, and 
marketed in the hopes of relieving hypersensitivities. One, named 
Thermodent, incorporates 1.4% formalin. (Emoform is the British and 
Swiss version.) Another, Sensodyne, incorporates a solution of 
strontium chloride as 10% of the dentifrice mixture. Also the new 
Colgate MFP dentifrice has been tested for desensitizing properties. 

A British assessment by Forrest (1963) of Thermodent (Emoform) 
reports frequent success in treating generalized areas of moderate 
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sensitivity and exposed occlusal dentin. He was not successful in 
relieving severe cervical sensitivity. Kimmelman et al. (1969) in a 
double-blind study reported that Thermodent relieved or alleviated 
sensitivity 66% of the time while a placebo gave 39% success. Smith 
and Ash (1964a) reported no significant alteration or cervical hyper- 
sensitivity to mechanical or thermal stimuli after the use of Thermo- 
dent for 30 or 60 days. 

The results from the strontium chloride (Sensodyne) tests are 
similarly conflicting. Ross (1961) reported 83% of his patients had 
good to complete relief with results showing progressive improve- 
ment over a period of several months. Meffert and Hoskins (1964) 
reported complete relief in 49% of his cases, very good relief in 29%, 
and only 7% secured little or no relief. 

Again in another double-blind study, Smith and Ash (196413) were 
unable to measure any significant alteration in cervical hypersensi- 
tivity to either mechanical or thermal stimuli after the use of Senso- 
dyne for 30 or 60 days. 

Bolden et al. (1968) recently have reported a 66% improvement in 
sensitivity after brushing with the new Colgate with MFP (0.76% 
monofluorophosphate) dentifrice. This compares with a 51% improve- 
ment with a 1.4% formalin dentifrice, 42% improvement with a 
stannous fluoride dentifrice, and a 46% improvement with the non- 
MFP placebo dentifrice (Table I). 

IV. Caries-Inhibitory Dentifrices 

The investigations into possible therapeutic effects resulting from 
the addition of anticaries agents to dentifrices can be divided into 
several categories: 

1. Ammonia and urea compounds. 
2. Antibiotics. 
3. Antienzyme compounds. 
4. Flouride compounds. 
Investigations that have been made in each of these categories will 

be reviewed. The more recent and more significant investigations will 
be considered in greater detail. 

A. AMMONIA AND UREA COMPOUND DENTIFRICES 

There have been no recent field tests reported of dentifrices in- 
corporating ammonia and urea compounds. The Council on Dental 
Therapeutics in April 1951 classified this category of dentifrices in 
Group C “needing further study.” 
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TABLE I 
TESTS OF DESENSITIZING DENTIFRICES 

Investigator 

Percentage 
reduction in 
sensitivity Remarks 

Thermodent (Emoform- 1.4% formaldehyde) 
Forrest (1963) Frequent relief No relief in cervical areas 
Kimmelmann et ul. (1969) 66 39% Relieved with 

Smith and Ash (1964a) No relief Cervical areas-double 

Bolden et al. (1968) 51 46% Relieved with 

placebo 

blind 

placebo 
Sensodyne (10% strontium chloride) 

Ross (1961) 83 Good to complete relief 
Meffert and Hoskins (1964) 49 Complete relief 

29 Very good relief 
7 No relief 

Smith and Ash (1964b) No relief Cervical areas-double 
blind 

Colgate with MFP (0.76% monofluorophosphate) 
Bolden et al. (1968) 66 46% Improved with 

placebo 
42% Improved with 0.4% 

stannous fluoride - IMP 

Kerr and Kesel (1951), Cohen and Donzanti (1954), and Vogel and 
Hess (1957) have reported positive tests. Other studies report a drop 
in lactobacillus counts and were thus considered to indicate positive 
tests. However, there is now considerable doubt that Lactobacillus 
acidophilus has a part in caries etiology. A recent animal study at the 
National Institutes of Health showed no caries activity with just lacto- 
bacilli present. It has been postulated that lactobacilli are present 
because of the environment provided by open carious lesions and 
have little or no part in the actual caries process. 

At any rate ammonia and urea compound dentifrices have little 
status in the current therapeutic dentifrice picture. 

B. DENTIFRICES INCORPORATING ANTIBIOTICS 

The Council on Dental Therapeutics classified dentifrices in- 
corporating penicillin in Group C twice (1950,1952) after considering 
evidence relating to their effectiveness and safety. Each time the one 
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positive study led to the Council’s interest and consideration. This 
was the study published by Zander (1950) in which he reported 50- 
60% reduction in caries over 2 years. Hill et al. (1953) followed with 
a l-year report of 16% caries reduction. Negative results were re- 
ported by Walsh and Smart (1951) and Lunin and Mandel(1955). 

Since Hill and others reported some increase in the development of 
penicillin-resistant organisms and some mild sensitivities with the 
use of the penicillin dentifrice, the Council expressed concern over 
(1) the possibility of sensitizing a significant portion of the population 
to penicillin, and (2) the development of penicillin-resistant micro- 
organisms in those using the dentifrice. These concerns led to the 
termination of serious consideration of penicillin dentifrices. 

Mention was made recently by Keyes of the possibility of trying 
antibiotics again in dentifrices. Many antibiotics have been dis- 
covered, which have little or no significance in treating general 
illnesses, that may have value in the control of microorganisms related 
to the caries process. Shiere (1957) has reported a 26% reduction of 
caries with a tyrothricin dentifrice. 

C. ANTIENZYME DENTIFRICES 
Burnett (1957) reported that the only antienzyme agents to have 

been given adequate but limited clinical trials in dentifrices were 
sodium dehydroacetate and sodium N-lauroyl sarcosinate. 

Sulser et al. (1958) reported a 51% decrease in decayed and filled 
surfaces (DFS) in a 2-year7 young adult study using a dehydroacetate- 
oxylate dentifrice. This was a promising beginning and should have 
been investigated further. 

Several studies have been completed with the sodium N-lauroyl 
sarcosinate dentifrice (the Colgate Gardol formulation). Four separate 
clinical tests (Science, 1956) were carried out under the auspices of 
Northwestern Dental School which showed a combined reduction of 
47% in decayed and filled surfaces. Another study reported by Frasher 
and Hein (1958) in a fluoridated area showed a 48% reduction in 27 
months. Hayden and Glass (1959) reported a study showing a 38% 
reduction in interproximal caries at the end of 1 year. In a British 
bite-wing radiograph study of dental and medical students, Emslie 
(1963) reported an apparent, but not significant, caries reduction of 
17.5% with palmitoyl sarcosinate dentifrice. Backer-Dirks et al. 
(1960) reported no significant difference in caries increment in a 
Belgian study with a sarcosinate formulation containing a carbonate 
abrasive. 

The most recent sarcosinate dentifrice field test was reported by 
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Finn and Jamison (1963). In this study, the Colgate sarcosinate denti- 
frice was matched against Crest and the monofluorophosphate for- 
mula. Similar results were recorded for the sarcosinate and stannous 
fluoride dentifrices. However, without an inactive control group, a 
reliable assessment of the sarcosinate dentifrice results was im- 
possible. 

D. FLUORIDE DENTIFRICES 

The mode of topical action of the fluoride ion in dentifrices may 
differ from that of fluoride in water. Jenkins (1962) reported fluoride 
concentrations in saliva and tissue fluids are perhaps a thousand times 
greater when fluoride dentifrices are used than with fluoridated water. 
McCann and Bullock (1955) determined that fluoride can react with 
enamel in five different ways: 

1. At low concentrations as with fluoridation, the reaction is mostly 
an ionic exchange with the hydroxyl ion resulting in fluorapatite 
formation. 

2-3. At dentifrice and topical concentrations, additional reactions 
occur including the precipitation of calcium and magnesium 
fluorides. A low pH increases these precipitations. 

4. Exchange with carbonate. 
5. Adsorption. 
Increasing the fluoride content of the enamel decreases its solubility 

in acids and other decalcifying agents and thus increases its caries 
resistance. Fluoride-containing dentifrices will raise the fluoride con- 
centration of the surface enamel by fluorapatite formation (which 
some regard as irreversible) and by calcium fluoride precipitation 
which is readily lost through dissolution. One of the advantages of 
dentifrices with available fluoride is that frequent use will restore 
the calcium fluoride which tends to be dissolved off by the oral fluids. 

Most laymen and many dentists have assumed that it is just neces- 
sary to add fluorides to a conventional dentifrice, the use of which will 
prevent caries. Unfortunately, it has turned out to be difficult to pre- 
pare a dentifrice formula where fluoride ions remain stable and avail- 
able to the tooth surface at the time of brushing. 

The conventional dentifrice abrasive, dicalcium phosphate, ties up 
the fluoride ion completely, making it unavailable to the tooth surface. 
Heat-treated calcium pyrophosphate is used as the abrasive in Crest. 
It is somewhat more compatible with stannous fluoride, but since it 
slowly combines with the stannous fluoride, stannous pyrophosphate 
is added to increase the shelf life. Cue has insoluble metaphosphate, 
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also known as IMP, as an abrasive, as does Fact and the Pepsodent 
stannous fluoride dentifrices. It is claimed that stannous fluoride re- 
tains its stability longer in this mixture. Wachtel and Strange (1965) at 
the National Naval Medical Center made in uitro measurements of 
enamel solubility reduction on etched enamel with three of the 
stannous fluoride dentifrices. He found protection from all three of 
about the same magnitude with fresh dentifrice and a much reduced 
magnitude of protection from all three with aged dentifrice. 

He also noted that the protection against acid solubility afforded by 
the three dentifrices was the same as was obtained by a water solution 
containing one-tenth the amount of stannous fluoride found in the 
dentifrices. In other words, the other constituents in all three formulas 
reduced the effectiveness of the stannous fluoride by nine-tenths. In 
fact, this led Wachtel to wonder if the caries protection afforded by 
the stannous fluoride dentifrices was due to reduction in enamel 
solubility. He suggests as an alternative possibility Jenkins’ (1962) 
evidence that stannous fluoride will produce an “antienzymatic effect” 
on plaque bacteria. This suggests that stannous fluoride-containing 
dentifrices may exert an antibacterial action. He acknowledges, how- 
ever, that perhaps the action of these dentifrices ‘in situ is one that 
cannot be fully judged under in vitro conditions. 

Other chemical changes that tend to decrease the effectiveness of 
fiuoride dentifrices are: 

1. Oxidation of the stannous ion to stannic when tin is included. 
2. Hydrolysis. 
3. pH change-a rise in the pH toward neutral occurs in dentifrice 

mixtures with time; this decreases the enamel uptake of the 
fluoride ion. 

The lower pH of the stannous fluoride dentifrices has in some 
quarters been considered the sole reason for their observed superiority 
over natural pH sodium fluoride formulations. Unfortunately, when 
the pH of sodium fluoride solutions are lowered to the point where 
the fluoride uptake is appreciably greater, the enamel also becomes 
etched or decalcified by the acid. Apparently, little or no decalcifica- 
tion occurs with the low pH stannous fluoride dentifrices. 

Brudevold et al. (1963a) determined that solutions of sodium 
fluoride in acid sodium phosphate increased the amount of fluoride 
available for uptake by the enamel while causing minimal deminerali- 
zation. This buffering protection by the phosphate has been disputed 
in some quarters. However, topical studies by Brudevold et al. 
(1963b), Wellock and Brudevold (1963), and Pameijer et al. (1963) 
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show caries reduction in the neighborhood of 70% in addition to 
positive 1- and 2-year results with an acidulated phosphate fluoride 
dentifrice (Brudevold et al., 1964; Brudevold and Chilton, 1966). 

Investigations concerning four types of fluoride dentifrices will be 
discussed; those incorporating sodium fluoride at the natural pH, 
those using amine fluoride, those using stannous fluoride, and those 
using phosphate fluorides. 

V. Sodium Fluoride Dentifrices 

There have been few recent studies of dentifrices involving near- 
neutral pH sodium fluoride dentifrices. One study used a sodium 
fluoride plus N-lauroyl sarcosinate formulation along with Crest 
by Admiral Kyes et al. (1961); the results were negative. Another used 
one of the five dentifrices studied by Brudevold et al. (1964), and 
Brudevold and Chilton (1966). The results for the neutral sodium 
fluoride dentifrice were negative at the end of 1 year and not signi- 
ficantly positive at the end of 2 years. 

Wallace (1962) reported the completion of eleven controlled in- 
vestigations. Two showed positive results and nine showed negative 
or insignificant results. After sponsoring a series of controlled investi- 
gations, Radike (1956) summarized the results as essentially negative. 
These conclusions were disputed by Bibby (1956) who felt that with a 
compatible dentifrice formulation, consistent positive results could 
be obtained. Some recent laboratory tests with more compatible 
abrasives would seem to indicate that perhaps Bibby may be correct. 
Gron and Brudevold (1967) have stated that the early failures of 
sodium fluoride dentifrices have been due to incompatible abrasives, 
low fluoride content, neutral pH, and inadequacies in clinical trials. 

VI. An Amine Fluoride Dentifrice 

Marthaler (1965) has recently reported the results of a 3-year un- 
supervised brushing study in which he started with first- and sixth- 
grade children. Two amine fluoride dentifrice formulas were used. He 
found caries reductions of approximately 32% for the younger age 
group and 25% for the older. 

VII. Stannous Fluoride Dentifrices 

Wallace (1962) reported that of ten tests of dentifrices containing 
stannous fluoride, only one showed negative results. These were all 
Crest studies. The test generally considered to be negative was made 
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by the Kyes group (1961) at the Naval Academy when a sodium fluor- 
ide plus N-lauroyl sarcosinate dentifrice was also tested. Neither the 
8% reduction measured for Crest nor the sodium fluoride sarcosinate 
results were significant. It is interesting that when Colgate’s sodium 
N-lauroyl sarcosinate dentifrice (without sodium fluoride) was pitted 
against Crest and a sodium monofluorophosphate formula (Finn and 
Jamison, 1963) (but with no control dentifrice), the essentially similar 
results in this case were interpreted to mean that “Colgate is un- 
surpassed in preventing dental caries.” This is particularly deceiving 
when the third formula - the monofluorophosphate - showed 25% 
fewer new decayed and filled surfaces than either of the other two. 
Without an admitted inactive control, there is no way of knowing 
whether this was a positive or negative Crest or sarcosinate test, or 
how effective the monofluorophosphate dentifrice really was. Addi- 
tional monofluorophosphate tests will be discussed later in the section 
on Phosphate Fluoride Dentifrices. 

We are now in a new era of dentifrice tests. Instead of a conven- 
tional control, which contains everything but the caries-inhibition 
component of the test dentifrice, we see tests with an active and an 
inactive control. Crest is being used as the active control in several 
studies, Since Crest is conceded to have therapeutic value, a Type I1 
error possibility may be inferred if both Crest and the test dentifrice 
in question are reported equally ineffective. A Type I1 error occurs 
when no difference is found when a true difference really exists 
(ADA, 1955). 

The inactive control in these same studies is a commercially avail- 
able dentifrice which is conceded to have no therapeutic properties. 

The Council on Dental Therapeutics of the American Dental 
Association studied the results of Crest tests and gave Crest a Group B 
classification (Council, 1960). This recognized that the dentifrice had 
some anticaries properties not before demonstrated to the Council’s 
satisfaction by any other dentifrice. The Council, at that time, sug- 
gested additional investigation in certain areas would be desirable. 
The results of additional investigations were subsequently presented 
to the Council which ultimately led to the Group A classification 
(1964a). 

The Council based its decision on data from laboratory, animal, and 
clinical studies, the results of which are listed in Tables I1 and 111. 
Additional studies involving multiple uses of topical application and 
Crest by Scola and Ostrom (1966) and Bixler and Muhler (1966a) 
suggest that the additional procedures generally complement each 
other. 
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TABLE I1 

AUGUST 1964" 
CREST STUDIES CONSIDERED BY COUNCIL ON DENTAL THERAPEUTICS - 

Percentage 
reduction in 

Investigators caries incidence Remarks 

Weisenstein" 12 2 Years-normal home use 
plus supervised brushing 
once a day 

Jordan and Peterson (1959) 21 2 Years-normal home use 
plus supervised brushing 
once a day 

three times daily 

three times daily 

Bixler and Muhler" 32 2 Years -supervised brushing 

Peffley and Muhler (1960) 46 2 Years - supervised brushing 

Muhler and Bixler (1966b) 54 2 Years - supervised brushing 
three times daily 

fl Supervised brushing. 
"Unpublished data. 

The results of an additional independent 3-year study were re- 
ported by Horowitz et al. of the Public Health Service (1966). This 
study showed caries reductions of 10, 12, and 21% at the end of 1,2, 
and 3 years. Only the 3-year result was statistically significant. 

Three additional Crest studies were reported from England by 
Slack et al. (1967b), James and Anderson (1967), and Jackson and 
Sutcliffe (1967). These were unsupervised brushing tests. Results 
generally showed very modest benefits for the test groups by visual 
examination and considerably better results with the use of radio- 
graphic examinations. 

Laboratory and clinical data regarding their stannous fluoride 
dentifrice, Cue, was submitted by Colgate to the Council on Dental 
Therapeutics. This led to a Group B classification for Cue (1964b). 
The main difference in this formulation is that insoluble metaphos- 
phate is used as the abrasive agent, while Crest uses calcium pyro- 
phosphate. The clinical studies that aided the Council in its decision 
were investigations by  Thomas and Jamison (1966), and unpublished 
reports by Mergele and Henriques (Table IV). 

Although the results of each of these studies were not statistically 
significant at the same level of confidence, each did show less caries 
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TABLE 111 

AUGUST 1964 
CREST STUDIES CONSIDERED BY COUNCIL O N  DENTAL THERAPEUTICS - 

Percentage 
reduction in 

Investigators caries incidence Remarks 

Muhler (1962)" 
Zacherl (1964)" 
Gish and Muhler ( 1966)b 

Kyes et nl. (1961)' 

Muhler and Radike (1957)' 

Subsequent Crest studies 
Horowitz et a!. (1966) 

Slack et al. (196713) 

James and Anderson (1967) 

Jackson and Sutcliffe (1967) 

21 
40 
32 

8 

32 

21 

0 

36 

16% Boys 
24% Girls 
35% Boys 
49% Girls 
13 

3 Years - normal home use 
18 Months-normal home use 
2 Years - Normal home use 

in water fluoridated area 
2 Years-Annapolis young 

adults unsupervised brush- 
ing. All carious surfaces 
filled at beginning of study 

unsupervised brushing 
2 Years-young adults 

3 Years-unsupervised 
brushing 

3 Years-unsupervised 
brushing for visual 
examination only 

Radiographic examination of 
posterior surfaces 

Unsupervised brushing 
Visual examination 

Radiographic examinations of 
posterior proximals 

3 Years-unsupervised brush- 
ing proximal surfaces of 
posterior teeth 

"Unsupervised brushing. 
bFlouride areas. 
'Adults. 

incidence in the test group when compared to the control. Also, in 
each of the three studies, Cue was compared to Crest with similar 
degrees of caries inhibition reported. Additional positive Cue studies 
have been reported by Naylor and Emslie (1967) from England and 
Fanning et al. (1968) from Australia. 

Bristol-Myers submitted laboratory data and the 1- and 2-year ie- 
sults of Brudevold's study (Brudevold and Chilton, 1966) to gain the 
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TABLE IV 

AUGUST 1964 
CUE STUDIES CONSIDERED BY THE COUNCIL ON DENTAL THERAPEUTICS- 

Percentage 
reduction in 

Investigators caries incidence Remarks 

Thomas and Jamison (1966) 37 2 Years - supervised brushing 
three times daily 
prophylaxis each 6 months 

twice a day-fluoridated 
community 

Henriques et al." 17 2 Years -normal home use 
Subsequent Cue studtes 
Naylor and Emslie (1967) 15 Unsupervised brushing 
Fanning et al. (1968) 21 2 Years -unsupervised 

Mergele et al." 16 2 Years - supervised brushing 

brushing 

"Unpublished data. 

TABLE V 

OCTOBER 1965" 
FACT TEST CONSIDERED BY COUNCIL ON DENTAL THERAPEUTICS - 

Dentifrice 

Percentage reduction 

(years) DFTb DFS' 
Length of test 

Commercially available Control 
(fluoride free) 

Stannous fluoride 1 6 -3 
Calcium pyrophosphate (Crest) 2 11 8 

Stannous fluoride 1 24 12 
Insoluble metaphosphate (Fact) 2 32 30 

"Unsupervised brushing. 
bDFT, decayed and filled teeth. 
eDFS, decayed and filled surfaces. 

Council on Dental Therapeutics' Group B classification for Fact 
(1965). Approximate reductions of 12 and 30% were reported for 
1 and 2 years when compared with a nonfluoride dentifrice. Fact also 
compared favorably with Crest in the same study (Table V). 

Lever Brothers received the Council's Group B classification for 
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Super Stripe (1966). Clinical evidence was obtained from a 2-year 
study by Segal et al. (1966). A 19% decayed and filled surface re- 
duction was reported for all subjects and a 31% DFS reduction in a 
subgroup which eliminated those subjects who had a history of 
rampant caries and those who appeared highly resistant to caries or 
were caries immune (Table VI). 

TABLE VI 

JUNE 1966 
SUPER STRIF'E TEST CONSIDERED BY COUNCIL ON DENTAL THERAPEUTICS - 

Percentage 
reduction in 

Investigators caries incidence Remarks 

Segal et al. (1966) 19 Daily supervised brushing 

Subsequent Super Stripe tests 
Slack and Martin (1964) No difference 2 Years-unsupervised brush- 

Slack et al. (1967a) 3 Years-unsupervised brush- 

%year results 

ing-boys and girls 

ing-girls only 
29 Proximal surfaces-radio- 

graphic exam ination 
30 Total surfaces - visual 

examination 
35 Total surfaces -radiographic 

examination 

There are two additional reports of studies of an insoluble meta- 
phosphate stannous fluoride dentifrice using the Unilever formula by 
Slack and Martin (1964); Slack et al. (1967a) in England. No differ- 
ences between control and study groups were reported after 2 years 
in one test. In the second test, after 3 years of unsupervised brushing, 
Slack reported significantly fewer (28.5%) proximal surfaces becom- 
ing carious when measured by radiographic diagnosis alone. Thirty 
to thirty-five percent fewer total decayed and filled surfaces were re- 
ported with visual and radiographic measurements. 

VIII. Phosphate Fluoride Dentifrices 

At least two phosphate fluoride dentifrice types have received field 
tests. One incorporates monofluorophosphate as the fluoride vehicle 
and the other adds acid orthophosphate to sodium fluoride. They both 
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employ calcium-free abrasive systems using insoluble sodium meta- 
phosphate (IMP). 

Enamel solubility reduction was determined in vivo for a sodium 
monofluorophosphate toothpaste by Herd and Overell (1964). This 
was accomplished by clamping silicone rubber cells to the lingual 
surfaces of upper central incisors. The rate of acid dissolution then 
was measured before and after brushing with the monofluorophos- 
phate toothpaste. Statistically significant lesser amounts of tooth 
structure were dissolved after brushing with the paste. 

The first published field test report on a monofluorophosphate 
dentifrice was the one made by Finn and Jamison (1963) and which 
also included Crest and the Colgate 2% sodium N-lauroyl sarcosinate 
(Gardol) formula. The monofluorophosphate formula also contains 
1% sodium N-lauroyl sarcosinate, but has a lower pH and uses in- 
soluble sodium metaphosphate (IMP) as the abrasive. As noted 
earlier, the monofluorophosphate dentifrice permitted approximately 
25% fewer new decayed and filled surfaces than either Crest or 
Colgate’s Gardol formula. 

Further tests of Colgate’s monofluorophosphate dentifrice have 
recently led to consideration by the ADA Council on Dental Thera- 
peutics and a Class A rating (1969). The Council cited eight different 
studies from Australia, Great Britain, and the United States in which 
caries reductions in decayed, missing, and filled teeth ranged from 
17-34%. Included were both supervised and unsupervised brushing 
tests, and were conducted in both fluoridated and low fluoride areas. 
They usually employed a stannous fluoride dentifrice as an active 
control and a nonfluoride dentifrice as an inactive control. The re- 
ductions were reported by the Council as “similar, in general, to 
those that have been reported for stannous fluoride-containing denti- 
frices.” The data from these investigations are summarized in Table 
VII. 

Two-year results of Brudevold and Chilton (1966) are available for 
the sodium fluoride-acid orthophosphate dentifrice developed by  
Bristol-Myers. In this study, five dentifrices were used: 

1. A fluoride-free dentifrice as an inactive control. 
2. A neutral sodium fluoride dentifrice. 
3. A stannous fluoride-insoluble metaphosphate (IMP) dentifrice 

4. A stannous fluoride-calcium pyrophosphate dentifrice (Crest). 
5. The sodium fluoride acid orthophosphate and insoluble meta- 

(Fact). 

phosphate (IMP) dentifrice (Ipana). 
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TABLE VII 
COLGATE MONOFLUOROPHOSPHATE DENTIFRICE TESTS 

CONSIDERED BY COUNCIL ON DENTAL THERAPEUTICS -OCTOBER 1969 

Percentage 
reduction in 

Investigators caries increment Remarks 

Finn and Jainison (1963) 

Naylor and Emslie (1967) 

Fanning et 01. (1968) 

Moller (Council, 1969) 

Thomas and Jamison 
(Council, 1969) 

Mergele (Council, 1969) 

Mergele (Council, 1969) 

25 When compared with Crest 
and Colgate without MFP 

18 3 Years-unsupervised 
brushing 

20 2 Years-unsupervised 
brushing 

19 Supervised brushing once a 
day-30 months 

34 Supervised brushing twice a 
day for 2 years 

21 Supervised brushing three 
times a day-22 months 

17 3 Years-unsupervised brush- 
ing- fluoridated community 

A comparison of these group caries increments expressed as per- 
centages are illustrated in Table VIII. The four fluoride dentifrices are 
compared with the nonfluoride dentifrice (inactive control). 

Three-year data from a second independent field test of the same 
dentifrice were reported by Peterson and Williamson (1967, 1968) 

TABLE VIII 
SODIUM FLUORIDE - ACID ORTHOPHOSPATE DENTIFRICE TESTS 

Percentage 
reduction in 

Investigators caries increment Remarks 

Brudevold et al. (1964; Unsupervised brushing 
Brudevold and Chilton, 1966) 24 1 Year 

26 2 Years 
(15% for NaF dentifrice) 
(30% for Fact) 
(8% for Crest) 

Peterson and Williamson Unsupervised brushing 
(1967, 1968) 12 1 Year 

13 2 Years 
20 3 Years 
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(Table VIII). Crest was used for the active control and a third fluoride- 
free dentifrice was used for the inactive control. Statistically sig- 
nificant less caries increment was also found in the phosphate- 
fluoride dentifrice group in this test. However, the reduction was 
somewhat less than that found by Brudevold. On the other hand, the 
performance of the active control was better in this test with no sig- 
nificant difference occurring between the two therapeutic dentifrices. 
Parallel results to Brudevold’s were obtained in an enamel solu- 
bility reduction test by Gwinnet and Buonocore (1965) in which least 
demineralization was obtained after treatment with Ipana, inter- 
mediate demineralization after Crest and Cue, and the most de- 
mineralization after the nonfluoride Gleem. 

IX. Summary 

Dental scientists have tested and added various therapeutic agents 
to dentifrices with the hopes of improving or maintaining the health 
of the gingival tissues, inhibiting plaque and calculus formation, 
relieving hypersensitive teeth, or inhibiting the caries process. 

As of late 1969, few tests of dentifrices incorporating agents to 
improve or maintain the health of the periodontal tissues have been 
completed. Although frequent optimistic rumors are heard, little has 
been published. 

Dentifrices incorporating 1.4% formaldehyde, 10% strontium 
chloride, and 0.76% monofluorophosphate have been specifically 
tested on patients with hypersensitive teeth. Results have been 
equivocal with the first two formulations. When control groups were 
used and the double-blind procedure followed, often little or no 
benefit was demonstrated. Significant improvement was reported in 
the one test with monofluorophosphate formulation. 

Caries inhibition to a moderate degree has been obtained by adding 
therapeutic agents to dentifrices. This has been largely from formula- 
tions which incorporate specific fluoride compounds with compatible 
dentifrice abrasives. There appears to be a possibility of antibiotic 
or antienzyme agents also being used effectively in the future to 
control plaque and cariogenic organisms and thus inhibit caries. 
There does not appear to be any therapeutic value in the addition of 
ammonia compounds or detergents in dentifrices. 

Five fluoride dentifrices have received recognition for their caries- 
inhibition properties by the Council on Dental Therapeutics of the 
American Dental Association. These are four stannous fluoride 
dentifrices: Procter and Gamble’s Crest, Colgate’s Cue, Bristol- 
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Myers’ Fact, and Lever Brothers’ Super Stripe; and one mono- 
fluorophosphate dentifrice, Colgate’s CoZgate with M F P .  Crest was 
first to receive recognition and holds the largest share of the present 
market. Only Colgate with MFP is as extensively advertised and 
competes effectively for sales with Crest. 

There are those that deplore the American Dental Association’s 
Council on Dental Therapeutic’s decision to classify therapeutic 
dentifrices. In rebuttal, an editorial in the August 1964JournaZ ofthe 
American Dental Association enumerates the benefits that have 
accrued because of this policy: “First and most important, the health, 
of the public has benefited. Next the Council’s program has been 
strengthened by the improved cooperation of commercial firms and 
by the further recognition of its opinions in matters of dental health. 
Also, commercial firms have stepped up their dental research efforts 
and are demonstrating new attainments of excellence. The efficacy 
of dentifrices is being steadily improved, and the likelihood of dis- 
coveries of other products which benefit the health of the public 
is good.” 

Doubt is expressed by some investigators that therapeutic denti- 
frices will ever contribute significantly to caries inhibition. Conven- 
tional tooth brushing is more often than not infrequently and hap- 
hazardly carried out, when even at best the drugs are diluted greatly 
by water and saliva making only momentary contact with the tooth sur- 
face. Undoubtedly, frequent and conscientious brushing with a 
therapeutic dentifrice is necessary to obtain satisfactory caries in- 
hibition. This is emphasized by the American Dental Association 
pronouncement on each tube of toothpaste bearing the Association’s 
approved label: “. . . can be of significant value when used in a con- 
scientiously applied program of oral hygiene and regular professional 
care.” 
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I . Introduction 

During the first two decades of this century the fermentation in- 
dustry was limited mainly to the production of yeast. alcoholic 
beverages. vinegar. industrial alcohol. lactic acid. and a few enzymes . 
Today the industry has a much wider scope. producing a variety of 
antibiotics. vitamins. organic acids. enzymes. sugars. sugar alcohols. 
polysaccharides. amino acids. microbial insecticides. sterols. and 
modified steroids . Research conducted by the staff of the United 
States Department of Agriculture has played an important role in the 
early development of the fermentation industry during the past half 
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century. This chapter will describe in some detail the contributions of 
Agriculture Department scientists between 1916 and 1945, and will 
then touch briefly on the numerous additional contributions made 
during the past quarter century. 

II. Citric Acid Research of Dr. J. N. Currie 

Scientific studies conducted about 55 years ago in the microbio- 
logical laboratory of the Bureau of Chemistry in Washington had a 
profound effect on the fermentation industry. This laboratory, headed 
by Dr. Charles Thom, was primarily responsible for the enforcement 
of certain aspects of the Pure Food and Drugs Act, but in the course of 
the work a large number of cultures of Aspergillus and Penicillium 
was collected. The oxalic acid-producing characteristics of these fungi 
were studied and reported by Dr. Thom and Dr. James N. Currie 
(1916), a dairy chemist of the Bureau of Animal Industry. It was 
observed that several of the strains of Aspergillus niger produced 
citric acid in addition to oxalic acid. In 1917 Dr. Currie described 
nutritional and environmental conditions conducive to citric acid 
formation by several A. niger strains which were grown in surface 
cultures in glass flasks and shallow pans. Soon after publication of 
this paper Dr. Currie left the Department to continue his studies at 
Chas. Pfizer and Co., Inc., and in 1923 this company began to produce 
citric acid in commercial quantities by a fermentation method be- 
lieved to be based on Dr. Currie’s experience. Citric acid production 
by fermentation has been in continuous operation at the Pfizer com- 
pany since that time, and in recent years a second company, Miles 
Laboratories, Inc., has also produced this acid by fermentation. The 
estimated current annual production of citric acid in this country is 
about 125 million pounds. 

111.  Arlington Farm Research Period 

A. APPOINTMENT OF MR. H. T. HERRICK 
AND ASSIGNMENT OF DR. 0. E. MAY 

A second period of industrial fermentation research at the Agri- 
culture Department began in 1925 with the appointment of Mr. 
Horace T. Herrick (Fig. 1) to be Chemist-in-Charge of the Color and 
Farm Waste Division of the Bureau of Chemistry and Soils, located at 
Arlington Farms, Virginia. The activities of that Division were con- 
ducted in a building known as the Color Laboratory, located on the 
Arlington Farms, situated between Arlington National Cemetery and 
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FIG. 1. Mr. H .  T. Herrick. 

the Potomac River. The farm was originally attached to Arlington 
House, the estate of Robert E. Lee. The Color Laboratory, a two-story, 
poured-concrete structure, received its name from the fact that it was 
built during World War I to house research projects aimed at develop- 
ing methods for producing dyestuffs which, until then, had been 
largely a German monopoly. (The Color Laboratory was vacated in 
1940 and the Arlington Farms site was completely altered by the con- 
struction of the Pentagon Building during the early years of World 
War 11.) 

Prior to his government service Mr. Herrick had been a chemical 
engineer with the Zinsser Company, which conducted a fermentation 
process for the conversion of tannin to gallic acid by Aspergillus 
species. In planning research projects for the industrial utilization of 
agricultural materials Mr. Herrick, undoubtedly influenced to some 
degree by Dr. Currie’s successful production of citric acid and by his 
own experience at Zinsser, proposed that mold fermentations would 
be an area worthy of exploration. He  assigned the task of organizing 
and developing a fermentation program to Orville E. May (Fig. 2), a 
young chemist who had entered the government service in 1923 as a 
“chemical laboratorian,” and completed his university studies by 
attending evening classes at The George Washington University. To 
become familiar with the elements of mycology Dr. May spent several 
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FIG. 2. Dr. Orville E. May. 

months at the Washington laboratories of Dr. Thom and his assistant, 
Dr. Margaret Church. 

B. GLUCONIC ACID SURFACE FERMENTATION 
Tartaric acid, widespread in nature and a commercially important 

acid, was considered to be a likely product of mold metabolism, and 
tests were made for the presence of this acid in many fermentation 
broths. Tartaric acid was not found, but the studies did show that 
several species of Aspergillus and Penicillium produced large amounts 
of gluconic acid. The Penicillium luteum-purpurogenurn group was 
especially good for gluconic acid production in surface cultures and 
a semi-plant scale procedure for producing gluconic acid in aluminum 
trays was soon developed (May et al., 1929). 

C. STAFF APPOINTMENTS 
The staffing of a fermentation research group was undertaken be- 

tween 1927 and 1931. Dr. May’s first technical assistant was Samuel 
M. Weisberg, who served 1927-1928. Andrew J. Moyer, mycologist, 
and Percy A. Wells, chemist, were added in 1929; George E. Ward, 
chemist, was employed in 1930, and in 1931 Lewis B. Lockwood 
joined the group of five which was the nucleus for the fermentation 
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research conducted by the Industrial Fermentation Laboratory during 
the early 1930’s. 

D. SUBMERGED GLUCONIC ACID FERMENTATION 
Gluconic acid production from glucose continued to be a prime re- 

search topic. Submerged fermentation was investigated and found to 
have advantages over surface culture methods. Aspergillus niger 
strains were found superior to Penicillium strains for submerged 
culture. Shake flask techniques were not yet developed, and the first 
submerged studies were made by aerating inoculated fermentation 
medium in sintered glass false-bottom gas washing bottles mounted 
in an autoclave which was placed under air pressure; the air flow 
through each bottle was controlled with a needle valve (May et al., 
1934). Encouraging results were obtained, although loss of medium 
by foaming and partial plugging of the porous disc were sometimes 
encountered. 

E. ROTARY ALUMINUM FERMENTORS 
The limitations of the gas washing bottle technique were appre- 

ciated, and with the assistance of Mr. R. Hellbach, the laboratory’s 
very able instrument maker, a set of rotary fermentors was con- 
structed of high purity aluminum which was found not to inhibit the 
gluconic acid fermentation (Herrick et al., 1935). The cylindrical shell 
revolved horizontally on hollow trunnions through which sterile air 
could be admitted under controlled pressure, and effluent gas could 
be metered. The inner wall of the shell contained buckets and baffles 
which imparted violent mixing and exposure of the mass to the 
gaseous atmosphere. The fermentors could be operated at air pressure 
up to 75 psig, at speeds up to 13 rpm, and at variable aeration rates. 
Each fermentor had a total volume of about 18 liters and was usually 
charged with about 3.2 liters of fermentation broth. 

The rotary aluminum fermentors permitted independent evaluation 
of aeration, agitation, and pressure; in a series of tests it was shown 
that the highly oxidative gluconate fermentation proceeded especially 
well at 2 to 3 atm of pressure, at aeration rates of about 0.5 volume of 
air per volume of medium per minute, and at about 13 revolutions of 
the drum per minute, which gave a high degree of agitation (Wells 
et al., 1937a). A patent describing the method of carrying out fermenta- 
tions of carbohydrates by submerged growths of fungi was obtained 
by May et al. (1935) and assigned to the Secretary of Agriculture, 
thereby conserving this technology for the American public. 
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The success of the small rotary fermentors in the research laboratory 
led to the construction of an aluminum fermentor with a working 
capacity of 140 gallons which was installed about 1936 at the Bureau’s 
Agricultural By-products Laboratory at Ames, Iowa (Wells et al., 
1937~).  Scale-up fermentations for the production of calcium gluconate 
and of sorbose in this fermentor verified the results in the small 
rotary fermentors (Gastrock et al., 1938; Wells et al., 1939). 

It is of interest to note that all the submerged gluconate fermenta- 
tions studied by the Arlington group during the 1930’s used calcium 
carbonate as the neutralizing agent, thereby yielding calcium glu- 
conate as the fermentation product. At that time calcium gluconate 
was the principal marketable salt of gluconic acid; the sequestering 
properties of strongly alkaline gluconate solutions were not recog- 
nized until about 1950; today the annual market for sodium gluconate 
is about 15 million pounds, for gluconic acid about 6 million pounds, 
and for calcium gluconate probably less than 1 million pounds, accord- 
ing to U.S. Tariff Commission statistics. 

F. KOJIC ACID FERMENTATION 
The production of kojic acid by the surface cultivation of Asper- 

gillus flavus on glucose nutrient medium was studied by the Arling- 
ton group (May et al., 1931, 1932) and a large number of samples was 
distributed to chemical and pharmaceutical companies in search of a 
market. Uses for kojic acid did not develop until the 1950’s when it 
was found suitable for the production of maltol, a flavoring material, 

G. CITRIC ACID FERMENTATION 
A significant contribution to an understanding of the chemistry of 

the citric acid fermentation was the finding that the quantity of carbon 
dioxide produced by a high-yielding strain of Aspergillus niger was 
insufficient to validate proposed mechanisms which involved simple 
decarboxylation of pyruvic acid, a possible intermediate (Wells 
et al., 1936). 

H. LACTIC ACID AND FUMARIC ACID FERMENTATION 
The acid-producing propensities of Rhizopus species were in- 

vestigated and strains were selected which produced good yields of 
fumaric acid and L(+)-lactic acid (Ward et al., 1936). A submerged 
fermentation procedure for the production of L (+)-lactic acid was 
described by Ward et al. (1938), and this method is believed to be the 
basis for the present commercial production of this acid by Miles 
Laboratories, Inc. 
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I. SORBOSE FERMENTATION 
Much research effort was devoted to studies of the fermentation 

propensities of the acetic acid bacteria. A commercially important 
product formed upon the oxidation of D-sorbitol by Acetobacter sub- 
oxydans is L-sorbose, which is used as an intermediate in the syn- 
thesis of ascorbic acid. An important contribution of the Arlington 
group to this fermentation was the demonstration that 30% solutions 
of D-sorbitol could be rapidly and efficiently oxidized to L-sorbose by 
Acetobacter suboxydans if increased air pressure (30 psig) and a high 
rate of aeration were employed, if corn steep water at low concentra- 
tions (3 gm per liter) was used as a nutrient supplement, and if 
sufficient calcium carbonate was added to the medium to neutralize 
the gluconic acid formed from the small quantities of glucose present 
in the sorbitol and in the corn steep water (Wells et al., 1937b). 
Sorbose fermentations conducted previously had used dilute sorbitol 
solutions and had required expensive yeast extracts and peptones as 
nutrient supplements. 
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J. KETOGLUCONIC ACID FERMENTATIONS 
An efficient method for the production of 5-ketogluconic acid from 

glucose by Acetobacter suboxydans was developed and the ad- 
vantages of conducting this fermentation under highly aerobic con- 
ditions were described by Stubbs et al. (1940). This acid may be 
chemically converted to tartaric acid or reduced to a mixture of D- 
gluconic acid and L-idonic acid, the latter being of the proper con- 
figuration to form L-ascorbic acid. 

Numerous Acetobacter strains were screened in an attempt to find 
a good producer of 2-ketogluconic acid, from which can be syn- 
thesized D-isoascorbic acid (now known as erythorbic acid). Although 
Acetobacter had been reported to produce 2-ketogluconic acid, no 
productive strains were recognized at that time by the Arlington group 
and the 2-ketogluconate project made little progress until one day 
when large quantities of calcium 2-ketogluconate were found in a 
contaminated fermentation. The contaminating organism was identi- 
fied as a strain of Pseudomonas jhorescens; thereafter a survey of 
Pseudomonas cultures showed that 16 strains distributed among ten 
species produced 2-ketogluconic acid from glucose in submerged 
aerated culture (Lockwood et al., 1941). Pseudomonas species have 
the advantage that they can utilize inorganic nitrogen salts and do not 
require complex nitrogen-containing organic compounds, as do 
Acetobacter species. The production of 2-ketogluconic acid in the 
rotary fermentors was described by Stubbs et al. (1940). The 2-keto- 



370 GEORGE E. WARD 

gluconic acid fermentation using Pseudomonas, essentially as de- 
veloped by the Arlington group, has been used commercially as a step 
in the production of erythorbic acid. 

K. STAFF CHANGES: 1936-1940 

Some important staff changes occurred in the late 1930’s. In 1936 
Dr. May left the group to become Director of the Department’s Re- 
gional Soybean Industrial Products Laboratory at Urbana, Illinois, 
and Dr. Wells assumed the leadership of the Arlington fermentation 
research group. Also about this time E. A. Gastrock, N. Porges, and 
T. F. Clark were employed at the Agricultural By-products Laboratory 
at Ames, Iowa to demonstrate fermentation processes in the 140- 
gallon aluminum rotary fermentor installed there. In 1937 Benjamin 
Tabenkin joined the Arlington group, and in the late 1930’s J. J. Stubbs 
and E. T. Roe, already members of the scientific staff at the Color 
Laboratory, devoted the major portion of their time to fermentation 
research. 

L. EQUIPMENT 
It seems appropriate to mention here some of the equipment used 

for fermentation research at the Color Laboratory during the 1930’s, 
the period of the Great Depression. Funds for the purchase of equip- 
ment were very limited, and by present standards many of the facili- 
ties were spartan. Factory-built pH meters were not yet commonly 
available and most acidity measurements were made colorimetrically 
or with a home-made quinhydrone electrode. In the early 1930’s we 
did not have a source of compressed air and the author remembers 
several experiments in which a flow of air through a fermentation 
chamber was obtained by admitting water to a closed 55-gallon drum, 
thereby displacing air which could be conveyed through tubing to the 
chamber. Aeration rates were measured by home-made manometers 
which we calibrated by water displacement. Improvisation was the 
order of the day. 

In the late 1930’s two stirred aluminum fermentors, equipped 
with air spargers, were constructed at the laboratory. These were 
subsequently moved to the Northern Regional Research Laboratory 
and were the prototypes for some of the fermentors installed there. 

The pilot-plant area of the Color Laboratory contained several 
serviceable pieces of equipment sent from Germany as part of World 
War I reparations. The items of particular usefulness to the fermenta- 
tion research staff were two open glass-lined evaporating pans which 
operated at atmospheric pressure, and one single-effect vacuum 
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evaporator of working capacity about 20 liters. This equipment was 
frequently used for concentrating and crystallizing fermentation 
products such as calcium gluconate, sorbose, calcium lactate, calcium 
2-ketogluconate, and kojic acid. 

IV. Regional Research laboratory Period: 1940-1 945 

A. ESTABLISHMENT OF THE REGIONAL RESEARCH LABORATORIES 
The outstanding accomplishments of the Regional Soybean In- 

dustrial Products Laboratory under Dr. May’s direction resulted in a 
nationwide interest in establishing additional research laboratories 
to search for industrial uses for agricultural materials, and four such 
laboratories were established: at Peoria, Illinois; Philadelphia, 
Pennsylvania; New Orleans, Louisiana; and Albany, California. Dr. 
Wells was asked to supervise the planning for the Eastern Regional 
Research Laboratory and left the Arlington group; George Ward be- 
came acting head during 1938-1940. When the regional laboratories 
were opened the activities of the Color and Farm Waste Division at 
Arlington Farms were apportioned among the new laboratories, and 
the industrial fermentation work was assigned to the Northern 
Regional Research Laboratory at Peoria. Interestingly, Dr. May was 
named the first Director of the Northern Laboratory and thus again 
became intimately connected with the fermentation research program. 
He served as Director until 1942, when he returned to Washington to 
become Research Coordinator of the Agricultural Research Adminis- 
tration, and subsequently to become Chief of the Bureau of Agri- 
cultural and Industrial Chemistry. Mr. Herrick became the second 
Director of the Northern Laboratory in 1942 and served in this 
capacity until 1946, when he returned to Washington. 

B. STAFFING OF THE FERMENTATION DIVISION A T  NRRL 
The Fermentation Division at the Northern Laboratory was a much 

larger operation than the Arlington effort. Dr. Robert D. Coghill, 
(Fig. 3), formerly Professor of Organic Chemistry at Yale University, 
was named Chief of the Fermentation Division, which consisted of 
three sections: the Culture Collection Section under Dr. Kenneth B. 
Raper, a protege of Dr. Charles Thom (see Fig. 4); the Chemical Sec- 
tion under Dr. Frank H. Stodola who came to the laboratory from 
Columbia University; and the Survey and Development Section 
under George Ward. The last section included Dr. Andrew Moyer, Dr. 
Lewis Lockwood, and Mr. Benjamin Tabenkin, all of whom had been 
associated with the Arlington research group. Dr. Thom’s collection 



372 GEORGE E. WARD 

FIG. 3. Dr. Robert D. Coghill. FIG. 4. Dr. Kenneth B. Raper (left) and 
Dr. Charles Thorn (right). 

of molds was brought to the Laboratory by Dr. Raper and it became 
the nucleus for an outstanding collection of microorganisms. 

C. ITACONIC ACID FERMENTATION 
One of the first fermentation research projects at Peoria was the 

production of itaconic acid by Aspergillus terreus and A. itaconicus. 
Aspergillus terreus NRRL 1960, isolated by Dr. Raper from Texas soil, 
proved to be the best itaconate producer, and cultures now used 
commercially for itaconic acid production are descended from this 
strain. A submerged fermentation process for producing itaconic 
acid was developed (Lockwood and Ward, 1945; Lockwood and Nel- 
son, 1946; Nelson et al., 1952; Pfeifer et al., 1952), and a good analyt- 
ical method for itaconic acid assay was devised (Friedkin, 1945). 

D. ALCOHOL PRODUCTION FROM WHEAT 
World War I1 began shortly after the regional laboratories were 

activated, and research programs were modified to meet war needs. 
One of the strategic chemicals was ethyl alcohol, largely produced 
from the fermentation of blackstrap molasses under peacetime con- 
ditions. In the early war years shipping restrictions prevented the 
receipt of molasses from Cuba or Puerto Rico, and the alcohol plants 
were obliged to ferment grain mashes. Because of cost and starch con- 
tent corn was the grain preferred for the alcohol fermentation in 
normal times, but war conditions required the consideration of wheat 
as an alternative or supplementary raw material. The distilleries had 
little experience with wheat fermentations and information was 
needed as quickly as possible on the alcohol yield obtainable from 
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wheat varieties of different starch contents, on optimal malting pro- 
cedures, on the suppression of foams sometimes encountered in 
wheat fermentations, on the choice of yeast culture, and on the re- 
covery of fermentation residues for use in animal feeds. A committee 
composed of representatives of the U.S. Department of Agriculture, 
the War Production Board, and the Forest Products Research Labora- 
tory was organized and Dr. May was appointed chairman. The 
Northern Regional Research Laboratory was the focal point for con- 
ferences with industry and for conducting fermentation experiments. 
The problems were solved within a short time, and wheat was used 
for alcohol production during the balance of the war. Wheat was the 
source of practically all of the alcohol used to produce butadiene for 
synthetic rubber manufacture during this period. 

E. 2,3-BUTANEDIOL FERMENTATION 
The production of synthetic rubber from butadiene was intensively 

studied by many research organizations during the early war years, 
and the Fermentation Division was asked to investigate the conver- 
sion of carbohydrates to 2,3-butanedio17 a potential raw material for 
butadiene formation. Two fermentation methods for producing this 
diol were studied: (a) the conversion of sugar solutions by Aero- 
bacter aerogenes to principally rneso-2,3-butanediol plus minor quan- 
tities of dextr0-2~3-butanediol and ethyl alcohol; and (b) the fermen- 
tation of unsaccharified starchy substrates by Bacillus polymyxa to 
levo-2,Sbutanediol plus ethyl alcohol (Ward et al., 1944, 1945). 
Other Divisions at the Northern Laboratory studied methods for 
converting the 2,Sbutanediol to butadiene. Eventually, the pro- 
duction of butadiene from ethyl alcohol and later from petroleum 
were judged to be superior to methods based on 2,3-butanediol, and 
the latter was not used industrially for synthetic rubber production. 

F. PENICILLIN FERMENTATION RESEARCH 

1. Historical Background 
The contributions of the Fermentation Division of the Northern 

Regional Research Laboratory to the development of penicillin dur- 
ing the years of World War I1 are without question among the most 
constructive all-time accomplishments of the U.S. Department of 
Agriculture. Also, the development of penicillin from the stage of 
laboratory production of traces of a compound of only partially under- 
stood chemical structure to industrial production in many pharma- 
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ceutical and chemical plants of sufficient quantities to meet the needs 
of the armed forces and the civilian population, within a 3-4 year 
period, exemplifies the progress that can be made when there is un- 
qualified cooperation between many competent scientific groups. 
Penicillin, discovered by Alexander Fleming in 1929, lay dormant and 
unappreciated during most of the 1930’s. It was revived as a potential 
medical asset by British physicians near the beginning of the war and 
sufficient amounts of the antibiotic were laboriously produced to 
permit testing in a few selected patients, with very encouraging re- 
sults. In July 1941 when penicillin research in England ceased be- 
cause of bombing, Dr. Norman Heatley and Dr. Howard Florey were 
brought to this country by the Rockefeller Foundation to enlist the 
assistance of American research workers. The Washington offices of 
the Department of Agriculture received Drs. Heatley and Florey, 
evaluated the problem and sent them to Peoria to confer with the 
Fermentation Division of the Northern Regional Research Labora- 
tory. Dr. Heatley remained at the Laboratory-for several months to 
demonstrate the methods used in England for the production and 
assay of penicillin. The Oxford strain of Penicillium notatum was 
grown on the surface of sucrose nutrient salt medium to obtain a 
penicillin yield of 2 Oxford units per ml. The structure of penicillin 
was still unknown and it was then thought to contain only carbon, 
hydrogen, and oxygen, although subsequently it was found also to 
contain nitrogen and sulfur. The sample provided for an assay stand- 
ard was thought to be upward of 90% pure, but knowledge obtained 
later showed that this working standard probably contained less than 
3% active material. 

2. Improvements with Lactose and Corn Steep Water 

Within a few weeks of the visit of Drs. Florey and Heatley, the 
staff of the Fermentation Division demonstrated a significant increase 
in penicillin broth titers when the sucrose in the medium was re- 
placed by lactose, which was consumed more slowly by the organism. 
A short time later additional yield increases were obtained when corn 
steep water was incorporated in the medium at levels as high as 
4-8%, in contrast to the 0.3-0.5% levels which had been found 
adequate in the sorbose and 5-ketogluconate fermentations (Moyer 
and Coghill, 1946a). Apparently the corn steep water was functioning 
as a major raw material rather than as a source of trace nutrients. The 
provision of trace metals, amino acids, phenylacetate, and buffering 
capacity have been cited by various workers as desirable functions of 
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corn steep water in this fermentation. Simultaneously with the nu- 
tritional studies, substrains of the Oxford P. notatum culture were 
isolated and tested, and substrain NRRL 1249.B21 was chosen. This 
substrain, grown in surface culture on medium containing lactose and 
corn steep water, produced broth titers of 150 to 200 units per ml. The 
first commercial production of penicillin used this substrain and 
medium, and employed metal trays, Roux bottles, or 2-quart milk 
bottles as culture vessels. Under the war conditions the operations 
were conducted with secrecy and all the penicillin produced was 
placed under allotment for the armed forces by the government. 

Dr. Coghill, among his numerous other duties and responsibilities, 
was assigned the task of maintaining technical liaison with the British 
scientists engaged in penicillin research and production. Classified 
progress reports and several trans-Atlantic trips served to exchange 
important data promptly. 

3. Improved Cultures and Submerged Fermentation 

From the beginning of the penicillin work at the Northern Labora- 
tory the disadvantages of the surface culture method were recognized 
and numerous unsuccessful attempts were made to produce good 
yields of penicillin with submerged growths of the Oxford strain of 
P .  notaturn. The Culture Collection Section of the Division screened 
all the P .  notutum strains on hand and found one, designated Peni- 
cillium notutum NRRL 832, which produced fair yields of penicillin 
in submerged culture (Moyer and Coghill, 1946b). Industry used this 
strain to produce a large proportion of the antibiotic made in this 
country in 1943-1944. 

A further improvement in cultures resulted from the isolation of a 
very productive strain of Penicillium chrysogenum from a moldy 
canteloupe found in a Peoria fruit market (Raper, 1946). A selected 
substrain of this organism, P .  chrysogenum NRRL 1951.B25, was 
capable of producing broth titers of up to 250 units per ml and was 
provided to the industrial producers. Demerec of the Carnegie In- 
stitute, Cold Spring Harbor, New York, treated this substrain with 
X-rays to form mutation X-1612, capable of producing about 500 units 
per ml. Thereafter, a University of Wisconsin group treated X-1612 
with ultraviolet irradiation to obtain a further mutation, designated as 
strain Q-176, which could produce up to 1000 units per ml. 

Process improvement since about 1946 has been principally a con- 
cern of individual industrial research laboratories. It is understood 
that improvement in cultures, in medium, and in process control have 
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brought present industrial penicillin yields to approximately 20,000 
units per ml. 

4 .  Improvements with Phenylacetic Acid and 
Related Compounds 

As penicillin became available in modest quantities, small amounts 
were supplied to American and British chemists for studies of struc- 
ture and composition. It was discovered that there were several 
different penicillins, which differed in the identity of a side chain. 
Penicillin F, having a A2-pentenyl side chain, was the predominant 
product from surface fermentations conducted on medium lacking 
corn steep water. Penicillin G, having a benzyl side chain, was the 
predominant product from submerged fermentations of medium con- 
taining corn steep water. It was found by the Northern Laboratory 
group (Coghill and Moyer, 1947) that increases in penicillin yield and 
also in the proportion of Penicillin G would result if phenylacetic 
acid, phenylacetamide, or phenylethylamine were added to the fer- 
mentation medium. The addition of such precursors was especially 
important when the high-yielding strains were employed, so as to 
avoid the formation of large quantities of Penicillins F and K. Peni- 
cillin G (benzylpenicillin) was, by that time, the product preferred 
by the medical profession. 

5. Assay and Reference Standards 

During the penicillin project, Northern Regional Laboratory staff 
improved the microbiological assay procedures and made this infor- 
mation available to other research workers, regulatory agencies, and 
to industrial penicillin producers (Schmidt and Moyer, 1944; Schmidt 
et al., 1945; Schmidt, 1946; Reeves and Schmidt, 1945). 

Also, a quantity of pure benzylpenicillin prepared by Dr. Stodola 
and his group was provided to the Health Organization of the League 
of Nations for use as an International Penicillin Standard (Coghill, 
1946). 

6. Comment 

The successful commercial production of penicillin and its un- 
questioned value in medicine opened the door to the antibiotic age. 
Since 1945 hundreds of new antibiotics have been discovered and 
about twenty have had sufficient merit to justify their industrial pro- 
duction in this country. Corn steep water is used in most media and 
submerged culture methods similar to those developed for penicillin 
are usually employed. 
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The 1946 Lasker Group Award of the American Public Health 

Association was presented to the Northern Regional Research Labora- 
tory for its studies leading to the mass production of penicillin. In 
1947 the Penicillin Group (Fig. 5) was presented the United States 
Department ofAgriculture Award for Distinguished Service for its “in- 
valuable contribution to medical science by making the mass pro- 
duction of penicillin possible.” 

FIG. 5. The penicillin team at the Northern Regional Research Laboratory, 1945. 
Left to right: W. H. Schmidt, M. D. Reeves, M. Friedkin, J .  L. Wachtel, D. Fennell, 
H. T. Herrick, F. H. Stodola, K. B. Raper, R. D. Coghill, G. E. Ward, A. J. Moyer, 
R. T. Milner, N. C. Schieltz, C. H.  Van Etten, G .  E. N. Nelson, L. J. Wickerham, and 
L. Smith. 

V. Regional Research laboratory Period: 1945-1969 

Fermentation research and development at the Northern Regional 
Research Laboratory have continued since 1945 and many contribu- 
tions of commercial value have resulted. The impossibility of listing 
here all of the contributions and workers will be apparent when it is 
realized that more than 600 scientific papers have been published by 
this research group between 1945 and 1969. The following list shows 
some of the more important contributions. 
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Riboflavin production by Ashbya gossypii, which is the basis for 
most commercial riboflavin production by fermentation today (Wicker- 
ham et al., 1946; Tanner et al., 1949; Pridham, 1952; Pfeifer et al., 
1950). 

Fungal amylase production by Aspergillus niger (Corman and 
Langlykke, 1948; Corman and Tsuchiya, 1951; LeMense et al., 1947, 
1949; Tsuchiya et al., 1950). 

Amyloglucosidase (glucamylase) production by Aspergillus uwumori 
(Smiley et al., 1964; Cadmus et al., 1966). 

Scientific study of production of microbiologically derived .foods 
such as soy sauce, miso, tempeh, sufu (Hesseltine and Shibasaki, 
1961; Hesseltine et ul., 1963, 1967; Shibasaki and Hesseltine, 1961; 
Wang and Hesseltine, 1966). 

Production of antibiotics, vitamin BIZ, and animal growth factors by  
Streptomuces species (Benedict, 1953; Benedict et at., 1954; Hall 
et al., 1953; Stodola et al., 1951). 

Production of dextran and fructose by Leuconostoc mesenteroides 
and by the enzyme dextran sucrase derived therefrom (Tsuchiya 
et al., 1952,1953, 1955; Koepsell and Tsuchiya, 1952; Hellman et al., 
1955). 

Production of sodium gluconate from glucose by Aspergillus niger 
(Blom et al., 1952). 

Production of gibberellins (Stodola et al., 1955,1957). 
Production of invertase by  yeasts (Wickerham and Dworschack, 

1960; Wickerham, 1947; Wickerham and Kuehner, 1956; Dworschack 
and Wickerham, 1961). 

Production of @carotene by mated strains of Blakeslea trisporu 
(Anderson et al., 1958; Ciegler et aZ., 1963; Ciegler, 1965). 

Production of microbial polysaccharides, particularly of a gum by 
Xanthomonas campestris (Anderson et al., 1960; Rogovin et al., 
1961; Smiley, 1966). 

Production of microbial insecticides active against the Japanese 
beetle (Hall et al., 1968; Haynes and Rhodes, 1969; Rhodes, 1965). 

Production, analysis, and detoxification of aflatoxin (Ciegler et al., 
1966; Hesseltine et aE., 1966; Stubblefield et al., 1968). 

Production of mannitol from glucose by Aspergillus candidus 
(Smiley et aZ., 1967; Strandberg, 1969). 
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An additional important contribution to the fermentation industry 

is the publication of the experience in maintaining the NRRL collec- 
tion of yeasts, molds, and bacteria, principally in the lyophilized state, 
which was pioneered by the Culture Collection Section (Haynes 
et al., 1955; Hesseltine et al., 1960; Ellis and Roberson, 1968). The 
NRRL Culture Collection also serves as a depository for cultures used 
in processes for which United States patent applications are filed. 

VI. Vitamin BIZ Fermentation 

A process for the production of vitamin BIZ based on the cultivation 
of Bacillus megaterium was devised by staff of the Western Regional 
Research Laboratory and was used commercially until more pro- 
ductive procedures were developed (Lewis et al., 1949; Garibaldi 
et al., 1951, 1953). 

Another Agriculture Department group which has made an im- 
portant contribution to the fermentation industry is the Bureau of 
Dairy Industry in Washington. In the 1950’s two members of their 
staff reported that propionic acid bacteria produce intracellular vita- 
min BIZ when grown under microaerophilic conditions (Leviton and 
Hargrove, 1952; Hargrove and Leviton, 1955; Leviton, 1956). This 
finding has been investigated in great detail by several industrial 
fermentation companies, and a large part of the vitamin BI2 now pro- 
duced in the world is made by the cultivation of selected strains of 
Propionibacterium freudenreichii or P .  shermanii. 
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Microbiological Patents in International Litigation 

JOHN V. WHITTENBURG 
Arnericuii Cyoticimid Co. ,  

S tcin~ford, Contiecticut 

A courtroom is hardly the forum scientists would choose to settle 
questions of identification and speciation of microorganisms and the 
metabolic products that they produce. Unfortunately, inore and more 
patent matters raising such questions are being presented to courts for 
determination. Invariably the judge called upon to decide the matter, 
even if technically trained, is in a field of science largely unexplored 
in the courts and also one in which even the experts may sometimes 
disagree. 

Courts have been presented with questions relating to patent in- 
fringements for many years. No infringement case is simple and some 
of the modern inventions in the fields of pure chemistry, physics, and 
electronics are, without question, extremely difficult to comprehend. 
However, in inventions in those fields, the elements involved are in- 
animate and their actions follow established rules of science. Courts 
have had experience in such fields and do have judicial and often 
scientific precedents upon which to rely when rendering their de- 
cisions. In the field of microbiology, as represented by fermentative 
production of a specified metabolic product, courts are faced with 
problems relating to living organisms whose actions are not always 
predictable. 

The search for new microorganisms and the products produced 
thereby by means of fermentations have been concentrated in the 
genus Streptoniyces. For that reason, this paper will deal priiicipally 
with them -the problems associated with their proper identification, 
and their handling in legal proceedings in various countries. 

Patent applications are customarily filed by scientists and/or groups 
of scientists when a new microorganisin has been isolated which 
produces a new and useful antibiotic. Applications are also filed to 
cover the use of a known microorganism to produce a new metabolic 
product and, alternatively, to cover the use of a new microorganism 
to produce a known metabolic product. In order to protect his inven- 
tion, an inventor in most countries of the world must have filed his 
patent application prior to any public disclosure or use thereof. Of 
course, there are exceptions to this nile, as for example, the provision 
in the United States Patent Statutes allowing the filing of a patent 
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application within 1 year of it disclosure or use and the provision i n  
the British Patents Act requiring that the publication be within the 
country. However, it is the better practice to file a patent application 
before any publication or use of the invention in order to avoid such 
bars to the grant of a subsequent patent. 

A patent specification must give a full and coinplete disclosure so 
that a man skilled in the art can understand and reproduce the in- 
vention. The patent specification in total need not be a s  detailed or as 
theoretical a s  a doctoral thesis or a paper given at a symposium. How- 
ever, it must present a detailed and complete scientific disclosure of 
the exact point of novelty, as for example, the microorganism and/or 
t h e  metabolic product produced in microbiological inventions. 

In accordance with established rides and practice, a scientist who 
first isolates and describes a new inicroorganisin is entitled to name it. 
The name applied to the microorganism is binomial, i.e., given both 
the genus and species name. Bergey’s (1957) defines a species of a 
microorganism as follows: 

A species of bacterium is the type culture of specimeir together with all 
other t:rilture or sl)ecimens regartled by an investigator as sufficiently l ike  
the type (or  siifkieiitly closely related to it) to be grouped with it. 

The first isolated and described microorganisin becomes the type 
culture for the species. The fact that an alleged new microorganism 
has been described and named does not necessarily mean that the 
microorganism is new or that it is a new species. Before a new species 
of a microorganism becomes scientifically valid, it must be generally 
accepted as such b y  scientists working in the field (other than the 
person who isolated and named it). 

The proposed establishment of a new species of microorganism may 
be based on ail honest misinterpretation or erroneous observation of 
data or it- may be the result of an obvious attempt to create a new 
species, regardless of the weight of scientific authority. While it is 
well known that many microorganisms may produce a plurality of 
metabolic products or that a particular metabolic product may be pro- 
duced by more than one species of microorganism, uniform criteria 
must be applied when describing it. The patent and scientific litera- 
ture discloses hundreds of species of Streptomyces and the metabolic 
products produced from them. Many texts, surveys, and review 
articles are available which contziii disclosures from patent and 
scientific literature. However, the mere listing of a microorganism in 
the literature does not establish its validity. In fact, many authors indi- 
cate in survey articles that such compilations are based in whole or 
in part on the literature and that upon detailed study it would be 
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possible to reduce many of the alleged different species to synonymy. 
Professor Waksman (1957) very clearly faced the problem of establish- 
ment of new species when he stated: 

Unfortunately, it has frequently been found much easier to assign undue 
importance to these variations and designate a freshly isolated culture as a 
new species. Some justification in this attitude has been found in the fact that 
the new culture possesses an important economic property, as that of produc- 
ing a new antibiotic; this was frequently correlated with certain other morpho- 
logical or cultural differences. This is largely the reason why within the last 
10 years there have been more “new” species created than in all the previous 
75 years since Ferdinand Cohn first described his Stseptothrtr forsteri ..... 

It is commonly believed that to characterize a species on the basis of certain 
morphological and physiological properties, it is desirable to describe a large 
number of properties. This procedure is not always followed, as illustrated by 
the fact that many new species have been described recently, largely because 
it is easier to create a new species than to attempt to correlate the character- 
istics of a freshly isolated culture with those of known species already de- 
scribed in the literature. This problem has become particularly acute when 
Company A, for example, presents claims that to produce the same antibiotic 
or vitamins it is using a different species than that claimed in the patent 
granted to Company B. This is done, of course, to avoid patent infringement. 

A clear distinction should be made between the criteria necessary 
to properly classify a microorganism and those recommended for 
describing same. A full and complete description of a microorganism 
will, of course, contain the information necessary for its proper classi- 
fication. Inasmuch as the proper classification of a microorganism 
relies solely on those characteristics which have been shown to be 
most stable, many variable characteristics disclosed in a description 
of a microorganism are not used when the microorganism is classified. 
However, a competent taxonomist when classifying a microorganism 
will ordinarily carry out tasks other than those necessary for mere 
classification of the microorganism in order to show similarities and 
dissimilarities between it and another of established species rank. 

Many keys and systems for classifications of microorganisms exist. 
One of the most widely used systems in the first steps employed in 
the proper classification of a Streptomyces, for example, is that de- 
scribed by Pridham et al. (1958). These authors suggest classification 
only according to selected groups. The genus Streptomyces is initially 
divided into seven morphological sections based on its sporophores 
determined by direct observation of Petri dish cultures at magnifica- 
tions ranging from 100 to 500X on defined agars. The seven sections 
range from the simplest form (Rectus-Flexibilis) to the most complex 
(Biverticillus-Spira). Each section is then divided into six series 
based on spore color (color of sporulating aerial mycelium at maturity). 
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Primary emphasis in this grouping scheme is on morphology. After 
proper grouping is effected, these authors recognize that each series 
probably can be further delineated on the basis of physiological 
criteria into species. 

A comprehensive system for classification of Streptomyces species 
has been advanced by Ettlinger et al. (1958). This system, while 
similar to the Pridham grouping system noted above, further pro- 
vides for the ultimate classification of Streptomyces species. Ettlinger 
et al. as well as Pridham et al. recognize that there are many unreliable 
characteristics exhibited by S trep tomyces and have discarded them as 
criteria for establishment of species status. These discarded char- 
acteristics include the production of soluble pigments, color of the 
vegetative mycelium, and antibiotic produced. In fact, it is generally 
accepted now by most taxonomists that antibiotic production is a 
strain rather than a species characteristic of a microorganism. Stable 
characteristics largely unaffected by media, conditions of culture, and 
age were selected by Ettlinger et al. to serve at3 criteria for species 
determination. 

(1) The morphology of the spores; 
(2) Color of the aerial mycelium; 
(3) Morphology of the aerial mycelium; 
(4) Chromogenicity. 

All observations are made on mature, well-sporulated microorganisms. 
It will be noted that two of the criteria used by Ettlinger et al. for 

identification of species, namely color of the aerial mycelium and 
morphology of the aerial mycelium, correspond to the criteria used by 
Pridham et al. in their system for grouping Streptomyces. There are, 
however, distinctions between the systems of Pridham et al. and 
Ettlinger et al. Whereas both suggest six groups or series for the color 
of the aerial mycelium, definition of the color range between the two 
is not identical. There is also a difference between the systems with 
regard to sporophore morphology. Pridham et al. have suggested 
seven groupings. On the other hand, Ettlinger recommends com- 
bining and/or eliminating certain of these groups so that only five 
groups will exist. However, the grouping suggested by Ettlinger et al. 
will also range from the simplest form to the most complex. 

A further stable characteristic for differentiation of the species 
recognized by Ettlinger et al. makes use of the electron microscope 
in its determination. This is the morphology of the spores. The sur- 
face ornamentation of the individual spore which is not visible with 
the light microscope becomes clearly visible under the electron 
microscope and is found to be stable within the species. Spores are 
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seen to have rough or smooth surfaces. Variations in the ornamenta- 
tion of the spores having a rough surface and the shape of the spores 
having a smooth surface are shown to exist and grouping accordingly 
is suggested. 

The final stable characteristic recognized by Ettlinger et al. is the 
ability of a Streptomyces to produce (or not produce) a melanin pig- 
ment or discoloration on certain tyrosine-containing nutrient media. 

It appears that most taxonomists now follow, with minor variations, 
the system of classification recommended by Ettlinger et al. for 
differentiation of species within the genus Streptomyces. Reliance on 
highly variable characteristics as tools in species determination is to 
be avoided. Kuster (1963) states that the following morphological and 
physiological characters are important and commonly used criteria for 
classification of Streptomyces: 

(1) Morphology of spore-bearing hyphae. 
(2) Morphology of spore surface. 
(3) Color of vegetative and aerial mycelium. 
(4) Chromogenicity (melanin production). 
(5 )  Utilization of carbohydrates. 
Much confusion has arisen in the patent literature because of the 

various descriptions of microorganisms. Many of the descriptions have 
omitted characteristics which are now considered stable and critical 
for proper classification. Others have placed undue emphasis on un- 
stable and variable characteristics. It will also be appreciated that 
many microorganisms now having valid specific rank and which were 
first disclosed in patent applications will perhaps have descriptions 
in the patent literature which differ in some respects from their de- 
scriptions in the scientific literature. The descriptions of micro- 
organisms first disclosed around 1950, of course, reflect the systems 
then used to classify them. In many instances later descriptions of the 
microorganisms in the scientific literature will include characteristics 
not employed at the time of the writing of the original descriptions or 
developed later as, for example, the morphology of spore surface 
observed under the electron microscope. 

In an attempt to avoid confusion and to obtain uniformity in descrip- 
tion of microorganisms in patent specifications the Subcommittee on 
Taxonomy of the Actinomycetes of the International Committee on 
Bacteriological Nomenclature published Recommendations for De- 
scriptions of Some Actinomycetales Appearing in Patent Applications 
(1962). The subcommittee recommends for the Actinomycetales (ex- 
clusive of the Mycobacteriaceae): 

(1) That patent offices accept microorganisms for process patents 
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which fit any of the taxa in Rules 6,7,  or 8 of the International Codes 
of Nomenclature of Bacteria and Viruses; 

(2) That the following minimum of criteria should be used in a de- 
scription for a patent: 

(a) Morphological observations of a well-sporulated culture if the 
organism being described can form spores 
1. Morphology of spore-bearing hyphae; simple or verticillate; 

whether straight, flexuous, loops (open spirals) or spirals 
(closed spirals). Included in the description of the sporo- 
phore should be a reproduction of a picture or drawing of 
these structures. 

2. Number of spores whether single, pairs, number of spores 
from 3 to 10, and more than 10 forming a chain. 

3. Presence of globular sporangia, as in Actinoplanaceae. 
4. Presence of flagellated spores, as in Actinoplanes. 
5. Ability to form aerial mycelium. 
6. Formation of conodiosphores and conidia on substrate 

7. Tendency of the mycelium to fragment. 
8. Morphology of spore surface observed under the electron 

9. Occurrence of sclerotia. 

Description of any significant color. 
Chemically defined media on petri dishes should be used and 
age of culture, temperature, and medium should be stated. 
Record color of surface of well-sporulated aerial mycelium, 
also the reverse and surface of vegetative mycelium. 
Record any diffusible pigment; other helpful observations 
would be the pH effect on color and general nature of the 
pigment. 

1. Melanin production studied on pepton-iron agar and/or on 

2. Utilization of the following carbohydrates: 

and/or aerial mycelium. 

microscope. 

(b) Color 

(c) Physiological characters 

organic medium of gauze. 

Control without carbohydrates 
&Glucose (as positive control) 
LArabinose i-Inositol 
Sucrose d-Mannitol 
d-X y 1 o s e &Fructose 
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The ability to grow at 50°C should be determined. 
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(d) Temperature 

(e) Microaerophilic growth 
Following these recommendations would result in more uni- 

formity in the drafting of descriptions of Streptomyces in patent 
applications. 

It will be noted that the recommendations concern descriptions of 
members of the Actinomycetales and, therefore, encompass far more 
than the genus Streptomyces. In fact, a number of the recommenda- 
tions have no bearing on Streptomyces at all but rather are directed 
exclusively to other genera of the order. All of the characteristics 
called for in the recommendations do not have equal value as criteria 
for species differentiation in the various genera of the order. How- 
ever, the recommendations do include those criteria which are 
generally considered as most stable and therefore most useful for 
species differentiation. Certain criteria noted in the recommenda- 
tions, being more variable from strain to strain in a given species, are 
less generally suitable for Streptomyces species differentiation, al- 
though in specific instances they may have substantial utility. 

On the basis of negotiations between the Nordic Patent Authorities 
(Danish patent, 1962) special instructions were published as to the 
treatment of patent applications relating to microbiological processes 
in those countries. The instructions state that a known microorganism 
is sufficiently characterized by its systematic designation supple- 
mented, if required, with a reference to such literature as describes 
the method for the systematic determination. Unknown microorgan- 
isms are required to be described in such detail as to avoid confusion 
with other microorganisms. Specifically, the instructions state that the 
description of unknown microorganisms shall include the following 
particulars: 

(1) The name of the organism and, if so required, the designation in 
a public Collection of Cultures, and if possible also date and place 
of the isolation. 

(2) Description of growth referred to a definite substrate, with a 
detailed description of the microscopic properties and character- 
istics and the microscopic morphology (including the shape and size 
of the spores, the morphology of the spore formation, the modus of 
ramification, and hyphal width of the mycelium). 

(3) Growth properties (the morphology of the colonies, and in- 
formation as to colors and, possibly, separated pigment) in at least 
ten standard substrates. 



390 JOHN V. WHITTENBURG 

(4) Physiological properties referred to growth in substrates con- 
taining milk, nitrate, gelatine, starch, tyrosine, and, possibly, cellulose. 

(5) The capability of the organism to produce hydrogen sulfide 
(melanin pigment) on organic or inorganic substrate. 

(6) The capability of the organism to utilize a number of carbon 
sources. 

(7) Reference to the most related species which idare mentioned in 
Bergey’s Manual of Determinative Bacteriology (1957) together with 
particulars’as to how the said organism may be distinguished from the 
known organisms. 

(8) Possible supplementary particulars regarding individual prop- 
erties, for example, the production of antibiotics. 

(9) In connection with the description of the physical and chemical 
properties of the antibiotic substance, a table on the quantitative 
special effects of the product shall be given, as well as a table wherein, 
by + or -, the activity of the antibiotic substance against gram-positive 
and gram-negative bacteria, fungi, and yeasts is stated and, if possible, 
also the activity against protozae, viruses, and rickettsiae, if such in- 
formation is available. 

Regardless of whether a description of the microorganism follows 
the strict requirements of the Nordic Patent Office or the more general 
recommendations of the International Committee on Bacteriological 
Nomenclature, it will be seen that much thought has been given to 
written descriptions of microorganisms appearing in patent applica- 
tions. This is, of course, beneficial to all concerned in the very im- 
portant field of Streptomyces fermentations. Not only will the stable 
characteristics of microorganisms be disclosed to allow proper classi- 
fication of the species, but also sufficient other descriptive information 
will be given to assist in the characterization of strains within the 
species. It is hoped that uniformity of description of microorganisms 
will assist pure scientists in their work as well as investigators at- 
tempting to determine the true scope and coverage of a patent. 

Differences exist around the world in the various patent offices and 
courts concerning the prosecution and interpretation of patent appli- 
cations and patents relating to processes of producing antibiotics by 
fermentation of species of Streptomyces. Even in the absence of ob- 
jections by the patent office to the written descriptions of microorgan- 
isms, the applicant still is faced with the problem concerning deposit 
and availability of the microorganism. In the United States of America 
the practice until recently required an applicant to have deposited his 
microorganism, if new or if a producer of a new metabolic product, in 
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a recognized culture collection before he filed his application. If the 
microorganism had not been deposited prior to filing, the patent office 
rejected the application as being fatally defective in its disclosure and 
the defect could not be corrected by a later deposit of the microorgan- 
ism.' Proof of the deposit had to be given at the time of filing. The 
United States Patent Office also required an applicant to release his 
microorganism to the public upon allowance of his application. 

The decision by the Board of Appeals of the United States Patent 
Office in Ex parte Argoudelis et al. (1968) now requires that an appli- 
cant show that at the time of filing the application the organisms in- 
volved were known and available to persons skilled in the art. If this 
is done, subject to proof by evidence, the question of sufficiency of 
disclosure does not arise. The Argoudelis decision is now on appeal to 
the United States Court of Customs and Patent Appeals. 

Currently United States patent applications involving new micro- 
organisms which are not initially shown to be known and available at 
the time of the filing of the application are rejected as follows: 

All the claims are rejected as based upon an insufficient disclosure under 35 
U.S.C. 112. The instant invention requires the use of a newly disclosed micro- 
organism and therefore written description of the invention alone does not 
serve as a complete disclosure which would enable one skilled in the art to 
practice the invention at the time of filing the application. Ex parte Kropp, 143 
USPQ 148. While the microorganism has been deposited in apublic depository, 
it is not apparent from the record that the microorganism was freely avail- 
able from the depository to anyone without applicants' permission at the time 
of filing the application. This rejection could be overcome by a statement that 
there was no agreement with the depository to limit the availability of the 
microorganism at the time of filing the application. 

Applicants filing in the United States ordinarily deposit the micro- 
organism at the American Type Culture Collection in Rockville, Mary- 
land, or at the Northern Regional Research Laboratory in Peoria, 
Illinois. The American Type Culture Collection accepts deposit of a 
microorganism with respect to a pending patent application and, upon 
the request of the depositor, will not release it until the patent appli- 
cation concerned therewith has been allowed by the United States 
Patent Office. However, upon its release by the American Type Cul- 
ture Collection, the microorganism is available throughout the world 
to investigators without restriction or by payment of a nominal sum. 
Microorganisms deposited at the American Type Culture Collection 
are listed in the ATCC catalog which is published from time to time 
so that investigators may be aware of the microorganisms deposited 

'Ex parte Kropp, 143 USPQ 148. 
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at that culture collection. The American Type Culture Collection and 
other culture collections do not attempt to classify microorganisms or 
ascertain the correctness of the name and species applied to the 
microorganisms received for deposit, but rather list the microorgan- 
ism in its collection under the name submitted with it by the de- 
positor. The deposited microorganism is given a number by the 
culture collection and the microorganism is referred to by that number 
when investigators request subcultures. 

The Northern Regional Research Laboratory will also accept a 
microorganism for deposit in its culture collection with respect to 
patent applications. It will accept the microorganism with restrictions 
regarding its release pending allowance of the patent application. The 
Northern Regional Research Laboratory does not publish a catalog of 
the microorganisms in its collection although microorganisms re- 
ceived for deposit are assigned collection numbers. Species of 
Streptomyces received for deposit by the Northern Regional Re- 
search Laboratory with respect to patent applications are referred to 
by the designation NRRL followed by a number. Species of Strepto- 
myces received for deposit by this culture collection and not associ- 
ated with a pending patent application are referred to by the designa- 
tion NRRL followed by a letter, as for example B, and then a number. 

Other well-known culture collections outside of the United States 
are the National Collection of Industrial Bacteria in Aberdeen, 
Scotland, and the Centraalbureau voor Schimmelcultures in Baarn, 
Holland. Both of these culture collections will receive microorgan- 
isms for deposit and will honor the request of the donor to restrict 
distribution of cultures until advised by the donor that release of the 
microorganism is permitted. 

The Dutch Patent Office requires an applicant to have deposited 
and to make available to anyone having a reasonable interest therein 
cultures of microorganisms disclosed in patent applications. Release 
of the microorganism is not required when the application is pub- 
lished but is required upon grant of the patent. This ruling was handed 
down by the Appeal Department of the Dutch Patent Office on June 
18, 1964, in Dutch patent Application 182,282 (Bijblad Industriele 
Ergendom, 1964). An opposition was lodged against the grant of 
Application 182,282 which claimed: 

Process for the preparation of antibiotics inclusive of oxytetracycline, by 
means of a Streptomyces species, characterized in that Streptornyces uendar- 
gensts, nov. spec., the properties of which are set forth in the specification, is 
cultivated under suitable conditions, the antibiotics formed, which are men- 
tioned in the specification and one of which is called vengicide, being re- 
covered from the culture liquor. 
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The opposition, among others, was based on the proposition that 
the microorganism S .  vendargensis was not distinct from S .  rimosus 
NRRL 2234 and, in any event, the applicant would not make a culture 
of the microorganism available to the opposer so that comparative 
studies could be carried out to determine if in fact the microorganisms 
in question were distinct species. The applicants stated that they were 
prepared to make a culture of S .  vendargensis available to an inde- 
pendent expert so that he could carry out the tests desired by the 
opposer, but that they would release the culture to third parties only 
after grant of the patent. 

In its decision the Appeal Department stated in part that there is no 
article in the Dutch Patents Act under which the applicant can be 
compelled to make his microorganism available to the public. How- 
ever the Appeal Department continued and stated: 

. . . that it stands to reason that for patents like the one under consideration 
the specification itself cannot be so drafted that only with help thereof the in- 
vention can be understood and applied, because more particularly for the ap- 
lication of invention it is indispensable to have the disposal of the actino- 
mycete forming the starting point of the process according to the application; 

, . , that accordingly the invention is only really made available to the public 
if the applicants are prepared upon the grant of the patent to place the organism 
found by them at the disposal of anyone having a reasonable interest in the 
availability of said organism; 

. . . that the Appeal Department after considering the arguments and interests 
of applicants and opponents are of the opinion that upon the publication of the 
application the placing of the organism at the disposal of the public need not 
yet be made a requirement; 

, . . that it cannot be maintained that the opponents can only oppose the grant 
of a patent if they have the disposal of the organism, because-for example in 
the present case-the very fact that the organism produces oxytetracycline al- 
ready constitutes a sufficient ground to doubt whether a new species has been 
found and that the opposition can be  based on said doubt; 

, , . that it follows therefrom that as long as the patent has not been granted 
only the possibility need exist-in case an opposition is based on lack of 
novelty- to have a neutral expert verify whether applicants’ pretensions are 
correct. 

In this opposition proceeding the parties agreed to a neutral expert 
and the tests to be carried out by him. The report of the expert was that 
S. vendargensis and S .  rimosus were separate species. Consequently, 
grant of the patent was ordered subject to the condition that the appli- 
cants irrevocably authorize the culture collection which had received 
a deposit of the microorganism to issue samples to interested parties 
and that the copy of the authorization and a copy of the acknowledg- 
ment of its receipt by the culture collection be sent to the Appeal 
Department. 
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This decision by the Dutch Patent Office followed the reasoning 
handed down by the District Court of The Hague in its decision 
(1961) of October 24,1961 in the matter of American Cyanamid Com- 
pany vs. Charles Pfizer & Co., Inc. wherein American Cyanamid had 
brought a nullity action against Dutch Patent No. 92,355. The patent 
claimed the production of tetracycline by fermentation of Strepto- 
myces species ATCC Nos. 11652, 11653, and 11654. Pfizer had de- 
posited the microorganisms at the American Type Culture Collection 
in conjunction with pending United States patent applications but had 
restricted distribution of these microorganisms until after the grant 
of the pending United States applications. 

In its writ American Cyanamid had stated that it was not possible 
to determine whether the Streptomyces strains identified in the patent 
are identical with the Streptomyces aureofaciens disclosed in Ameri- 
can Cyanamid’s Dutch Patents Nos. 72,763 and 86,837 since it was not 
possible to obtain cultures of the microorganisms for comparative 
study. The District Court in holding Dutch Patent No. 92,355 null and 
void stated in part as follows: 

It is striking that, while the priority date was November 12,1953, the species 
of strains had even on September 16,1959 not been determined, which is also 
an indication that no species is concerned; 

Considering that, now that the cultures appear not to be accessible to the 
public, and the public therefore cannot know whether they would act in con- 
flict with the attacked patent, there is all the more reason to assume that the 
specification contains insufficient data for a new method to be inferable. 

In Great Britain the Patent Office2 has also considered the question 
of release of a microorganism during an opposition proceeding. The 
parties involved were the same as those involved in the proceeding 
relating to Dutch Application No. 182,282 previously referred to. In 
the English case there was, in addition to the question of availability 
of the microorganism disclosed in the opposed application, also the 
question of its classification. The applicant filed evidence by inde- 
pendent Dutch experts referring to comparative tests made by them 
from which they came to the conclusion that S .  vendargensis was a 
new species and not a variant of S .  rimosus. The opponent argued that 
S .  uendargensis was not a microorganism of different species from S .  
rimosus but was a strain or mutant thereof. 

At the time of the opposition, samples of S .  rimosus were available 
from the Northern Regional Research Laboratory under reference 
number NRRL 2234. Cultures of S. vendargensis were not available 

*In the matter of an application for Patent No. 764,198 by Koninklijke Nederlandsche 
Gist-en Spiritusfabriek N. V. and in the matter of an opposition thereto by Charles 
Pfizer & Co.. Inc. 
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from the applicant or a culture collection in Holland where the micro- 
organism had been deposited by the applicant with a restriction that 
it not be released to third parties until a patent had been granted on a 
patent application made in Holland. The opponent argued that, since 
the applicant could submit evidence made on the comparative studies 
of the two microorganisms in issue, the Patent Office should make an 
order or adopt some procedure so that the microorganism of the appli- 
cant would be made available to them for study. Otherwise, the op- 
poser argued that his evidence would be incomplete. 

The Patent Office ruled that it could not require the applicant to 
release its microorganism during the opposition proceedings, stating 
in part: 

I can find no other provision in any section of the Act which might assist me 
in determining this matter and I am forced to conclude that I have no powers 
to compel the Applicant, when he is unwilling to do so, to make available a 
sample of the culture for examination by the Opponents. 

Many jurisdictions grant patent protection to a chemical compound 
in addition to a process for preparing it. However, in such jurisdictions 
natural products, i.e., products of nature, are not patentable. This 
raises an interesting question since the natural habitat of most Strep- 
tomyces is the soil, a natural nutrient medium, and during its growth 
therein may produce metabolic products. If a Streptomyces does pro- 
duce an antibiotic in its natural habitat, will such a product of nature 
negate patentability of the antibiotic when claimed as a chemical com- 
pound? This question was met directly and the product protection 
sustained by the District Court, Tel AvivlJaffa, Israel, in its decision 
of July 6, 1952 in the case of Parke, Davis & Company vs. Abic Chemi- 
cal Laboratories Ltd. et al. This case involved an infringement of the 
compound chloramphenicol produced by fermentation of S .  uene- 
zuelae. Infringement was not denied but the validity of the patent 
was attacked on the grounds that the antibiotic substance is a product 
of nature and no monopoly can be granted by a patent in respect of a 
product of nature. The Court in its decision stated in part as follows: 

Thus, it has not been proved to me that chloramphenicol does not exist in 
nature. The contrary is true. In this action, on the evidence before me and for 
the purpose of the action only, it has been proved that chloramphenicol exists 
in nature. . . I find that chloramphenicol exists in nature, although in very small 
quantities only, and I understand that it is not stable there and cannot properly 
develop because it is destroyed as soon as it is produced. . . 

On the strength of the evidence before me I think that there is no inventive 
step in the discovery of S. uenzuelae. Of such step one could have spoken when 
one had found for the first time an antibiotic. But in the present case there was 
only a good organization and a great effort without any originality. The origi- 
nality lies only in the sequence of the steps which led to the crystalline sub- 
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stance. The position in this case is, therefore, different from that in the above 
cases in that the inventive step was there in the discovery and the routine in 
in the method which brought the discovery to a practical use. Here there was 
no inventive step in the discovery but ingenuity in the practical method. This 
brings me to the question which more than any other problem of this case: if 
that is the position, have I to protect the inventive method only and to refuse 
the protection of the discovery, or have I to look on the discovery and on the 
practical method as an integral creation and to give protection to the substance 
if it is adopted for use by reason of finding such method. . . 

I have come to the conclusion that there is subject matter for a patent if the 
applicant made a discovery without inventive ingenuity, if together therewith 
he found a practical process possessing inventive ingenuity, and that not only 
that process will have to be protected but also the product produced by the 
two stages of applicants’ work. 

An entirely different result was reached by the Canadian Supreme 
Court on February 20, 1968 in the case of Parke, Davis & Co. vs. 
Laboratoire Pentagone Ltee (1968), also involving the compound 
chloramphenicol produced by fermentation of S .  uenezuelae covered 
by Canadian Patent No. 479,333. The Canadian Law, Section 41 (l),  of 
the Patent Act R.S.C. 1952, Chapter 203 as amended, states in part: 

In the case of inventions relating to substances prepared or produced by 
chemical processes and intended for food or medicine, the specifications shall 
not include claims for the substance itself, except when prepared or produced 
by the methods or processes of manufacture particularly described and claimed 
or by their obvious chemical equivalents. 

This section has been interpreted to mean that compound protection 
will be granted for products produced by fermentation which are use- 
ful as medicines but product protection will not be granted for com- 
pounds produced by a chemical reaction. One of the main points in 
issue was whether the substance chloramphenicol was prepared or 
produced by a chemical process. 

It was proved by evidence that chloramphenicol is produced by 
fermentation of S .  uenezuelae but that as produced in the fermenta- 
tion medium it is diluted, mixed with numerous impurities, and not 
usable in this impure state. It was further proved that an extraction 
process is indispensable for obtaining a usable substance for thera- 
peutic purposes. 

In arriving at its decision, the Canadian Supreme Court stated that it 
was not necessary to decide whether or not a fermentation process 
was a chemical process. The court rather decided that it was sufficient 
to examine the extraction process to determine if a chemical process 
was involved. The patentee argued that the extraction process was 
not a chemical process, whereas the defendent argued that it was. 
After considering the evidence, the court stated: 
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For these reasons, we must conclude that, according to the usual meaning 
of the expression ‘chemical process,’ the processes of extraction described in 
the patent in suit, are chemical processes according to paragraph 1 of Section 
41 of the Patent Act, and consequently Claim 7 of the Canadian Patent No. 
479,333 is invalid. 

It is interesting to note that the Canadian Supreme Court referred 
to the Swiss patent law concerning the protection of processes for the 
preparation of fermentation products. In Switzerland patent protection 
is not granted to compounds per se. However, patent protection is 
granted on processes for the preparation of compounds. The Swiss 
Federal Act on Patents for Invention of June 25, 1954, Section 2, 
Paragraph 2, states: 

Patents shall be refused for inventions of medicines and inventions of 
processes for the manufacture of medicines by other than chemical methods. 

The question as to whether a fermentation process for the produc- 
tion of an antibiotic was or was not a chemical process was directly 
in issue in the Swiss case of American Cyanamid Company vs. Lepetit 
S.p.A. (Experts report, 1965). This case involved the preparation of 
tetracycline by fermentation of S .  aureofuciens. The expert committee 
appointed by  the court was specifically asked if the fermentation 
process disclosed in Swiss Patent No. 324,085 was a chemical process 
or whether there is a question of a process for the manufacture of 
medicaments by other than chemical means which is not patentable. 
The experts in part stated: 

Fermentation is incontestably a chemical reaction. The fact that a micro- 

Thus, it will be seen that there is no uniformity in the interpretation 
of patent documents by courts of different jurisdictions, just as there 
has been no uniformity in the description of microorganisms in patent 
documents. There could be uniformity in the description of micro- 
organisms in patent documents if the procedures previously discussed 
were followed in describing them. However, there is no simple solu- 
tion whereby courts will uniformly interpret patents. There may al- 
ways be different interpretations as long as the laws of countries are 
different. Since so many of the inventions in the field of industrial 
fermentations have made significant contributions to the art and the 
well-being of mankind, it is regrettable to see courts strike down these 
patents seemingly on a mere whim. While the laws of the countries 
are different, the patent should be interpreted in accordance with that 
law and not the law of other countries, even though there may seem- 
ingly be some contradictions between the laws. 

To paraphrase a statement made by both the British and Canadian 

organism participates in the fermentation changes nothing in this fact. 
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courts a patent should be interpreted by a mind willing to understand 
and uphold and not by a mind desirous of misunderstanding and 
striking down. 
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Continuous industrial fermentations were discussed earlier in 
this series by Gerhardt and Bartlett (1959). More than half the review 
was given to an exposition of the technique, including the factors that 
control cell and product formation and the expected effects of contami- 
nation and mutation. It is interesting to refer to the applications which 
were reported then and to consider the predictions that were made at 
that time. 

Two examples of cell production were included - bakers’ and food 
yeast - processes which were developed before any theoretical basis 
was enunciated. In the case of bakers’ yeast for which there is a sus- 
tained demand there is competition between the commercial merits of 

‘Dr. R. C. Righelato contributed the sectionon Pharmaceutical Products to thisarticle. 
‘Present address: 25 Potters Way, Laverstock, Salisbury, Wilts., England. 
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the continuous and the batch processes. In the case of food yeast the 
cost of raw materials and competition from alternative sources of 
protein are the factors which determine whether the process-be it 
batch or continuous-can survive. In the studies of the continuous 
culture of cells, examples covering about forty organisms were given. 
Industrial potential was attributed to two - algae as a food source and 
mammalian cells for vaccines and enzymes. 

Ethyl alcohol and vinegar were the examples of product formation. 
The growing competition of the chemical route to alcohol was men- 
tioned, and the microbiological process was described as a salvage 
operation in waste disposal. Research on four antibiotic fermentations 
was reported - subtilin, chloramphenicol, penicillin, and streptomy- 
cin. The authors concluded that competition was forcing a reevalua- 
tion of continuous processing and that “an active period of research 
and development in this area was sure.” 

As for other chemical products, good prospects were seen for a con- 
tinuous lactic acid process. Research by Iron Curtain workers on the 
acetone butanol process was discussed at length. No reference was 
made to the fact that in the West the death of the existing batch process 
was near, again because of chemical competition. The limited amount 
of work on product formation was referred to. It was forecast that be- 
cause of the increased demand for sodium gluconate and the favorable 
growth and biosynthetic characteristics of the fermentation that “de- 
velopment of a . . . continuous gluconate process would appear 
likely of success.” It was also concluded that “continuous citric 
acid fermentation offers a good likelihood of success, and increasing 
competition for the market will probably force development in this 
area.” 

Sewage disposal was discussed, particularly the work at Teddington. 
The use, in the digestive process, of sewage sludge enriched with 
CaS04, which then produces HZS, was commended as an example of a 
continuous culture investigation which might well be profitable. The 
sole reference to the use of petroleum as a culture substrate was the 
example of a purifying process in which crude oil was reacted with an 
aqueous culture of bacteria to remove unwanted sulfur compounds by 
converting them into gaseous products. 

This represented the state of the technique 10 years ago. The present 
article will describe some aspects of the present day situation, and 
should be regarded as an intelligence report, not a comprehensive 
record, since all the known facts about commercial processess are not 
published. 
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A. INTRODUCTION 
In the last decade continuous chemostat-type cultures have been 

described for most of the microbiologically produced pharmaceuticals 
(reviewed by Hospodka, 1966), and the application of continuous 
culture methods to industrial processes has been widely discussed 
(e.g., Lumb and Wilkins, 1961; Evans, 1965; Parker, 1967). Continu- 
ous fermentation offers high output rates, infrequent turnrounds, and 
steady-state processes amenable to simple automatic control. To the 
large-scale manufacturer this means efficient use of plant capacity and 
lower labor costs. Nevertheless, there are no reports of the large-scale 
production of pharmaceuticals by continuous fermentation. 

To consider the industrial value of continuous culture the various 
processes can best be separated into the large-scale, long-residence 
time fermentations for the major antibiotics, vitamin BIZ, and some 
extracellular enzymes, and the relatively small-scale processes for 
vaccine production and most bioconversions. 

B. LARGE-SCALE PROCESSES 
The products of greatest economic interest, which occupy the 

greater part of the industry’s fermenter capacity, are the antibiotics. 
These are secondary metabolites of molds and actinomycetes for 
which sophisticated batch processes have been developed (Hocken- 
hull and Mackenzie, 1968). The batch processes usually involve rapid 
growth of the organism to a high concentration at which time one sub- 
strate becomes exhausted or is fed at a growth-limiting rate. The 
control of the limited-growth phase, during which most product 
accretion occurs, is complex and sometimes breaks down. Neverthe- 
less, prolongation of this phase, which has been a general trend in 
fermentation development, has had two important results, product 
concentration has increased and the yield per unit of substrate has 
increased due to the decreased importance of the quantity of substrate 
used in the initial growth phase in which little product formation 
occurs. It is perhaps mainly because the product concentration and 
substrate conversion efficiencies of continuous processes have not 
matched those of their batch counterparts that continuous fermenta- 
tion is not used. 

Approximate costs of a penicillin fermentation (Bungay, 1963) 
showed that raw materials contributed about 70% and running costs 
about 30% of the total. It would appear that increases in output rate, 
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such as expected of continuous fermentations, will only produce 
significant savings if the yield per unit of substrate is not reduced. 
Extraction costs are small but to ensure high recoveries at the solvent 
extraction stage, a high concentration of penicillin in the broth is 
required. 

Most antibiotics are, by a suitable choice of growth-limiting sub- 
strate or by a change from one set of conditions to another, produced 
at fairly high rates in chemostat culture. The question of whether a 
continuous fermentation can satisfactorily compete with a batch 
process is one of establishing, in the chemostat, the interrelationships 
of the variables that effect antibiotic production. Optimal conditions 
with respect to substrate utilization, output rate, and product con- 
centration can then be attempted. Such an approach was used by Pirt 
and his co-workers with penicillin fermentation. Parameters such as 
temperature, pH, and medium composition were made optimal with 
respect to growth and penicillin production (Pirt and Callow, 1960). 
Relationships were then established between the rate of penicillin 
production and growth rate (Pirt and Righelato, 1967) and between 
growth rate and sugar utilization (Righelato et al.,  1968). When the 
data was reviewed it was found that penicillin concentrations and 
yield per kilogram of sugar, similar to those obtained with batch 
cultures, can be obtained from a two-stage chemostat (Table I). 

Some doubt has been cast on the applicability of these results to 
present industrial strains (Wright and Calam, 1968). Experiments with 
a high yielding strain of P. chysogenum showed the steady-state 
production rate of penicillin to be about 40% of the maximum ob- 
tained in batch cultures, 6 units/mg dry w/hour. Although somewhat 

TABLE I 

CULTURES OF Penicillium chrysogenum WIS 54-1255 ON A SYNTHETIC MEDNM 
PENICILLIN PRODUCTION IN GLUCOSE-LIMITED BATCH AND CHEMOSTAT 

Total residence time Titer Sugar utilization Output rate 
(hours) (units/rnl) (MU/kg) (MU/liter/hour) 

Batch" 190 3600 24 ,016 
ChemostaP 120 3800 26 ,032 

"Glucose fed at 0.7 grn/liter/hour, initial concentration 1.5 gm/liter; ammonia added to 
control pH (Hosler and Johnson, 1953). Final dry weight 30 grn/liter. 

*First stage dilution rate 0.014 per hour; second stage dilution rate 0.020 per hour. 
Dry weight 30 gm/liter throughout. Calculated after optimizing the data of Pirt and 
Righelato (1967). 
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higher than the steady-state production rate of the Wisconsin strain 
used by Pirt and Righelato (1967) it was clearly insufficient for an 
economic continuous process. The maximum penicillin production 
rate was maintained in neither batch nor continuous cultures and 
there is as yet no indication of the conditions necessary for its mainte- 
nance at that level. If steady-state production rates of 6 units/mg dry 
w/hour could be maintained, holding times of less than 100 houis 
would be sufficient for titers of up to 20,000 units/ml. 

The discussion above has centered on the penicillin fermentation 
but similar arguments may be extended to other large-scale, long- 
residence time fermentations for other antibiotics and products such 
as vitamin BIZ. It is perhaps also worth mentioning continuous fer- 
mentations other than the chemostat type, though there is little pub- 
lished information on their merits. A tower fermenter has been used 
for novobiocin production (Ross and Wilkin, 1968) and Dawson’s 
phased continuous system has been used for antibiotics (Canadian 
Patents and Developments, 1968). 

C. SMALL-SCALE PROCESSES 
The pharmaceutical industry is also concerned with a number of 

other microbiological processes which occupy relatively little fer- 
menter capacity. Among them are the bioconversions of steroids, the 
production of minor antibiotics, and the production of bacterial 
enzymes such as penicillin acylase and the vaccines. 

Many of these processes have been done in continuous culture at 
high output rates. The lla-hydroxylation of progesterone has been 
carried out in the second stage of a two-stage culture of Rhizopus 
nigricans giving a 50-6095 yield with a 5-hour contact time (Reusser 
et d., 1961). High yields and production rates of tetanus and diph- 
theria toxin have been obtained in chemostats (Zaccharias and 
Bjorklund, 1968; Righelato and van Hemert, 1970). Several cell- 
bound antigens have been produced continuously at rates consider- 
ably in excess of the batch culture rates (Evans, 1965). 

The microbiological steps of many of these processes often con- 
tribute only a small part of the total process cost. Moreover, the scale 
of the whole process is often insufficient to warrant the adoption, on 
the grounds of higher throughput, of a continuous step in what is 
otherwise a batchwise operation. In these processes conversion 
yields, product purity, or antigenic quality are more important than 
output rate. It is possible that the high degree of process control and 
the short residence times of chemostats will bring about improve- 
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ments in product quality and thereby justify a continuous cultivation 
step. 

Animal cells in tissue culture can be used for virus multiplication 
and the synthesis of hormones and other pharmaceutically interesting 
metabolites. The range of applications expands as medicine increas- 
ingly deals with aberrant metabolism on a molecular level. Chemostat 
techniques have been used in research but, for the present, the use of 
continuously growing cell lines for the production of material for 
human injection is prohibited. This prohibition does not apply to 
veterinary vaccines though for the reasons given above the small 
scale of the operation makes it unlikely that continuous processes 
would be developed for industry. However, the economic potential 
of cultures of cells of higher organisms, both animal and plant, has 
hardly been touched and it is possible that new culture methods will 
need to be developed to exploit their functions. 

It is sometimes argued that degeneration (reduction in the pro- 
ductivity of an organism on prolonged cultivation), will preclude the 
adoption of continous processes for the synthesis of any product not 
essential to growth. Almost all of the pharmaceuticals fall into this 
category and indeed degeneration has proved a problem in antibiotic- 
and vaccine-producing cultures. Stable cultures are obviously de- 
sirable if maximum advantage is to be obtained from continuous 
processes and a variety of ways of avoiding the problem are suggested 
in the literature. Environment manipulation (Pirt et al., 1961; Sikita 
et al., 1964; Reusser, 1963) and techniques of reinoculation (Reusser, 
1961) have proved successful. It is possible that some of these prob- 
lems can be solved genetically (Ball, 1967). 

D. CONCLUSIONS 

Whether or not a process could, to advantage, be run continuously 
depends in part on the scale of operation. If a batch process fully oc- 
cupies a plant, then, given a stable market, a continuous process 
would be worth adopting. The sphere in which continuous operation 
could prove most valuable is the large-scale antibiotic fermentations. 
Existing plants could fairly easily be adapted by providing a con- 
tinuous sterile medium supply and sterile ofFtake. Most extraction 
trains already operate more or less continuously and little or no modi- 
fication would be necessary. In such cases capital already invested 
in batch plants does not present a major obstacle to the use of con- 
tinuous fermentation. Indeed the continuous processes may enable 
considerable expansion of output with only a little capital investment. 
However, continuous antibiotic processes will not be adopted until 
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substrate conversions and product concentrations compare favorably 
with the batch fermentations. 

Much of the published research on continuous fermentations has 
not been primarily concerned with developing economic processes 
but with systems suitable for biochemical or physiological study. If 
they wish to adopt continuous methods, industrial researchers must 
be prepared to carry out their own empirical research as they have 
done with batch cultures, perhaps developing anew both strains and 
media. Given such effort there appears to be no fundamental reasons 
why continuous methods should not be adopted for those processes 
which at present fully occupy tank capacity on a batchwise basis. 

Ill. Organic Chemicals 

SUBSTANCES IN PRODUCTION OR DEVELOPMENT 

Miall’s recent review (1968) of organic chemical production does 
not confirm the earlier predictions of Gerhardt (1959) that lactic, 
gluconic, and citric acids were likely possibilities for production by 
continuous methods. Miall’s list of continuous processes is limited 
to reports of the commercial production of vinegar, laboratory-scale 
production of lactic acid, and the fact that The British Petroleum 
Company is erecting two large-scale plants for edible protein pro- 
duction. 

I. Vinegar 

Fermentation vinegar is a two-stage process. First alcohol is made 
by fermenting a substrate such as barley malt or grape juices with 
yeast. The alcohol in the clarified mash is then oxidized by Aceto- 
bacter aceti to acetic acid. The acetification stage has been converted 
to a continuous process at Fardon’s Vinegar Co., Birmingham, Eng- 
land. Some details of the conversion of wooden batch acetifiers have 
been given by White (1966). By regulating the flow of alcoholic mash 
to match the aeration capacity of the system, conversions in excess of 
98% are obtained. Compared to a quick vinegar acetifier, output has 
been increased six-fold and raw material costs have been reduced by 
40%. 

2. Lactic Acid 

Childs and Welsby (1966) have described a pH-controlled two-stage 
lactic acid fermentation, each stage of which used 2 liters of working 
volume. The culture was a mixture of strains of Lactobacillus del- 
bruekii (as is used in large-scale batch production) operating at 50°C. 
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The medium was an acid hydrolyzate of a maize starch, barley meal 
mixture containing 9-10% reducing sugars, and supplemented with 
0.05% ammonium sulfate. This is a fermentation in which it might be 
predicted should be successful in continuous culture; the results ob- 
tained supported this view. A run lasting 64 days, in which the best 
pH value was shown to be 5.8, was carried out. The optimum output 
rate was 1.5 volumes/day. It was concluded that if the results can be 
repeated on a large scale then a three-, or possibly only two-stage, 
process should suffice. This was said to be equivalent to a residence 
time of not more than 2 days, whereas, 5 days is required in the batch 
process. According to Miall (1969) there is no report that the process 
has been adapted in large scale. 

In North America and France, chemical synthesis is now in competi- 
tion with the fermentation process. 

3. Edible Protein 

Shacklady (1969) states that by the middle of 1971 The British Pet- 
roleum Company’s new plant at Grangemouth, Scotland, for growing 
yeast on hydrocarbons, will be producing at a rate of 4000 tons/year. 
At a later date another plant producing at 17,000 tons/year will be 
operating at Lavera, near Marseilles. He also says that other organiza- 
tions are working along similar lines -those in Japan, Central Europe, 
and the U.S.S.R. being the most active. 

In the process developed at Grangemouth, yeast is grown on refined 
normal paraffins. The plant at Lavera will use gas oil, in which ap- 
proximately 10% of the normal paraffins are selectively utilized. The 
procedures used in the development work have been outlined by 
Llewelyn (1968). These were based on continuous culture because 
this was considered to have economical and technical advantages. 
He refers to both aseptic and nonaseptic growth and it is implied that 
the Grangemouth unit will operate aseptically while that at Lavera 
will not. It is stated, that given a suitable strain of yeast, and appropri- 
ate culture pH value, temperature, and dilution rate, that the yeast 
remained the dominating organism, never falling below 99% by 
weight. In aseptic fermentations no difficulties were met with, and 
aseptic runs lasting many hundreds of hours were achieved. 

In the same paper, Llewelyn gives information on product quality, 
toxicity testing, and feeding trials on rats, pigs, and poultry. The place 
of fermentation units in a refinery is discussed, including their role 
in dewaxing crude oil by assimilation of the normal paraffins into 
yeast. The economics of the process are thought of in relative terms. 
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It is concluded that “it is apparent that there are a number of areas 
where the product from either variant of the process could enter the 
rapidly expanding market for animal feedstuffs and could be sold at 
prices which would make the process viable.” Finally there is specu- 
lation concerning commercial outlets, including incorporation into 
human food. The same field has been covered briefly by Shacklady 
(1969) and contains the additional information that there is no evi- 
dence of the material having any tendency to induce cancer, or to 
affect adversely growth, reproduction, or any other body function. 

IV. Drink 

A. BREWING 
1. Introduction 

There are now several published examples of commercial continu- 
ous brewing. Purssell and Smith (1968), of Arthur Guinness Son &Co., 
mention operational units in New Zealand, Canada, and Birmingham, 
England. A review by Hospodka (1966) which includes descriptions 
of various pilot-scale plants throughout the world indicates that the 
method is also being studied and applied in iron curtain countries. 
Evans (1965) briefly refers to study and application of the process in 
Australia and Japan. Purssell and Smith’s critical paper is the most 
explicit of these three, because they have have included an assess- 
ment of the commercial value; it has been used as the basis of these 
notes which follow. 

2. The Advantages of Continuous Brewing 

After surveying the range of potential savings which apply to any 
continuous process, they see four advantages: smaller plant, reduced 
labor, less by-product yeast, and a savings in hops. They estimate the 
savings (per hectaliter of beer), as follows: 

Smaller plant 15 U.S. cents 
Reduced labor 1 U.S. cents 
Saving on yeast and hops 3 U.S. cents 

Total savings 19 U.S. cents 
As disadvantages they mention the need for higher standards in 
equipment and improved control testing in order to combat the risk of 
infection. Commissioning a continuous plant, is, they say, a difficult 
matter. Owing to the general complexity and the dire consequences 
of incorrect operation, operatives need to be specially trained and a 
very disciplined procedure must be laid down. Those with experience 
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of the supervision of process operations cannot but sympathize with 
such views. 

Savings will result, because, as compared to a batch method, faster 
fermentation is a basic feature of any continuous process. Thus there 
is a consequent reduction in size of plant. In addition, unlike batch 
work, it is possible to work at artificially higher yeast concentrations in 
the fermenter. This is done by recycling some of the yeast cells sepa- 
rated from the effluent beer. In some circumstances it is possible 
to work at higher temperatures. Separately or together these two 
factors result in still faster fermentation and consequently a still 
smaller plant size. The other feature is that aerobic yeast reproduc- 
tion is facilitated by the deliberate injection of air. This must effect 
an economy in the consumption of carbon substrates. As well the con- 
tinuous process, as a consequence of recycling, generally produces 
less by-product yeast per unit of beer. This saving, in its turn, results 
in a saving of hops. 

3. Examples of Continuous Processes 

Two distinct continuous systems have been developed for brewing. 
One is a system of stirred vessels in series, with feedback of cells. 
The other uses a tubular reactor arranged for plug flow, with feedback 
of cells. This is contrived by either deliberate recycling, or by holdup 
of yeast. Feedback is essential, otherwise wash out of cells would 
occur. 

Purssell and Smith give brief (but incomplete) descriptions of three 
systems which operate commercially: 

1. The New Zealand Dominion Breweries plant. 
2. The plant of J. Labatt Ltd., Ontario, Canada. 
3. The A.P.V. tower fermenter which is operated commercially in 

Birmingham, England. 
These processes shown diagrammatically in Fig. 1, are reproduced 
from Purssell and Smith. Table I1 gives some of the characteristics 
of each process. The Dominion system consists of two stirred tanks in 
series. Yeast propagation occurs in the first. Hospodka refers to a run 
of 12 months’ duration without infection. He gives the controlled 
variables as temperature, yeast concentration, and dilution rate. The 
Labatt plant consists of three stirred tanks in series. Yeast propaga- 
tion occurs in the first. Purssell and Smith comment that, although the 
beer has a high ester content, the taste panels found the beer to be 
“gratifyingly similar to the control batch fermented beer.” Hospodka 
mentions, as well as the ones given above, additional variables in- 
cluding wort composition, aeration, stirring, and pressure. He quotes 
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FIG. 1. Diagram of continuous beer fermentation processes (according to Purse11 and 
Smith). (A) New Zealand Dominion Breweries. (B) J. Labatt Ltd., Ontario, Canada. (C) 
A.P.V. tower fermenter, operated at Mitchells and Butlers Ltd., Birmingham, England. 

TABLE I1 
OPERATING VALUES FOR CONTINUOUS BEER FERMENTATION“ 

Yeast 
Concentration, Total residence 

No. of (gm pressed) Total production time (hours) for 
Process Type stages yeast/liter) referred to batch ale fermentation 

22 1 240 Batch - - 

Labatt Stirred 3 30-50 N 30-40 
A.P.V.b Plug flow Id 250 %-l/s 4-8, 15‘ 
A.P.V.c Plug flow 1 200 1 4-6 

Dominion Stirred 2 Not given Not given 35 

“Values according to Purssell and Smith. 
*Klopper et al., 1966. 
cAult et al., 1969. 
dFollowed by conditioning. 
eFor lager beer. 
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an example of pilot-plant operation of 4 months’ duration in which all 
parameters, including yeast activity and freedom from contamination, 
were maintained. 

In contrast to the above examples the A.P.V. plant is a tubular re- 
actor. In the vertical tower the wort flows upward. Air is also intro- 
duced at the base to give a cocurrent system. At low flow rates yeast 
distribution in the tower is fairly uniform, at intermediate rates the 
yeast tends to concentrate toward the base of the tower as a porous 
plug. Further information on this and other details may be elicited 
from Hopper et UI!. (1966). The average yeast concentration is greater 
than in a batch fermentation, or than that quoted for the Labatt process. 
The residence time is less than that for the two other continuous 
methods - presumably a reflection of higher yeast concentration. A 
feature not mentioned in descriptions of the other methods is that to 
avoid bacterial contamination it was found necessary, in this system, 
to pasteurize the wort feed. 

This was a preliminary report. In a very recent paper by members of 
the same team (Ault et ul., 1969) the earlier conclusions are modified. 
These stated that maximum efficiency resulted from using a high 
yeast concentration under conditions where little yeast growth oc- 
curred. In practice this condition of deficient aeration results in beer 
of high ester content and abnormal taste. This later work shows that if 
the wort is aerated to 70-75% of saturation, a tower fermenter will 
produce beers which can hardly be distinguished from batch beer, 
despite the very much shorter fermentation time. As a result there is 
an increase in yeast production which is now similar to that in batch 
fermentation. There is a further additional cost because the effluent 
beer must now undergo a yeast separation stage. 

4. Conclusions 

Purssell and Smith conclude: 
(1) That in using a continuous process “beers can in most cases be 

produced having a flavor sufficiently close to the original not to be 
detected in the market.” 

(2) That application of the continuous process will have greater 
attraction in marketing a new brand of beer, where there is no obliga- 
tion to match the flavor of an existing drink. 

(3) That the process is best suited to regular production of one beer. 
As a rider they add that there will always be a need to retain some 
batch capacity in order to make special beer. 

Finally they note: “However, the advantage to be gained from re- 
duced costs by the use of continuous fermentation is not so large that 
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other breweries brewing traditionally will be unable to compete with 
the new product. Thus it will always be the quality of the beer and the 
way that it is marketed that will mark the successful company.” 

This qualification echoes the earlier view of a fellow professional 
(Green, 1962), who questions and deplores what he terms the dubious 
chemical engineering concepts put forward by Dummett (1962). The 
latter claimed that the fermentation process “is a comparatively 
straightforward biochemical one.” Green asserts that 

, , , the brewer . . . is concerned with the individuality of his product and its 
acceptance by the consumer. As a result this research will be directed towards 
the study of those phases of yeast metabolism, and its non-linear reaction to 
disturbances, which will continue to supply his particular product, either by 
batch or continuous processes. 

Dummett has not left this rejoinder unanswered. In a press report of 
his presidential address to the Institution of Chemical Engineers 
(London) in May, 1969, he stated with reference to a continuous brew- 
ery operating in Spain that it was “the outcome of the application of a 
chemical engineering systems approach to a traditional biochemical 
operation.” On the other hand, in Whitbread’s new brewery at Luton, 
England, where a multiplicity of beers has to be produced, press re- 
ports state that batch is the chosen method. The deviation from tradi- 
tion is that the batch fermentation process has been modified to make 
it faster. In the plant it is possible by consecutive batch brewing to 
complete up to a maximum of 24 brews each day. The associated 
processes, which are designed on a modular basis, can then be matched 
to the brewing output. In this way the overall process is effectively 
continuous. 

B. CONTINUOUS WINE MAKING 
An article by Peynaud (1967) refers to Argentinian, Italian, and 

French plants for continuous wine making from acid grapes. It is 
stated that the continuous process is unsuitable for mature, low-acid 
grapes. One hundred plants of the French design are said to be in 
operation mainly in the south of France. 

All the fermenters described are upward-flow tower types in which 
the pressed grapes are introduced at the base. The wine is withdrawn 
at a point toward the top and the dregs which accumulate on the sur- 
face are withdrawn by  mechanical means. 

The meager details divulged indicate engineering ingenuity in 
mechanizing the existing process and so reducing labor costs and 
material losses. It is stated that the conversion of malic to lactic acid 
is enhanced. This is desirable for improving flavor and storage 
stability. Temperature control is also said to be improved. No other 
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deliberate basic changes, affecting the microbiology or biochemistry 
of the process, appear to have been introduced. 

V. Sewage and Trade Wastes 

A. SEWAGE DISPOSAL 
1. The Activated Sludge Process 

Innovation is not popular in an industry which is nonproductive. 
This is no doubt the reason why the use of sewage as a substrate in 
sulfur production, mentioned in the introduction, has not received 
serious attention, and why changes have been directed toward de- 
velopment of existing processes. 

The activated sludge process is a complicated operation. It is a 
mixed aerobic culture of naturally occurring organisms ranging from 
bacteria to protozoa. The distribution of organisms (i.e., the ecology) 
varies between different plants, and a given unit is subject to diurnal 
and seasonal changes in temperature, and substrate composition and 
concentration. The purpose of sewage treatment is to remove or con- 
vert to stable compounds, the oxidizable components in the sewage, 
so that the receiving water course is not consequently depleted of 
oxygen to the detriment of its naturally occurring plant and fish life. 
This oxidizable capability is known as its biological oxygen demand 
(BOD), and is measured as the amount of dissolved oxygen absorbed 
by a sample when incubated at 20°C for 5 days. 

The process has been described by Ainsworth (1966a) and is il- 
lustrated in Fig. 2. The bacterial Aoc, known as activated sludge, is 
prepared by aerating sewage to grow the naturally occurring organ- 
isms, separating the sludge by sedimentation, adding fresh sewage, 
and repeating the process several times. Besides biological activity, 
the other essential property of the sludge is that it should be easily 
separable by sedimentation. According to Ainsworth the concentra- 
tions usually encountered are 1-8 gm dry soliddliter in the aeration 
tank and 15-25 gm/liter in the settled sludge. The functions of the 
process are: ( i )  flocculation of suspended and colloidal matter in the 
sewage, ( i i )  oxidation of compounds of carbon and of ammonia, and 
(iii) autolysis of cell substance. British standards for an effiuent, as- 
sumed to receive an eightfold dilution on discharge into the river, are 
30 mg/liter of suspended solids and a BOD of 20 mg Oditer. Limita- 
tions are sometimes placed on ammonia content. Downing (1966) 
mentions an acceptable upper value, equivalent to 10 mg N/liter. 

Downing (1966) states that the design of aeration systems is now 



CONTINUOUS CULTURE 413 

Rav waste 

Treated 
woste 

FIG. 2. Diagram of activated sludge processes. B and D, Aeration tanks; A and C, 
sludge settlers. 

AERATION TANK CONTACT TIMES 

Tank B Tank D 
(hours) (hours) 

(a) Conventional 
(b) High rate 
(c) Extended aeration 
(d) Contact Stabilization" 

10-12 Not fitted 
1-4 Not fitted 

40-60 Not fitted 
1-4 3-12 

"In type (d) the primary sludge separator (A) is omitted. 

adequately understood. He  then summarizes the variations on the 
basic method which are now in use or under development. Of the 
conventional type (10-12 hours contact time, Fig. 2a) he states that 
the process, which is also effective in removing ammonia, produces 
flocs which settle well and are amenable to subsequent anaerobic 
digestion, along with the primary sludge. The high rate process (1-4 
hours contact time, Fig. 2b) yields sludge with poor settling properties 
and which is difficult to de-water. In addition, sludge yields are high, 
presumably because less autolysis occurs. Extended aeration (40-60 
hours contact time, Fig. 2c) is said to be used increasingly for smaller 
communities. The plant is simple. There is no primary separation, 
and design of aeration is less critical. Ammonia removal is effective 
and sludge yields are lower. Contact stabilization (Fig. 2d) may be 
compared to a two-stage process. In the first stage (1-4 hours contact 
time) the oxidizable soluble components are disposed of accompanied 
by cell formation. The effluent from this stage is separated and the 
clarified water is discharged. The cell fraction is recycled via a second 
aeration system (3-12 hours contact time) in which further oxidation, 
autolysis, and partial ammonia removal occur. The result of rejecting 
clarified water after the brief first stage is an overall reduction in 
plant size. The dispersed growth method is sometimes used as a pre- 
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liminary treatment of an industrial effluent before it is discharged for 
completion of treatment at a sewage works. It is a continuous culture 
in which there is no separation of solids. The contact time appropriate 
to a given effluent will depend on its composition and the growth 
rates of the organisms which develop. Two-stage processes are said to 
be used successfully for treating wastes of high BOD and would seem 
to be a method of exploiting any of the advantages of plug-flow which 
occurs in some single-stage systems. 

In his conclusion Downing calls for further investigations on 
contact-stabilization and two-stage processes. In his Chairman’s 
Address to the Water and Effluents Group of the Society of Chemical 
Industry (London, September, 25, 1969), Downing mentioned a long- 
term program of work being undertaken by the British Water Pollu- 
tion Research Laboratory. This has the object of analyzing the role of 
the various organisms which are involved in the activated sludge 
process. 

2. Percolating Bed Techniques 

Packed beds, through which sewage trickles and creates microbial 
surface growth, carry out a similar process to that of the activated 
sludge process. They are appropriate for treating wastes from small 
communities. The traditional bed, packed with rock and stone, has 
disadvantages which have resulted in plastic packings becoming 
feasible alternatives. Askew (1966, 1967) has examined this process 
in detail and gives both technical and cost information for the treat- 
ment of wastes from distilleries, breweries, and fruit and vegetable 
processing factories. Pilot-plant studies on yeast, textile and resin 
wastes, and domestic sewage are also given. The saving in capital 
cost is estimated as ranging from 28 to 55% according to the waste 
being treated. 

3. Anaerobic Sludge Digestion 

Anaerobic digestion is frequently used to treat the primary and 
secondary sludges arising from the activated sludge process and also 
the solids which arise from percolating beds. The object is to produce 
an odorless product of reduced bulk. The process is usually two-stage, 
each stage having a holding time of about 30 days. The first stage in 
which most of the biological decomposition occurs, accompanied by 
CHI and COz formation, is equipped for heating, mixing, and gas col- 
lection. The main function of the second stage is sedimentation. It is 
usually unheated and open to atmosphere. Mixed sludge is fed incre- 
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mentally or continuously into the first unit. Supernatant from the 
second unit is recycled into the preceding aerobic stage. The sludge 
is disposed of in various ways which include dumping at sea and 
spreading on farmland. The methane-containing gas arising from the 
first stage is used for electricity generation. According to Kershaw 
(1969) detergent residues in sludge have serious effects on digestion 
and in some cases render the process inoperable. Randall (1967a,b) 
has reviewed the mechanism of the process and calls for research into 
€he ecology of the system (cf. Downing above). 

Anaerobic digestion is under competition from a chemical method- 
wet air oxidation in which the sludge is heated in the presence of air 
to 300-400°F under pressure (Teletzke, 1966). Kershaw (1969) in a 
review article puts forward the view that in the immediate future this 
may well be the approach to improved sludge processing. 

B. DISPOSAL OF TRADE WASTES 
Trade wastes of animal and vegetable origin as well as spent gas 

liquor and those from organic chemical processes, including plastics 
manufacture, may all be treated by methods analogous to those used 
for sewage treatment. Ainsworth (1966b) has given examples of such 
processes in a recent review. 

VI. General Conclusions 

It is evident that continuous culture has not gained any foothold in 
pharmaceutical or organic chemical production. The development 
stage of yeast production from hydrocarbons has been completed, and 
the factor in determining the value of the process will be one of 
economics. In the brewing of beer the continuous method has been 
adopted, but there are clearly differences of opinion about its merits 
among the professionals. The aerobic process of sewage disposal is 
still under development. It seems to be agreed that research must 
turn from kinetics to ecology, and that further progress awaits a 
deeper understanding of the microbiology of the process. 

In supplementing the speculations about the future made in pre- 
vious sections, could another application be the production of cells as 
sources of their major chemical components? Herbert (1961) and 
Tempest (1970) have illustrated how, in continuous culture, bacterial 
cell composition can be manipulated by varying, for example, growth 
rate and the limiting substrate. Nucleic acid composition and distri- 
bution depends on growth rate. As an instance of substrate limitation 
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Sayer (1968) showed that Escherichia coli rich in alkaline phosphatase 
can be produced in phosphate-limited continuous culture. These are 
but two examples of the use of continuous culture in control of cell 
composition. 
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I. Introduction 

It seems appropriate to begin this review with a few remarks about 
mathematical models since there exists some confusion about their 
nature and some question concerning their utility. With regard to the 
latter, we can say that: 

1. Models serve to correlate data and so provide a concise way of 
thinking about a system or process. 

2. Models allow one - within limits - to predict quantitatively the 
performance of a system or process. Thus, they can reduce the amount 
of experimental labor necessary to design and/or optimize a process. 

3. Models help to sharpen thinking about a system or process and 
can be used to guide one's reasoning in the design of experiments to 
isolate important parameters and elucidate the nature of the system 
or process. That is to say, the combination of mathematical modeling 
and experimental research often suggests new experiments that need 
to be done. 

'During preparation of this review, the authors were supported in part by USDA 
Grant No. 12-14-100-9178 and USDPH Grant No. GM 16692. 
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If the fermentation industry were confined to small-scale batch 
processing using pure culture techniques, the foregoing factors would 
be of little importance. However, the scope, the scale, and the com- 
plexity of fermentation processes are such that changes in technology 
will likely occur; indeed, there is already an emphasis on investi- 
gations on continous culture techniques, fermentation vessels are no 
longer always of the stirred-tank variety, and mixed cultures are start- 
ing to become common. We may therefore expect that the advantages 
of mathematical modeling will become more widely recognized in the 
fermentation industry and that the skills of the mathematically in- 
clined bioengineer will take their place alongside those of the bio- 
chemist and microbiologist in this important field. 

This sort of development has already taken place in much of the 
chemical industry, and mathematical modeling techniques are now 
applied with some confidence to very complex and large-scale chemi- 
cal processes. The physical and chemical concepts used here comprise 
a major portion of modern chemical engineering science, and this 
science is also applicable to mathematical modeling in the fermenta- 
tion industry. However, the fermentation industry is based on bio- 
logical processes, and verified quantitative models for such processes 
are limited indeed. Most of the concepts used in models currently 
accepted in fermentation technology- in the United States, at any 
rate - were developed by the microbiologists of the late nineteenth 
and early twentieth centuries. Most published models of microbial 
growth are really only slight variations on themes that appeared in 
one or two classical papers more than two decades ago. This is not to 
say that new concepts and new models have not appeared. Rather, 
such concepts and models have not been appreciated and so have not 
undergone that process of testing and refinement which alone can 
establish their validity and utility. Hence, much of what is set forth 
here is admitted to be speculative, but hopefully it will stimulate 
testing of these tentative concepts. 

Consider next the nature of mathematical models. By definition, a 
mathematical model of a system or process is a set of hypotheses 
concerning the mathematical relations between measured or measur- 
able quantities associated with the system or process. Thus, mathe- 
matical models deal only with things that can be measured (assigned a 
number). A mathematical model may be simple or complex, depend- 
ing on the system or process to be modeled, the skill and experience 
of the model maker, and the purpose for which the model is to be 
made. Most current models for fermentation processes are expressible 
as a system of nonlinear ordinary differential equations. Such models 
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are mathematically tractable (at least by numerical means since the 
advent of electronic computers) but they are an order of magnitude 
more complex than the models originally used to describe the growth 
of biological populations; these were expressed as an algebraic equa- 
tion-the “equation of the growth curve.” More recently, models 
involving partial differential equations, or even nonlinear integro- 
differential equations have been proposed; most of these models are 
not yet mathematically tractable except in certain special cases. 

Mathematical models of microbial growth are generated by a com- 
bination of three processes. First, well-established physical, chemical, 
or biological principles may provide certain parts of the model. 
Second, some hypotheses of the model may be plausible inferences 
from existing data. Finally, the remaining parts of the model are 
guesses, but one hopes, educated ones. 

In order to test a mathematical model of a system or process, one 
must first of all be able to analyze the model mathematically to see 
what its quantitative predictions are for various feasible experimental 
conditions. The model is mathematically tractable if such analyses 
can be done. Models that are not mathematically tractable are of little 
use for practical purposes, but they should not be dismissed out of 
hand because they may provide important conceptual tools, and be- 
cause advances in computing techniques may at any time render 
them tractable. 

Any mathematical model of a fermentation process will contain 
parameters whose numerical value is unknown (although their physi- 
cal or biological significance may specify what their orders-of- 
magnitude are) and cannot be measured directly. Hence, the second 
step in testing a model is to ascertain the values of model parameters 
by some sort of “curve-fitting” technique. That is, numerical values 
of the parameters are estimated by “fitting” the model’s prediction 
to experimental data. Considerable difficulty of a mathematical or 
computational nature may arise here. If, for instance, the mathe- 
matical expression of the model is a set of nonlinear ordinary differ- 
ential equations, it will rarely be possible to integrate these equa- 
tions; that is, it will not in general be possible to find algebraic 
relations, clear of derivatives, between measured variables and model 
parameters. Hence, standard curve-fitting techniques cannot be 
applied, and numerical schemes must be employed. However, it is 
not possible to integrate the differential equations of the model 
numerically without knowing the numerical values of the model 
parameters beforehand. For this reason, some sort of trial-and-error 
parameter-estimating scheme must be adopted; see e.g., Heineken 
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et al. (1967) or Bellman et al. (1967). At the present time, no generally 
applicable scheme for parameter estimation is available, and the suc- 
cess of a given scheme is found to be largely dependent on the specific 
problem considered. 

The processes of model building, model testing, and curve fitting 
must not be confused. Curve fitting is part of model testing, but only 
part, and model building is surely not curve fitting. 

Clearly, a mathematical model must be rejected or modified if it 
does not give a good fit of experimental data or if parameters estimated 
turn out to have unreasonable values. On the other hand, a good fit 
and reasonable parameter values do not “prove” that the model is 
valid. For one thing, goodness of fit is a rather subjective concept: 
some deviations between prediction and data are always present. 
How large can these become, and what kind must they be, before we 
will say that the model does not “fit”? In short, a good fit is a neces- 
sary but not sufficient condition for acceptance of a model. 

Let us assume that the model has passed the first stage of the test- 
ing process; that is, reasonable values of parameters can be found 
such that the model fits experimental data in an acceptable fashion. 
The next step in the testing process involves doing a diferent, inde- 
pendent experiment to see if data so obtained are fitted by the model 
with the same set of parameters obtained in the previous stage of 
testing. If it does not, we must either reject the model (alter the basic 
hypotheses) or else restrict its use to those situations where a fit was 
obtained. If it does, we may go on to still other experimental tests. In 
this way, one can improve confidence in the generality of the model, 
though, of course, one can never prove that the model is the “right” 
one. 

In the first paragraph of this introduction, some examples of proper 
usage of mathematical models were given. It is perhaps useful to 
close the introduction by giving some examples of improper usage of 
models. An obvious improper usage is to adhere to a model even when 
it is shown to violate some well-established chemical, physical, or 
biological principle, or when it is found to be grossly at variance with 
acceptable experimental data. A related example of improper usage is 
provided when unreasonable extrapolations of the model are made. 

An example of a different kind of improper usage - perhaps improper 
evaluation would be a better word - of a mathematical model is re- 
jection of a model that explains many experimental observations but 
says nothing about some others. No model can do everyting, and 
being hypercritical can be just as inhibiting for progress as being 
uncritical. Consider the utility of the Michaelis-Menten formulation 
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of the kinetics of enzyme action; the equations have proved their 
value despite the uncovering of reactions which do not follow the 
predictions of the original model. 

Finally, models of complex processes are sometimes reJected be- 
cause they contain “too many constants” and “you can fit anything 
with a sufficient number of constants”; this is also an example of im- 
proper assessment of mathematical models. It might be possible, for 
example, to fit the time course of (say) optical density of a reaction 
mixture in a batch chemical reactor by a model containing one or two 
constants, even though five or six important reactions may be going on 
in that mixture. Such a model would surely fail, however, if the re- 
action system were changed (as by, e.g., adding recycle or changing 
the temperature). On the other hand, a mathematical model based on 
well-established physical, chemical, and biological principles would 
contain ten to twelve constants; these would be the frequency factors 
and activation energies of the important reactions of the system. Such 
a model would not be expected to fail so quickly if the conditions of 
the reaction were changed. To put it another way, one expects models 
to be robust in proportion to the degree to which they actually repre- 
sent the processes that they are supposed to model. 

II. Formulation of Models for Fermentation Processes 

Mathematical models deal with the relations between measured or 
measurable quantities, or variables. Hence, it is important to see what 
variables must be considered in the modeling of fermentation proc- 
esses. We shall divide these into two categories: biological and non- 
biological variables. 

The biological variables of significance depend on the ecological’ 
complexity of the fermentation process. If the process involves mixed 
populations, then one class of variables important in the model is 
formed from those quantities that describe community* structure. 
Such quantities include the numbers and biomasses of the various 
populations of the community, and perhaps the distribution of physio- 
logical states within each population. If the process involves a pure 
culture, quantities of interest again include number of individuals 
(or population density), amount of biomass (or biomaterial concentra- 
tion), and perhaps the distribution of physiological states within the 
population. The concept of physiological state is extremely important 

‘Used in the sense of interations between the biological forms and their environment. 
*Used in the ecological sense. 
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for the understanding of fermentation processes; it is also quite diff- 
cult to quantify. More will be said concerning it. 

Nonbiological variables of significance in the modeling of fermenta- 
tion processes are those quantities that describe the state of the 
abiotic phase or phases of the fermentation system. In the case of the 
usual submerged culture technique, such variables include the con- 
centrations of various chemical substances in the liquid phase, in- 
cluding dissolved oxygen and pH, the temperature, and pressure, etc. 
Another class of nonbiological variables that is important arises from 
the control exerted on the fermentation process. For instance, in 
continuous fermentation, dilution rate is an important variable. Still 
another class would be the mechanical shear which could alter the 
physiological state of the organisms. 

As stated earlier, mathematical models are generated in part by 
application of well-established principles of physical and biological 
science. Physical principles of utility here may be divided into three 
categories: conservation, thermodynamic, and constitutive principles. 

Conservation principles are essentially accounting principles. For 
any specified system, the general conservation principle may be ex- 
pressed as the verbal equation: rate of accumulation of an entity in the 
system equals net rate of transfer of the entity into the system across 
its boundaries plus net rate of generation of the entity within the sys- 
tem. Entities subject to this principle include mass, chemical species, 
energy, and many others of lesser importance in model developing for 
fermentation processes. The system chosen may be small-a single 
cell or even a compartment within a cell-or it may be large-an 
entire fermentor or even an entire fermentation plant. The system may 
be an abstract one; in order to derive an equation for the distribution 
of ages in a bacterial population, we chose as a system the contents of 
the growth vessel and all cells whose age falls within specified limits. 
Depending on the system chosen and the nature of the transfer and 
generation processes involved, conservation principles will generate 
ordinary differential equations, partial differential equations, or even 
integro-differential equations. 

Thermodynamic principles are, of course, expressions of the laws of 
thermodynamics as applied to appropriately chosen systems. The first 
law of thermodynamics is the principle of conservation of energy, and 
so is really a conservation principle. The second law, as is well 
known, places restrictions on the efficiency with which certain proc- 
esses can occur, and on the extent to which they can occur. The 
second law is not much considered in models of fermentation proc- 
esses, primarily because such models are not yet detailed enough to 
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consider the extents and equilibria of intercellular processes. In 
ecology, however, this law finds important applications (see e.g., 
Odum, 1959, Chapter 3), particularly on the restrictions it places on 
the flow of energy between trophic levels in ecosystems. We may ex- 
pect the second law of thermodynamics to find wider application in 
fermentation technology when processes involving mixed populations 
become more important. 

Constitutive principles are those aspects of physiochemical law 
that govern the rates of physiochemical processes. Conservation 
principles and the laws of thermodynamics do not deal with mechan- 
ism, but constitutive principles do; they deal with mechanism as 
influenced by the constitution of matter. Hence, their generic title. 
Obvious examples of constitutive principles are the laws that govern 
the rates of transport of mass, charge, energy, and momentum (trans- 
port phenomena) and those that govern the rates of chemical reactions 
(reaction kinetics). 

Since conservation principles do not depend on the constitution of 
matter, we may in general be confident that a mathematical equation 
expressing a conservation principle is “right” if we have been careful 
to include all inflows, outflows, and source and sink terms. Whether 
or not such an equation is useful depends primarily upon two things: 
the judgment exercised in the choice of the system and the avail- 
ability of constihitive principles for the description of unknown 
quantities (such as reaction rates) which appear in the equation. Since 
biological mechanisms and biological constitutions are often poorly 
understood, it follows that constitutive relations present the greatest 
stumbling block to the maker of mathematical models of microbial 
growth. 

It is not possible to codify biological principles of importance to 
model building so neatly. Hence, we shall simply state four principles, 
drawn from various areas of biology, that seem to be of most general 
importance in model building. 

The first principle is ecological and physiological, and states that 
the activities of an organism, and the rates at which it carries on those 
activities, are dependent not only on the organism itself but also on 
the organism’s environment. A corollary of this principle is that 
the constitution or state of the environment depends upon the activities 
of organisms inhibiting it. The principle and its corollary have long 
been recognized in fermentation technology (e.g., the concept of 
limiting substrate), and most models used therein explicitly incor- 
porate the principle. However, a good deal of theoretical work on 
population dynamics does not incorporate the principle and its corol- 
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lary explicitly (though it may do so implicitly) and so is suspect on 
a priori grounds. 

The second principle is also ecological in part, and is in part drawn 
from genetics. It states that the current phenotype (constitution or 
state) of an organism depends not only on its genotype but also on the 
past history of environments seen by the organism. That is to say, by 
cultivating an organism in different environments, as one does in 
batch cultures, one can arrive at states with the same genotype but 
differing in physiologic function and morphologic structure. The 
principle is recognized in fermentation technology, of course, but 
often it is not incorporated in models or, if it is, it is usually done in an 
ad hoc and unsatisfactory manner. This bears upon the related 
questions of physiological state and structured models of which more 
will be said in subsequent pages. Here, suffice it to say that a model 
is structured if its formulation incorporates the foregoing principle; 
it is unstructured otherwise. 

The third principle states that organisms may be divided into classes 
depending on their morphology, growth form, and their mode of 
reproduction. Thus Eubacteriales are unicellular, exhibit intercalary 
growth, and generally reproduce by binary fission, whereas, Actino- 
mycetales and molds of industrial interest may be filamentous, 
multicellular or coenocytic, exhibit apical growth, and reproduce by  a 
variety of means. These facts are familiar to every student of biology, 
of course, but their implications for modeling of microbial growth are 
not generally realized. Thus, fermentation technologists may apply 
the same mathematical model to the growth of both Eubacteriales and 
molds; the only apparent reason why such a process can have any 
success at all must be that the models used describe a highly specific 
aspect of growth that happens to be more or less similar in the two 
classes of organisms. 

The fourth principle is the universally recognized fact of the 
mutability of organisms. The fact, if universally recognized, is also 
almost universally not considered in population dynamics, at least 
among those who construct models of microbial growth. True, Moser 
(1958) wrote a monograph on the dynamics of such changes in bacteria 
grown in a chemostat and some simple and highly specific models of 
the mutation process appear from time to time. Still, one feels that 
there are enormous challenges here, and that the theoretician has 
hardly scratched the surface. Involved are such questions as how does 
one formulate a mathematical theory of natural selection? Would 
such a theory take the form of an optimality principle, as suggested 
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by Rosen (1967)? How would such a themy apply to problems of 
microbial technology? 

Besides these rather general biological principles, there are many 
others, more or less specific, that are of importance to the present 
subject. However, we shall content ourselves with the four discussed 
above since these are recognized by everybody but not generally 
accounted for by model builders. 

111. Some Basic Simplifying Assumptions 

The growth of even a single population of microorganisms is of 
course a tremendously complicated process. To make any progress in 
the task of mathematically modeling such growth, simplifying assump- 
tions must be made. These introduce inexactitudes into the models, in 
the sense that we are thereby certain that the model will not describe 
all of the various facets of growth that we know do occur. Hopefully, 
the models will describe some facets of growth that we consider im- 
portant, but even that is by no means certain; only constant recourse 
to experimental testing can keep the maker of models on the right 
track. 

Many published models of microbial growth make certain simplify- 
ing assumptions without stating such assumptions explicitly. It seems 
important that the more common hypotheses of this sort be discussed. 
Hence, we shall consider four such in this section. 

A. NEGLECT OF THE DISTRIBUTION OF STATES 

Biological populations are composed of individual organisms, and 
the individuals are by no means physiologically, morphologically, or 
even genetically identical. As the beginning student of microbiology 
learns by a glance through the microscope, individuals differ in size, 
shape, staining properties, and perhaps in other characteristics, such 
as motility. Examination for a period of time teaches that individuals 
differ in “age,” if we define a cell’s age as the chronological time since 
it was formed by fission of its parent, since fissions are never fully 
synchronous events. More refined analyses would perhaps reveal 
even more fundamental, if less obvious, distinctions between indi- 
viduals. To sum up, it is evident that the individuals of a population 
do not all exist in the same state-however we might define that 
term - but rather represent a distribution of states. 

The first simplifying assumptions made by most workers trying to 
model microbial growth are that the foregoing distribution of states 
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can be ignored and that the properties of the culture can be adequately 
described in terms of a “typical” individual whose behavior repre- 
sents some sort of average over the distribution of states. Such assump- 
tions at once lead to uncertainty about the validity of the model, since 
they imply that a whole host of parameters of the population-the 
moments of the distribution of states higher than the first-are not 
important in determining the properties or activities of the population. 

There are three reasons for making these assumptions; one involves 
a conceptual difficulty and the other two involve practical difficulties. 
The conceptual difficulty is: What do we mean by the “state” of an 
individual organism anyway? Can we use some obvious parameter 
associated with a cell as a measure or index of its state? Would the 
age of a cell (as defined above) serve this purpose? If so, Von Foerster 
(1959), Trucco (1965), Fredrickson and Tsuchiya (1963), Koieinik 
(1964), and others have supplied mathematical apparatus that can be 
used to model such things as changes in the age distribution of 
bacteria brought about by changes in environmental conditions. 
Or can we use the size of a bacterial cell as an index of its state? 
This possibility was considered by Koch and Schaechter (1962), 
Eakman et al. (1966), and Subramanian and Ramkrishna (1970) 
showed how to construct a model of population growth using size as 
an index of state. Or is some more general notion of state, such as the 
biochemical constitution of the cell as proposed by Fredrickson et  al. 
(1967) needed? How can recent work in molecular biology, such as 
that summarized by Maalbe and Kjeldgaard (1966) be translated into a 
mathematical description of “state”? 

An obvious practical difficulty involved in the use of any model that 
recognizes a distribution of states is: How does one measure the states 
of individual organisms so that some idea of the distribution can be 
obtained? The idea of bacterial size as an index of state is attractive 
here, since electronic devices can now measure size distributions 
quickly (and one hopes, accurately). But many workers might prefer 
to use age or some other cell feature as an index of state, and in addi- 
tion, the theoretical work of Fredrickson et al. (1967) has shown that 
any single index of state is going to be inadequate in all but the most 
rigidly controlled growth conditions. 

The other practical difficulty involved here is the fact that the equa- 
tions resulting from models recognizing a distribution of states quickly 
became mathematically intractable. Von Foerster’s equation, which 
results if age is used as an index of state, is handled rather readily, 
but the equation of Eakman et al., which is based on size as an index 
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of state, requires extensive numerical computation for its solution. 
More complicated indexes of state present even more formidable 
mathematical difficulties. 

For these reasons, in the rest of this review we shall consider only 
those models where the distribution of states among individual 
organisms is neglected. 

B. NEGLECT OF SEGREGATION 
In unicellular microorganisms, life is segregated into structurally 

and functionally discrete units-cells. Hence, the number of indi- 
vidual organisms present in a population must be an important param- 
eter for the description of the population. It is clearly not the only 
parameter so important; such quantities as the biomass of the popula- 
tion must also be involved. Nevertheless, number must be a quantity 
of prime importance, since, for instance, the biological potentialities 
of a population composed of 2n organisms and having total biomass 
m are not the same as those of a population composed of n organisms 
but having total biomass m. (2n and n as used here refer to number of 
organisms, not to ploidy!) 

In spite of the foregoing arguments, many models currently in favor 
make the assumption that the segregation of life into discrete units 
can be ignored. With such an assumption, number of organisms is not 
admitted as a parameter to be described by the model, and in effect, 
the model views the population as biomass distributed continuously 
throughout the culture. Models based on such neglect of segregation 
will be called here nonsegregated. [In an earlier review (Tsuchiya et 
al., 1966), we called these models distributed, but nonsegregated 
seems to be a better word.] 

One may well wonder how a nonsegregated model can have any 
success at all in the description of unicellular growth. True, there 
may be no practical need for knowing numbers of organisms present 
(biomass may be the quantity of practical importance), but in general, 
increase in number (proliferation) and increase in biomass (growth) 
are coupled processes, so that one cannot really omit the one from a 
model purporting to describe the course of the other. A possible ex- 
planation for the success of some nonsegregated models is that they 
have been applied to situations that are balanced growth, or nearly 
balanced growth. In this situation (discussed in detail below), growth 
and proliferation are proportional, so that knowledge of amount of 
biomass is tantamount to knowledge of number of organisms. 
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c. NEGLECT OF STOCHASTIC PHENOMENA 

It is not possible to predict the behavior of individual microbial 
cells with certainty. Thus, Kelly and Rahn (1932), Powell (1955, 
1958), and later workers found that the generation times of individual 
bacterial cells were not all the same, but rather showed random devia- 
tions about mean values. Schaechter et al. (1962) found that the size 
(length) of rodlike bacteria at fission also showed random fluctua- 
tions about a mean. The coefficient of variation of the size at fission 
was considerably smaller than the coefficient of variation of the 
generation time, thus implying that cell size is a better index of cell 
state than is cell age (Koch and Schaechter, 1962). 

Models for microbial propagation, at least those that are used in 
fermentation technology, generally make the simplifying assump- 
tions that the foregoing stochastic phenomena can be neglected, and 
that growth can be treated as a deterministic process. If this assump- 
tion cannot be made, then nonsegregated models cannot be used, 
either; if cells divide at random times, the number of cells present 
must be a variable of the model. 

Stochastic population models (so-called “birth-and-death proc- 
esses’’) very quickly lead to formidable mathematical difficulties, even 
when one attempts to model only very simple biological phenomena. 
For some examples, see Bartlett (1960) or Bharucha-Reid (1960). 
Hence, it is desirable to avoid such models whenever possible. 

Fortunately, this is usually permissible in fermentation technology. 
The circumstance that permits one to neglect randomness here is 
that one is dealing with such an enormous number of cells that ran- 
dom deviations from a mean average out. There are situations where 
random deviations are important, however, and these always deal 
with cases where the total number of cells involved is small. Sterili- 
zation is one such situation (Fredrickson, 1966) and various transient 
growth situations, in which the population size for one reason or 
another becomes quite small (such as near the critical dilution rate in 
continuous culture) are others. 

In the following discussion, we shall ignore stochastic phenomena. 

D. NEGLECT OF BIOLOGICAL “STRUCTURE” 

Two microorganisms having the same biomass and inhabiting the 
same environment may nevertheless have widely different properties 
and activities. This is the problem of state again; we would say that 
the two organisms have different states. If our model recognizes the 
existence of a distribution of states, it should also recognize that that 
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distribution may change in response to changes in the environment. Or, 
if our model does not recognize the existence of a distribution of 
states, it should at least recognize the possibility that the state of the 
average or typical organism (which is all such models consider) can 
change in response to changes in the environment. This means that 
parameters in addition to population number and population biomass 
must in general be important for the description of population be- 
havior. 

Many models currently used in fermentation technology do not 
recognize this; in most of these models, population biomass is the sole 
variable employed for describing the population. Since this procedure 
regards organisms and population biomass as featureless, structure- 
less entities, we shall call such models unstructured. In the following, 
we shall consider both unstructured and structured models. 

IV. Fermentors: Some Engineering Considerations 

A. CLASSIFICATION OF FERMENTATIONS AND FERMENTORS 

Fermentations may be classified in many different ways. Those pri- 
marily interested in the biology of a fermentation might classify it on 
the basis of the number of biological populations involved (pure cul- 
ture, mixed culture) or on the basis of the kind or kinds of biological 
populations involved (yeasts, molds, bacteria, algae). Those primarily 
interested in physical aspects of the fermentation might classify it on 
the basis of the number of phases involved or on the basis of the kinds 
of phases involved. For instance, in the usual submerged culture 
fermentation, three phases are involved: a gas, a liquid, and a “solids” 
phase (the biophase). In fermentations employing a hydrocarbon sub- 
strate, a second liquid phase must be added to the foregoing list. In 
the trickling filter, a second solid phase, the substratum on which 
organisms grow, must be added to the list. Finally, those primarily 
interested in the biochemistry of the fermentation might classify it on 
the basis of the principal substrates consumed or the principal products 
formed or on the basis of the stage of the fermentation at which sub- 
strate is consumed and/or product is formed. 

In this review, we shall concern ourselves almost exclusively with 
pure culture fermentations in which there is a gas phase, one liquid 
phase, and a biophase. Unless otherwise stated, the biophase will be 
composed of organisms reproducing by binary fission. However, the 
biochemistry of the fermentation is assumed not to be so rigidly fixed; 
mathematical models for different fermentation patterns are thus a 
subject of this review. 
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Fermentors themselves are classified most directly on the nature of 
flow of the phases in and through them. The utility of this classifica- 
tion is that flow patterns in most fermentors actually used either 
approximate to one of two ideal types of flow situations or else they 
approximate to simple combinations of the two ideal types. The ideal 
types are of course the continuous flow, stirred vessel (C” for short) 
and the continuous, plug flow, tubular fermentor (or simply tubular 
fermentor). The batch fermentor is generally a special case of the C” 
obtained by letting the flow-through rate approach zero. 

An exhaustive review of the patterns of flow in and through proces- 
sing vessels is given by Levenspiel and Bischoff (1963). In this section, 
we shall summarize those properties of the two ideal types offer- 
mentor that are most important in the construction of fermentation 
models. Three basic assumptions will be made in all cases unless 
otherwise stated. These are : (1) there is no “wall growth”; (2) tem- 
perature, pressure, and other thermodynamic variables are time- 
independent and spatially uniform; and (3) mass transfer between gas 
and liquid phases is not a rate-limiting process, neither is mass 
transfer across cellular membranes as e.g., in fermentations of steroids, 
hydrocarbons, etc. Obviously, in many industrial fermentations, one 
or more of these assumptions may have to be relaxed; indeed, such a 
relaxation may sometimes be the essence of understanding the 
fermentation. 

B. PROPERTIES OF IDEAL FEWENTORS 

1 .  The C” Fermentor 

In this type of fermentor, culture medium or culture itself is con- 
tinuously fed to the fermentor, where growth and its attendent 
processes occur. The culture within the fermentor is agitated some- 
how; generally a mechanical agitator is provided for this purpose. 
Culture is removed from the vessel at the same volumetric rate as feed 
is admitted, so that (barring volume changes) the volume of the cul- 
ture in the fermentor remains constant. 

In the ideal C*, agitation is assumed to be so vigorous that mixing 
is complete. The criteria of complete or perfect mixing may be stated 
in different, but equivalent ways. The usual criterion is simply that 
the composition of the culture in the vessel is uniform, so that the 
composition of the stream leaving the fermentor is the same as that of 
any sample drawn from the interior of the fermentor. From a statisti- 
cal point of view, mixing is perfect if (1) the probability that a “parti- 
cle” (organism, molecule) will be in a given subvolume in the culture 



MATHEMATICAL MODELS FOR FERMENTATION PROCESSES 433 

is the same as the probability that it will be in any other subvolume 
of equal size - regardless of location in the vessel -of the culture; and 
(2) “particles” move independently through the vessel. The statistical 
criteria are the more general, and the first criterion given can be 
derived from them. 

No real vessel can be perfectly mixed, but in practice, the behavior 
of a real vessel can be made to approach that of an ideal C* very 
closely. 

Let c be the concentration (amount per unit volume of culture) of 
some substance, biotic or abiotic, in a culture. Then application of the 
principle of conservation of mass to the system composed of the cul- 
ture (liquid plus biophase) in the C* yields the differential equation 

relating the rate of change of c to the rate of flow through the vessel 
(9)  and the rate of production of the substance per unit volume (r). In 
the equation, V is the volume of culture in the vessel (a constant), and 
cf is the concentration of substance in the feed to the C*. 

From this equation follows the first point of importance concerning 
the C*. Suppose that a steady state (dcldt = 0) has been attained and 
that a substance is consumed or destroyed by reactions within the 
vessel (r # 0). Then we see that 

where D = V / q  is the dilution rate. This equation shows that the com- 
position of the feed stream undergoes a discontinuous change when 
the stream enters the C”. Thus, if the feed to the C” contains organ- 
isms, these will experience a discontinuous change, in other words, 
an environmental shock, upon entering the C*. 

A second point of importance follows from Eq. ( 1 )  although we shall 
give no proof of the fact here (see e.g., Aris, 1965). This is that the 
residence time of a particle in a C* is not fixed but is subject to sta- 
tistical fluctuations. In particular, the density of the distribution of 
residence times is negative exponential, and is 

where D is the dilution rate. The most probable residence time is 
zero. The mean residence time is then D-I, and this is also the stand- 
ard deviation of the distribution of residence times. If a cascade 
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(series) arrangement of equal volume C*’s is used, say N of them, 
then the residence time follows a gamma distribution, with density 
function 

The mean is again D-’ (V is the total volume of all N tanks) but the 
standard deviation is smaller than in the one-vessel case, and is 
D-* N-1‘2. As the number of tanks in the cascade becomes larger and 
larger, while D is held constant (thus implying that the individual 
tanks become smaller and smaller), the standard deviation becomes 
smaller and smaller. In the limit of very large N, the residence time 
is no longer subject to statistical fluctuations, and is always D-’. 

A third point of importance concerning the C’ is that the probability 
that a particle in the vessel at some time will be “washed out” in some 
subsequent time interval is independent of such factors as the size of 
the particle or its residence time in the C’. Since washout is equiva- 
lent to death so far as the population in the C’ is concerned, one sees 
that in effect, the flow through the vessel imposes a nonselective 
death rate on the population. This fact should always be borne in 
mind, particularly when two or more populations are growing sym- 
biotically in a C’. 

2. The Tubular Fermentor 

In this type of fermentor, culture medium, or culture itself, are con- 
tinuously fed to the fermentor, where growth and its attendent proc- 
esses occur. The culture within the fermentor is not stirred, since the 
object is to have elements of culture move progressively through the 
fermentor without mixing. 

In the ideal or plug-flow tubular fermentor, adjacent elements of 
culture are assumed to move progressively through the tube, without 
exchange of material between such elements. In addition, the compo- 
sition of the culture is assumed to be uniform over any cross section, 
though the composition obviously changes from section to section. 

Evidently, no real fermentor can be an ideal tubular system, but in 
some cases, the behavior of real apparatus can be made to approach 
the ideal. 

As before, let c be the concentration of some substance in the cul- 
ture. Application of the principle of conservation of mass to a system 
of infinitesimal length moving with the velocity of flow through the 
tube (0) then yields the partial differential equation 
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(2) (aclat) + v(ac/az) = T 

where z is the axial distance from the inlet of the tube, and T is the 
production rate per unit volume, as before. 

In this case, the residence time of a particle is not subject to stat- 
istical fluctuations; a particle at position z has been in the vessel for a 
time zlv, and if the tube has length L, the transit time will be Llu. 

In many cases, mixing in the direction of flow may be important. 
This is accounted for most easily (though only approximately) by 
introducing an effective axial diffusion coefficient, !28 . Material bal- 
ance in this case leads to the more complicated equation 

(aclat) + v(ac/az) = 9 (a2claz2) + T (3) 

where the mixing term involves the second derivative of the concen- 
tration. The diffusivity !28 is not the usual diffusion coefficient that is 
used in studies of transport phenomena. It is dependent on the flow 
situation in the fermentor and independent of the usual (molecular) 
diffusion coefficient, at least if flow is turbulent; see e.g., Levenspiel 
and Bischoff (1963). 

If axial mixing does occur, then particle residence times are again 
subject to statistical fluctuations. No simple expression for the density 
of the distribution of residence times emerges in this case [though it 
can be found by solving Eq. (3) subject to appropriate boundary and 
initial conditions]. However, one can say that the mean residence 
time will be L/v and the standard deviation of the residence time will 
increase as 9 increases; the distribution will be skewed, with the 
most probable residence time being smaller than the mean. If the 
dimensionless parameter / vL is small compared to unity, then the 
distribution of residence times is approximately Gaussian, with mean 
L/u and standard deviation (Llv) (2 9 / V L ) ” ~ .  

Biologically speaking the most important feature of the tubular 
fermentor is the progressive change in environmental conditions seen 
by an organism traversing the tube. This is in marked contrast to the 
constant conditions seen by an organism traversing an ideal C*.  In 
fact, the situation in the ideal tubular fermentor is entirely similar to 
that in the batch fermentor, with residence time, z/u, replacing batch 
time, t. Hence, the ideal tubular fermentor admits the possibility of 
accomplishing on a continuous, steady-state basis that which is done 
discontinuously in batch situations. 

The simple model of the tubular fermentor given above becomes 
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considerably more complicated if we try to account for the presence of 
a flowing gas phase, in addition to the liquid and biophases, in the 
fermentor. A review of these complications is given by Cichy et al. 
(1969). 

c. PROBLEMS OF RECYCLE 

In certain applications, it may be desirable or necessary to return a 
portion of the effluent culture from a fermentor to the inlet of the fer- 
mentor. Thus, in a tubular fermentor with no axial mixing and fed 
with sterile medium, no steady-state growth is possible unless re- 
cycle is employed. 

The formal mathematical treatment of recycle is generally quite 
simple; material balances of the type familiar in elementary chemical 
engineering are usually all that is involved. Figure 1 shows a fairly 

(I-+) Liquid 

to - Fermentor Separator - Feed (I-pP) Solld 

Product t -  process 

recycle 

FIG. 1. Recycle arrangements for a continuous fermentor. 

general scheme. In the figure, a fraction of the liquid effluent from 
the fermentor is returned as recycle, and a fraction cp of the solid (bio- 
logical) effluent is returned as recycle. These two fractions need not 
be equal. If solids are centrifuged out and all liquid removed, then 
4 = 0 but cp > 0; if culture is simply returned without separation of 
solid and liquid, then 4= (p > 0. In the situation shown, the concentra- 
tion of biomaterial in the stream entering the fermentor is XJ; this will 
be related to the concentration in the stream leaving the fermentor by 

x f =  (1 - 4)xo + cp x 

where xo is the concentration in the feed stream to the process. The 
concentration in the stream leaving the process is just 

Both of these relations are established by simple material balances. 
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On the other hand, recycle does lead to a number of other problems 
that are not handled so readily. Consider a recycle employed with 
either a tubular fermentor or with a cascade (more than one) of C*’s in 
series. Suppose that solids and liquids in the effluent stream are not 
separated (4 = c p )  so that a fraction of the effluent stream is simply 
returned to the inlet of the fermentor. Then organisms so recycled are 
suddenly subjected to a new environment when they reenter the fer- 
mentor, since obviously, conditions change along the length of a 
tubular reactor or from tank-to-tank in a C* cascade. Hence, organisms 
receive an environmental shock as they reenter the fermentor from 
the recycle stream, and something very like (if not exactly like) the 
lag phase following inoculation of a batch culture must ensue. Hence, 
adequate modeling of systems employing recycle seems to require 
models that can predict lag phases when they are applied to batch 
growth situations. Many models currently in use cannot predict a lag 
phase (in particular all but one of the so-called “unstructured” models 
treated in Section V,A below cannot predict a lag phase) for batch 
growth, and so their use for systems employing recycle is suspect, and 
on an a priori basis, likely to be incorrect. 

D. CONTROL OF CONTINUOUS FERMENTORS 

Efficient operation of fermentation equipment generally requires 
that control be exercised on a fairly large number of operating varia- 
bles, such as pH, temperature, level of dissolved gases. Here, how- 
ever, we consider briefly only the control exerted on the flow rate to a 
continuous fermentor. In the so-called chemostat, the flow rate is 
maintained constant so that no feedback control is used. On the other 
hand, feedback control of the flow rate is sometimes used. This is done 
by monitoring some quantity that is a measure of population density, 
biomass concentration, or product concentration in the fermentor, 
and this is then used to alter the flow rate. The object is of course to 
maintain a desired level of the measured quantity in the fermentor. 
Systems operating with such control are often called turbidostats 
if the controlled quantity is the turbidity of the culture. 

Evidently, use of feedback control introduces further elements of 
dynamical behavior that must be built into the model. In the C”, the 
dilution rate now becomes a function of (say) turbidity, rate of change 
of turbidity, etc., whereas in the tubular fermentor, the velocity be- 
comes a function of these quantities. These facts complicate the dy- 
namical behavior of biological reactors, but this has not yet been 
recognized in the literature. It would seem worthwhile to do a rather 
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thorough simulation study of the dynamics of various fermentations, 
to see how they are affected by the addition of feedback control on 
flow rate. 

V. Models for the Growth of a Pure Culture 
of U n ice1 lula r Microorganisms 

A. UNSTRUCTURED MODELS 

Physicochemical conservation principles may be applied to appro- 
priately chosen systems to derive the basic equations for stirred tank 
and tubular fermentors. The simplifying assumptions discussed pre- 
viously will be made in all cases. 

Let x be the concentration of biomass in the culture; x is measured 
in mass of biomaterial (usually on a dry basis) per unit volume of 
culture (solids and liquid). Then one obtains from Eq. (1) 

in the stirred tank fermentor, and Eq. (3) yields the partial differential 
equation 

for the tubular fermentor. In Eq. (4), it is assumed that the inflow 
stream contains biomass at concentration xi;  this term may arise, for 
instance, if recycle is used or if the vessel is one of a series of a cas- 
cade. The quantity D is the usual dilution rate (volumetric flow rate 
divided by the volume of culture in the vessel). 

In effect, Eqs. (4) and (5)  serve to define the specific growth rate, p, 
for the two fermentation systems considered. 

The balance principle may also be applied to numbers of organisms, 
and leads to the equation 

dnldt = D(nf-  n)  + un (6) 

for the stirred fermentor, but to the equation 

for the tubular fermentor. Here, n is the population density, number of 
organisms per unit volume of culture. In these equations, it is assumed 
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that the stirred fermentor may be fed with organisms at population 
density nf and that the axial difisivity of biomaterial and individual 
organisms is the same in the tubular fermentor. 

In effect, Eqs. (6) and (7) serve to define the specijk multiplication 
rate, v, for the two fermentation systems considered. 

According to the biological principles stated in Section I1 above, 
the environment of a population affects its growth and multiplication, 
which in turn effects the environment. Hence, equations describing 
these effects must be part of the model. Some of the required equa- 
tions are obtained by applying the balance principle to the individual 
chemical species in the environment. Specifically, if the principle be 
applied to the ith chemical species in the ehironment, there results 

for the stirred fermentor fed by a stream containing the ith species at 
concentration sif, and 

for a tubular fermentor, in which si is the concentration of the ith 
chemical substance in the culture. Again, we assume that the axial 
diffusivities for all species in the environment are the same, and the 
same as those of biomaterial and individual cells. In Eqs. (8) and (9), 
Fi is the rate (per unit volume of culture) at which the ith environ- 
mental substance is consumed by growth and multiplication; Fi is 
negative if that substance is produced by growth and multiplication. 
In effect, Eqs. (8) and (9) serves to define the consumption rates Fi. 

In general, there will be one equation of the form of Eq. (8) or (9) 
for each substance present in the environment, whether it is a sub- 
strate, an inhibitor, a toxin, or a by-product, Suppose there are A such 
substances. Then we have to write A equations of the form of Eqs. 
(8) or (9). This can be done most economically by introducing vector- 
matrix notation: 

s = [s, Sz . . . S A ]  

F = [ F I  FP . . . FA]  

Then the A equations (8) become 

dddt  = D ( s ~ -  S) - F 
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and the A equations (9) become 

In writing the foregoing equations for environmental substances, it 
was assumed that there is no transfer of such substances between the 
culture and any other phase (such as a gas phase) present in the re- 
actor. Obviously, this is not true for substances such as oxygen and 
carbon dioxide, and so Eqs. (8) and (9) or their vector forms need to 
be generalized to account for transfer. We shall consider this briefly 
below. 

The equations given above, while useful, do not allow us to attack 
many problems because thev are incomplete; in other words, there are 
more variables thai: ;i!:>v :an: P I T .  1 .  i equations can be 
obtainer! 1:; 3 ?L:j;.;] ! L ; t ~ : i , ! i j  ( 3 ;  ljc.5 -ek constitu- 
tive zk;i ,;>-i: .,. i r - 1  ,st describe 
the dependence o ' ,~ L'e, . . ., FA on the 
constitution or state of the fermentation system. In unstructured 
models, such as we are using here, the only variables of state are x ,  n, 
and sl, sf, . . ., SA (plus suchethings as temperature and pressure, which 
we assume to be constant). Hence, the constitutive relations will, in 
general, be of the functional form 

P = p(x, n, s) 

v = v(x, n, s )  

F = F(x, n, s) 

(12) 

Specification of these constitutive equations gives a number of equa- 
tions equal to the number of unknowns. 

Before considering specific examples of unstructured models, it is 
necessary to say a few words about the mathematical problems posed 
by the foregoing equations. Consider first the problem of the stirred 
fermentor. If this operates at steady state, the pertinent equations 
reduce to the set of algebraic equations 

0 = D(x,- x) + px 

0 = D(nf- n) + vx (13) 

O =  D(s / -  S) - F 

together with Eqs. (12), which must still be used. These form a well- 
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defined mathematical problem. On the other hand, if we consider the 
unsteady state, then Eqs. (4), (6), and (lo), together with Eqs. (12), do 
not form a well-defined mathematical problem; we have to specify in 
addition initial conditions, that is, the state of the system at some 
arbitrarily chosen instant of time. 

Consider next the tubular fermentor. In the steady state, the perti- 
nent equations reduce to 

together with Eqs. (12) which must still be used. This set of differ- 
ential equations does not form a completely defined problem; we must 
specify in addition boundary conditions. The appropriate conditions 
appear to be those of Danckwerts (1953): 

lim [sf- s + ( 9 /u)(ds/dz)l = 0 
Z l O  

lim (dxldz) = 0 
z ? L  

lim (dnldz) = 0 
Z T L  

lim (dsldz) = 0 
Z T L  

where the subscriptfdenotes feed conditions, and L is the length of 
the fermentor. Conditions (17) say in effect that there is no diffusion 
out of the fermentor at its entrance; the significance of conditions (18) 
is not so easily stated. A discussion of the Danckwerts boundary con- 
dition is given by e.g., Aris (1965). If there is no axial dispersion ( 8 
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vanishes), Eqs. (15) and (16) become identical to those of an unsteady 
&ate batch fermentor; the “time” is then the residence time, z/u. In 
this case, the boundary conditions at z = L do not apply, and those at 
z = 0 reduce to x = xf, n = nf, s = sp 

In the unsteady state, the Danckwerts boundary conditions still 
hold (but with the ordinary derivatives replaced by partial deriva- 
tives), but one must specify in addition the initial distribution of 
x,  n, and s along the fermentor length. 

We shall now consider some specific examples that have appeared 
in the literature; these arise by specifying the functions appearing in 
Eqs. (12). 

1 .  Monod‘s Model and Its Modijications 

Monond (1950) assumed that the rate of growth was limited by the 
availability of a single substrate. For constitutive equations, he 
assumed that p showed a Briggs-Haldane (Michaelis-Menten) form 
and that the consumption rate of the limiting substrate was pro- 
portional to the specific growth rate. Hence, the equations of his 
model are two in number, and are 

for a stirred fermentor, or 

(as/aT) + [u(aslaz)l = 9 (a%/az‘) - (1/Y) * [pmxs/(K + s)] (22) 

for the tubular fermentor. This model contains three biologically 
significant constants: pnl,  the maximum specific growth rate; K, the 
so-called Michaelis constant; and Y, the yield coeficient. In Monod‘s 
model, it is assumed that population density (n) does not affect the 
growth rate; the model says nothing about multiplication rate. The 
model is mathematically complete, however, since there are two 
unknowns ( x  and s) and two equations. 

Equations (19) and (20) apply to a single vessel without recycle and 
with no organisms in the feed if one sets xf= 0. They apply to the nth 
vessel of a cascade if one takes x,  s, D to be the values for the nth ves- 
sel, and xf, sf to be the values for the (n  - 1)st tank. The latter problem 
has been treated by many authors; see, e.g., Herbert (1964), Fencl 
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(1964), Powell and Lowe (1964), and Aiba et al. (1965). Finally, the 
equations apply to a single vessel with recycle. In this case, xfand sf 
will depend on x and s, respectively; the exact dependence is deter- 
mined by the specific way that recycle is returned. Treatments of this 
problem are given by Herbert (1961) and Fencl (1966). 

In the rest of this review, we shall consider only the single stirred 
vessel, without recycle. It should be fairly obvious how any specific 
model is to be adopted to other cases. 

Monod’s model was developed from data on steady-state continuous 
propagation in stirred vessels, and in many cases, the model “fits” 
data for that specific situation. That it has its shortcomings is evident, 
however, if one applies it to a batch growth situation (D = 0). One 
finds then that the model predicts no lag phase nor can it predict a 
phase of decline; basically, the model predicts a phase of exponential 
growth followed by a stationary phase when the substrate is exhausted. 
When the model is applied to transient phenomena in continuous 
flow stirred tanks, it predicts either washout [if D > pmsfl(K + sf)] or a 
stable steady state [if D < pmsfl(K + sf)], but the approach to either 
washout or a steady state is predicted to take place without oscilla- 
tions (Tsuchiya et al., 1966). 

It is often found that Monod’s model with a constant yield coef- 
ficient will not fit experimental data. Herbert (1958) and others showed 
that this could be due to the occurrence of maintenance reactions; 
that is, not all substrate consumed is used for growth, as is assumed in 
Monod’s model. Herbert proposed to include a negative term, inde- 
pendent of substrate concentration, in Monod’s expression for p; his 
equations for a stirred vessel were thus 

where pe is the specific maintenance rate. It is assumed that the four 
quantities p m ,  pc, K ,  and Y are constants. If we define the apparent 
yield coefficient as that value Y, which makes Monod’s equation fit 
data, then according to Herbert’s model, Y ,  will not be constant but 
will satisfy 

for the steady state of the stirred vessel (no organisms in the feed). 
Thus, the apparent yield coefficient will increase toward a maximum 
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value of Y as the dilution rate is increased. The foregoing relation was 
confirmed experimentally by Marr et al. (1963). 

According to Herbert’s model of maintenance, the organism uses 
up part of its own biomass in order to maintain its viability and ability 
to function; it is assumed that no exogeneous substrate is consumed 
for maintenance. Various authors have pointed out that maintenance 
may in fact consume exogenous substrate. Variations of Herbert’s 
model that account for this have the general form 

Unfortunately, these equations contain the undesirable feature that 
they predict that substrate will be consumed even when none is 
present; this is seen simply by setting s and D equal to zero in Eq. 
(27). Hence, these equations should not be used. 

An alternate model of maintenance in which exogenous substrate 
is consumed was advanced by Ramkrishna et al. (1966). The equations 
of this model are 

where K’ and a are additional constants. If s 4 K’, these equations 
reduce to Herbert’s model of maintenance. For large values of s, they 
reduce to the expression postulated by Marr et al. (1963). The ration- 
alization for Eqs. (28) and (29) is given in Ramkrishna et  al. (1966). 

Andrews (1968) noted that Monod’s model sometimes fails at 
moderate to high substrate concentrations because the substrate 
actually begins to inhibit growth. He proposed to model this by using 
an expression for substrate inhibition from enzyme kinetics; his modi- 
fication of Monod’s model for a stirred vessel can be written as 

One sees that at large values of s, the specific growth rate will de- 
crease as s-l, whereas at small values of s, it increases in proportion 
to 5. 
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In some fermentations, different substrates may be limiting at dif- 
ferent stages of the fermentation. Megee (1970) found such a situation 
in his study of the growth of Lactobacillus cusei. He modeled this 
situation by replacing the single-substrate Briggs-Haldane expression 
in Monod’s model with a double-substrate expression; he had also to 
write material balance equations for both substrates. His model was 

where the subscripts 1 and 2 denote substrates 1 and 2, respectively. 
In enzyme kinetics, one cannot, in general, factor the denominator of 
the Briggs-Haldane expression as has been done in Eqs. (32)-(34), 
since the general expression for the specific growth rate contains three 
independent constants in the denominator (see e.g., Mahler and 
Cordes, 1966): 

PrnSlS2  ’ = KA + K2sI + K I S P  + SISZ 

where A is a constant not in general equal to K1. However, if K1 and 
KO are approximately equal, as they must be if there is to be a possi- 
bility for either substrate to be limiting, then A = K1, and the de- 
nominator factors as assumed in Eq. (32). 

An interesting case of double-substrate kinetics arises if one of the 
limiting substrates is a dissolved gas that is transferred to the abiotic 
phase of a culture from a gas phase. In this case, Eqs. (32)-(34) must 
be modified for mass transfer; they become 

In these equations, s1 is the concentration of dissolved gas, sl* is the 
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concentration that would be in equilibrium with the gas phase, and 
KLa is the volumetric mass transfer coefficient (Finn, 1954; Aiba et al., 
1965). In batch culture (D = 0) with the second substrate not rate- 
limiting (s2 % K2) and s1 < sI*, we see that growth will be linear (i.e., 
growth rate independent of biomaterial concentration): 

This situation is fairly common in situations where oxygen is the 
limiting substrate. 

Monod’s model and the various modifications of it that we have de- 
scribed above focus attention on increase of biomaterial and consump- 
tion of substrates. In many cases, of course, one is interested in the 
formation of products other than biomass during growth. Leudeking 
and Piret (1959) advanced a model for product formation which, when 
Monod’s model of growth is assumed, can be written as 

where p is the concentration of the product in the culture. The first 
two equations are Monod’s model, of course; the third equation is due 
to Luedeking and Piret. The term involving the constant a is the 
growth-associated rate of product formation; the term involving the 
constant p is the nongrowth-associated rate of product formation. This 
term involves certain difficulties and raises questions about the source 
of material that is eventually converted into product. If that source is 
the cellular mass itself-that is, product is formed as a by-product of 
maintenance - then maintenance terms similar to that used by Her- 
bert should be added to Eq. (39). If this is not done, the model would 
predict that product formation would go on indefinitely in a batch 
culture. On the other hand, if the source for the product is the growth 
rate-limiting substrate, a term should be added to Eq. (40) to express 
this. If such is not done, the model would predict that product forma- 
tion would go on even when all substrate for it is exhausted. 

Finally, consider the case where product is formed from an exogen- 
ous substrate not limiting for growth as well as by a growth associated 
process. A model for this could be written as 
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(42) dx/dt = D(X/- X )  + [ /~rnxsl / (K + S J ]  

One sees that in this case product formation would stop when both 
substrates are exhausted. An interesting feature of this model is that, 
depending on conditions, it would exhibit either the Type 1 pattern 
or the Type 3 pattern of Gaden’s “typical” industrial fermentations 
(1959). 

2. Extensions of Monod‘s Model: Rate Processes Dependent on 
Products of Growth 

In the foregoing models, all substances affecting growth were 
assumed to be supplied in some feed stream entering the fermentor. 
We shall now consider models for cases where products of growth and 
metabolism affect growth and its attendent processes. 

A fairly typical example of such a case is that where some product of 
growth inhibits growth. There are many plausible ways to model such 
inhibition, and we shall consider three. First, suppose that inhibition 
is similar to the noncompetitive inhibition of enzyme kinetics (see 
e.g., Mahler and Cordes, 1966). In this case, we can write the model as 

in which i is the concentration of the inhibitor in the culture. Inspec- 
tion of the third of these equations shows that the inhibitor is assumed 
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to form both by a growth-associated and a nongrowth-associated 
process. 

A second class of models of inhibition can be found by assuming 
that a product of growth actually causes destruction of biomaterial. In 
the absence of specific kinetic data, the simplest plausible models for 
this would seem to involve a second-order reaction between the toxin 
and the biomass. Ramkrishna et al. (1967) considered a number of 
models of this class; the simplest is expressible as 

dxldt = D(xf- x) + [p,,,xsl(K + s)] - kxi (49) 

dildt = D(i1- i )  + a[pmxs/(K + s)] (51) 

where i is the concentration of the toxin in the culture. Special cases 
of these equations appeared earlier; these were proposed for describ- 
ing the ethanol fermentation (Rahn, 1929; Klem, 1933). The third of 
the foregoing equations assumes that toxin production is growth 
associated. Other assumptions are possible and are discussed in detail 
in the paper cited. Perhaps Eqs. (49)-(51) should not be said to com- 
prise an inhibitor model; “toxin model” would be a better descrip- 
tion. The principal difference between the two models just given is 
their predictions relating to long-term behavior in batch culture. The 
competitive inhibition model predicts a stationary phase of indefinite 
duration; the toxin model predicts a phase of decline, exhibiting a 
logarithmic order of death, upon exhaustion of substrate. It should be 
noted that the inhibitor model, Eqs. (49)-(51) can be used even if the 
identity of the inhibitor is not known. This is because the inhibitor 
concentration can be eliminated from the equations. 

As a third example of inhibition phenomena, consider the case 
where some product of growth accelerates degradative processes that 
would eventually lead to death of cells. Assume, however, that the 
cell has a mechanism involving diversion of substrate from the growth 
process which can arrest the degradative processes. Megee (1970) 
conceived these ideas in order to explain his data on the effect of pH 
on the growth of Lactobacillus cased; the substance that accelerated 
degradative processes was, in his case, the hydrogen ion. The equa- 
tions of the model are 
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These equations are similar to the maintenance model of Ramkrishna 
et al., 1966; they differ in that the rate of consumption of substrate for 
maintenance depends on the concentration, i, of the substance that 
accelerates degradation. 

An entirely different class of models having some interesting prop- 
erties arises if one considers that organisms must somehow alter or 
“condition” substances present in their abiotic environment before 
they can assimilate them. In the simplest case, we can assume that 
the organisms first break down the substrate precursor into a sub- 
stance, e.g., starch into glucose, by some enzymic reaction, and then 
utilize the product in the usual way. If s’ is the concentration of the 
substrate in the culture, the simplest model of this process assumes 
the form 

where (Y is the amount of substrate formed per unit amount of sub- 
strate precursor consumed. In batch systems, the foregoing model will 
predict the existence of a lag phase, because the substrate precursor 
must be broken down into the substrate before growth can commence 
at maximal rate. 

3. Critique of Unstructured Models 

Clearly, the list of unstructured models given above does not ex- 
haust the possibilities for forming such models. One can easily 
imagine cases where various elements of the models must be com- 
bined to form new models. One can also imagine cases where entirely 
new phenomena come into play. It seems unlikely that there is any 
general model of microbial growth that will cover all the possibilities, 
so that no further examples of unstructured models will be given here. 

How “good” are the unstructured models we have been discussing? 
Many of those described above have in fact been used to fit experi- 
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mental data, but none of them have been subjected to the full testing 
process described in Section I. Hence, we can say that such models 
are useful in the sense that they will describe specific situations, but 
that the full range of their utility is unknown. 

At this point, it is helpful to recall the biological principles stated 
in Section I1 to be of importance in the formulation of models. Ac- 
cording to the second of those principles, the phenotypic expression 
of a genotype depends not only on the genotypic constitution, but also 
on the history of environments seen by the organism. If that history 
has been changing, we expect the phenotypic expression of the geno- 
type to be changing. 

Now unstructured models have no way of accounting for changes in 
the phenotype. The variables x and n are measures of the quantity of 
biomaferial in a culture, but they tell us nothing about the quality, or 
physiological state of that biomaterial. Hence, we can expect on 
a priori grounds that unstructured models will be inadequate to 
handle situations in which the state of a population’s environment is 
changing at an appreciable rate. In order to handle such situations, a 
quantitative measure of the physiological state of a population is 
needed. Models using such a concept are called structured (Tsuchiya 
et al., 1966) because they regard biomaterial as a structured, change- 
able substance. 

B. A GENERAL FORMULATION OF STRUCTURED MODELS 
We do not know the “right” way to formulate the concept of struc- 

ture of a population of living organisms. We can, however, proceed 
in a way that seems capable of accommodating the current views 
of molecular biology. Models so formulated, while not perfectly 
rigorous, will nevertheless be much more flexible and plausible than 
the unstructured models discussed before. 

Hence, let us assume that the physiological state of a microbial 
population is specified to a sufficient degree of accuracy by the con- 
centrations y l ,  yz, . . ., YE of the various materials.that comprise cells. 
The vector y 

will then be called the physiological state vector of the population. 
The elements yj of y will be the concentration of various proteins, 
nucleic acids, structural material, etc., in cells. It may be possible in 
many cases to lump substances together in this regard; thus t j j  might 
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represent the concentration of cell wall material, y2 the concentration 
of RNA, etc., even though it is recognized that cell walls are not a 
homogeneous chemical substance and that there are various kinds of 
RNA. 

The foregoing definition of the physiological state vector is due to 
Fredrickson et al. (1967), although their definition was given for an 
individual organism rather than for a population. It is implicit in the 
much earlier work of Hinshelwood (1946) and in the recent book of 
Dean and Hinshelwood (1966). It is surely not the most general defini- 
tion of physiological state, since among other things, it does not allow 
one to account for the geometrical structure of cells, nor for the 
dependence of diffusional processes upon such structure. 

Nevertheless, we shall assume that y, the physiological state vector 
of the biotic part of a culture, and s, the state vector of the abiotic part 
of a culture, determine the rates of all biological processes occurring 
in that culture. Evidently, such an assumption is consistent with bio- 
logical principles stated above: a changing s vector will cause the y 
vector to change, and that by definition is what is meant by a changing 
phenotypic expression of the genotype. 

The only rate processes that we can model by  the definitions of 
states adapted are homogeneous chemical reactions. Of course, intra- 
cellular biochemical reactions are rarely homogeneous, but in the 
view that neglects the segregation of life structure and function into 
discrete units, heterogeneous reactions are modeled as homogeneous 
ones. 

Suppose that R biochemical reactions occur among the A com- 
ponents of the abiotic phase of the culture and the B components of 
the biotic phase of the culture. Let T,,. be the rate of the kth such re- 
action, per unit volume of culture. If A k i  is the amount of the ith com- 
ponent of the abiotic phase produced by one unit of the kth reaction, 
then the volumetric rate of production of that component must be 

Similarly, if B k ,  be the amount of thejth component of the biotic phase 
produced by one unit of the kth reaction, then the volumetric rate of 
production of that component must be 
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The A,,.{ and the BI,  are the stoichiometric coeficients of the biochem- 
ical reactions (Aris, 1965). 

The general differential equations of structured models can now be 
obtained by applying the principle of conservation of biochemical 
species to each of the components of the culture. For a stirred-tank 
fermentor, this leads to 

for the components of the biotic phase, and to 

for the components of the abiotic phase. If we define R X A and R X B 
matrices A and B by 

A =  , B =  

then Eqs. (58) and (59) are more concisely written as 

dyldt = D(y f -  y )  + rB 

dsldt = D ( s ~  - S) + rA 

where r = [ T I  r2 . . . r k ]  is the vector of reaction rates. In addition, we 
still have the number balance equation 

dnldt = D(n f -  n) + Vn (63) 

The set of Eqs. (61)-(63) serves to define the vector o f  reaction rates, 
r, the stoichiometric matrices, A and B, and the specific multiplication 
rate, v. 

As in the case of unstructured models, the model has more variables 
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than the number of equations so far available. The missing equations 
are constitutive equations for the reaction rate vector and the specific 
multiplication rate. According to the hypothesis stated above, these 
two quantities are determined by  the state of the biotic material 
present and by the state of the abiotic environment. In addition, the 
population density may be involved, so that in general, the requisite 
constitutive equations will be of the form 

The stoichiometric matrices are assumed to be constant. 
It is important to note that the vector of reaction rates and the 

specific multiplication rate at a given time are assumed to depend on 
states (y and s) and population density at that time, and not on states 
at earlier times. This does not contradict the principle that pheno- 
typic expression of a genotype depends on the past history of environ- 
ments, because the current state of the biomaterial is determined by 
the past history of the environment. 

We shall shortly consider some structured models which have ap- 
peared in the literature. Before doing so, however, it is necessary to 
see how unstructured models are related to structured models. We 
shall also consider the concepts of balanced and unbalanced growth, 
since these have a bearing on the validity of unstructured models. 

c. BALANCED AND UNBALANCED GROWTH 

In order to introduce the concept of balanced growth, it is helpful 
to put the balance equations for the components of the biotic material 
into a somewhat different form. It will be recalled that the rate of pro- 
duction of the j th component was given by 

per unit volume of culture. Hence, pj, the rate per unit amount of the 
jth substance, will be 
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and we call pj the specijic synthesis rate for the jth component of the 
biotic phase. Equation (58) can then be written as 

which parallels the expression [Eq. (4)] given earlier for the bio- 
material concentration. The set of quantities pj G= 1,2,. . ., B) depends 
on y, s ,  and n, of course. 

The concept of balanced growth was first given explicit statement 
by Campbell (1957); he says that “growth is balanced over a time 
interval if, during that interval, every extensive property of the grow- 
ing system increases by the same factor.” Thus, growth is balanced 
during time t to t + dt  if during that interval 

since only if the foregoing equation is true will the extensive prop- 
erties of a growing system ( y l ,  y2, . . ., Y E ,  n) all increase by the same 
factor. 

If growth is not balanced it is unbalanced. 
Let us examine briefly a number of common growth conditions to 

see if they are cases of balanced growth. Consider first a single stirred 
vessel, operating at steady state, with no biomaterial in the feed. 
According to the latter hypothesis, yu, yl,r, . . ., YES,  and nfall vanish. If 
operation is steady then 

and 

dyddt = 0 

Hence, Eq. (67) requires that 

whereas Eq. (63) requires that D = v. One sees that the conditions 
given guarantee that Eq. (68) will be satisfied, so that growth is 
balanced. 

Consider next the case of a single vessel operating at steady state, 
but with a constant fraction (4) of the effluent stream recycled. In 
this case 
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and so application of the condition that operation be steady again 
leads to Eq. (68), and growth is balanced. 

Suppose, however, that the vessel under consideration is the Nth 
one in a series of equal-volume vessels; in this case, yjf and nf are 
the values of y,j and n in the ( N  - 1)st vessel. In the steady state, we 
have 

v = D[1- (nfln)] 

Inasmuch as the ratios ydyj are not necessarily the same for all com- 
ponents of the biotic phase, nor are they necessarily equal to nfln, we 
see that such growth is not balanced. 

Finally, consider batch growth (D = 0). We see that such growth 
will be balanced if 

If the common value of these derivatives is constant, then growth is 
exponential as well as balanced. Fredrickson et al. (1967) showed that 
if batch growth is balanced, it must be exponential; this contradicts 
Campbell’s statement that balanced growth and exponential (“loga- 
rithmic”) growth are “independent.” Perret (1960) emphasizes the 
point that exponential batch growth need not be balanced, and that is 
of course quite true. 

Qualitatively, one expects to obtain balanced growth when the en- 
vironment of a population has been constant for a sufficient length of 
time for cellular adaption processes to complete themselves. In the 
first two cases cited above, one sees that cells and their ancestors have 
seen the same environment for an indefinite time in the past, so that 
it is not surprising that these are balanced growth situations. In the 
third case, however, cells receive an environmental “shock” when 
they are transferred from one vessel to the next, because of the dis- 
continuity in concentration prevailing between a feed stream and the 
contents of a perfectly stirred vessel. Hence, such growth cannot be 
balanced. In batch growth, the environment is continually changing, 
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so that batch growth can never be exactly balanced. However, the 
relative change in environmental state during the early stages of 
growth may be slight indeed, so that the population may adapt to the 
environment (and growth be essentially balanced), provided that no 
rate-limiting factor comes into play before such adaptation is complete. 

The concepts of balanced and unbalanced growth can be applied to 
the problem raised earlier; vis., how good are unstructured models of 
microbial growth? First, however, one needs to see the relation be- 
tween structured and unstructured models of microbial growth. 

Fredrickson et al. (1967) point out that the biomaterial concentra- 
tion, x, must be a linear and homogeneous function of the elements 
y j  of the physiological state vector. Thus, 

x = ya (69) 

where a is the column vector ( B  x 1 matrix) whose elements aj are the 
weight factors for the tJj in the definition of x. The differential Eq. (4) 
for biomaterial concentration then follows from Eq. (61) by post- 
multiplying it by a and defining p, the specific growth rate, by 

Similarly, the differential Eq. (10) for the vector s follows upon putting 

F = - r A  (71) 

Fredrickson et al. (1967) pointed out that these two equations pose 
a dilemma for any unstructured model. On the one hand, the equa- 
tions show that p and F are functions not only of s and n, but also of 
the physiological state vector, y. On the other hand, unstructured 
models contain only enough equations to cover dependence of p and 
F on s, n, and x. Only in the case of balanced growth do unstructured 
models contain a number of equations equal to the number of vari- 
ables. Hence, in any situation other than balanced growth, unstruc- 
tured models are incomplete. From this, we conclude that unstructured 
models cannot be a generally valid representation of microbial growth 
except in the case of balanced growth. 

At this point, one encounters the objection that unstructured models 
have in fact been used to fit data from situations that are not balanced 
growth, so that the mathematical deduction just made must be based 
on faulty premises. To this, it may be replied that the situations where 
unstructured models fit data are probably not far from balanced 
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growth. For satisfactory modeling of situations in which cells are 
responding to a considerable environmental shock, we maintain that 
it will be necessary to introduce some measure of physiological state 
(and hence of “structure”). 

D. EXAMPLES OF STRUCTURED MODELS 

Here, we can examine in detail only one structured model, that of 
Williams (1967); this is fairly typical of the kind of models that have 
been proposed, and illustrates the kind of results that one obtains from 
such models. 

Williams begins by assuming that the biomass of a population is 
composed of two portions: a synthetic portion and a structural/genetic 
portion. The synthetic portion collects substrate from the surround- 
ings, assimilates it, and supplies the assimilate to the structural/ 
genetic portion. This latter portion in turn uses the assimilate to 
form new structural and genetic material. It is assumed that a viable 
cell has a certain basic amount of structural/synthetic portion always; 
when this is doubled, the cell divides. Thus, the population density 
(in a population dividing asynchronously) will be proportional to the 
concentration of structural/genetic biomass in the culture. 

Let y1 and yz be concentrations of the synthetic portion of the bio- 
mass and the structuraUgenetic portion of the biomass, respectively. 
The concentration of total biomass is simply 

whereas the population density is 

where y is the minimal structural/genetic biomass in a viable cell. 
Thus, there are two biotic substances ( B  = 2). However, it is assumed 
that there is only one limiting substrate, so that one need consider 
only one abiotic substance (A = 1). 

Insofar as reactions are concerned, the model assumes that two 
occur. The assimilation reaction is taken to be second order: first 
order in (environmental) substrate and first order in total3 biomass: 

3Possibly, the model where the rate is r ,  = k, sy,, would be of interest, as well. 
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where s is as usual the substrate concentration in the culture. The 
other reaction is the replication of structurallgenetic material, and 
this is also taken to be second order: first order in synthetic material 
and first order in structurallgenetic material: 

As Williams points out, assumption of Briggs-Haldane kinetic ex- 
pressions would probably produce a quantitatively better model. 

With concentrations in mass units, the matrices A and B become 

A=[-:], B =  [ -1 "1 1 

so that the equations for a chemostat culture can be written as 

The equation for population density is not independent, but follows 
from Eq. (76) and is 

Williams solved these equations on an analog computer for both 
batch and continuous operation. For the batch case, he found that his 
model exhibited the following features, all of them typical of batch 
growth of most unicellular organisms: (i) A lag phase in which there is 
growth in size but not much multiplication occurs; (ii) the duration of 
the lag phase is short if the inoculum is drawn from a culture in ex- 
ponential growth; it is long if the inoculum is drawn from a stationary 
phase culture; (iii) exponential growth follows the lag phase (for ap- 
propriate initial values of s, y I ,  and yr); (iv) cells are largest during the 
exponential phase; (v) the composition of cells changes during both 
the lag and exponential phases, so growth is not balanced; (vi) the 
biomass concentration reaches its asymptotic value before the popu- 
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lation density does: and (vii) a stationary phase occurs when nutrient 
is exhausted, and cells return to a minimum size. 

In his discussion of the shortcomings of his model, Williams notes 
that one of these is the difficulty experienced trying to relate yl  or y:! 
to actual measured components of biomass. Is the synthetic portion of 
the biomass the pool of small metabolites in the cell or is it these plus 
ribosomal material? Is the structural/genetic material the total of all 
cellular macromolecules or is it these minus ribosomal material? 
Ramkrishna et al. (1966, 1967) considered a number of structured 
models similar to that of Williams, in that biomaterial was divided into 
two categories. But in the models of Ramkrishna and his co-workers, 
different categories were assumed: one was nucleic acids, the other 
was the rest of the biomass. This type of model also exhibits quite a 
number of features actually observed in microbial growth. 

In retrospect, it appears that while the models of Williams and of 
Ramkrishna et al. might give a good qualitative correlation of many of 
the phenomena observed in microbial growth, they probably will not 
give a good quantitative correlation. The reason is not so much the 
fact that there are uncertainties about what are the proper constitutive 
relations to use (e.g., Briggs-Haldane kinetics, second-order reaction, 
or something else), but that not enough control mechanism has been 
built into the models. Recent experimental work in molecular bi- 
ology, as summarized, for instance, by Maal6e and Kjeldgaard (1966) 
or Watson (1965), suggests that mechanisms more involved and more 
flexible than those assumed in the foregoing models need to be in- 
corporated in newer models. We suggest that attempts to bring such 
mechanisms into population models might be most fruitful. 

VI. Models for the Growth of Filamentous Organisms 

In the discussion of biological principles important in modeling of 
fermentation processes (Section 11, above), it was emphasized that 
the differing morphology of molds from that of bacteria probably indi- 
cates the need for different models. Different models may also be 
needed for the economically important Actinomycetales; these ex- 
hibit growth forms somewhat intermediate to those of bacteria and 
molds. Evidently, Emerson (1950) was the first worker to recognize 
this, and he predicted that in batch growth, a submerged mold cul- 
ture ought not to exhibit exponential growth, but instead, should 
grow somewhat slower than exponential. In particular, he predicted 
that biomass concentration should increase in proportion to the cube 
of the time elapsed, instead of in proportion to the exponential of the 
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time. His data, and that of Marshall and Alexander (1960) on oxygen 
consumption by molds, show that this so-called “cube-root law” does 
indeed “fit” data better than does the logarithmic relation. 

Emerson’s prediction seems to be based on the following observa- 
tions regarding mold growth. Imagine first a mold culture constrained 
to grow in a single direction (as in, e.g., the tube method of Ryan et al., 
1943). The experimental observation here is that, after an initial lag 
period, the linear rate of advance of the fungal hyphae is a constant. If 
one assumes that the amount of biomass is proportional to the length 
of the mold culture, then clearly, 

dxldt = constant (79) 

in this case. Now consider a mold culture growing on a surface, and 
exhibiting radial growth. The experimental observation here (Fawcett, 
1921) is that, after an initial lag phase, the rate of increase of the 
colony radius is a constant. If one assumes that the amount of bio- 
mass is proportional to the square of the colony radius (that is, to the 
area of the colony), then clearly, 

dxldt = (constant) x ’ ’ ~  (80) 

Finally, consider the case where growth is three-dimensional (i.e., is 
unconstrained). Then one ought to observe (by extrapolation from the 
one- and two-dimensional cases) that the rate of increase of colony 
radius is constant, so that if biomass is proportional to the cube of the 
colony radius, then 

dxldt = (constant) x2I3 (81) 

Integration of this equation then yields Emerson’s equation 

where xo is the value of x at t = 0 (end of the lag phase), and a is a con- 
stant expressing the rate of growth. 

It is possible to criticize this procedure on two grounds. First, one 
might question the extrapolation from the one- and two-dimensional 
cases to the three-dimensional case. It is well known that molds in 
submerged culture may exhibit “pulpy” or “pelletlike” growth 
[Kluyver and Perequin (1933), Burkholder and Sinnott (1945), and 
many others], and one certainly expects Emerson’s extrapolation to 
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be valid in the latter case. But what about the former case? Does the 
concept of a three-dimensional colony expanding at a constant rate 
apply here? Is not exponential growth to be expected in this case? 
Second, it is assumed in the three cases cited above that the concen- 
trution of biomass is uniform in the colony, otherwise, the biomass 
would not be proportional to length (one-dimension), radius squared 
(two-dimensions), or radius cubed (three-dimensions). But Plomley’s 
studies (1959) on two-dimensional growth show that the biomass 
concentration is not uniform throughout the colony, but is greater in 
the “older” portions of the colony. 

These criticisms of Emerson’s model should not obscure the basic 
point of his paper, which was that the special morphology and mode of 
growth of molds probably require models differing from those used for 
bacteria. Nor should they cast any doubt on experimental data sug- 
gesting the validity of the cube-root law [although that law does not 
always obtain in mold growth; see e.g., Meyrath (1963)l. Hence, we 
enquire as to whether there are other models which can lead to the 
cube-root law. 

One such model follows from some work by Yano et ul.  (1961), on 
pelletlike growth of Aspergillus niger. These authors considered the 
diffusion of oxygen into mold pellets. If it is assumed that pellets are 
spherical, of uniform biomass density (probably not a good assump- 
tion), and consume oxygen at a constant rate Q per unit mass if oxy- 
gen is present, then they showed that there is a critical radius rc such 
that if r, the pellet radius, exceeds rc, there will be a zone in the 
interior of the pellet which is anaerobic. The critical radius is given by 

where @ is the effective diffusion coefficient of oxygen within the 
mold pellet, s the concentration of oxygen in the liquid surrounding 
the pellet, and P , ~  the bulk density of mycelial biomass in the pellet. 
Values of 9 measured by Yano et al. are about an order of magni- 
tude smaller than the molecular difisivity of oxygen in water; this is 
as one would expect. 

If it is assumed that oxygen diffusion through the pellet is the rate- 
limiting step in mold growth, one can derive an expression for the 
rate of increase of biomass in batch culture. Further assumptions 
made are that biomass synthesis rate is proportional to oxygen uptake 
rate (yield coefficient = Y), that growth is as pellets, and that the popu- 
lation density (n )  of pellets does not change. Then clearly 
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dx/dt = Q Y  (1 - (84) 

where f is the fraction mycelial volume that is anaerobic. 
Suppose initially, pellets are so small that T 4 r,. Then none of the 

mycelium will be anaerobic, f =  0, and growth will be exponential for 
a time. But suppose the pellets become so large that T B T?. In this 
case, the aerobic part of a pellet will be confined to a thin layer, of 
thickness 6, around the outside of the pellet. The thickness 6 is easily 
calculated from the laws of diffusion, since curvature of the pellet can 
be neglected; the thickness turns out to be 

6 = ( l / f i )  T, (T  9 T,) (85) 

Hence, 

Now if all pellets have the same radius, then 

x = (4/3)7TTOp,ttn 

so that 

and hence 

This, of course, is the same differential equation that leads to Emer- 
son’s cube-root law. Hence, diffusion limitation of growth rate can 
lead to the cube-root law. 

The foregoing consideration, while perhaps correct in certain cases 
of pelletlike growth, does not come to grips with the basic biological 
problem; viz., given the observed morpholo,gy and mode of growth of 
molds, do the quantitative aspects of mold growth differ from those of 
bacteria or other unicellular organisms? What sort of models should 
one use for mold growth? 

It appears that the most basic difference between mold growth and 
bacterial growth -and a difference that should be reflected in models - 
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is the occurrence of diflerentiation in molds. Zalokar (1959), Yanagita 
and his co-workers (1966), Stine (1968a,b), and others have studied 
this phenomenon in the case of molds grown on a solid substratum. 
Distinct differences in morphology can be observed in different parts 
of the mycelium, and cytological differences are correlated with 
physiological differences. For instance, the appearance of certain 
enzymes, or the production of certain metabolic products, can be 
associated with the prevalence of certain morphological character- 
istics. In batchwise, submerged culture of mold, the appearance of 
various fermentation products at different times of the culture cycle 
suggests that differentiation is occuring there, too. Shu (1961) and 
Terui et al. (1967) have proposed models to account for product 
formation in submerged mold culture, but these models do not intro- 
duce the notion of differentiation explicitly. 

Megee et al. (1969) have advanced a tentative model of mold growth 
in which differentiation is an explicit part of the model. The basic 
ideas are that mold biomass exists in a number of discrete states 
(different degrees of differentiation), that these states pass into one 
another, generally in one direction only, and that the rates of pas- 
sage are mediated by the availability of substrates. When plausible 
hypotheses for the various mechanisms involved are made, the re- 
sulting model exhibits a number of features unique to the growth of 
molds (such as the cube-root law of Emerson for batch growth). A 
great deal of work remains to be done on the model, however, before 
its conceptual basis is regarded as established. For instance, is the 
concept of discrete states of differentiation appropriate or should we 
use a continuous spectrum of degrees of differentiation. Operation- 
ally, how does one recognize a certain state of differentiation? By 
cytological characteristics? By kinetic or physiological behavior? Is 
the foregoing concept of differentiation, which is based mostly on 
observations made on growth on solids, valid for submerged mold 
culture? These are difficult questions to answer, but it is upon the 
availability of answers to them that further progress in quantitative 
modeling of mold growth probably depends. 

VII. Concluding Remarks 

In the foregoing pages, we have made no attempt to give a compre- 
hensive review of the literature on mathematical models for fermenta- 
tion processes. An attempt was made to cite selected examples which, 
one hopes, are representative of models that have been and are being 
used in fermentation technology. However, we considered it most 
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important to try to state the general principles upon which any model 
must be built, and to suggest directions of research which appear to 
us to hold the most promise for future progress. 
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