


The Invisible Hand in Economics

This is a book about one of the most controversial concepts in economics: the 
invisible hand. The author explores the unintended social consequences implied 
by the invisible hand and discusses the mechanisms that bring about these con-
sequences.

The book questions, examines and explicates the strengths and weaknesses 
of invisible-hand explanations concerning the emergence of institutions and 
macro-social structures, from a methodological and philosophical perspective. 
Aydinonat analyses paradigmatic examples of invisible-hand explanations, such 
as Carl Menger’s ‘Origin of Money’ and Thomas Schelling’s famous chequer-
board model of residential segregation, in relation to contemporary models of 
emergence of money and segregation. Based on this analysis, he provides a fresh 
look at the philosophical literature on models and explanation and develops a 
philosophical framework for interpreting invisible-hand type of explanations in 
economics and elsewhere. Finally, the author applies this framework to recent 
game theoretic models of institutions and outlines the way in which they should 
be evaluated.

Covering areas such as history, philosophy of economics and game theory, 
this book will appeal to philosophers of social science and historians of economic 
thought, as well as to practising economists.

There is a long tradition in the social sciences, going back to Adam Smith, of 
explaining social phenomena as the unintended consequences of human ac-
tions. In this illuminating book, Aydinonat investigates the structure of such 
explanations and the nature of the claims that can legitimately be derived 
from them. In the process, he analyses some of the classic ideas in social 
theory – Smith’s invisible hand, Carl Menger’s explanation of the emergence 
of money, Thomas Schelling’s analysis of racial segregation, and David 
Lewis’s theory of convention – with acuity and subtlety. This is a significant 
contribution to the philosophy of social science, which will also engage the 
interest of reflective economic theorists.

Robert Sugden (Professor of Economics, University of East Anglia)



Conjectural models aim at devising the initial conditions required for individ-
ual actions to generate a given social phenomenon as unintended consequence. 
Social scientists make frequent use of this modelling technique. Indeed the 
list of those who have applied it – from Smith to Menger, from Schelling 
to Lewis – reads like a veritable ‘who’s who’ of the last 250 years of social 
sciences. Yet the question of how these purely speculative models may ac-
tually enjoy any explanatory power with respect to real world phenomena 
has only rarely been tackled. Aydinonat’s outstanding work fills this gap by 
thoroughly investigating the philosophical and methodological challenges 
posed by conjectural models and by developing a coherent and persuasive 
framework to account for the role of abstract theorizing in the social sciences. 
The book is a candidate to become compulsory reading for methodologists 
and philosophers of science, as well as for those economists who take seri-
ously the issue of their models’ epistemological foundations.

Nicola Giocoli (Professor of Economics, University of Pisa)

N. Emrah Aydinonat is Lecturer in Philosophy of Economics and Economic 
Growth at Ankara University, Turkey.
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Foreword

Why do people abide by rules (think of traffic rules, for example)? Because they 
know that if they transgress the rules there is a chance they will be caught in the 
act, and because they also know that if they are caught in the act they will be 
punished. Why is there a system of punishing transgressors in the first place? 
Well, because some (particularly those with the requisite powers and authorities) 
thought it a good idea to install such a system. This way of explaining social, 
aggregate behaviour in terms of the intentions and expectations of the people pro-
ducing the behaviour seems to make perfectly good sense. Nobody would deny 
that this is roughly how desirable social, aggregate behaviour (in this case, people 
by and large abiding to the rules) often is secured. But it also has a trivial ring 
over it. If this type of explanation were the only type available to (and actually 
practised by) social scientists, then this would make them vulnerable to the oft-
cited charge that social science is not able to go beyond mere common sense (or 
‘folk’) understandings.

But, happily, there is a venerable tradition in social theorising in which another, 
non-trivial type of explanation of social, aggregate behaviour is put forward: in-
visible-hand explanation. In a first rough approximation, invisible-hand explana-
tions explain social patterns of behaviour as unintended consequences of human 
actions and interactions. The challenge is to show that useful institutions such as 
money and, more generally, orderly patterns of aggregate behaviour can emerge 
and persist even though no-one intended to produce these outcomes. Invisible-
hand explanations are far from trivial. There is even something deeply puzzling 
about such explanations. It is easy to see why. The unintended consequences that 
invisible-hand explanations refer to typically are useful or mutually beneficial. 
How do mutually beneficial consequences come about if there is no-one intend-
ing to bring about the consequences? Moreover, what seems to explain certain 
patterns of aggregate behaviour in invisible-hand explanations is the fact that the 
patterns have mutually beneficial consequences. This seems to have things back-
wards: some situations are explained by their effects, rather than by their causes.

This book does a lot to resolve this and other puzzles surrounding the notions 
of invisible hand, unintended consequences and invisible-hand explanations. In-
deed, the book goes well beyond the scope and depth of earlier work on these 
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notions. N. Emrah Aydinonat covers a wide variety of topics and fields, ranging 
from the ways in which Adam Smith invoked the notion of the invisible hand 
over actual examples of invisible-hand explanations in social-scientific practice to 
recent work in philosophy of science on models. The combination of competences 
that Emrah brings to this is at once impressive and rare. Here is a scholar who 
does not rest content with an easy understanding of what he is talking about. Here 
is a scholar who goes to the bottom of things. This is done in a highly readable, ac-
cessible prose and in a lucid style. To be sure, this is not going to be the definitive 
word on these issues. But subsequent work can ignore Emrah’s groundbreaking 
work only to its own peril.

It might seem that in praising Emrah’s achievement, we are indirectly con-
gratulating ourselves. For the two of us supervised Emrah’s Ph.D. project, from 
which the present book is an updated outgrowth. But we are well aware that our 
own contribution was not very large. Emrah had the basic ideas of the thesis in his 
mind right from the start of his project. They just needed some more polishing, 
refining and more precise articulation. Let us assure you (in case you do not know 
him already) that, like all talented students, Emrah was much too unyielding to be 
steered in directions that he did not want to go. During the project we saw Emrah 
grow from an insecure freshman into the confident and mature scholar with strong 
preferences and firm ideas that he now is. But his initial insecurity did not prevent 
him from developing the rough and embryonic outlines of the ideas in this book 
quite quickly. It was a delight to work with Emrah, not only in our many encoun-
ters on the work floor, discussing his work and that of others, but also afterwards, 
in the bar. All those fine hours were definitely well spent.

Maarten Janssen, Professor, Erasmus University Rotterdam
Jack Vromen, Professor, Erasmus University Rotterdam
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1 Introduction

Everyone is familiar with the (aesthetically) unpleasant walking paths on public 
green fields. Usually, around these fields there are constructed paths for the serv-
ice of the beloved citizens. However, citizens seem to deviate from these designed 
paths and take shortcuts passing through the green fields, through the zones they 
should not pass. The outcome of this behaviour is the death of the plants and the 
emergence of paths on these fields. Is there a good and acceptable explanation of 
why these walking paths emerge? What kind of an explanation would be accept-
able?

One scenario about the emergence of these paths may be the following. The 
first person to take a shortcut through the aforementioned field believes that his 
behaviour will do no harm to the green field and proceeds to take the shortcut. 
Obviously, he will in fact have a negligible impact on the field. Subsequently, a 
second person, without being aware of the fact that he is the second person, takes 
the same shortcut,1 with similar thoughts in mind. However, although the second 
person’s impact is still negligible, in time the damage on the plants accumulates. 
After some time, if other people take that very same shortcut the damage will soon 
become visible. As a consequence, even if some earlier citizens did not intend the 
outcome of their behaviour, the damage to the plants will become visible; and 
hence the emergence of the path.

The plants may recover if everybody ceases to use the path. However, people 
generally continue taking shortcuts given the fact that they see the damage previ-
ously done by others. What are they thinking? Do they intend to bring about 
and maintain a visible path with no plants on it? Probably (and hopefully) not. 
Their reasoning is perhaps the following: ‘Even if I do not take the shortcut, some 
others will, thus the path will stay there anyway. Then, why should not I take 
the shortcut?’ So in this scenario, although individuals do foresee the outcome 
of their behaviour, they think that the creation of the path would be inevitable, 
given that everyone takes the shortcut. Moreover, if one particular individual is 
the only one taking the shortcut, the consequence of his or her action would be 
negligible. Thus, she takes the shortcut without intending to create such a nasty 
path. In this scenario, the damage done to the plants has reinforced other people 
to use that same path, for it already exists. Thus, unless someone intervenes, the 
path is there to stay.
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Would this scenario explain the emergence of these walking paths? It sounds 
reasonable, but definitely not everyone is likely to accept this explanation. In fact, 
this is just one possible explanation. By introspection, some of you may think that 
there may be other motivations behind taking these shortcuts. You may argue that 
people do not think about the consequences of their actions at all when taking 
these shortcuts, or you may think that these paths are intentionally created. For 
example, you may argue that one of those paths emerged due to a poorly planned 
city park, which resulted in people intentionally taking a particular shortcut to 
show their dissatisfaction with the planning of this particular public space.

The above is yet another possible way to explain the emergence of these paths. 
More importantly, this explanation contradicts the previous general scenario. 
Thus, one is tempted to ask, ‘unless some evidence is provided, why should we 
believe in such speculations?’ If we would ask different people to explain this fact, 
we would get many different explanations. Many of these explanations would 
contain a story that makes the emergence of the path plausible. Hence, we would 
be left with many different (but not necessarily mutually exclusive) speculations 
or conjectures instead of ‘proper’ explanations. The fact that there are walking 
paths on public green fields is ostensibly simple to explain; however, it seems we 
are left only with conjectures.

Broadly speaking, conjectures and their explanatory characteristics are the sub-
ject matters of this book. It examines one particular type of explaining practice in 
social sciences, namely explaining the emergence of institutions (e.g. conventions 
and norms) and macro-social structures as unintended consequences of human 
action, from a methodological and philosophical perspective.

Explanations of ‘unintended consequences’ show numerous similarities with 
the above example of walking paths on public green fields. The basic similarity, 
however, is that they seem to lack empirical content and as such they can be criti-
cised as being simple conjectures with no explanatory value. This book illustrates 
the merits and demerits of such explanations by examining some of these attempts 
to explain institutions and macro-social structures as unintended consequences.

Unintended consequences

This is a book about ‘unintended consequences of human action’ and the mecha-
nisms that bring about these consequences. It investigates the explanatory role of 
the models that characterise institutions and macro-social structures as unintended 
consequences of human action.

Many economists argue that certain institutions and/or social structures, such 
as money, language, rules of the road, fairness, segregated city patterns and locali-
sation, are unintended consequences of human action. Similar ideas can be found 
in other disciplines, such as in philosophy of language (e.g. Lewis 1969), political 
philosophy (e.g. Nozick 1974), linguistics (e.g. Keller 1994), philosophy of science 
(e.g. Hull 1988) and sociology (e.g. Merton 1936, Boudon 1982). The above list, 
which can definitely be extended, illustrates the importance of the problem of ex-
plaining unintended consequences in social sciences and in (political) philosophy. 
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Popper (1962: 342) acknowledged the significance of unintended consequences 
for social sciences by arguing that the explanation of unintended consequences 
of human action is ‘the main task of theoretical social sciences’. Yet, unintended 
consequence is a vague concept and as such it may denote many different things. 
In this book we will be concerned with a subset of the set of possible unintended 
consequences; one which is of paramount importance to economics in explaining 
institutions and macro-social structures. The rough description of this subset is as 
follows (see Mäki 1991 and Chapters 2 and 5):

 (a) individuals do not intend to bring about a social phenomenon (e.g. a social 
institution, or a macro-social structure);

 (b) the consequence of their action is a social phenomenon (i.e. an institution or 
a social structure); and

 (c) one individual alone is not enough to bring about the ‘social’ consequence – 
that is, independent actions of similar (in the sense that they do not intend to 
bring about the consequence) agents are needed.

An explanation of unintentionally hurting your hand, or an explanation of the 
unintended consequences of a government tax plan, does not fall under the above 
definition and hence are not examined in this book. The former is not examined 
because the consequence is not a social phenomenon (violates condition (b) – and 
(c) depending on the case); the latter is not examined because the intention is 
about a social institution (condition (a) is violated). Given our definition, ‘unin-
tended consequence’ is a crucial component of the ‘theory of spontaneous order’, 
of Adam Smith’s ‘invisible hand’, of Carl Menger’s notion of ‘organic phenom-
ena’ and of ‘invisible-hand explanations’. It lies at the core of many contemporary 
models of institutions and macro-social structures.

The theory of spontaneous order finds its origins in eighteenth-century Scot-
tish thought and it is defined with its characterisation of the social order as ‘un-
intended consequence of countless individual actions’ (Hamowy 1987: 3). Adam 
Smith, the founder of modern economics, who was a part of this tradition, pre-
sented a metaphorical statement of ‘spontaneous order’ with the ‘invisible hand’. 
Menger, on the other hand, presented a closely related account of spontaneously 
created social institutions, where he considered them as being similar to ‘organic 
phenomena’. Many social scientists and philosophers followed Smith and Menger 
by trying to answer versions of their questions about institutions and macro-social 
structures. Their aim was to show how institutions and social structures could 
emerge (or persist) without any design. Generally, it is believed that neoclassical 
economists followed Smith’s lead and tried to prove his insights. However, the 
neoclassical economist’s approach is only one of the possible ways to interpret 
Smith’s insights. There are at least two different interpretations of the ‘invisible 
hand’: the one that stresses processes and the other that emphasises end-states 
(see Chapter 5). The neoclassical economist’s approach is an end-state interpreta-
tion: the ‘invisible hand theorem’ in economics stresses the consequences (e.g. 
optimum allocation of resources), rather than the processes that bring about these 
consequences.
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This book is mainly concerned with what may be called the process interpreta-
tion of the invisible hand. Under this interpretation, the ‘invisible hand’ represents 
causal and structural relationships and processes that may bring about unintended 
social consequences. Explanations under this particular interpretation can be 
gathered under the notion of ‘invisible-hand explanations’. An invisible-hand ex-
planation aims to show the process that brings about the unintended consequence. 
Rather than merely focusing on the properties of the end-state (e.g. equilibrium), 
it explicates the way in which the end-state may be reached (Nozick 1974; 
Ullmann-Margalit 1978). It is possible to find many examples of such process 
models in the contemporary literature. The most prominent examples are game-
theoretic models of institutions that show how institutions may emerge (or per-
sist) as an unintended consequence of human action (e.g. Bicchieri 1993; Sugden 
1986; Ullmann-Margalit 1977; Young 1998, etc.). Another area where unintended 
consequences are important is the emerging field of agent-based computational 
economics (e.g. Axelrod 1997; Axtell et al. 2001; Epstein and Axtell 1996; Ma-
rimon, McGrattan et al. 1990, etc.). The pioneers of the game-theoretic literature 
acknowledge David Hume, Adam Smith and Carl Menger as their forefathers (see 
Lewis 1969; Sugden 1986; Ullmann-Margalit 1977; Young 1998) and, similarly, 
agent-based computational economists generally acknowledge their intellectual 
debts to Adam Smith and Thomas Schelling (see, for example, Epstein and Axtell 
1996; Tesfatsion 2002).

Carl Menger’s (1892a) story of the emergence of a medium of exchange, Tho-
mas Schelling’s (1969, 1971a, 1978) models of residential segregation, Peyton 
H. Young’s (1993a, 1996, 1998) model of emergence of the rules of the road 
and Joshua Epstein’s and Robert Axtell’s (1996) ‘Sugarscape’ (where they grow 
artificial societies from the bottom up) are well-known examples of such models. 
These examples range from verbal models (or stories) to formal game-theoretic 
and computational models. Despite the differences in their methods and research 
tools there is an important similarity between them. Each shows how institutions 
and macro-social structures may emerge (or persist) as an unintended consequence 
of the (inter)actions of individuals. In order to do this, the authors conjecture 
(in the latter case with the help of computers) about the conditions under which 
individual actions may lead to the social phenomena in question. The common 
feature of these examples is that the observed social phenomenon (i.e. institution 
or macro-social structure) is ‘produced’ within the model world by conjecturing 
about the initial conditions (e.g. environmental conditions, characteristics of the 
agents, etc.) that may bring about the social phenomenon in question as an unin-
tended consequence of the interactions of the agents. Moreover, these models are 
typically ahistorical in the sense that historical facts about the social phenomenon 
in question do not seem to play any role in these models. They are general and, 
thus, they are supposed to be applicable to all instances of the social phenomenon 
in question in different times and places. These models illustrate the possible ways 
in which certain mechanisms may interact (or may have interacted) to produce the 
types of institutions or macro-social structures in question.

More strikingly, some of these models seem to challenge the common sense 
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and the historical knowledge about these social phenomena. For example, while 
many believe that money is a matter of design and was issued by central authori-
ties in the past, Menger argues that it was brought about by the (inter)actions of 
individuals who were pursuing their self-interests without the intention to bring 
about a commonly acceptable medium of exchange. Schelling, on the other hand, 
shows that if individuals cannot tolerate living as an extreme minority in their 
neighbourhood, then residential segregation cannot be avoided even if they are 
happy in a mixed neighbourhood. Of course, this seems to go against our belief 
that strong discriminatory preferences (e.g. racism) and economic factors (e.g. 
wealth differences among ethnic groups) are the main causes of residential seg-
regation. A more recent example is Young’s model of the rules of the road. He 
shows that the rules of the road may emerge with the accumulation of the prec-
edent as an unintended consequence of the (inter)actions of the individuals. This 
model also goes against the belief that the rule that specifies on which side of 
the road one should drive was designed and imposed by central authorities, like 
other traffic rules. Finally, Epstein and Axtell show how, under certain conditions, 
fundamental social structures and group behaviours (e.g. institutions, segregation, 
cooperation) could emerge from the micro level. In this example, social phenom-
ena are quite literally grown by the authors.

All of the aforementioned examples pose difficult questions for social sci-
entists and philosophers. How could these models explain anything if they are 
simply speculations about the initial conditions under which social phenomena 
may be brought about as unintended consequences? In other words, we under-
stand that these authors are able to ‘produce’ a certain social phenomenon in their 
model world as an unintended consequence of the interactions of model agents. 
However, given that these models are so abstract, ahistorical and speculative, how 
could they be used to explain something about the real world?

The philosophical and methodological challenges posed by these models cre-
ated many debates in related areas. These debates constitute a significant part 
of the controversies about the role of abstract modelling in social sciences. The 
related question here is whether we can learn anything about the real world by 
studying highly abstract models. This is one of the basic questions of philosophy 
of science. The usual defence of scientific models is the claim that they isolate 
the relevant parts of the real world and that such realistic representations of the 
real world give a close to true account of the phenomenon in question when other 
things are absent or constant. Some economists also use the argument from real-
istic representation in defence of their models. For example, Young (1998: 10) 
argues that the assumptions of his models ‘represent a fairly accurate picture of 
reality’.

However, the main criticism to these models is that they ignore the relevant 
facts, such as the history of the social phenomenon in question – and, therefore, 
they do not realistically represent the relevant parts of the real world. For exam-
ple, Menger’s ‘the origin of money’ does not take into account the way in which 
money was issued and introduced in history. Moreover, Schelling’s model of seg-
regation seems to sidestep two of the most important facts about segregation – the 
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presence of strong discriminatory preferences and the role of economic factors. 
Thus, the argument concerning realistic representation either has to demonstrate 
why history is irrelevant, or show the complementarity between these models and 
history.

As mentioned above, these models start with the problem (e.g. that there is 
residential segregation) and try to produce the conditions under which this prob-
lem may emerge as an unintended consequence of human (inter)action. This 
methodology invites criticism for the following two reasons. First, it seems to be 
one-sided, for it tries to construct a model that shows something that the author 
wishes to see (e.g. residential segregation as an unintended consequence). Second, 
it may be argued that if one devotes enough time and energy it should be possible 
to construct a reasonable model that is able to show whatever we wish.

Given the focus of this book, the relevant place to start seeking solutions to 
these problems is the literature on ‘invisible-hand explanations’. It is argued in 
this literature that invisible-hand explanations are valuable independently from 
their truth for they explicate the process that may have brought about the social 
phenomenon at hand (Ullmann-Margalit 1978). This suggests that these models 
are valuable even if they are false, or even if they do not get the facts right. It is 
argued that explication of a hypothetical process that is sufficient to bring about 
the social phenomenon in question is valuable for its own sake. However, it is not 
explained why this explication would be valuable, or in what sense it would help 
us understand the real world. Simply, this argument does not help us much unless 
it is explicated. This is merely a statement of the author’s intuition about the value 
of these ‘explanations’. Economists use these models because they believe that 
they are valuable. For example, Robert Sugden (2000) argues that the reason we 
believe that these models are conveying a true message about the real world is that 
we find them ‘credible’ – by way of examining Schelling’s segregation model. He 
argues that these models are credible like a good story or a novel. Sugden’s basic 
argument boils down to the statement that we think these models are valuable 
because we find them plausible. This argument cannot demonstrate the value of 
these models unless it explains why they are plausible and in what sense plausibil-
ity of a conjectural process sheds light on the real world.

Another type of justification comes from computer simulations. It is argued 
that artificial environments (models, computer models) are used to gain insights 
about the social phenomenon in question (see, for example, Gilbert and Doran 
1994a; Liebrand et al. 1998) or that models and computer simulations are like 
experiments where we test our ideas (see, for example, Drogoul and Ferber 1994) 
or that they are similar to thought experiments (e.g. Liebrand 1998; Liebrand et 
al. 1998). Briefly, it is argued that models and simulations help us in finding out 
the necessary conditions under which certain results (e.g. segregation) are brought 
about (within the computer model) and in easily exploring the properties of these 
model environments. In this account these models are not for explanation but for 
exploration. However, this does not answer our question about moving from the 
model world to the real world. Specifically, a satisfactory defence of these models 
would have to tell us how to translate the results of the model in order to interpret 
the real world.
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The discussions about the interpretation of game theory are also relevant in 
this respect. As mentioned above, some economists, such as Young, use the argu-
ment from realistic representation to justify game-theoretic models. Yet not every 
game theorist would agree with this. One of the most prominent scholars of this 
field, Robert Aumann (1985) (also see van Damme 1998), argues that realistic-
ness of the models does not matter that much. According to him, the conclusions 
are much more important: if the model is applicable to many situations and is 
productive, then it is a good model. He also argues that game theory (and other 
sciences, in his opinion) ‘is not a quest for truth, but a quest for understanding’. 
He says, ‘science makes sense of what we see, but it is not what is “really” there’ 
(van Damme 1998: 181, 182). Aumann basically argues that game-theoretical 
models help us in putting together what we observe in a coherent framework, that 
they help us in fitting things together. He also argues that they lead to prediction 
and control. However, if we accept Aumann’s interpretation of game theory (and 
science) we are still faced with the following questions: firstly, if the models of 
institutions and macro-social structures do not represent the reality, how could 
they lead to prediction and control, and most importantly to understanding? Sec-
ond, Aumann emphasises the productiveness and applicability of the models. Yet 
the current state of the modelling of institutions and macro-social structures (as 
unintended consequences) cannot be considered to have many real-world applica-
tions or satisfactory predictive power. Should we then conclude that these models 
are not valuable?

It is the argument of this book that all of the interpretations expressed above 
convey justifiable intuitions about these models. That is, ‘realisticness’, ‘expli-
cation’, ‘credibility’, ‘exploration’ and ‘fitting things together’ are all parts of a 
framework that would help us in making sense of these models. However, there is 
no existing framework where these things are presented coherently and satisfac-
torily. It is the main task of this book to develop such a framework and to use it to 
gain new insights into the contemporary literature that characterises institutions 
and macro-social structures as unintended consequences of human action.

Plan and summary of the book

To be able to develop such a framework one has to understand what these models 
really accomplish. The most obvious way to do this is to carefully examine these 
models and their methodology. But before doing this, a clarification of the very 
idea of ‘unintended consequences’ is needed. Chapter 2 analyses and explicates 
the concept of unintended consequences to prevent misunderstandings that may 
be caused by its vagueness. In particular, the subset of the set of possible unin-
tended consequences, which is relevant for understanding the models of institu-
tions and macro-social structures as unintended consequences, is specified.

In Chapters 3 and 4, the most prominent examples of such models, Menger’s 
‘origin of money’ and Schelling’s ‘chequerboard model of segregation’, are ex-
amined. It appears that they are natural candidates for several reasons. First of all, 
these models are paradigmatic examples of ‘explaining unintended consequences 
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of human action’ and of invisible-hand explanations. Contemporary authors 
consider these models as conveying the key insights about their subject matter 
and about the way in which related issues should be handled. Their models are 
the predecessors of contemporary research in modelling institutions and macro-
social structures as unintended consequences of human (inter)action. Menger is 
considered to be one of the founding fathers of the theoretical approach to institu-
tions as opposed to the historical approach (see, for example, Rutherford 1994; 
Schotter 1981). Schelling’s model is one of the main predecessors of agent-based 
computer models (see, for example, Epstein and Axtell 1996; Blume and Durlauf 
2001; Pancs and Vriend 2003; Rosser 1999; Casti 1989) and it is considered to be 
the paradigmatic example of explaining with mechanisms in social sciences (see, 
for example, Hedström and Swedberg 1998). Briefly, since their models play an 
important role in the history of ‘explaining unintended consequences of human 
action’ understanding Menger’s and Schelling’s models should shed light on the 
related areas of contemporary research.

Another good reason to start our examination with these models is the fact that 
both Menger and Schelling are explicit about their methodology. In their work they 
explain why they prefer the type of research they are engaged in. Moreover, in the 
literature there is a considerable amount of philosophical discussion about their 
methodology. As previously mentioned, their works are predominantly considered 
to be paradigmatic examples of invisible-hand type of ‘individualistic’ explana-
tions (see, for example, Nozick 1974; Pettit 1996; Rosenberg 1995; Rutherford 
1994; Ullmann-Margalit 1977). It is also common to examine the recent game-
theoretical models of institutions alongside invisible-hand explanations (see, for 
example, Langlois 1986b,c; Mäki 1993; Rutherford 1994; Vanberg 1994). It has 
also been stated that the authors of these models (including the authors of the 
computational models) consider themselves as following the invisible-hand tradi-
tion, or providing the mechanisms behind the invisible hand. For these reasons 
there is a considerable amount of resources that may help us in our quest. Thus, 
we are more likely to find hints about the nature of similar models by starting 
our examination from Menger and Schelling’s models and their relation to the 
invisible hand. In addition, this choice makes it easier to see the common misun-
derstandings about ‘explaining unintended consequences of human action’, for 
the literature on invisible-hand type of ‘individualistic’ models is abound with 
controversies. Chapter 5 undertakes the task of examining ‘invisible-hand expla-
nations’ in light of the chapters on unintended consequences, and Menger and 
Schelling’s models. This examination sheds light on the nature of invisible-hand 
explanations. Particularly, an important misunderstanding about the relation be-
tween ‘unintended consequences’ and the ‘invisible hand’ is removed. By way of 
removing this misunderstanding, the chapter prepares the ground for examining 
contemporary examples of invisible-hand explanations.

Menger and Schelling’s models and insights were reconsidered and remod-
elled by contemporary authors. For this reason, there is an explicit link between 
these models and the contemporary literature we wish to understand. This gives 
us a chance to evaluate the progress of this ‘research programme’. For example, 
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some of the papers directly related to Menger’s account of the medium of ex-
change can be listed as follows: Duffy and Ochs (1999), Gintis (1997), Kiyotaki 
and Wright (1989), Marimon, McGrattan et al. (1990), Schotter (1981), Selgin 
and Klein (2000), Townsend (1980) and Young (1998). Some of the follow-ups 
to Schelling’s segregation model are the following: Clark (1991), Epstein and 
Axtell (1996), Sander et. al. (2000a,b), Young (2001) and Zhang (2000, 2004a,b). 
By examining these reconsiderations we may indeed see whether there is any 
progress or whether contemporary tools (e.g. game theory and computer model-
ling) improve the way in which we understand and explain the origin of money 
and segregation. Accordingly, Chapter 6 examines the more recent models of the 
emergence of money in detail, while recent reconsiderations of ‘residential segre-
gation’ are used as examples in Chapter 7.

Particularly in Chapter 6, it is argued that we should not evaluate models that 
characterise macro-social phenomena as unintended consequences in isolation 
from other related models of the same phenomenon. In order to substantiate 
this proposition, recent reconsiderations of Menger’s explanation of the origin 
of money are examined. The chapter shows how Menger’s intuitions are further 
explored in the modern literature in various ways. It is argued that these recent 
models test the logical soundness of Menger’s arguments but do not bring us any 
closer to the real world. Recent models of the origin of money do not introduce 
new mechanisms but test the plausibility of the mechanisms that were suggested 
by Menger. While these models increase the plausibility of the idea that media 
of exchange may be brought about unintentionally, it is argued here that the idea 
that fiat money may be considered as an unintended consequence of human action 
does not appear to have a firm basis. Moreover, the chapter examines and dem-
onstrates the relation among these models. This examination supports the thesis 
that different models have different functions and different models of the same 
phenomenon may be considered as forming a loose framework for explaining 
particular instantiations of it.

Chapter 7 explores the philosophical literature on models and explanation to 
provide a firmer basis for the arguments of the previous chapters. In particular, 
first, the concept of partial potential explanations is explicated. Second, it is ar-
gued that models help us explain by way of providing a proper way to conceptu-
alise the phenomenon under question. Yet this further implies that the relationship 
between the model world and the real world is rather complex. Third, it examines 
this complex relationship by way of discussing the related philosophical litera-
ture in light of the previous chapters. Fourth, it is argued that similarity between 
models that are examined in this book and the real world amounts to the existence 
of certain (known) tendencies (individual mechanisms) in the model world. For 
this reason, these models may be interpreted as revealing the possible ways in 
which these tendencies may interact, even if some of the assumptions of these 
models do not hold. Fifth, the chapter emphasises the importance of exploration. 
Particularly, it shows how one may gain confidence about the implications of an 
existing model by way of further exploring its premises and results. To do this, 
the chapter discusses reconsiderations of the chequerboard model. Finally, the 
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chapter fortifies the idea that no model of this sort should be evaluated in isolation 
from other related models.

Chapter 8 examines the modern game-theoretical models of conventions in 
light of the ideas developed in previous chapters. These models may be consid-
ered as attempts to provide a general theory of the emergence of conventions. The 
chapter reviews some of the existing game-theoretic literature on conventions and 
shows that existent conventions and norms, particular institutions and history are 
crucial for explaining the emergence of conventions. Six arguments are put forth 
in the chapter:

 1 Static models of coordination (and convention) are concerned with examining 
the conditions under which certain outcomes are plausible, rather than 
explaining why and how such outcomes are brought about. Hence, such 
models are in line with the end-state interpretation of the invisible hand.

 2 Dynamic models of coordination provide partial potential (theoretical) 
explanations of the emergence of coordination and conventions, hence such 
models are in line with the process interpretation of the invisible hand.

 3 None of these models rule out the possibility that coordination and conventions 
may be brought about intentionally. Rather, they examine whether successful 
coordination and conventions may emerge as unintended consequences of 
human action. The interpretation of these models as providing partial potential 
explanations is well in line with this remark;

 4 Explaining particular cases (e.g. explaining the emergence of a particular 
convention) necessitates empirical research. Nevertheless, general models of 
coordination and conventions need not be empirical or historical;

 5 The collection of different models of coordination and conventions may be 
considered as providing a general framework for empirical research and 
providing singular explanations.

 6 Game-theoretic models in general may be interpreted as providing a framework 
for analysis, rather than providing ultimate explanations concerning social 
phenomena and individual behaviour. 

Chapter 9 concludes the book with questions for further research.
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Introduction

The concepts of ‘invisible hand’ and ‘unintended consequences’ are closely related 
to each other. It is the task of this chapter to identify the type of unintended conse-
quences implied by the ‘invisible hand’. The paradigmatic examples of invisible-
hand explanations, as well as Adam Smith’s ‘invisible hands’, are concerned with 
a small subset of the set of all possible types of unintended consequences. A good 
understanding of this subset is a prerequisite for a good understanding of the 
invisible hand and of the wide variety of models and explanations that employ 
the concept. Yet, common interpretations of the invisible hand do not clarify the 
relation between ‘unintended consequences’ and the invisible hand. By explicat-
ing the exact relationship between these two concepts this chapter prepares the 
ground for the rest of this book.

Previously, Mäki (1991: 162) characterised the type of unintended conse-
quences that are implied by the invisible hand as invisible-hand consequences 
and argued that they have the following characteristics:

 1 a single individual’s action is not sufficient to bring about invisible-hand 
consequences;

 2 unintended consequences of collective action do not count as invisible-hand 
consequences;

 3 invisible-hand consequences relate to macro-social phenomena; and
 4 invisible-hand consequences are generally beneficial.

Although Mäki’s characterisation is appropriate, it does not present the full 
range of invisible-hand consequences. Moreover, it is not clear why invisible-
hand consequences should be characterised in this manner. The present chapter 
develops and explicates this account and gives a more detailed picture of the type 
of unintended consequences that count as invisible-hand consequences. Particu-
larly, the chapter presents a classification of unintended consequences of human 
action which clarifies the exact relation between intentions of the individuals and 
consequences of individual action. It is shown that an invisible-hand consequence 
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is a specific type of unintended consequence that rests on a special relation be-
tween individuals’ intentions and consequences brought about by individuals’ 
actions.

The plan of the chapter is as follows. The second section introduces and clas-
sifies unintended consequences with respect to the targets of individual intentions 
relative to the level at which the consequences are materialised. The third section 
identifies the type of unintended consequences that are implied by the invisible 
hand. The fourth section concludes the chapter.

Types of unintended consequences

Apparently ‘unintended consequences of human action’ is not an ambiguous no-
tion. Simply, unintended consequences were not intended to be there. Yet, as one 
starts using this notion, it becomes confusing. In fact, the set of possible unin-
tended consequences of human action is very large and when social scientists and 
philosophers talk about unintended consequences they generally indicate a subset 
of it. This subset, however, is commonly left unexplained. Similarly, the invisible 
hand implies a specific subset of the set of possible unintended consequences. In 
the following pages we will try to identify this subset.

We may identify three elements of confusion in ‘unintended consequences’. 
The first element is confusion is the concept of ‘intention’. When we talk about 
an individual’s intention, we imply that the individual has a purpose or a plan. 
Yet, these two meanings should be distinguished. Although intention necessarily 
indicates that one has a purpose, it is not necessary that one has a plan. Simply, 
individuals may fail to plan to do something, although they have a purpose (Kel-
ler 1994: 11). To prevent confusion, throughout this book, when we talk about 
someone having an intention, we mean someone having a purpose, rather than 
having a plan.

The second element of confusion is the concept of ‘consequence’. In order to be 
clear about what is implied by unintended consequences of intentional individual 
action, we need to distinguish between ‘consequences’ and ‘results’. As Keller 
(1994: 64) argues, ‘the result of an action “A” is an event which has to happen for 
the action to be considered as having been executed at all’. So, if I intend to have 
some fresh air by opening the window, my action will be ‘opening the window’, 
and this is the result of my intention. However, there is something more about my 
opening the window – that is, ‘having some fresh air’ – and this may be consid-
ered as a ‘consequence’ of my action. Moreover, since I intend this consequence, 
it is an intended consequence of my action. Thus, the effects of my action (the 
result of my intention) are the consequences of my action. However, not all the 
possible consequences of my action are intended. For example, when I attempt to 
install new hardware on the motherboard of my computer, my intention is to up-
grade my computer’s components. However, I might obliterate my computer by 
(mistakenly) discharging the static electricity from my hands to the components 
of my computer. Although this damage is a consequence of my action, it is not the 
one that I intended. Thus, we may consider this as an unintended consequence of 



Unintended consequences 13

my action. In this book, the result of one’s intention should be considered as his 
or her action, and the consequences of an action should be regarded as the things 
caused by that action, either intended or unintended.

The third element of confusion is the concept of ‘unintended consequence’ 
itself. It implies a vast variety of relations between intentions and consequences. 
One can think of many examples to see how broad the notion of unintended con-
sequences is. For example, one day I was trying (intending) to lock my bike: 
however, I happened to pick up the wrong key and as a consequence both the key 
and the lock were broken. This was, I can assure you, an unintended consequence 
of my action. But it is also true that if I were to plan the railway timetables as 
strictly as possible to make everything work perfectly, and if there were a devia-
tion from this tight schedule by a train, the accident on the railway would possibly 
be the unintended consequence of my obsessive planning which left no place for 
deviations. Now, on a broader scale there may be the unintended consequences of 
a government tax plan that may develop due to the ‘unexpected’ responses of the 
citizens to this plan. These simple examples suggest that unintended consequences 
can be observed in various forms, and behind different kinds of unintended conse-
quences we may find different combinations of causal factors.

For an identification of the different types of unintended consequences, one 
may wish to start from these different causal factors or one may analyse the 
relationship between intentions and consequences. Since a causal classification 
presupposes the knowledge of all causal mechanisms that may bring about un-
intended consequences, it is impractical. However, it is still useful for a better 
understanding of the relation between intentions and unintended consequences. 
Thus, before we start our analysis of this relation, it is beneficial to discuss Mer-
ton’s attempt to classify unanticipated consequences according to their causes.

Merton on unintended consequences

Robert K. Merton, in his classical piece, The Unanticipated Consequences of Pur-
posive Social Action, clearly states what is included in the ‘consequences’ of an 
action:

Rigorously speaking, the consequences of purposive action are limited to 
those elements in the resulting situation which are exclusively the outcome of 
the action, i.e., those elements which would not have occurred had the action 
not taken place.

(Merton 1936: 895)

Thus, unless the action of an individual (or individuals) is, at least partially, 
causally responsible for the ‘consequence’, it is not the consequence of that ac-
tion. If there is an unintended consequence of an action, it is plausible to think of 
other unseen or neglected (disturbing) causal factors which prevented the action 
from bringing about the intended end. However, for us to consider this as an 
unintended consequence of an action it is also necessary that if the action had 
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not taken place, the unintended consequence would not have occurred. That is, 
the action in question is a necessary condition for the unintended consequence, 
ceteris paribus.

When unseen or neglected factors interfere with one’s action, unintended con-
sequences may be brought about. It is because of these unseen or neglected causal 
factors that Merton uses ‘unanticipated consequences’ interchangeably with ‘un-
intended consequences’.1 It seems natural to think that all of the unanticipated 
consequences are unintended. However, one can think about cases where the con-
sequence was intended but unanticipated. For example, people buy lottery tickets 
with the intention to win the lottery, but most of them do not anticipate that they 
will win the lottery, for if they did we could hardly be able to explain the surprise 
of the winners. Moreover, anticipated consequences may be unintended. I may an-
ticipate that if things go wrong my action may bring about certain consequences; 
however, it is not my intention to bring about those consequences as a part of 
my action. Now, for the sake of the argument, let us assume, like Merton, that in 
most cases an unanticipated consequence is unintended, or vice versa. Later, this 
distinction will prove to be useful for understanding invisible-hand arguments 
(especially in Chapter 5).

Merton classifies unanticipated (unintended) consequences according to the 
factors that help their coming about. Merton (1936: 898–901) argues that ‘the 
most obvious limitation to a correct anticipation of consequences of action is pro-
vided by the existing state of knowledge’. He then lists some of the different kinds 
of factors, such as ignorance, error and the ‘imperious immediacy of interests’, 
that may cause unintended consequences.

We might think of different cases to conceive of Merton’s distinctions. For 
example, let us assume that agent A intends to achieve X and he believes that by 
doing Y he can achieve X. Thus, A thinks that Y causes X and acts accordingly. 
Of course, A can be wrong in supposing that Y causes X. It might be the case that 
Y causes V. If this is the case, when A does Y to achieve X, V will happen. V is 
an unintended consequence of A’s action and this consequence can be accounted 
with A’s lack of knowledge of the causal determinants of X.

Another case might be that A is right about the causal determinants of X but he 
or she is ignorant of the other factors which may change the course of events that 
will follow his or her action. Therefore, we can say that A is ignorant of the fact 
that Y causes X ceteris paribus. If this is the case, when A does Y to achieve X, 
because of other interfering factors some other event, say Z, will happen. Z is an 
unintended consequence of A’s action and it can be accounted with A’s ignorance 
about the other possible interfering factors.

Of course, A can be right in assuming that Y causes X but he might be unable 
to execute Y successfully. So, A might fail to do Y or might do something different 
than Y (as in the example where I used the wrong key to open the lock), say T, 
which in turn causes V. If this happens to be the case, we can consider V as an 
unintended consequence of A’s action and account it with A’s error.

If A is stimulated by his or her ‘imperious immediacy of interests’, he or she 
might want to achieve X by doing Y without thinking about the other further 
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consequences of his or her action. If it is the case that Y causes X, V and Z, when 
A does Y to achieve X, he or she will bring about X, V and Z all together. Because 
V and Z were no part of A’s intentions, they are the unintended consequences of 
A’s action and can be accounted with A’s imperious immediacy of interests, or his 
or her short-sightedness.

These four cases lie beneath Merton’s account of unanticipated consequences 
of purposive human action.2 Merton focuses on the reasons why agents might be 
unable to anticipate the consequences. Accordingly, it suffices for him to discuss 
the agents’ lack of knowledge, ignorance or ‘imperious immediacy of interests’. 
Yet, even if we consider these as causal factors that may bring about unintended 
consequences, we have to realise the fact that they are only partially responsible 
for the generation of unintended consequences. In each and every case other fac-
tors help unintended consequences in coming about. For every case we may think 
of many possible (and different) causal processes that may lead to unintended 
consequences – in combination with agent’s ignorance or lack of knowledge, etc. 
Thus, we may not explain exactly why the unintended (or unanticipated) event 
had taken place by merely referring to the factors specified by Merton. Such an 
explanation should be able to give an account of the course of events leading to 
the unintended consequence – in addition to the specification of the agent’s inabil-
ity to anticipate them. The type of classification presented by Merton only alerts 
us to those different relations between the agents and other causal factors that 
are responsible for the unintended consequence, but it does not tell us anything 
about the ‘other causal factors’. In other words, this is a partial ‘causal classifica-
tion’ and a full causal classification would require that all types of causal mecha-
nisms that agents could not foresee, or do not know about, are spelled out. Such 
a classification would also require a specification of different types of actions 
(e.g. individual, collective, etc.), different types of consequences (e.g. physical, 
individual, social, etc.) and different ways in which these consequences affect the 
individuals.

In this line of inquiry, Merton attempts to classify unanticipated consequences 
according to the sum-total consequences of action:

These sum-total or concrete consequences may be differentiated into (a) 
consequences to the actor(s), (b) consequences to other persons mediated 
through (1) the social structure, (2) the culture and (3) the civilization.

(Merton 1936: 895)

The actions, he tells us, may be differentiated ‘into two types: (a) unorganized and 
(b) formally organized’ (Merton 1936: 896).3 This distinction implies that there 
are differences between consequences of individual action and what we might call 
consequences of social action.4 Similarly, Raymond Boudon points to different 
configurations of the consequences of social action:

The number of possible recombinations of the following criteria does, there-
fore, define the number of possible configurations: 1. No participant (1a), 
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some participants (1b), all participants (1c) attain their individual objectives; 
2. Producing, at the same time, benefits (2a), or problems (2b), or else collec-
tive benefits and problems (2c); 3. Each of these applying only to some (3a), 
or to all the participants (3b).

(Boudon 1982: 6)

These configurations, together with Merton’s classifications, suggest that there is 
a vast variety of unintended consequences and that there might be different causal 
processes behind the unintended consequences of organised action and unorgan-
ised action, or individual and social action. Although it may not be possible to 
determine the different types of causal mechanisms behind different unintended 
consequences, it is still important to understand the possible range of unintended 
consequences. One possible way to classify unintended consequences is from the 
perspective of their places of materialisation relative to the target of agent’s in-
tentions. The next section discusses this classification by introducing a table of 
possibilities, which combines Merton and Boudon’s tentative classifications to 
give a broader picture.

The table of possibilities

It is not easy to categorise different types of unintended consequences and any 
kind of categorisation will have problems in locating some of them, for unin-
tended consequences might come about in a variety of contexts and some of these 
contexts may be very complex. This section aims to develop a framework that 
makes the task of identifying different ‘unintended consequences’ easier and 
shows the subset to which the examples examined in this book belong. Although 
this account might have some limitations, it gives a better understanding of the 
explanations of unintended consequences of human action.

To begin with, we have to consider the possible methodological problems we 
may face in developing an account of a possible set of unintended consequences. 
As Merton (1936: 897) suggests when we start talking about unintended conse-
quences, we are confronted with two possible methodological pitfalls. The first one 
is the ‘problem of ascertaining the extent to which “consequences” may justifiably 
be attributed to certain actions’. Simply to argue that unintended consequence X 
was caused by A’s intention to bring about Y, we need to know whether A’s action 
caused X or not. The simplest way to get a grip of this problem is to ask whether 
X would have occurred in the absence of A’s action. If the absence of A’s action 
prevents the consequence X, we may justifiably argue that X was an unintended 
consequence of A’s action, for A’s action was partially or fully responsible for X. 
Any satisfactory explanation of X as an unintended consequence has to provide 
a justifiable connection between A’s action and X. The second problem is ‘that of 
ascertaining the actual purposes of a given action’. That is, if we want to show 
that X is an unintended consequence of A’s action, we need to know the actual 
intention of A in doing Y, or we need to show that whatever A’s intention might 
be, it is not that of bringing about X. It is always problematic to talk about another 
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person’s intentions, for we have no way of reading that person’s mind. Again, 
this is an important problem for any explanation of ‘unintended consequences’. 
However, these do not cause problems for our attempt to categorise unintended 
consequences, for in what follows we will be talking about possible types of un-
intended consequences.

We may start our analysis of unintended consequences by distinguishing be-
tween different levels, such as the social and the individual level. Then, we may 
consider the relation between the ‘target’ of the intention and the level on which 
the consequence is materialised. That is, we may examine spaces of materialisa-
tion relative to the target of intentions. Let me introduce some examples to clarify 
what is meant by spaces of materialisation. If I break a vase in an attempt to kill 
a mosquito with a newspaper, the unintended consequence is materialised on a 
non-living object. If I were to miss the mosquito and strike my wife with the 
newspaper, then the unintended consequence is materialised on a human being. 
On the other hand, unintended consequences of the government tax plan would 
have larger and broader effects. Suffice it to say, unintended consequences would 
be materialised at the social level in contrast to the unintended consequences of 
my mosquito hunt. We may add to this that the nature of my intention in the 
mosquito hunt is different than government’s intentions. We may characterise this 
difference by saying that the target of the first intention is at the individual level, 
and the target of the second is at the social level.

Let us start by thinking about the possible things one might be intending to do.5 
Table 2.1 lists some possible intention–action pairs.

Out of the seven actions listed in Table 2.1 (a1–a7), (a1) and (a2) change the 
state of a physical object and (a3–a7) are about my relations with others. However, 
while I am concerned with myself when I am doing (a3), (a4) and (a5), I am trying 
to change something social when I am doing (a6) and (a7). Given the intentions, it 
is possible to divide these actions into two groups: ones that are about the state of 
the physical objects, animals, flowers, myself, any other person, etc., and others 
that are about the society partly or as a whole. For the first one, we can say that 
the intention is about the individual level (I), and for the second that the intention 
is about the social level (S).

Table 2.1 Possible intention–action pairs

Action Intention

(a1) Poison an insect (i1) To get rid of it
(a2) Kick a piece of rock (i2) To get it out of my way
(a3) Buy flowers (i3) To please my mother
(a4) Call a friend (i4) To arrange a meeting
(a5) Write a letter (i5) To complain about a product
(a6) Give a speech (i6) To convince to take social action
(a7) Design new rules for the social 

security system
(i7) To improve the conditions of my country
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We may also consider mixed intentions as a possibility. Suppose that you are 
able to change the rules of the social security system and you know that there is 
no effective monitoring or sanctioning mechanism for the abuse of this power (as 
might be observed in some of the underdeveloped countries). With this in mind, 
you may take your chance to change the rules of the social security system in 
order to improve your own social security, even though you also know that the 
new rules will have a bad influence on the whole social security system. If you 
do change these rules, we are confronted with a complex situation that is easy to 
classify: your intention is definitely about the individual level, but you are intend-
ing to change something social as well. Here we have an example of an intention 
that is both about the individual level and social level (I + S) at the same time. It 
is not necessary that both intentions have equal weight. In this example, it is clear 
that the intention is more about the individual level than about the social level. (I 
+ S) captures the possible set of mixed combinations.

We have seen that intentions might be about different levels. Accordingly, con-
sequences might be materialised at different levels. Like intentions, consequences 
may be at the individual or social level. Say that I want to clean my walking 
path (i2) and kick a piece of rock which is in my way (a2). If I am able to ‘move 
it away’, this is an intended consequence at the individual level (I ⊕). However, 
what appeared to be a small rock might be unmovable because it is actually a 
piece of a larger rock lying under the ground. In this case, my kicking might cause 
an injury to my foot. This is an unintended consequence at the individual level 
(I ⊗). Moreover, I might as well move the rock away and injure my foot at the 
same time. In this case, there are two consequences: the former intended and the 
latter unintended (I ⊕, ⊗). Now suppose that I am giving a speech (a6) to a crowd 
to convince them to vote against a new tax policy (a6). In this case, if I am able 
to convince them to vote against the new tax policy, this would be an intended 
consequence at the social level (S ⊕). Of course, there could also be unintended 
consequences at the social level (S ⊗).

We could also talk about these consequences with respect to their desirabil-
ity. We may assume that the intended consequences are desirable, whatever we 
think about them. So, while moving the rock out of my path would be a desir-
able (intended) consequence at the individual level (I +), hurting my foot would 
not be desirable (I –). If both of these things happen, I would have desirable and 
undesirable consequences at the same time. It is possible to talk about the social 
consequences in the same manner. Of course, talking about the desirability of the 
social outcome is not easy, but we are just trying to think about the possibilities.

Now we can gather the aforementioned possibilities to form a table of pos-
sibilities (Table 2.2). For simplicity, this table takes into account only one individ-
ual’s intentions and actions. Later, we will go on to discuss other possibilities for 
multiple individuals and for the cases where many individuals intend to achieve 
the same consequence.

Now let’s try to locate some of our examples in Table 2.2. Consider (i2) and (a2) 
above: the case where I kick the rock on my way to clear my walking path. Here, 
the intention is changing something at the individual level (row I). Thus, we are 
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concerned only with the first row of the table. Now, if the consequence is that ‘the 
rock moved away’, it would be an intended consequence at the individual level 
(column I ⊕, +), which corresponds to cell 1.1 in Table 2.2. However, if I cannot 
move the rock away and hurt my foot in the process, this would be an undesirable 
unintended consequence, that is, cell 1.3 in Table 2.2. If I move the rock away 
and injure my foot at the same time then we would have one intended and one 
unintended consequence at the same time: a combination of cells 1.1 and 1.3 
represents this situation. Similar examples may be given for other rows (i.e. for 
intentions about the social level and for mixed intentions) but this is not necessary 
for, by definition, the cells corresponding to the columns with unintended signs 
(⊗) indicate unintended consequences. Thus, out of twenty-four cells, eighteen 
denote unintended consequences.6 Broadly, there are three types of intentions 
that may bring about two types of unintended consequences. Any explanation 
or examination of unintended consequences should at least specify the type of 
intention and consequence in these terms.

Remember that Table 2.2 represents the possible set of unintended consequences 
for one individual. In the case that the actions of many individuals are involved 
in the generation of the unintended consequence, the set of possible unintended 
consequences expands. But, of course, we can represent other situations with this 
table. For example, if we are interested in unintended consequences of collective 
behaviour, we can interpret the table as representing the collective intentions of 
the people involved. These possibilities increase the number of possible types of 
unintended consequences. However, we need not reproduce the table including 
these cases. An understanding of the broadness of the notion is sufficient for our 
purposes. Neither the examples examined in this book nor the other examples in 
the relevant literature are about cases where collective intentionality exists or with 

Table 2.2 Table of possibilities

Consequence

I S

⊕ ⊗ ⊕ ⊗
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n + + – +, – + + – +, –
I 1.1 1.2 1.3 1.4 n/a 1.6 1.7 1.8
S n/a 2.2 2.3 2.4 2.5 2.6 2.7 2.8
I + S 3.1 3.2 3.3 3.4 3.5 3.6 3.7 3.8

Notes
I: Intention is about the individual level.
S: Intention is about the social level.
I+S: Intention is about the individual and social level at the same time.
⊕: Actual consequence is the intended outcome.
⊗: Actual consequence is not the intended outcome.
+: Actual consequence is desirable.
–: Actual consequence is not desirable.
+, –: Actual consequences include both the desirable and undesirable outcomes.
n/a: If there is no intention, then the cell showing the consequence’s relation with the intention is 

filled with ‘n/a’. (If the individual is intending to bring about consequences at the individual level, 
it does not make sense to talk about his intention to bring about social results.)
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cases where one individual’s actions bring about unintended social consequences 
(see Chapter 1). Roughly, in our examples, unintended consequences emerge out 
of the actions of multiple individuals whose intentions are targeted to the indi-
vidual level. Since the above table represents only one individual’s intentions, 
we may interpret the rest of the individuals who are acting at the same time as a 
part of the environment within which the individual is acting. As in our example 
about the walking paths (see Chapter 1), in some cases other individuals’ actions 
are necessary for the consequence to come about. We will see more of this in the 
following section.

We may now tentatively tell the subject matter of this book. The examples 
in this book are explanations of the emergence of institutions or macro-social 
structures as the unintended consequences of intentional human action. In neither 
of these examples individuals intend to bring about a social consequence, or act 
collectively to bring about a social consequence.7 Generally, we are concerned 
with models that ‘explain’ the consequence at the social level as an unintended 
product of the intentions that are directed to the individual level. Thus, we are 
concerned only with the first row and with the right-hand side of Table 2.2. In Ta-
ble 2.2, cells 1.6, 1.7 and 1.8 show the focus of these explanations relative to other 
possible unintended consequences. Thus, we are not concerned with unintended 
consequences of government intervention or with cases similar to the example 
that I unintendedly hurt my foot.8 The theory of spontaneous order, invisible-hand 
explanations and Menger’s so-called organic phenomena, are all concerned with 
cells 1.6, 1.7 and 1.8 in Table 2.2. However, this does not fully explicate what 
this book is really about, for Table 2.2 is concerned with one person’s intentions. 
The next section further specifies the characteristics of the type of unintended 
consequences we are concerned with.

Invisible-hand consequences

We have seen that the type of unintended consequences we are interested in form 
a small subset of the set of possible types of unintended consequences. We are 
interested in social unintended consequences that were brought about by indi-
viduals who were intending to bring about consequences at the individual level. 
But why? Does the invisible hand really imply this specific set of unintended 
consequences? This section answers this question with a sneak preview of the 
following chapters.

As a first step to locate invisible-hand type of unintended consequences (invis-
ible-hand consequences) in our table of possibilities let us consider Adam Smith’s 
most quoted sentences concerning the invisible hand:

By preferring the support of domestic to that of foreign industry, he intends 
only his own security; and by directing that industry in such a manner as its 
produce may be of the greatest value, he intends only his own gain, and he 
is in this, as in many other cases, led by an invisible hand to promote an end 
which was no part of his intention. Nor is it always the worse for the society 
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that it was no part of it. By pursuing his own interest he frequently promotes 
that of the society more effectually than when he really intends to promote 
it.

(Smith 1789: IV.2.9, emphasis added)

Here, individuals pursue their own interests and hence they do not intend to bring 
about consequences at the social level. That is, individual intentions are directed 
to the individual level. However, the (unintended) consequences are at the so-
cial level: by pursuing their own interests individuals promote the interest of the 
society. Thus, the consequences generated by the invisible hand correspond to 
cell 1.6 in Table 2.2 (see Chapter 5). Similarly, Carl Menger’s (1892a) explana-
tion of the origin of money, which is a paradigmatic example of invisible-hand 
explanations, portrays individuals as having intentions targeted to the individual 
level which bring about consequences at the social level: cell 1.6 in Table 2.2 (see 
Chapter 3).

Generally speaking, the invisible hand implies beneficial unintended social 
consequences of the actions of individuals who are pursuing interests concerning 
the individual level. Some of the paradigmatic examples (e.g. Menger 1892a) 
confirm this idea. Yet the invisible hand is also associated with what we may call 
disadvantageous social consequences of human action. This type of invisible hand 
may be called invisible backhand (Brennan and Pettit 1993). While the invisible 
hand produces beneficial consequences, invisible backhand produces undesirable 
or disadvantageous consequences. Well-known examples of invisible backhands 
are Prisoner’s dilemma type of situations: individuals pursuing self-interests bring 
about a consequence which is not desired by any of these individuals. Another 
paradigmatic example of invisible hand explanations, Thomas Schelling’s (1978) 
explanation of racial residential segregation, may also be considered as an ex-
ample of the invisible backhand. In Schelling’s model, mildly discriminatory 
individuals who are willing to live in mixed neighbourhoods end up living in 
segregated neighbourhoods because of their intolerance to living as an extreme 
minority in their neighbourhood. Again, in this example, intentions are directed 
to the individual level. Individuals’ actions are not based on intentions concerning 
the formation of neighbourhoods or the state of the city in terms of distribution 
of different races in distinct neighbourhoods. Yet, an unintended consequence 
emerges out of their actions: ethnically segregated neighbourhoods (see Chapter 
4). The pure invisible backhand consequences correspond to cell 1.7 in Table 
2.2.

In fact, it is not exactly true that segregation is undesirable in Schelling’s 
model. In his explanation few individuals who are unhappy (i.e. because they 
live as an extreme minority) move to other neighbourhoods where they can be 
content. By moving they trigger a process that slowly changes the states of other 
individuals. Hence, while individuals who were initially living as an extreme mi-
nority may consider an ethnically segregated neighbourhood as a desirable result, 
other individuals may consider it as being disadvantageous.9 This alerts us to the 
fact that different individuals may evaluate the desirability of invisible-hand type 
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of consequences differently. For this reason, from a purely methodological point 
of view, we may consider both desirable and undesirable social consequences of 
invisible-hand type of mechanisms altogether under the heading of invisible-hand 
consequences. That is, in principle the invisible hand and the invisible backhand 
are similar in all respects apart from the desirability of the consequences they 
produce. Methodologically speaking, they imply similar explanatory mechanisms 
and for this reason they may be discussed together. Consequently, cells 1.6, 1.7 
and 1.8 in Table 2.2 imply invisible-hand consequences.

It is important to note here that even under this broader conception, invisible-
hand consequences form a small subset of the set of possible types of unintended 
consequences. Failure to see this relation may drastically change our opinion 
concerning the invisible hand and invisible-hand explanations.

Some peculiarities of invisible-hand consequences

Although it is not our task to define the notion of ‘social phenomena’, it is obvi-
ously necessary to have a rough understanding of what is meant by ‘social phe-
nomena’ to understand unintended social consequences. Indeed, a common sense 
understanding of it would do. Institutions, conventions, norms, coded rules of the 
society, etc. are all social phenomena. In Table 2.2 S-consequence represents such 
phenomena. But it also represents what we may call macro-social structures, that 
is, the properties of a collection of individuals or the ‘things’ that are produced by 
many individuals, such as the aggregate statistics of the society. At first glance, 
social institutions and social statistics may seem like two distinct categories that 
should not be handled together. However, the two are not so distinct. In order 
to see this let us examine the distinction between the two levels that were used 
above, specifically, the distinction between the individual level and social level.

At the individual or microlevel we observe individual agents acting independ-
ently from, or interdependently with, other individuals. The relevant variables 
here are the individual characteristics of the agents, their actions, their strategies, 
etc. in isolation, and not the characteristics of a collection of individuals, or what 
may come about from their interactions. We consider the latter as belonging to the 
social level. At the social level we have characteristics of a collection of individu-
als, the collective or aggregate consequences of their actions, etc. For example, 
while we consider the shopping decisions of an individual, his actions at the mar-
ketplace, etc. as belonging to the individual level, we consider the aggregate level 
of prices, which is a consequence of many individuals’ shopping behaviour, as 
belonging to the social level. Or, the housing decision of one individual is at the 
individual level, but the residential distribution of different types of individuals 
(e.g. according to age, sex, income) in a city is at the social level. Quite simply, 
properties of social phenomena (social level) cannot be attributed to single indi-
viduals (individual level).

Take the classic example of money. Apparently valueless coins and papers are 
considered as a medium of exchange or as a store of value by the collective belief 
of individuals, thus ‘money’ is a social phenomenon (i.e. we consider it to belong 
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to the social level). On the other hand, one single individual who believes that 
certain coins and papers can be used as a medium of exchange belongs to the 
individual level. His belief alone cannot make those coins and papers ‘money’. 
If, and only if, there are other individuals who share the same belief, we can talk 
about money.

Now, consider ethnically segregated city patterns. When we look at a city and 
how different ethnic groups are distributed in the city we may see whether there is 
segregation or not. Segregation is a property of a city, a collection of individuals 
living close to each other and for this reason we consider it as belonging to the 
social level. We cannot find out whether there is segregation or not by examin-
ing single individuals and their properties, we have to look at them from above, 
we have to consider a collection of individuals to observe the phenomenon of 
segregation. Thus, one individual’s housing decision, and her properties, belong 
to the individual level. Segregation, on the other hand, is a social phenomenon, 
by our definition.

Similarly, inflation, level of unemployment in a country, rates of interests, 
characteristics of a group, behavioural regularities in a society, etc. fall under our 
definition of ‘social phenomena’. This is, of course, not a fully developed defini-
tion of the social, yet it is consistent with many accounts of ‘social phenomena’. 
For example, Finn Collin defines ‘social’ as follows:10

‘Social’ here simply means collective: a phenomenon counts as social if it 
involves a plurality of human agents whose actions or plans are somehow 
mutually related.

(Collin 1997: 5, emphasis added)

Given our definition of the social level, what are the properties of an invisible-
hand consequence? First of all, it necessitates a multiplicity of individual agents. 
One individual may change or bring about social phenomena: for example, a 
dictator may force the segregated individuals in the city to move and thereby 
bring about an integrated city. Government intervention into the economy may 
be considered in a similar way. Yet, although one or a couple of individuals may 
be enough to change or bring about social phenomena, social consequences are 
always mediated through a multiplicity of individuals. In the first case, many indi-
viduals are moved by force to other houses. In the case of a government policy to 
decrease inflation the expected consequence (low inflation) can only be achieved 
if the individual agents in the economy give the ‘right’ responses to the policy. 
Simply put, social consequences are mediated through a multiplicity of individu-
als. It does not matter whether the social consequence was intended or not (or 
whether it was designed or not); it involves a multiplicity of individuals.

To sum up, an unintended social consequence has the following important 
characteristics:

 1 The consequence is located at the social level (or, it is a social 
consequence).
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 2 Consequence was not intended by any individual.
 3 It is mediated through a multiplicity of individuals.

Yet, our focus is on unintended social consequences that were brought about 
by individuals who were not intending to change or bring about social conse-
quences – that is, we are concerned with the first row in our table. Thus, we may 
add the following condition:

 4 Individual intentions are directed to the individual level.

This condition excludes unintended social consequences that were brought about 
by actions of individuals (or of an individual) who were intending to bring about 
social consequences. Thus, condition 4 is the first step to differentiate invisible-
hand consequences from unintended social consequences.

Some unintended consequences that satisfy conditions 1, 2, 3 and 4 may not 
be considered as invisible-hand consequences. We may think about the following 
possibility: could the action(s) of one individual who does not intend to bring 
about social consequences bring about social consequences? Since human be-
ings live in a society this seems to be a possibility. I may fail to recognise that 
my actions may bring about social consequences. That is, although I may think 
that my actions would have no consequences at the social level, this may not be 
true. An example of this appeared in Radio Netherlands. I will adapt the story as 
follows: a filmmaker goes to a former colony of a country with the intention to 
shoot a documentary about the culture of the residents. He learns that before the 
colonisation, these people were cannibals but they were forced to stop this prac-
tice. Willing to include scenes of cannibalism, he asks the locals to reconstruct 
their headhunting rituals for the cameras. However, the locals, once forbidden 
to perform such rituals, interpret this request as a permission to return back to 
their old practice of cannibalism and radically change their behaviour after this 
incident. In this example, a single individual brings about a social consequence, 
although he was not intending to do so. Although this may seem to be an extreme 
case, it alerts us to the possibility that a single individual’s intentions directed to 
the individual level might bring about unintended social consequences. Proposed 
examples of the invisible-hand mechanism (e.g. paradigmatic examples of invis-
ible hand explanations) do not indicate such cases. To exclude these, we may add 
the following condition:

 5 The action of one individual is not sufficient to produce the unintended 
(social) consequence.

Conditions above do not exclude cases where many individuals collectively act 
in a similar manner. Since the invisible hand does not imply collective behaviour, 
we may add the following condition:
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 6 Individuals do not pursue the same end collectively (that is, collective 
intentionality is excluded).

Note that this does not out rule the cases where individuals pursue the same end 
independently – that is, without a collective decision to do so. We ruled out unin-
tended social consequences of a single individual’s actions and unintended social 
consequences of collective action. Given the above conditions, the only way that 
an unintended social consequence may be generated is through multiplicity of 
individuals with intentions directed to the individual level. Invisible-hand conse-
quences are defined as the set of unintended consequences implied by the condi-
tions 1 to 6. This book focuses on the models and explanations concerning the set 
of unintended consequences as described by these conditions.

Lastly, we have to distinguish between ‘unintended’ and ‘unanticipated’ and 
release our assumption that unintended consequences were equivalent to un-
anticipated consequences. It seems reasonable to think that if a consequence is 
unanticipated it should be unintended, and vice versa. But this is not the case. 
First of all, an unanticipated consequence might be intended. For example, when 
I buy a lottery ticket I intend to win (or intend to increase my chances of win-
ning) the lottery. However, I do not anticipate that I will win. If I win, this would 
be an unanticipated intended consequence. Second, an anticipated consequence 
may be unintended. For example, when I take a shortcut through a public green 
field, I may anticipate that if others do the same, the plants may be irrecover-
ably damaged. Yet, I do not intend to bring about this consequence when I take 
the shortcut – I may be ignorant about other people’s behaviour and about the 
final consequence. Or, when someone drives home, despite the fact that he has 
consumed three glasses of whisky, he may anticipate that if things go wrong he 
may end up at the police station. However, this is not his intention to do so. He 
is simply intending to go home by means of taking the risk of being stopped by 
the traffic police. Thus, in some cases we may have unintended but anticipated 
consequences. Invisible-hand consequences may be anticipated or unanticipated.

Concluding remarks

In this chapter we have explored the notion of ‘unintended consequences’ and 
specified the subset of possible unintended consequences we are concerned with. 
We are concerned with invisible-hand consequences that are defined by condi-
tions 1 to 6. These conditions hint at the contrast between designed outcomes and 
unintended outcomes. It is commonly argued that people tend to associate orderly 
things with design. Showing that what seems to be designed is indeed unintended 
is an important achievement because it frees our mind from our presuppositions. 
Yet, it is sometimes hard to distinguish the designed from the unplanned. Con-
sider the example about the unpleasant paths on green fields (see Chapter 1). 
There was such a path at Erasmus University Rotterdam Campus. It is on the 
way to the sports hall. Students used to take a shortcut to the sport-hall through 
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the green field and hence the path emerged. However, after some time university 
management covered this unpleasant path with stones, and it now looks like the 
other constructed paths, which were in the original plans of the Erasmus Univer-
sity Campus. Newcomers might think that this shortcut path had been planned, 
while the truth is that it was brought about by the dispersed actions of the students 
who were just intending to get to their sports hall as quickly as possible. It was not 
planned. But after the ‘spontaneous’ emergence of the path, the university man-
agement – probably – thought that it was a good idea to have a constructed path 
there, either because of the impossibility of recovering the path as a green area, or 
because they saw the need for such a path. In any case, it looks designed, although 
it is not, and the correct explanation of its emergence should explicate this fact. 
This example alerts us to two things. First, human beings tend to associate order 
with design. Second, sometimes order might have some historical evidence that 
it was designed but it is still not necessary that it emerged as the consequence of 
some design. Something that looks like a design, like the rules of the road, might 
indeed be an unintended consequence of human action. In the next chapter, we 
start examining the plausibility of explaining what looks like to be the product of 
design as an unintended consequence of human action.



3 The origin of money

Introduction

The aim of this chapter is to examine Menger’s explanation of the origin of money 
and his methodology. According to Menger, money is an unintended consequence 
of several individuals’ actions pursuing their own economic interests. In his story 
money evolves ‘spontaneously’ from an environment where individuals directly 
exchange their goods at the market. There are at least two alternatives to Menger’s 
explanation. First, many believe money is a matter of design and it was intro-
duced by central authority or by common will. Second, some anthropologists ar-
gue that money evolved from gift exchange or, more broadly from social relations 
other than market exchange. The general objection to Menger’s account is that 
it ignores the institutional and historical factors that affected the development of 
money. To be able to understand the merits and demerits of Menger’s account one 
needs to examine Menger’s explanation in comparison to these views. Accord-
ingly, the first part of this chapter introduces Menger’s explanation and discusses 
it in comparison to its ‘rivals’.

The second part of the chapter focuses on Menger’s methodological views 
and his justification of theoretical economics in contradistinction to ‘historical’ 
economics. This will help us reach an interpretation of Menger’s explanation and 
put forward some of the constituents of the framework presented in Chapter 7.

There are two important conclusions of this chapter: first, different stories of 
the genesis of ‘money’ focus on different aspects of ‘money’ and these are not 
necessarily contradictory. Money takes various forms and serves several functions 
and its distinct characterisations may lead to different explanations of its origin. 
Second, the objection that Menger ignores some of the crucial institutional factors 
is correct. Yet, this does not immediately permit us to dismiss Menger’s explana-
tion, for his exposition is different from the other accounts in that he is trying to 
find out some of the general mechanisms that may have brought about a gener-
ally acceptable medium of exchange. Menger could be justified in abstracting 
from some institutional factors if his exposition adds something to our knowledge 
base. It is argued here that Menger should be considered as uncovering a possible 
way in which certain factors may have interacted in the process of emergence of 
money and thereby providing some of the possible mechanisms that may help us 
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explain the emergence of money for particular cases. Menger’s story is of value 
for it points to certain mechanisms and a possible way in which they may have 
interacted in a particular society at a certain time in history. Yet, we should not 
overestimate the explanatory power of Menger’s story. We may consider it as 
a conjecture about the way in which money could have emerged. Menger only 
alerts us to some factors and presents a partial potential explanation. It is partial 
in the sense that it focuses on some of the explanatory factors and potential in the 
sense that there is no guarantee or proof that these factors were indeed effective in 
the process of emergence of money.

Menger’s explanation

Menger’s explanation of the origin of money is an example of what Menger’s 
calls an organic explanation. Menger thinks that natural organisms are analogous 
to certain social phenomena in a limited way. He argues that ‘there exists a certain 
similarity between natural organisms and a series of structures of social life, both 
in respect to their function and their origin’ (Menger 1883: 129). Yet, although he 
admits that there is a similarity between the origin and function of these phenom-
ena and of natural organisms, he alerts us to the limitations of this analogy:

it is not an analogy that covers the entire nature of the phenomena concerned, 
but only partial aspects of them. In this respect it is again only a partial anal-
ogy.

(Menger 1883: 131)

According to Menger, only some social phenomena are analogical to social organ-
isms and with respect to the applicability of this analogy, social phenomena can 
be divided into two categories:

 1 Social phenomena that are ‘the result1 of purposeful activity of humans 
directed toward their establishment and development’ (Menger 1883: 131) 
or ‘are the results of common will directed toward their establishment 
(agreement, positive legislation, etc.)’ (Menger 1883: 133).

 2 Social phenomena that ‘are the unintended results of human efforts aimed at 
attaining individual goals’ (Menger 1883: 133).

In Menger’s terminology the first type is called pragmatic phenomena and the 
second type organic phenomena. (In Table 2.2, cells 1.6, 1.7 and 1.8 represent 
organic phenomena, and cell 2.5 represents pragmatic phenomena.) Those phe-
nomena that are similar to natural organisms, with respect to their function and 
their origin, are in fact the social institutions and structures that are the unintended 
consequences of human action, that is, organic phenomena.

Similarly we can observe in numerous social institutions a strikingly appar-
ent functionality with respect to the whole. But with closer examination they 
still do not prove to be the result of an intention aimed at this purpose, i.e., the 
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result of an agreement of members of society or of positive legislation. They, 
too, present themselves to us rather as ‘natural’ products (in a certain sense), 
as unintended results of historical development.

 (Menger 1883: 130)

According to Menger (1883: 130), money, law, language, markets, etc. are exam-
ples of such phenomena.

As for the incompleteness of the analogy, Menger stresses the differences be-
tween realms of natural organic phenomena and social organic phenomena. For 
example, Menger (1883: 133) rejects the idea of mutual causation between the 
whole and its parts, he thinks that this is a vague idea and it is inadequate for 
our laws of thinking. More importantly, he argues that forces acting in nature are 
different than the ones in the social realm. In nature purely mechanical forces are 
working but the social realm is dominated by intentional activities:2 ‘they are, 
rather, the result of human efforts, the efforts of thinking, feeling, acting human 
beings’ (Menger 1883: 133).

Menger (1883: 135) notes the following consequences of these limitations in 
the organism analogy. First of all, the limitations of this analogy necessitate an 
understanding of organic as well as of pragmatic phenomena in the social realm. 
Second, the application of the organism analogy cannot provide a full understand-
ing of organic phenomena:

The mechanical application of the methods of anatomy and of physiology to 
the social sciences is therefore not permissible even within the narrow limits 
indicated above.

 (Menger 1883: 136)

Given the limitations, it is not possible to study organic phenomena as biologi-
cal organisms. Menger argues that we do not need to examine organic phenomena 
as a whole3 and that the study of the constituent parts of organic phenomena is 
more appropriate.

The acknowledgement of a number of social phenomena as ‘organisms’ is in 
no way in contradiction to the aspiration for exact (atomistic!) understanding 
of them.

(Menger 1883: 141)

From the above argument, it should be clear that even though Menger thinks 
that origin and function of the unintended consequences of human action resem-
ble that of organisms, he does not argue that they should be examined in a holistic 
way. The relevant question, generally known as the Mengerian question, that 
should be asked when examining such phenomena is:

How can it be that institutions which serve the common welfare and are ex-
tremely significant for its development come into being without a common 
will directed toward establishing them? [. . .] What is the nature of all the 
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above social phenomena [. . .] and how can we arrive at a full understanding 
of their nature?

(Menger 1883: 146, 147)

Here, although Menger does not rule out disadvantageous unintended conse-
quences, he is clearly interested in explaining the beneficial ones (cell 1.6 in Table 
2.2). The answer to this question would constitute an organic explanation, accord-
ing to Menger. That is, an organic explanation explains either the origin or the 
function of the social patterns or institutions that are the unintended consequences 
of human action.

Money

Before examining Menger’s explanation of money as an organic phenomenon, it 
is useful to discuss the meaning of ‘money’. According to the Merriam-Webster’s 
dictionary, ‘money’ is something that is generally accepted as a medium of ex-
change, a measure of value, a unit of account or a means of payment. We know 
that there are officially coined or stamped metal money, paper money, commod-
ity money, and money of account. Yet the definition and identification of this 
ubiquitous phenomenon might be troublesome if one wants to explain its origin. 
Shall we trace the history of the coins and banknotes? Or, shall we go further to 
look for items that served the functions of ‘money’ in earlier tribes, cultures, and 
civilizations? What are the essential functions of money? Is it possible that what 
is an essential function of ‘money’ today may not be a function of ‘money’ in its 
earlier forms?

Dalton (1971b: 172) argues that modern money (e.g. US dollars, euros, Turk-
ish liras, etc.) performs all the functions of money (as defined above) for all types 
of transactions and payments. Modern money is, so to say, all-in-one money. We 
do not consider precious metals or jewellery as money because they ‘come into 
existence for reasons other than money-ness. Each is capable of one or two money 
uses’ but they do not serve all the functions (i.e. a medium of exchange, a store of 
value, a unit of account, etc.) of modern money as the euro does. Dalton argues:

primitive monies or valuables used in reciprocal and redistributive transac-
tions are the counter parts of these limited or special purpose monies [e.g., 
jewellery, bonds, stocks etc.], and not of dollars as media of (commercial) 
exchange; they resemble dollars only in non-commercial uses (paying taxes 
and fines, and in gift giving).

(Dalton 1971b: 172)

Briefly ‘primitive’ money is limited-purpose money in comparison to modern 
money. They are similar, but still so different that an explanation of the origin of 
limited-purpose money (e.g. bride money) should be different from an explana-
tion of the origin of a generally accepted medium of commercial exchange.
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The differences between modern money and ‘primitive’ money should alert 
us to the fact that the delineation of the explanandum phenomenon, in our case 
‘money’, is essential in understanding its explanation. To be able to understand 
an explanation of the origin of ‘money’ one needs to know what is considered as 
‘money’ in that explanation. Explanations of the origin of money may take dif-
ferent forms under different definitions of money. This is particularly important 
if we want to understand how different explanations of the origin of money stand 
next to each other.

The origin of money

In his ‘On the Origins of Money’ Menger (1892a) tells us at the outset that he 
is interested in explaining the emergence of a generally acceptable medium of 
exchange:

There is a phenomenon which has from of old and in a peculiar degree at-
tracted the attention of social philosophers and practical economists, the fact 
of certain commodities (these being in advanced civilizations coined pieces 
of gold and silver, together subsequently with documents representing those 
coins) becoming universally acceptable media of exchange.

(Menger 1892a: 239, emphasis added)

He observes that at different times and places different types of commodities 
served as ‘money’ to different cultures and nations. Yet, he focuses his attention 
on one property of those tokens, on their functioning as a generally accepted me-
dium of exchange.4 His explanation basically states that (contrary to the common 
belief)5 a medium of exchange could have emerged out of the dispersed actions 
of the individuals, without a ‘common will directed towards establishing’ it. This 
is, in fact, the type of research project that he wants to promote in social sciences, 
especially in economics, as stated in what we have called the Mengerian question. 
To answer this question with respect to money, he first observes that different 
commodities have different degrees of saleableness at different times and places. 
Some goods are available at some places and cannot be found in others. Given the 
cultural background and environmental conditions some commodities are needed 
more than others. Some goods have certain properties that others do not have, such 
as durability. Briefly, in any place there is a certain set of goods some of which are 
more saleable than others. Indeed, Menger wants to show that the phenomenon of 
‘money’ can be understood in terms of its high saleableness:

The theory of money necessarily presupposes a theory of the saleableness 
of goods. If we grasp this, we shall be able to understand how the almost 
unlimited saleableness of money is only a special case, – presenting only a 
difference of degree – of a generic phenomenon of economic life – namely, 
the difference in the saleableness of commodities in general.

(Menger 1892a: 243)
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The question is, ‘given the differences in the saleableness of goods,6 how could a 
generally accepted medium of exchange emerge?’

After registering the fact that saleableness of goods differs, Menger goes on 
to register another ‘fact’: the fact that individuals act according to their economic 
(self-)interests. Yet, he neither argues that this is the only motivation of human 
beings, nor that this statement is valid under every condition. Menger consid-
ers economic interests as an important factor in explaining economic phenomena 
given that individuals are market dependent. Thus, market dependence is another 
important factor in his explanation.

Among the factors that increase the differences in the saleableness of goods we 
find factors such as the ‘development of the market’, ‘development of commerce’, 
‘the permanence of the need’, ‘periodicity of the market’, etc. (Menger 1892a: 
246–247) Moreover, whenever Menger talks about ‘economic interests’ he is in-
terested in showing the individuals’ interest in overcoming the inconveniencies 
of direct exchange, which necessarily implies individuals’ dependency on their 
exchanges at the marketplace:

when any one has brought goods not highly saleable to market, the idea up-
permost in his mind is to exchange them, not only for such as he happens to 
be in need of, but, if this cannot be effected directly, for other goods also, 
which, while he did not want them himself, were nevertheless more saleable 
than his own. By so doing he certainly does not attain at once the final object 
of his trafficking, to wit, the acquisition of goods needful to himself. Yet he 
draws nearer to that object. By the devious way of a mediate exchange, he 
gains the prospect of accomplishing his purpose more surely and economi-
cally than if he had confined himself to direct exchange.

(Menger 1892a: 248)

It is evident that the need for certain goods is essential here. If individuals do 
not need to exchange goods to meet their needs then it is less likely that they will 
try to solve the problem of ‘double coincidence of wants’.7 Likewise, Menger 
explicitly states that an important requirement for the need for a generally ac-
ceptable medium of exchange to emerge is increased market traffic. That is, if 
individuals exchange goods infrequently they may not need to find ways out of 
the existing situation of troublesome direct exchange and they may not be able to 
learn how to improve their situation:

With the extension of traffic in space and with the expansion over ever longer 
intervals of time of prevision for satisfying material needs, each individual 
would learn, from his own economic interests, to take good heed that he bar-
tered his less saleable goods for those special commodities which displayed, 
beside the attraction of being highly saleable in the particular locality, a wide 
range of saleableness both in time and place.

(Menger 1892a: 248, emphasis added)
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As the market traffic increases, the possibility that individuals could find out 
the advantages of using more saleable goods in their exchange increases. Thus, 
Menger takes into account the increase in needs and the gains and losses of indi-
viduals in relation to the market traffic. When there are more goods to exchange:

 1 the trouble of bringing them to the market;
 2 the loss resulting from no exchange;
 3 the loss resulting from exchanging goods with less saleable goods that are not 

demanded immediately; and
 4 the gain from exchanging goods with goods that may be easily exchanged 

with other goods increases.

Menger assumes that the conditions under which a medium of exchange 
emerges should have started from an environment where individuals already ex-
change goods. Moreover, the individuals could not have continued their life solely 
on the goods that they individually produce. This is an environment where there is 
no medium of exchange (since he wants to explain its emergence) and individu-
als exchange their goods directly. In sum, the initial conditions are defined by 
the existence of direct exchange and by the intentions of the market-dependent 
individuals to exchange good(s) for good(s) to which they have immediate need. 
Menger assumes that direct exchange is not convenient for market-dependent in-
dividuals and that in such an environment the owner of the most saleable goods 
should have exchanged her goods much more easily than others – because, by 
definition, there is more demand for more saleable goods.

Given these assumptions, the most significant force in the process of the emer-
gence of money is the ‘individuals who are engaged in economising actions’. In 
principle, Menger’s individuals are capable of observing the state of affairs at the 
market. They are hypothesised roughly to observe:

that it is not always possible to exchange one’s goods with the goods one • 
needs;
that it is inconvenient to exchange one’s goods with the goods one does not • 
need, if that good is not easily accepted by others at the market;
that it is easier to exchange some goods than others, and that there is greater • 
demand for those goods; and
that it would be more convenient to exchange one’s goods with these easily • 
saleable goods in the case that one cannot exchange her goods with goods 
that she immediately needs.

Menger portrays individuals as being more or less ‘rational’ and focuses on 
their economising actions concerning direct exchange. He argues that the ten-
dency to behave ‘rationally’ (to economise) increases as the intensity of exchange 
increases – although economising does not solely depend on market traffic. He 
also observes that individual capacities of ‘realising’ facts can differ and that this 
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may take time and the process within which a medium of exchange emerges in-
volves some mechanism like imitation:8

It is only in the first instance a limited number of economic subjects who 
will recognize the advantage in such procedure, an advantage which, in 
and by itself, is independent of the general recognition of a commodity as 
a medium of exchange, inasmuch as such an exchange, always and under 
all circumstances, brings the economic unit a good deal nearer to his goal, 
to the acquisition of useful things of which he really stands in need. But it 
is admitted, that there is no better method of enlightening any one about his 
economic interests than that he perceive the economic success of those who 
use the right means to secure their own.

(Menger 1892a: 249, emphasis added)

Menger thinks that some individuals may realise the state of affairs earlier 
than others and adopt the strategy of exchanging their goods with more saleable 
goods when they cannot find the goods they need. Some others may ‘imitate’ or 
‘learn’ from these individuals. Thus, the process of money’s emergence can also 
be considered as a discovery process.

Given the high level of market transactions and economic dependency of the 
individuals on market transactions, individuals try to minimise their ‘transaction 
costs’ by using more saleable goods in their exchange. Individuals intentionally 
prefer some goods to others (e.g. more saleable or more needed goods), but they 
do not have the intention to bring about something as a generally accepted me-
dium of exchange. In a way, in this process some of the goods are filtered as 
‘nominees’ for being a generally accepted medium of exchange. Moreover, there 
is positive feedback from the market environment that encourages more people to 
use more saleable goods in their exchange; that is, if more people start using more 
saleable goods in their exchange the market traffic increases and the increased 
market traffic necessitates the use of a more saleable good in exchange.9 This 
feedback also keeps the process going:

When the relatively most saleable commodities have become ‘money’, the 
great event has in the first place the effect of substantially increasing their 
originally high saleableness. Every economic subject bringing less saleable 
wares to market, to acquire goods of another sort, has thenceforth a stronger 
interest in converting what he has in the first instance into the wares which 
have become money.

(Menger 1892a: 248)

This implies that the range and relative ranking of the goods (according to their 
saleableness) are changing in the process of the emergence of money. What is 
becoming a generally accepted medium of exchange becomes more and more 
saleable.10 The end state of this process is the emergence of a generally accepted 
medium of exchange. This institution is the unintended consequence of the ac-
tions of economising (self-interested) individuals:
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It is clear, rather, that the origin of money can truly be brought to our full 
understanding only by our learning to understand the social institution dis-
cussed here as the unintended result, as the unplanned outcome of a specifi-
cally individual efforts of members of a society.

(Menger 1883: 155)

Reconstruction of Menger’s story

To understand Menger’s explanation it is important to comprehend his story and 
its stages. Menger observes that there is a curious social phenomenon called 
‘money’ and he wants to explain its emergence in order to understand its nature. 
He wants to find out how it could have emerged. Briefly, his task is to explicate 
how a no-medium-of-exchange world transforms into a world with a medium of 
exchange.

To explain the origin of money, Menger needs to find out the conditions under 
which a generally acceptable medium of exchange could emerge. That is, he needs 
to tell us about the state of the world at time t, World (t), and the processes that 
transforms World (t) into a state with a generally acceptable medium of exchange 
at time t + n, World (t + n). In Figure 3.1, the box in between the two states of the 
world represents the process (or mechanisms) that transforms World (t) to World 
(t + n). The description of World (t) and of its transformation into World (t + n) is 
needed to explain the emergence of money.

The problem here is the representation of the states of affairs in World (t) and 
World (t + n). It is relatively easy to represent World (t + n) for it is possible to 
observe the characteristics of a medium of exchange and how it is used. However, 
direct evidence about World (t) is limited. Menger states a couple of facts about 
different uses of money in history and in different cultures. He informs us that 
cattle, shells, etc. have been used as money, and that the concept of a medium 
of exchange is not limited with coins and papers issued by the state. He also 
mentions other general facts, such as the fact that different goods have differ-
ent degrees of saleableness. In Menger’s explanation World (t) is described as a 
place where market-dependent individuals directly exchange goods at the market. 
Individuals of World (t) act according to their economic interests and are capable 
of improving their situation given the conditions of the market. The ‘economising 
actions of these individuals and their interaction’ is the main driving force in the 
transformation of World (t) into World (t + n).

World (t) World (t+n)

States of the world

Figure 3.1 States of the world.11
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Objections

There are at least two important objections to Menger’s account.12 The first sug-
gests that ‘money was introduced by a communal agreement or political decree 
or legislative action that is external to the exchange process’ (Iwai 1997: 1). The 
second argues that the origins of modern money should be traced back to gift ex-
change, or more generally to transaction forms other than commercial exchange 
(see, for example, Clark 1993: 381–382). These accounts have different charac-
terisations of World (t) and its transformation into World (t + n). The common de-
nominator of these alternative accounts is their criticism of Menger’s description 
of the initial state within which money developed, that is, of World (t). It is argued 
that barter, the direct exchange of goods, is hardly found in earlier and primitive 
societies and the tendency to exchange goods, which is the main driving force in 
Menger’s explanation, is almost non-existent in those societies.13

The design view may have various forms. Its simplest form focuses on coined 
money and justifiably argues that ‘money’ was designed. Obviously in this form, 
design view does not contradict Menger’s account of the origin of a generally 
acceptable medium of exchange.14 Those who argue that it does are confusing the 
different delineations of money used in these different views.15 Indeed, Menger 
would definitely agree that coined money is a matter of design:

by state recognition and state regulation, this social institution of money has 
been perfected and adjusted to the manifold and varying needs of an evolving 
commerce, just as customary rights have been perfected and adjusted by stat-
ute law. Treated originally by weight, like other commodities, the precious 
metals have by degrees attained as coins a shape by which their intrinsically 
high saleableness has experienced a material increase.

(Menger 1892a: 255)

A more sophisticated form of the ‘design view’ argues that money neither de-
veloped out of direct exchange, nor that it functioned as a medium of exchange 
in its early stages. Such an account can be found in Henry (2002). Henry ar-
gues that in Egypt money first developed as a ‘unit of account’ (also see Ingham 
1998a,b, 1999). Henry (2002: 5) informs us that ‘up to about 4400 bc. Egyptian 
populations lived in egalitarian, tribal arrangements.’ Then he explains how these 
non-exchange, non-propertied societies with collective production and collective 
consumption are transformed into a society with hierarchical (unequal) structures. 
The idea is that after the specialisation of some individuals on agricultural tech-
niques, a classed structure emerges slowly and obligations that were internal to 
the tribe are transformed into obligations to other classes. ‘Under the new social 
organization, tribal obligations were converted into levies (or taxes, if one views 
this term broadly enough)’ (Henry 2002: 9).

At some early point in the Old Kingdom, the growing complexities of the 
new economic arrangements required the introduction of a unit of account in 
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which taxes and their payment could be reckoned and the various accounts in 
the treasury could be kept separate and maintained. This unit was the deben.

(Henry 2002: 11)

In Henry’s story World (t) is a place where there is no market-dependent ex-
change, but obligatory payments. Moreover, individuals are not equals in their 
transactions (e.g. they do not exchange goods voluntarily) as they are in Menger’s 
story. For this reason, Henry proposes this historical study as a case that contra-
dicts Menger’s account, and supports Innes’s (1913) account that sees money as a 
product of obligations that existed in every society. Yet Henry’s account does not 
really contradict Menger’s account. Henry and Menger are explaining different 
things. Henry explains the emergence of money as a unit of account at a specific 
place and time. Menger, on the other hand, presents a general account of money as 
a medium of exchange. Thus, two differences can be identified: first, they explain 
different things; second, their explanations are at different levels of generality. 
As it stands, Henry’s design argument only holds for the emergence of money as 
a unit of account. It leaves the possibility that money as a medium of exchange 
developed spontaneously in that environment – that is, after the introduction of 
deben – with the development of market-dependent exchange. In any case, al-
though we cannot establish that it contradicts Menger’s account in its conclusions, 
we have to acknowledge the fact that it presents a totally different perspective on 
the environment within which money as a medium of exchange developed. Thus, 
his evidence on Egypt arouses doubts about Menger’s description of World (t).

The inaccuracy of the traditional description (such as Smith’s, Menger’s, 
Jevons’s, etc. – as presented in Appendix I) of the stages of society prior to de-
velopment of money has been emphasised by many anthropologists and histo-
rians alike. Such criticism heavily builds on Polanyi’s (1944) influential book 
The Great Transformation.16 The main argument here is that primitive cultures 
do not have the institutions that modern cultures have and that the traditional 
view is wrong in imposing the modern definitions of similar institutions to those 
cultures. The fifth chapter of The Great Transformation is full of such examples. 
Polanyi argues, for example, that money is not necessarily an important institution 
in primitive cultures, for money serves different functions in such cultures that are 
of secondary importance to the functioning of those societies. He argues, contrary 
to the common view in economics that trade most probably developed as long-
distance trade and not as internal trade, the exchange of goods was not in the form 
of barter but in the form of gift exchange. According to Polanyi, it is hard to find 
a state in history or in primitive cultures where individuals bartered goods and 
acted in line with their disposition to exchange goods selfishly ‘maximising’ their 
‘utility’. Polanyi’s argument undermines the description of World (t) as presented 
by Menger.

Similarly, Bohannan and Dalton (1971) argue that ‘the familiar dichotomy 
of barter versus money transactions does not reveal the mode of transaction in 
goods changing hands’ in primitive cultures. In Polanyi’s terminology reciprocity, 
redistribution and market exchange are three different ways in which goods may 
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change hands. Goods changing hands by reciprocal gift exchanges or by redis-
tribution of the goods that were collected at a centre is essentially different from 
market exchange. Thus, in considering the evolution of money the traditional view 
(e.g. Menger’s) makes the mistake of ignoring these institutional arrangements by 
assuming the existence of barter.

Departing from similar arguments, some anthropologists argue that money 
evolved out of the gift system, which can be considered as a type of obligation.17 
In this view money was not intentionally brought about; rather, it developed out of 
social obligations, that is, gift exchange. For example, Clark argues:

Menger omits the fact that money, as a social institution, existed thousands 
of years before the rise of the market economies. Just as the exchange of 
commodities has its origins in the ceremony of the gift, where the motivation 
is the exact opposite of that which we assume today, the origins of money are 
not connected in most instances to trade goods, but to a change in function of 
an object usually of ceremonial value.

(Clark 1993: 381–382)

Clark argues that different forms of money existed prior to the emergence of a 
generally acceptable medium of exchange and that Menger should have taken 
this into account in his explanation of origin of a medium of exchange. The seri-
ous challenge here is that Clark argues that Menger does not get the facts right 
about the state of the world, World (t), within which a medium of exchange was 
brought about, and that Menger’s depiction of the earlier stages of the society 
ignores the most relevant institutions (e.g. prior forms of money). The objection 
is that explanation of the origin of a generally accepted medium of exchange or 
origin of modern all-in-one money cannot be independent from the prior forms 
of money (i.e. limited purpose money). It is, therefore, not possible to argue that 
Menger explains the genesis of money in a truly historical sense. If the description 
of the initial stages, that is, World (t), is not accurate, one is tempted to argue that 
Menger’s explanation is wrong and for that reason it is valueless. Is it possible 
that Menger’s exposition is still valid although its description of the initial stage, 
World (t), does not correspond to any stage of any society in history?

To answer this question we have to see the differences between the objections 
and Menger’s account. The main difference is that Menger’s account is general 
and that of the objections are not. The objections are pointing to some particular 
facts about the origin of money and their exposition is specific to certain locations 
and times. Menger’s account, on the other hand, is pointing out some general 
mechanisms that may have been working in particular histories of the emergence 
of a medium of exchange.18 In Menger’s terminology, objections provide a his-
torical understanding, and Menger provides a theoretical understanding. The dif-
ference between historical and theoretical understanding is examined in the next 
section.

Before going further it is useful to emphasise a couple of points. First, because of 
its general nature, Menger’s explanation may be compatible with other scenarios. 
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For example, in distinct societies different commodities may have served some 
functions of money prior to the emergence of a generally accepted medium of 
exchange. Menger’s theory of saleability abstracts from the particularities of 
these societies and tells us that these commodities could be considered as goods 
with relatively high saleability. The development of market dependence, then, 
transforms some of these highly saleable goods into generally accepted media of 
exchange. Thus, Menger’s theory is general in the sense that it allows for the ex-
istence of prior forms of money. In other words, existence of prior forms of money 
does not necessarily conflict with Menger’s explanation. Second, Menger’s story 
alerts us to the dynamics of market exchange as an important factor in explaining 
the origin of a generally acceptable medium of exchange. It is important to note 
here that none of the criticisms above object to (commercial) market exchange as 
an important factor in the evolution of a medium of exchange. Rather, they object 
to Menger’s description of the initial stage of the society, World (t), within which 
money emerges. Once we see the fact that Menger is trying to explain the origin 
of a generally acceptable medium of exchange, and that his emphasis is on market 
traffic and economic interests, we may see that Menger’s exposition studies the 
emergence of a medium of exchange in isolation from other factors. Third, it is 
possible to justify his approach by considering him as trying to show some of the 
mechanisms behind the origin of a medium of exchange – not all of them. In this 
interpretation, Menger’s explanation should not be considered as a full-fledged 
explanation of origin money, but as a partial potential (theoretical) explanation 
that presents a possible way in which some of the existent mechanisms may inter-
act (or, may have interacted) in the process of emergence of money. These issues 
get more attention in the next section.

Exact understanding

Menger (1883: 35–36) makes a distinction between concrete phenomena and em-
pirical forms. Concrete phenomena and their concrete relationships are specific to 
time and place. For example, the coins and banknotes in your pocket are examples 
of concrete phenomena. Empirical forms, on the other hand, represent the general 
aspects of phenomena. What we know as money, supply, demand, price, etc. in 
economics may be considered as empirical forms in Menger’s terminology. They 
do not denote the properties of phenomena that are specific to time and place; 
rather, they signify some general aspects of them. For example, while specific 
characters, pictures and colours printed on a 100 euro banknote, as well as its 
several uses may be counted as its properties, only the properties that are common 
to several forms of money can be counted as properties of ‘money’ (e.g. being 
a medium of exchange, a means of payment, etc.).19 Menger (1883: 36) argues 
that it is the ‘investigation of types and typical relationships’ that gives us deeper 
understanding of the real world.

One way to understand a concrete phenomenon is to study its properties and 
its relationship with other phenomena. According to Menger, such an under-
standing would constitute individual knowledge of that phenomenon and history 
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and statistics provide such individual (as opposed to general) knowledge about 
concrete phenomena. General knowledge of phenomena can only be attained 
theoretically by studying empirical forms and laws. Thus, according to Menger 
(1883: 43–45), there are two ways of understanding phenomena: the historical 
way and the theoretical way. Menger maintains that both of them are necessary 
for understanding phenomena.20 Obviously, the evidence presented by the an-
thropologists (and historians) provides a historical understanding of the origin 
of particular exemplifications of ‘money’. Menger’s exposition of the origin of 
money, on the other hand, is supposed to provide a theoretical understanding of 
it. Menger says:

we become aware of the basis of the existence and peculiarity of a concrete 
phenomenon by learning to recognize in it merely the exemplification of a 
conformity-to-law of phenomena in general.

(Menger 1883: 45)

That is, we can interpret Menger’s explanation as providing some sort of a general 
law about economic phenomena such as the following: under the conditions of 
market-dependent direct exchange, self-interested economising individuals would 
be inclined to use more saleable goods as a medium of their exchange and upon 
the implementation of this idea by some individuals others will follow – hence the 
emergence of a medium of exchange.

The problem here is that the historical understanding of the origin of money 
seems to be in conflict with this theoretical ‘knowledge’. Anthropologists and 
historians exhibit many exceptions to this ‘law’, and since laws are usually con-
ceived as being exceptionless, it may be doubted whether Menger accomplishes 
what he is supposed to. The answer lies in Menger’s conception of laws. Briefly, 
for the science of economics, Menger is generally talking about exact laws that 
cannot be tested by empirical reality and historical records.

But what are exact laws? According to Menger (1883: 50) there are two types 
of laws with respect to their strictness: laws of nature and exact laws that hold 
with no exceptions; and empirical laws that allow exceptions.

There are two different types of laws that have no exceptions: laws of nature 
and exact laws. According to Menger (1883: 59), ‘the laws of theoretical econom-
ics are really never laws of nature in the true meaning of the word’. That is, laws 
of theoretical economics are exact laws.21 Exact laws cannot be tested and they 
state strict relationships among phenomena in isolation from other factors. Exact 
laws can only be true for the abstract world created by the researcher. Although 
the consideration of Menger’s explanation as providing exact laws avoids objec-
tions that refer to particular facts, a more serious problem arises: if Menger is 
talking about an abstractly conceived world, and if we cannot test his claims, how 
can he explain something about the real world? How can he explain the origin of 
money by presenting an imaginative world and an imaginative scenario about the 
genesis of money in that imaginative world? To be able to answer these questions 
we need to see what is really meant by exact laws.

According to Menger (1883: 56–59), there are two orientations of theoretical 



The origin of money 41

research, the realist–empirical orientation22 and the exact orientation. Realist–
empirical orientation aims at investigating phenomena ‘in their “full empirical 
reality”, that is, in the totality and the whole complexity of their nature’ (Menger 
1883: 56). Menger thinks that this is not feasible. Because ‘there are no strict 
empirical types in “empirical reality”, i.e., when the phenomena are under con-
sideration in the totality and the whole complexity of their nature’ (Menger 1883: 
56–57). What can be accomplished with realist–empirical orientation is limited 
to the knowledge of ‘real types (basic forms of real phenomena)’ and to ‘empiri-
cal laws, theoretical knowledge, which makes us aware of the actual regularities 
(though they are by no means guaranteed to be without exception) in the succession 
and coexistence of phenomena’ (Menger 1883: 57). Thus, the realist–empirical 
orientation cannot arrive at ‘strict (exact) theoretical knowledge’ (Menger 1883: 
58). For the realist–empirical orientation starts from concrete phenomena and 
their relationships, the applicability of the theory achieved by their investigation 
alone is limited by the spatial and temporal considerations. Note here that Menger 
is implicitly talking about the problems of induction. With respect to the origin 
of money the implication is the following: it is not possible to reach a general 
understanding of the origin of money by studying some of its exemplifications in 
history or in certain cultures.

 While the realist–empirical orientation cannot provide strict laws, the exact 
orientation of research provides exact laws that strictly specify the relationships 
among phenomena. The following lengthy quote from Menger reveals the basic 
constituents of the exact orientation:

it [the exact orientation] seeks to ascertain the simplest elements of every-
thing real, elements which must be thought of as strictly typical just because 
they are the simplest. It strives for the establishment of these elements by 
way of an only partially empirical-realistic analysis, i.e., without consider-
ing whether these in reality are present as independent phenomena; indeed 
without even considering whether they can at all be presented independently 
in their full purity. In this manner theoretical research arrives at empirical 
forms which qualitatively are strictly typical. It arrives at results of theoreti-
cal research which, to be sure, must not be tested by full empirical reality (for 
empirical forms here under discussion, e.g., absolutely pure oxygen, pure 
alcohol, pure gold, a person pursuing only economic aims, etc. exist in part 
only in our ideas). However, these results correspond to the specific task of 
the exact orientation of theoretical research and are the necessary basis and 
presupposition for obtaining exact laws.

(Menger 1883: 60–61, fourth emphasis added)

Thus, an explanation of the origin of money from the point of view of the 
exact orientation starts with specifying the simplest elements, such as the differ-
ences in the saleableness of goods, inconveniency of direct exchange for market-
dependent individuals and the disposition of individuals to act according to their 
economic interests. It creates, so to say, an abstract world where these ‘simplest’ 
elements are isolated from others. For this reason, it is not important whether this 
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abstract world exists in reality exactly as it is defined in the theory or explanation. 
Menger (1883: 71) says that exact laws cannot be true from an empirical point of 
view. He (1883: 72) argues that exact laws ‘are absolutely true [. . .] as soon as’ 
they are ‘considered from the point of view which is adequate for exact research’. 
Perhaps more radically, he (1883: 73) says ‘exact economics by nature has to 
make us aware of the laws holding for an analytically or abstractly conceived 
economic world’.23

Consider Menger’s argument that exact laws are different from laws of na-
ture.24 Laws of nature hold strictly for the real world, yet exact laws strictly hold 
for the model world created by the scientist. Theoretical economics, according 
to Menger, produces such exact laws. They are strict but cannot be tested di-
rectly. The realist–empirical orientation cannot reach such strict laws for it tends 
to consider phenomena in all their complexity. Suppose that it is possible to see 
all the stages of the development of money in a certain culture. Even in this case, 
according to Menger, it would not be possible for the scientist to give a general 
explanation of the origin of money, for the evidence and observed regularities 
would be specific to this culture. The exact orientation does not examine the suc-
cession of phenomena in this way:

Exact science, accordingly, does not examine the regularities in the succes-
sion, etc., of real phenomena either. It examines, rather, how more compli-
cated phenomena develop from simplest, in part even unempirical elements 
of the real world in their (likewise unempirical) isolation from all other influ-
ences, with constant consideration of exact (likewise ideal!) measure. It does 
this without taking into account whether those simplest elements, or compli-
cations thereof, are actually to be observed in reality uninfluenced by human 
art; indeed, without considering whether these elements could be found at all 
in their complete purity.

(Menger 1883: 61)

Thus, Menger argues that exact theory works with ‘isolation’.25 The researcher 
isolates the factors that seem (usually, to the researcher) to be responsible for the 
phenomenon in question from the other complexities of real life. In Menger’s 
exposition of the genesis of money as a medium of exchange, the simplest ele-
ments of this phenomenon is singled out: a medium of exchange is used in market 
transactions in order to supply economic needs. Of course, Menger is aware of 
the fact that money is used for other purposes and that the economic side of the 
transactions does not represent every aspect of the earlier stages of society. Yet, 
he thinks that studying these factors in isolation would give us a theoretical under-
standing of the origin of money. This knowledge may be about a special side of 
this phenomenon (e.g. economic side), but it is useful in understanding its origin. 
That is, the exact orientation gives us an

understanding of a special side of phenomena of human activity (abstracted 
from the empirical reality). [. . .] only the totality of such theories [which are 
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produced by exact orientation], when they are once pursued, will reveal to 
us in combination with the results of the realistic orientation of theoretical 
research the deepest theoretical understanding attainable by the human mind 
of social phenomena in their full empirical reality.

(Menger 1883: 62–63, emphasis added)

Since exact orientation works with ‘isolation’, a full understanding of the phe-
nomenon of money and its origin cannot be provided by a single exact theory of 
its genesis. First of all, ‘only the exact sciences in their totality are able to offer us 
such things, since each of them opens up only the understanding of a specific side 
of the real world’ (Menger 1883: 77). Second, both the exact and realist–empirical 
orientations of research are necessary in understanding phenomena, and ‘each of 
them contributes in its own way’ to this understanding (Menger 1883: 64). Thus, 
we have to consider his explanation of the origin of money from this perspective. 
It specifically focuses on the effects of market-dependent direct exchange and 
economising individuals. Its explanatory value, therefore, comes from its explica-
tion of this special side of the genesis of money. Remember from the objections 
that each and every one of them focused on Menger’s description of World (t), 
yet none of them objected to the argument that individuals acting according to 
their economic self-interests would bring about a medium of exchange under the 
conditions of World (t), as described by Menger. The focus of Menger’s story is 
on the economic factors behind the origin of a medium of exchange.26

The theoretical understanding of money as an organic phenomenon is no dif-
ferent from other phenomena. According to Menger (1883: 140), ‘all theoretical 
understanding of phenomena can be the result of a double orientation of research, 
the empirical-realistic and the exact’. Similarly, understanding the origin of money 
cannot solely be dependent on exact research. Menger is by no means opposed 
to the historical understanding of phenomena or to the realist–empirical orienta-
tion of research. What he opposes is the conception of money as a pragmatic 
phenomenon: he argues that although the exact and ‘realist–empirical’ orienta-
tions of research may go hand in hand, the pragmatic interpretation of unintended 
consequences of human action is inadmissible (Menger 1883: 145). He shows that 
money could be considered as an unintended consequence of human action. He 
challenges those who consider money as a matter of design by showing theoreti-
cally that it indeed follows from the basic elements of market-dependent direct 
exchange that money as a medium of exchange may develop as an unintended 
consequence of individual action. He also states that the argument that some social 
phenomena are the unintended consequences of human action should not be con-
sidered as a mystic argument, for he thinks that it is the task of the social scientist 
to explicate how it developed as an unintended consequence. He basically shows 
how a social phenomenon develops from the individual factors of the society. His 
omission of the institutional factors presented by anthropologists and historians is 
for the sake of generality. He solely focuses on economic factors and their effects 
on the development of a medium of exchange. Briefly, he explicates a possible 
way in which certain mechanisms (i.e. economising actions dispersed individuals, 
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imitation and learning) may interact and bring about money. In fact, economising 
actions of separate individuals can be considered as separate (individual) mecha-
nisms and their interaction as an aggregate mechanism (or a process). In the next 
chapter it will become clear why this interpretation of mechanisms is useful. It 
is sufficient here to note that these individual mechanisms (i.e. economising in-
dividuals) and their interaction brings about a commonly accepted medium of 
exchange under the conditions of market-dependent direct exchange.

Explanatory value

We have seen that Menger’s story is an abstract one. It isolates market mecha-
nisms and economising individuals to explain the emergence of money as a me-
dium of exchange. We have also seen that he is abstracting from some institutions 
that seems to be important in the genesis of money, such as gift giving, obligatory 
payments, etc. But, although Menger is ignoring some relevant factors in his sto-
ry, he may be interpreted as providing a new look at the process of emergence of 
money by showing how interaction of economising individuals may bring about 
money. There is nothing in Menger’s explanation that would prevent us from 
integrating particular institutional factors to our explanation of particular cases 
of emergence of money. The apparent conflict between Menger’s account and its 
rivals disappears if we consider Menger as providing a partial potential theoreti-
cal explanation of the genesis of money.

In contrast to Figure 3.1, Figure 3.2 illustrates two different worlds: the real 
world (R-World) and the model world (M-World). M-World is an abstract world 
(i.e. a model) that is supposed to represent the real world, R-World. R-World (t) 
shows a particular state of the real world where a medium of exchange is non-
existent. R-World (t + n) illustrates a later state of the real world where individuals 
are using a medium of exchange.

In order to explain the emergence of money one has to tell us how R-World 
(t) was transformed to R-World (t + n). There may be two different ways of do-
ing this. First, one may give a historical explanation of this transformation by 
narrating the time- and place-specific details of the process of emergence of 

R-World (t) R-World (t+n)

M-World (t) M-World (t+n)

States of the real world

States of the model world

Figure 3.2 Real world vs. model world.
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money. Although such an explanation would use some abstractions and isola-
tions, we would expect it to be accurate about the time- and place-specific details. 
In Merger’s terms such an explanation could be considered as conforming to the 
realist–empirical orientation. A second strategy that could be followed in order 
to explain the transformation of R-World (t) into R-World (t + n) is to abstract 
from the complexities of the real world and try to find out some of the general 
mechanisms that may have brought about a medium of exchange. This would 
involve creation of a model world (M-World) which is isolated from the particular 
details of the real world. Such an explanation would tell us how the model world 
is transformed from a state with no medium of exchange (M-World (t)) to a state 
with a medium exchange (M-World (t + n)). In principle, we would not expect this 
explanation to give us a fully accurate representation of states of the real world, 
as long as it unearths some of the causal mechanisms that drive the process of 
emergence of money. In Merger’s terms, such an explanation could be considered 
as conforming to the exact orientation.

Note that Menger’s arguments about exact understanding indicate that a theo-
retical explanation is an explanation in an abstractly conceived world.27 That is, 
M-World (t) and the mechanisms therein (e.g. economising actions of individu-
als and their interaction) explain its transformation into M-World (t + n). Then, a 
theoretical explanation may be defined as an explanation of the state of the affairs 
in a model world. A historical explanation, on the other hand, is an explanation 
of the state of the affairs in the real world. The states of affairs in the real world 
are specific to time and place, thus their explanation would be an explanation 
of particular facts. To be consistent with the philosophical literature let us call 
these singular explanations (see Ruben 1992: 4). Roughly, singular explanations 
explain the transformation of R-World (t) into R-World (t + n) by pointing out the 
particular facts concerning the particular states of the real world.28 A theoretical 
explanation on the other hand needs to uncover the general (causal) mechanisms 
or ‘laws’ that drive the process of emergence of money. Certainly, we would ex-
pect theoretical explanations to help us explain particular cases.

Since a singular explanation (historical explanation in Menger’s terminology) 
is an explanation that is specific to a certain space and time, the important ques-
tion is whether there is any sensible relation between states of the model world 
and the states of the real world that will allow us to use our theoretical explanation 
to explain particular cases. Or more generally, whether there is a relation (e.g. a 
certain amount of similarity) between the real world and the model world that 
will allow us to carry our explanation from the model world to the real world. 
A theoretical explanation may help us explain particular cases if it satisfies the 
following conditions:

 1 the explanation has to be successful in explaining the states of affairs in the 
model world; and

 2 there must be some similarity between the model world and the real world.

As for the first condition, Menger’s story could be considered as a logically 



46 The origin of money

plausible story of the transformation of M-World (t) into M-World (t + n). To see 
this we may imagine that there is a possible world that satisfies the conditions de-
fined by Menger for M-World (t) and the individuals therein. There is nothing in 
Menger’s story that would make us think that such a possible world would not be 
transformed into a world with a medium of exchange by the mechanisms defined 
by Menger. This is why we may consider Menger’s story as being logically plau-
sible. Yet we may not argue that it is a logical necessity that M-World (t) would 
be transformed into M-World (t + n). The deficiency of Menger’s theoretical ex-
planation is that the workings of the mechanisms of this transformation are not 
entirely clear.29 This leaves the possibility that more constraints may apply to his 
explanation. For example, it may be that under some conditions market exchange 
does not lead to money as a medium of exchange. Hence, Menger’s explanation 
does not establish the logical necessity of the transformation of M-World (t) into 
M-World (t + n). The emergence of money in the model world is not explained in 
a satisfactory manner because the causal mechanisms and the conditions under 
which they will bring about a medium of exchange are not fully explicated. Thus, 
Menger’s explanation partly fails to satisfy the first condition. His explanation is 
just a logically plausible story of the emergence of money.

As for the second condition, we have seen that M-World (t) does not really 
correspond to any particular stage of the real world. Yet we may try to see whether 
there are some similarities that would let us carry the partial success of the story 
in the model world to the real world. One of the reasons why Menger’s logically 
plausible story may present some real world mechanisms is that his story is con-
strained by the relevant facts about the real world. For example, although M-World 
(t) did not exist exactly as it is in history, we know that whatever their institutional 
structure may have been, cultures that were using a medium of exchange passed 
from a stage where most of the individuals were dependent on market exchange 
(e.g. because of specialisation).30 We know that if individuals have to exchange 
goods at the market to acquire the necessities of life, it would be inconvenient 
to exchange goods directly. We also know that human beings have the ability to 
discover, learn and imitate. Thus, it seems highly plausible that under the condi-
tions of market-dependent direct exchange some individuals would start using 
more saleable goods to mediate their exchange and others would be following 
them. Moreover, Menger’s theory of saleableness is broad enough to encompass 
some pre-existing forms of limited-purpose money. That is, if there are certain 
goods that serve some functions of money (e.g. means of payment for particular 
institutional obligations) in R-World (t), we may consider these commodities as 
highly saleable compared to others and start our analysis from there. More impor-
tantly, the explanatory mechanisms depicted in Menger’s logically plausible story 
are familiar to us. Individuals tend to economise (e.g. minimise transaction costs) 
under conditions of market-dependent exchange. Individuals have a tendency to 
discover new and more economical ways of doing things, and they imitate other 
successful individuals. Actions individuals who economise, discover and imitate 
could be considered as the main causal mechanisms in Menger’s story. The inter-
action of these individual mechanisms (i.e. economising individuals) brings about 
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a commonly accepted medium of exchange. The similarity between the abstract 
world depicted by Menger and the real world boils down to these mechanisms. 
We find Menger’s explanation plausible because of our familiarity with these 
mechanisms. We feel that what happens in Menger’s model world may have taken 
place in the real world.

We will have more to say about the distinction between individual mechanisms 
and their interaction in the next chapter. It is sufficient here to state that our fa-
miliarity with the individual mechanisms described by Menger turns his logically 
plausible story into a ‘humanly possible’ scenario. Nevertheless, ‘humanly pos-
sible’ is still possible. Menger is pointing out to a possible way in which certain 
existent mechanisms (e.g. economising action of separate individuals, imitation 
and learning) may interact and bring about money. Or more correctly, he is point-
ing out to some of the mechanisms that may partly explain the emergence of a me-
dium of exchange albeit the workings of these mechanisms are not well defined.

Until now we have seen that Menger does not fully satisfy the conditions that 
will help us carry his theoretical explanation to the real world to explain particular 
facts. However, we should not forget the difficulty of Menger’s task. Let us con-
sider Menger’s explanation from a different perspective in order to appreciate his 
partial success. We need to grant the fact that explaining the origin of money is a 
challenging task. Societies can be considered as a complex web of many institu-
tions, and in every society this web is composed in a different way. The origin of 
money in a particular society cannot be thought of independently from its web of 
institutions. Yet, we neither have the complete and detailed historical record of 
the process of the emergence of money, nor do we have the chance to observe its 
emergence again. We may have evidence about the types of money used in certain 
societies and some of their institutions, but we may not start from here and deduce 
the causal mechanisms behind the emergence of money. In fact, we may consider 
explaining the origin of money as being somewhat similar to explaining the origin 
of life. We observe that there are living organisms with certain properties and we 
have some information about the earlier stages of the world prior to the develop-
ment of living organisms, but we can do nothing but conjecture about the possible 
processes through which living organisms have developed. We constrain these 
conjectures with the known facts about living beings, and try to produce a plau-
sible story of the emergence of life on Earth. It may be that our depiction of the 
earlier stages of the earth is inaccurate, but still these conjectures provide us with 
a framework within which we may reconsider the way in which certain factors 
and mechanisms have interacted in bringing about life on Earth. That is, if we are 
able to produce a plausible story of the emergence of life that would be a story of 
the transformation of M-World (t) into M-World (t + n). This seems to be the only 
way to proceed unless we are able to observe the state of the real world prior to the 
existence of life, R-World (t). Once we have a plausible story of the emergence of 
life, we may proceed to test our conjecture. We may test our conjecture logically 
by way of examining our model world under various conditions. Or, we may em-
pirically test it by conducting experiments. The aim of this investigation would, 
of course, be to understand whether the explanatory mechanisms in our plausible 
conjecture are the real mechanisms behind the emergence of life.
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Similarly, we may conceive Menger’s story as alerting us to a possible way in 
which mechanisms of economising, imitation and learning may have interacted 
in the process of the emergence of a medium of exchange. Menger’s conjecture 
alerts us to certain explanatory factors (mechanisms) that may have been impor-
tant in the development of a medium of exchange.31 At the time of its proposal, it 
presented an alternative way of thinking about the emergence of a medium of ex-
change. At least, he informed the audience that pointing out to the historical cases 
of the emergence of coined money cannot be the whole story of the emergence of 
money. He showed that although coined money may simply be a matter of design, 
the real problem was in explicating the stages prior to the decision of introducing 
coining money and the mechanisms that have transformed a no-money world in to 
a world with a medium of exchange. We may argue that he expanded the mental 
horizon of his audience by introducing an alternative process of the emergence of 
money. It was an important proposal to be tested logically and empirically. It was 
a step – a partial and incomplete step – forward in explaining the origin of money, 
an attempt to discover the real story behind the emergence of money.

Despite its deficiencies, the value of Menger’s theoretical explanation comes 
from his exposition of the importance of market-dependent exchange, economis-
ing actions and learning.32 Menger’s story is not a full-fledged explanation of the 
origin of money. It is a partial explanation for it alerts us to some of the explana-
tory factors. It is a potential explanation for it alerts us to a set of possible explana-
tory factors. We do not know whether the proposed individual mechanisms were 
really responsible for the emergence of money. In this sense, the weakness of 
the objections to Menger’s explanation is that they do not consider the possible 
importance of proposed explanatory mechanisms in explaining the emergence of 
money as a medium of exchange. If Menger is right in saying that the exact and 
empirical orientations of research should go hand in hand, we may argue that 
historical explanations of the emergence of a medium of exchange should at least 
consider investigating whether economising actions of individuals, discovery and 
imitation played any role in its emergence.

Concluding remarks

Before going further to examine Schelling’s chequerboard model of segregation it 
is useful to emphasise some of the important arguments of this chapter. First, con-
trary to the common belief, Menger takes into account institutional factors in his 
explanation. Menger presupposes the existence of market-dependent individuals 
and, therefore, the existence of the market. Market traffic plays an important role 
in his explanation: increase in market traffic increases the tendency of individuals 
to act in an economising way, and this in turn increases market traffic. Moreover, 
the saleableness of goods is also affected by institutional factors. Thus, although 
Menger focuses on individual factors and provides an ‘atomistic’ explanation, 
he does not ignore the importance of institutions. Second, the conception that 
Menger undervalues historical research is wrong. In fact, one important lesson we 
should extract from Menger’s account of theoretical and historical analysis is that 
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both historical and theoretical research is necessary for a complete understanding 
of phenomena. Yet, these research methods contribute in different ways to our 
understanding of phenomena. In this spirit, third, it has been argued in this chapter 
that different explanations of the origin of money focus on different aspects of 
money and that they are not necessarily contradictory. It has been acknowledged 
that the general criticism to Menger’s explanation is in fact true: Menger does not 
take into account known historical facts concerning the genesis of money. Yet this 
does not imply that his account contradicts these facts, rather Menger focuses on 
a limited number of factors that may have played important roles in the process of 
the emergence of a medium of exchange. Menger argues that market-dependent 
exchange is important in explaining the origin of a medium of exchange. In fact, 
no-one seems to disagree. Rather, the disagreement is that money in different 
forms (e.g. as a means of payment) existed prior to market-dependent exchange. 
Although this is true, it does not contradict Menger’s account. We have seen that 
objections to Menger’s account of the origin of money either get his explanan-
dum wrong, or do not pay attention to the distinction between abstract reasoning 
and historical reasoning. When we see that Menger is trying to show some of 
the mechanisms behind the emergence of money as a medium of exchange we 
may also see that different explanations of the emergence of money may be com-
plementary. For example, coined money, or money as a unit of account, may be 
intentionally created, but money as a medium of exchange may have developed 
as an unintended consequence of human action. We have also seen that Menger’s 
story leaves us some room for plugging in the particular institutions of a certain 
culture when explaining the origin of a medium of exchange in that culture.

In sum, Menger’s explanation is general, yet it focuses on a limited amount of 
factors. It does not have an explicit characterisation of the workings of the sug-
gested mechanisms (e.g. economising action, learning, imitation) and it does not 
rest on factual evidence. Menger conjectures about the process of the emergence 
of a medium of exchange and provides an incomplete partial potential theoretical 
explanation.

The lack of direct evidence about the process of the emergence of a medium 
of exchange is a double-sided sword. On one hand, it necessitates conjectures 
such as Menger’s; on the other hand, it does not permit us to historically con-
firm these conjectures. We are not likely to find direct historical evidence about 
Menger’s explanation, for we cannot go back in time and observe the individuals, 
or ask them about their intentions and motives. To be able to gain confidence 
in his explanation we have to find other ways to test his conjecture. Chapter 6 
discusses some of the contemporary models of the origin of money and the kinds 
of progress achieved by these models. But before that, in Chapter 4, the curious 
concepts of ‘mechanism’ and ‘process’ get more attention in our examination of 
Schelling’s models of residential segregation. Chapter 5 explicates the concepts 
of the invisible hand and invisible-hand mechanisms. And in Chapter 7 we will 
focus on ‘partial potential explanations’, where our interpretation of Menger finds 
its place in a general framework.
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Introduction

All around the world, different ethnic groups live in different parts of a city. It is 
commonly believed that this type of residential segregation is caused by strong 
discriminatory preferences (e.g. racism) or by economic factors, such as welfare 
differences among different ethnic groups. In a series of papers (1969, 1971a,b, 
1972) and in Micromotives and Macrobehavior (1978), Schelling argues that resi-
dential segregation may be compatible with different micromotives; and that even 
mild discriminatory preferences (e.g. trying to avoid a minority status) may bring 
about residential segregation. Like Menger, he characterises segregation as an 
unintended consequence of human action and gives a theoretical explanation of 
its emergence.

Schelling uses a couple of models to show that mild discriminatory preferences 
may bring about segregation. Among these models, the chequerboard model re-
ceived the most attention.1 Schelling’s chequerboard model of residential segre-
gation is one of the paradigmatic examples of invisible-hand explanations (e.g. 
Nozick 1974; Ullmann-Margalit 1978; Karlson 1993; Keller 1994) and one of 
the predecessors of agent-based computer models (e.g. Epstein and Axtell 1996; 
Rosser 1999; Casti 1989). It is also important to note that Schelling’s model is 
regarded to be one of the examples of good explanation in social sciences (e.g. 
Sugden 2000) and the classical account of explaining with social mechanisms 
(e.g. Cowen 1998).

This chapter examines Schelling’s chequerboard model, focusing on the 
‘mechanisms’ that make the explanation and on its conjectural character that 
brings about the scepticism concerning its explanatory value. It is argued that 
Schelling’s model suggests only some of the mechanisms behind residential seg-
regation and that the chequerboard model is a conjecture about a possible way in 
which these mechanisms may interact. In addition, the present chapter suggests a 
new interpretation for these mechanisms, which makes it easier to understand the 
nature of chequerboard model.2

This chapter argues that Schelling’s explanation is a partial potential (theoreti-
cal) explanation in the sense that it suggests only some of the mechanisms that 
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may bring about residential segregation and a possible way in which they may 
interact. As in Menger’s case, it is argued that Schelling’s models expand our 
mental horizon. Before Schelling’s model, it was believed that residential segre-
gation was caused either by organised, intentional action or by welfare differences 
among different groups (or, economic processes). The chequerboard model shows 
the possibility that mild discriminatory preferences might lead to the same result 
even if the agents are happy to live in a mixed neighbourhood. It is suggested 
here that these forces might act together in different combinations. Thus, if we 
would like to investigate residential segregation empirically, including Schell-
ing’s results in our model of segregation would increase the explanatory potential 
(or, the potential explanatory power) of our model. To sum up, although Schell-
ing’s model is somewhat incomplete, it seems to enhance our ability to explain an 
instance of segregation.

The plan of the chapter is as follows. The first section examines the chequer-
board model in detail. The second section focuses on its explanatory characteris-
tics, and the third section concludes the chapter.

Residential segregation

The chequerboard model suggests that residential segregation may be an un-
intended consequence of the dispersed actions of the individuals. The focus of 
the analysis is on the ‘segregation that can result from discriminatory behavior’ 
(Schelling 1978: 138).

That is, in the chequerboard model, segregation is caused by discriminatory 
behaviour. In the context of the model, ‘discriminatory’ implies that individu-
als are aware (consciously or unconsciously) of the differences between two (or 
more) groups of individuals. This awareness may or may not affect individual 
behaviour. If it does, it may cause a range of discriminatory behaviour from strong 
discrimination (i.e. very intolerant) to weak discrimination (i.e. very tolerant). Let 
us suppose that there are two groups of individuals, As and Bs. In the context of 
the chequerboard model, strong discriminatory preferences imply that As (or Bs) 
want to be the majority in the neighbourhood, mild discriminatory preferences 
imply that As (or Bs) try to avoid a certain minority status.

As a first step to get a grip of the chequerboard model, let us start thinking 
about strong discriminatory preferences. It is quite simple to understand why 
strong discriminatory preferences (e.g. racism) cause residential segregation. As 
Schelling nicely argues,

The simplest constraint on dichotomous mixing is that, within a given set of 
boundaries, not both groups can enjoy numerical superiority. For the whole 
population the numerical ratio is determined at any given time; but locally, in 
a city or a neighbourhood, a church or a school or a restaurant, either [As] or 
[Bs] can be majority. But if each insists on being local majority, there is only 
one mixture that will satisfy them – complete segregation.3

(Schelling 1978: 141)
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If As and Bs are not content with any minority status, a process of moving 
to other places where they can be content will start. This process will not stop 
until every individual is content. This logical constraint implies that the only one 
mixture that can satisfy every individual is complete segregation – where every 
neighbourhood is composed of either As or Bs. Let us consider this as our first 
model (Model I) of segregation.

The specified mechanism is very simple. For descriptive purposes, we can 
think of every individual as conforming to a simple rule: IF the ratio of the other 
group to the neighbourhood population is larger than or equal to 1/2 THEN move, 
IF NOT stay. More precisely, given that the sum of the ratios of As (α) and Bs (β) 
to the neighbourhood population is equal to one (α + β = 1); the following rules for 
As and Bs will bring about complete segregation. As: IF β ≥ 1/2 THEN move, IF 
NOT stay; Bs: IF α ≥ 1/2 THEN move, IF NOT stay.

These rules can be interpreted as the mechanisms that may bring about com-
plete segregation within this simple model. Although the model is simple, it makes 
us aware of the fact that strong discriminatory preferences bring about complete 
residential segregation. If we knew that every individual in ethnically segregated 
neighbourhoods hold strongly discriminatory preferences, we could easily use 
this simple model to explain all instances of segregation. This is not the case, 
however. There are people who have milder discriminatory preferences. Moreo-
ver, as far as we can observe, there may be other causes of residential segregation, 
such as welfare differences among different ethnic groups. It is not possible to 
explain segregation by simply arguing that racism causes segregation. We need to 
inquire other possibilities.

Our simple model does not tell us whether different groups of individuals may 
be segregated even if they are happy with mixed neighbourhoods. Now, let us ex-
amine whether such preferences may cause segregation. Assume that agents (in-
dividual As and Bs) are not concerned – and not informed – about the mixture of 
their neighbourhood, but they care about their immediate neighbours. Moreover, 
assume that both As and Bs are happy living in a mixed neighbourhood, they can 
also accept a minority status, but they do not want to live as an extreme minority. 
These assumptions bring us to our second model of segregation (Model II), which 
is the widely discussed chequerboard model of segregation.

In the chequerboard world, As and Bs live in a chequerboard city. This city, like 
every other city, has boundaries for a given time period and it has a shape. There 
are sixty-four places to live (e.g. sixty-four houses) and some of these places are 
not occupied, thus agents can move to these unoccupied places if they wish. The 
chequerboard city is shown in Figure 4.1, in where every ‘_’ represents a possible 
place to live in.

The idea is to place two types of agents in this ‘city’ and see what happens if 
individuals have mildly discriminatory preferences (i.e. if they could tolerate a 
minority status, but would not want to live as an extreme minority). Let us sup-
pose that (a) there are twenty-two As and twenty-three Bs: forty-five people in 
total; (b) agents are randomly distributed; and (c) ‘each [agent] wants that more 
than one-third of his neighbours are like himself’ (Schelling 1978: 148).
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In Figure 4.2 As and Bs respectively show the places occupied by As and Bs. 
Every agent will have at most eight neighbours (the cells surrounding them). Now 
consider what happens if every agent wants that more than one-third of his neigh-
bours are like himself (Schelling 1978: 148). Given this specification, circled 
letters (As and Bs) in Figure 4.2 show the nine agents who are not satisfied with 
their place. Since there are some unoccupied places, residents who are discontent 
can move to places where they could be content. However, as they move they will 
change the state of their old neighbours. When an A moves to another place he 
reduces the number of As for his previous neighbours, so the As in those places 
are more likely to become discontent after he moves. If they are, they will try to 
move as well. As dissatisfied residents start moving, the residential distribution of 
As and Bs changes.

Figure 4.3 shows one of the possible results. It could be seen in Figure 4.3 that 
the process that was triggered by dissatisfied residents leads to residential segre-
gation. Note that it is possible for each individual to move to a couple of places, 
however, though different moves will lead to different outcomes (i.e. different 
distributions of residents), the overall result – segregation – does not change. In 
Figure 4.3 all the individuals are content and they are more segregated. ‘This is 
more than just visual impression’, says Schelling. If you compare the number 
of neighbours that are the same type for each group and the average number of 
unlike neighbours – compare Figure 4.2 with Figure 4.3 – you will see that a lot 
has changed. Also, the number of individuals who have no neighbours of the other 
type has increased.

The surprising thing about this demonstration is the following: in Figure 4.2 

- - - - - - - -
- - - - - - - -
- - - - - - - -
- - - - - - - -
- - - - - - - -
- - - - - - - -
- - - - - - - -
- - - - - - - -

Figure 4.1 The chequerboard city.
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there were only nine out of forty-five people who were dissatisfied. Their decision 
to move to another place triggered a process that brought about residential segre-
gation. The model shows that even if people in this representative city have mild 
preferences about the type of people living around them (e.g. every agent wants 
more than one-third of his neighbours to be like himself) and even if the number 
of dissatisfied agents is not more than the 20 per cent of the whole population, 
they might end up living in separate places. If the readers try the model on an 
actual chequerboard with different preferences of agents and with different initial 
distributions they can see that various combinations of different individual prefer-
ences and initial distributions will bring about the same result: more segregation.4 
But if they coincidentally start with a mixed neighbourhood where everybody is 
content, they will see that segregation will not occur. However, this is not a stable 
distribution. If you move a couple of individuals and make some of the residents 
unhappy, the process will take you to segregation instead of restoring the mixed 
neighbourhood.

Schelling argues that the ‘instructive’ thing ‘about the experiment is the unre-
vealing process’ (1978: 150, emphasis added). We can get a better understanding 
of this process by examining the constituent mechanisms of the model. As for the 
first simple model, we can define the mechanisms at the individual level as simple 
behavioural rules for each agent. Movements of the agents might be defined in 
terms of use of simple IF . . . THEN rules. We only have to assume that agents are 
capable of computing the fraction of the neighbours who are their own type (see 
Epstein and Axtell 1996: 165). If we call this fraction x, agents move according to 
the following rule: IF 1/3 ≥ x THEN move. IF 1/3 < x THEN stay.

There are no other specifications about where to move. Agents may randomly 
move until they find a suitable place, or they may know where to move in ad-
vance, but this does not change the results of the model. Interactions of the agents 
are also defined according to these basic IF . . . THEN rules. These rules implicitly 
define the responses of the individuals to the existence of others. As some agents 
execute these rules, the states of some other agents (e.g. their previous and sub-
sequent neighbours) change from ‘content’ to ‘discontent’. This, in turn, causes 
further execution of IF . . . THEN rules – until every agent is content.

If we interpret the IF . . . THEN rules as the mechanisms at the individual 
level, the connection of these individual mechanisms can be interpreted as an 
aggregate mechanism (or a process). To define the mechanisms at the individual 
level, we have to define the states of the agents. Every individual could be content 
or discontent.5 If the agent is content the mechanism is not triggered and the state 
of the individual does not change. But if the individual agent is discontent, the 
mechanism is triggered and the individual moves to another place – thus, the state 
of the agent changes to ‘content’. The inputs are, then, the mixture of immediate 
neighbours and the preferences of the agent.6 Because the mixture of the immedi-
ate neighbours is one of the inputs, every individual (and, thus, every mechanism) 
is connected to his immediate neighbours (to its neighbour mechanisms). If the 
agent moves, not only his own state changes, but also the states of his previous 
and subsequent neighbours may change. This network of mechanisms can be con-
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sidered as an aggregate mechanism that is responsible for the transition between 
the different states of the city. The states of the city can be defined by the ‘number 
of neighbours that are the same type for each group’, by the ‘average number of 
unlike neighbours’ or by the ‘number of people who have no neighbours of the 
other type’. Note that under this interpretation reinforcement is not a mechanism, 
rather, it is a property of the aggregate mechanism:7 as individuals execute the 
rules and move, execution of the rules by other individuals is reinforced (also see 
Holland 1995). It should be noted that in this model there is no feedback from the 
state of the city, for the state of the city is not one of the inputs of the individual 
mechanisms.

Table 4.1 summarises our depiction of the mechanisms in the chequerboard 
model. The model is mainly based on the individual mechanisms that define the 
actions of the dispersed individuals and on the interactions between them. The 
actions of the agents are defined in terms of IF . . . THEN rules. IF . . . THEN rules 
also implicitly define the response of the individuals to the existence of others. 
Since there are as many mechanisms as the number of agents and they all react to 
the distribution of the other agents near them, we can think of the chequerboard 
city as a network with nodes connecting one agent to at most eight agents. Finally, 
we can think about the relation between the lower level mechanisms (rules for 
agents) and higher-level mechanisms, that is, the relation between the changes in 
individual states and changes in the state of the system as a whole. Under this in-
terpretation basic individual mechanisms can be considered as the building blocks 
for the higher-level mechanisms (see Holland 1995). The interaction of the indi-
vidual mechanisms (behavioural rules of the agents) constitutes a social mecha-
nism that may as well be defined as a process, which transforms an integrated city 
into a segregated one. Thus, what we have here is an ‘aggregate mechanism that 
which takes as “input” the dispersed actions of the participating individuals and 
produces as “output” the overall social pattern’ (Ullmann-Margalit 1978: 270).

We may continue conjecturing by way of changing some of the assumptions 
of the chequerboard model. For example, we may ask whether the results change 

Table 4.1 Mechanisms

Mechanism Input Output State

L
ev

el

I IF . . . THEN 
rules

Preferences and 
the mixture of 
the immediate 
neighbours

Change in the states 
of the agent and 
agent’s previous and 
subsequent immediate 
neighbours

Content or 
discontent

S Interaction of 
the individual 
mechanisms

The states of 
the individual 
mechanisms

Change in the state of 
the city

Degree of 
segregation

Notes
I: Individual level.
S: City level.
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if individuals are concerned about the composition of their neighbourhood. Or, 
we may use heterogeneous agents who have different tolerance levels. These 
conjectures may help us analyse the conditions under which mild discriminatory 
preferences bring about segregation. In Chapter 7, we will consider some of the 
recent follow-ups to the chequerboard model and discuss the strength of Schell-
ing’s conjecture. Yet, at this step it is important to understand the nature of this 
conjecture.

Basically, Schelling conjectures about some of the mechanisms that may work 
at the individual level, investigates how they may interact (the aggregate mecha-
nism), and whether or not they produce segregation. There is one chief reason for 
the selection of this methodology: while it is possible to observe the effects of an 
aggregate mechanism for a particular real city, it is not possible to find out what 
individual mechanisms might be at work from these observations, because the 
states of the city and effects of the aggregate mechanism give very little informa-
tion about the underlying individual mechanisms. That is, the observation of the 
fact that a particular city is residentially segregated does not give us any infor-
mation about the motivations and preferences of the agents. Moreover, several 
different types of micromotives may be responsible for residential segregation. 
For these reasons, Schelling uses the chequerboard model to get an idea about the 
types of individual mechanisms that may produce segregation. The next section 
examines these issues in detail.

Explanatory value

In order to examine the explanatory value of the chequerboard model we need 
to ask the following questions. First, is it necessary to conjecture about the indi-
vidual mechanisms behind segregation and is this a good starting point for under-
standing particular cases of residential segregation? Second, are the results of the 
chequerboard model applicable to the real world? Does the similarity between 
the chequerboard model and the real world (if any) allow us to carry the results 
of the model to the real world? Third, does the chequerboard model contribute in 
any way to our understanding of ethnically segregated neighbourhoods in the real 
world? Let us start seeking answers to these questions.

Postulating mechanisms

In Figure 4.4 M-World (t) depicts the chequerboard model’s initial state where 
there is no segregation. M-World (t + n) corresponds to the state of the chequer-
board world with segregation. R-World (t) and R-World (t + n) illustrates the states 
of the real world (i.e. states of real world cities without and with segregation). 
Schelling demonstrates how M-World (t) can be transformed into M-World (t + n) 
through the interaction of individual mechanisms. The chequerboard model seems 
to be successful in showing this transformation for it contains a precise definition 
of the involved mechanisms. Remember that we have questioned the eligibility 
of Menger’s explanation for the model world for it did not contain such explicit 
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mechanisms, only suggestions. Yet, although Schelling successfully demonstrates 
that even mild discriminatory preferences may lead to complete segregation in the 
chequerboard city, he does not explore all the possibilities in the model world. He 
does not argue, for example, that all initial distributions of agents (with different 
housing patterns and different number of agents) will lead to segregation in the 
chequerboard city, nor does he examine what would happen if the agents’ concep-
tion of immediate neighbours is different. That is, it is not a logical necessity that 
mild discriminatory preferences bring about segregation under every condition in 
M-World (t). Thus, he only shows the possibility that mild discriminatory prefer-
ences may cause segregation in the chequerboard city.

The reader may have immediately observed that it is not likely to find a R-
World (t) where different ethnic groups are distributed randomly as it is in M-
World (t), because it is very unlikely that a real city becomes segregated starting 
from a point where different ethnic groups are randomly distributed. Rather, it is 
usually the case that a new ethnic group moves into the city at a point in time and 
the process of segregation gets started like this. As seen in Menger, M-World (t) 
rather represents an ideal starting point to investigate some of the mechanisms of 
segregation. The question is whether it is necessary to start from such an abstract 
world, or not.

The chequerboard model is an example of more general critical-mass models 
(Schelling 1978: 99). Critical-mass phenomena have the general property that 
people’s behaviour depends on how many others are behaving in a specific way: 
‘What all the critical-mass models involve is some activity that is self-sustaining 
once the measure of that activity passes a certain minimum level’ (Schelling 
1978: 95). In fact, the chequerboard model is a tipping model, a subclass of these 
critical-mass models. ‘Tipping is said to occur when some recognizable minority 
group in a neighbourhood reaches a size that motivates the other residents to 
begin leaving’ (Schelling 1972: 157). When some As start moving because they 
are unhappy, leaving some of the old residents unhappy, we can say that they are 
tipping out. Similarly, when some Bs move in and make some of the As unhappy 
enough to make them leave, they are tipping in. The tipping phenomenon was first 
described and illustrated by Morton Grodzins (1957) and Schelling examines the 

R-World (t) R-World (t+n)

M-World (t) M-World (t+n)

States of the real world

States of the model world

Figure 4.4 Model world and the real world.
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following question in his 1972 article: ‘how do we recognize tipping when we see 
it?’ As he argues, there are two options: one can either make a direct inquiry into 
the motives and expectations or look at the quantitative data on who moves in and 
who moves out. However, the first method gives us data – if it is reliable – about 
specific areas and it would be hard to find the mechanisms that can bring about 
segregation in this way.8 The latter data is about aggregate behaviour, so if there 
are different mechanisms that can produce the same aggregate behaviour, it would 
not enable us to say something about these mechanisms. Moreover, because dif-
ferent people might have different tipping points (different preferences about liv-
ing with the other group) it would be hard to find out a tipping point by looking at 
the aggregate data – because there might be none for a city (or a school, etc.) as 
a whole. If we are unable to see them from the aggregate data, how can we find 
these mechanisms? Schelling suggests that we should try different mechanisms 
and see if they work:9

Rather than trying to infer from empirical data what mechanisms may be 
at work, we can postulate a mechanism and examine what results it would 
generate. If we can then verify the mechanism by the empirical identification 
of its components, we can use the model to explain and predict. Less ambi-
tiously, we can compare the phenomena generated by the mechanism with 
what we observe, to see whether we can rule the mechanism out or establish 
its eligibility. Most likely of all, there may be some aspect of the mechanism 
that alerts us to certain phenomena, or helps to explain bits of what we ob-
serve, and sharpens the concepts that guide further research.

(Schelling 1972: 159–160)

Finding out the causal mechanisms and structural relationships that produce 
the explanandum phenomenon is the key to a good explanation. The problem 
we sometimes face in our search for causal mechanisms is that of not being able 
to see it through the explanandum phenomenon. As early as 1843 Mill directed 
our attention to this problem with his distinction between ‘chemically composed’ 
causes and ‘mechanically composed’ causes. According to Mill, when causes 
combine ‘chemically’ the joint effect is not equal to the sum of the separate effects 
of the active causes.

The chemical composition of two substances produces, as it is well known, 
a third substance with properties entirely different from those of either of the 
two substances separately, or of both of them taken together. [. . .] We are not, 
at least in the present state of our knowledge, able to foresee what result will 
follow from any new combination, until we tried it by specific experiment.

(Mill 1843: 211, emphasis added)

In the case of chemical reaction, ‘the separate effects cease entirely and are 
succeeded by phenomena altogether different, and governed with different laws’ 
(Mill 1843: 254). Moreover, in this case it is not easy to find out the components 
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(e.g. hydrogen and oxygen) of the resulting substance (e.g. water) by merely ob-
serving it. Thus, Mill thinks that an inquiry into the chemically composed causes 
should be experimental10 for ‘every new case, stands in need of a new set of 
observations and experiments’ (Mill 1843: 144).

Some of the properties of residential segregation (s1, s2, . . . sn) have no coun-
terpart at the individual level, and they are not reducible to the properties of the 
dispersed individuals (p1, p2, . . . pr). Moreover, aggregation of these individual 
properties does not give us the properties of residential segregation. The relation 
between (s1, s2, . . . sn) and (p1, p2, . . . pr) is somewhat similar to what Mill calls 
‘chemical composition’ – although it would be totally misleading to think that 
segregation is similar to chemical substances, for it is governed by different causal 
mechanisms. If we look at the properties of the individuals, we cannot derive the 
properties of the aggregate phenomenon – and vice versa. But it does not follow 
from this that if we experiment with different combinations of individual agents 
(e.g. with different preferences), we cannot derive the properties of the resulting 
aggregate phenomenon. Thus, by experimenting with the individual mechanisms 
we may discover how the properties at the microlevel are connected to the proper-
ties at the macrolevel.

Mill’s argument captures the very idea that we should try different combina-
tions (experimental method, in Mill’s terminology) to understand the phenom-
enon in hand. After all, if the system is complex and its properties do not provide 
enough information about the properties of its constituent parts, it is necessary to 
conduct experiments. Yet for the case of segregation, it is not easy to conduct an 
experiment in real cities. For this reason, Schelling states that ‘rather than trying 
to infer from empirical data what mechanisms may be at work, we can postulate 
a mechanism and examine what results it would generate’. Schelling is propos-
ing a different experiment from what Mill could have thought. He is suggesting 
a thought experiment. Instead of experimenting with real cities and individuals, 
Schelling invites us to experiment within the model world to see how different 
micromotives can lead to the same social pattern of residential segregation. If 
material experiments are not feasible, it is a good idea to try different set-ups (ini-
tial conditions, distribution of agents, etc.) and different mechanisms (different 
transition rules, preferences, etc.) to see which combinations are able to ‘produce’ 
the phenomenon in the model world. This is exactly what Schelling is doing. He 
shows us how properties of the dispersed individuals (p1, p2, . . . pr) are linked 
to the properties of residential segregation (s1, s2, . . . sn) by a social mechanism 
(by the network of individual IF . . . THEN rules), in the model world. Briefly, 
instead of examining the transformation of R-World (t) to R-World (t + n), Schell-
ing conjectures about the possible mechanisms that may transform M-World (t) 
into M-World (t + n). Remember that Schelling asserts that ‘most likely of all, 
there may be some aspect of the mechanism that alerts us to certain phenomena, 
or helps to explain bits of what we observe, and sharpens the concepts that guide 
further research’. He may be interpreted as conceiving these conjectures as a start-
ing point for explaining real phenomena and gaining insights about the possible 
ways in which R-World (t) may be transformed into R-World (t + n).
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Sometimes, experimenting with different mechanisms (conjectures) may be a 
better starting point to understanding the nature of the phenomenon. Because of 
the complexity of the interactions among agents, conjecturing within the model 
world might be necessary to gain some knowledge, or at least insights about 
the real world. As with Menger’s case, we may use the analogy of explaining 
the origin of life to see the nature of Schelling’s contribution (see Chapter 3). 
The chequerboard model alerts us to a possible way in which certain individual 
mechanisms may interact and produce residential segregation. Stewart, some 200 
years ago, defended a similar approach:

In examining the history of mankind, as well as in examining the phenomena 
of material world, when we can not trace the process by which an event has 
been produced, it is often of importance to be able to show how it may have 
been produced by natural causes.

(Stewart 1793 [1858]: 34, emphasis in original)

One of the most respected complexity theorists, John Holland, argues:

To build a competent theory one needs deep insights, not only to select a 
productive, rigorous framework (a set of mechanisms and constraints on 
their interactions), but also to conjecture about theorems that might be true 
(conjectures, say, about lever points that allow large, controlled changes in 
aggregate behaviour through limited local action).

(Holland 1998: 240, original italics deleted, emphasis added)

Yet how can we trust that these conjectures have any relevance for the real 
world? How can we jump from the mechanisms of segregation in the model world 
to the real causes of segregation?

Mechanisms and isolation

We have seen that Schelling thinks that it is not possible to discover some of 
the underlying causes of residential segregation by examining actual collective 
segregation – that is, by observing aggregate data concerning R-World (t + n). 
The argument is that it is not possible to draw inferences about the preferences of 
individuals by means of examining actual collective segregation. For this reason, 
Schelling suggests conjecturing about the individual motives that may lead to 
segregation. Evidently, residential segregation may emerge because of a variety 
of reasons. First, a group can organise itself in a way that every member acts 
consciously to prevent mixed neighbourhoods, and/or to move into places where 
no member of the other group exists, and/or to prevent others from entering into 
the housing market of their neighbourhood. Second, different groups might have 
different welfare and different living standards, and this may cause segregation.

Schelling writes:
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Lines dividing the individually motivated, the collectively enforced, eco-
nomically induced segregation are not clear lines at all. [. . .] They are further 
more not the only mechanisms of segregation. Separate or specialized com-
munication systems – especially languages – can have a strong segregating 
influence.

(Schelling 1978: 139)

Note that he acknowledges that there might be many mechanisms acting togeth-
er to bring about residential segregation. However, Schelling isolates his model 
from these factors and focuses on unorganised discriminatory behaviour. In other 
words, the aim of his models is to find out the kind of unorganised discriminatory 
behaviour that may lead to segregation.

Schelling (1972: 161) lists the following observations and insights concerning 
segregation:

 1 People live in cities which might have complex housing patterns and vaguely 
defined neighbourhoods.

 2 People have preferences about their neighbours and sometimes about their 
neighbourhood.

 3 People have expectations about their neighbours and sometimes about their 
neighbourhood. They also have expectations about the dynamics of their 
neighbours and sometimes about dynamics of their neighbourhood. This 
might affect the overall outcome.

 4 People might move in and out at different speeds and this might affect the 
overall outcome.

 5 There are potential other entrants to the city – e.g. new people from another 
place – and the population of the residents might change over time, which 
might affect the overall outcome.

However, the chequerboard model is isolated from most of these complexities 
of real life. For example, the chequerboard model employs the following isola-
tions:11

 1′ People live in simple cities with no defined neighbourhoods.
 2′ People have similar preferences about their neighbours, and they are not 

concerned about mixture of the neighbourhood, but the mixture of their 
immediate neighbours.

 3′ People have no expectations.
 4′ Speed is neglected.
 5′ Potential other entrants are neglected.

Schelling focuses on one of the properties of the real individuals: that they may 
have a range of discriminatory preferences – that is from none to strong discrimi-
nation – and he examines the type of discriminatory preferences that may lead 
to residential segregation. If we assume that the agents in the model do not care 
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about the type of their neighbours, segregation does not occur unless the city is 
not already segregated. If they have strong discriminatory preferences – that is, if 
they want to be the majority in their neighbourhood – they get segregated. These 
results represent a possible state of affairs in the real world in a fair way. It seems 
to be true that strong discriminatory preferences would bring about segregation. 
Or, if individuals do not care about the type of their neighbours they would not be 
segregated given that there is no other reason (e.g. economic) that would separate 
them. Schelling’s chequerboard model points out another possibility; that agents 
with mild discriminatory preferences may cause segregation.

We may start assessing the chequerboard model by asking whether mild dis-
criminatory preferences exist in the real world. We know that some individuals 
tend to avoid a minority status and need to belong to a certain group. It may 
even be argued that this tendency has some evolutionary roots. For example, it 
is commonly argued that the need to belong and tendency to live among a group 
increases the chances of survival (Baumeister and Leary 1995; Alexander 1974; 
Barchas 1986). Moreover, it has been argued that many individuals prefer to as-
sociate themselves with what they consider to be their own kind (i.e. homophily12) 
(Bowles and Sethi 2006; McPherson, Smith-Lovin and Cook 2001; Tajfel et al. 
1971). In brief, we may be pretty confident that mild discriminatory preferences 
exist in the real world. But do they cause segregation?

Sugden (2000: 23) argues that if we are to make inferences from the model 
world to the real world we must recognise some significant similarity between the 
model world and the real world. Schelling’s M-World (t) does not represent any 
real city in a faithful manner (more on this in Chapter 7). However, the individual 
mechanisms depicted in the model seem to represent real world tendencies. We do 
not know if this is a significant similarity but individual mechanisms that embody 
mild discriminatory preferences are similar to real world mechanisms. Maybe the 
only aspect of the chequerboard model that is familiar to us (i.e. represented in the 
model) is these individual mechanisms. In fact, it is due to the familiarity of the 
individual mechanisms presented in the model that we tend to think what happens 
in the chequerboard city may happen in the real world. This seems to be the only 
reason why we think that the possible ways in which the individual mechanisms 
interact in the model may be considered as possibilities for the real world.

The similarity between the chequerboard model and the real world is limited 
to some familiar individual mechanisms in isolation from others. We know that 
these mechanisms exist. We know that individuals have a tendency to avoid an 
extreme minority status. The chequerboard model alerts us to a possible aggregate 
mechanism: a possible way in which those individual mechanisms may interact in 
bringing about residential segregation. It is because of our knowledge of, and our 
familiarity with, these individual mechanisms that we consider the chequerboard 
model similar to the real world. The novelty of the chequerboard model comes 
from showing how these individual mechanisms may interact. Yet we cannot ac-
cept the model, merely because it represents certain tendencies that we know 
about. The chequerboard model may be plausible and interesting, yet it does not 
tell us whether mild discriminatory preferences bring about segregation in the 
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real world. It is just a thought experiment to illustrate the plausibility of this hy-
pothesis.

Sugden (2000: 25) has one more suggestion about credibility: ‘Credibility in 
models is, I think, rather like credibility in “realistic” novels.’ Sugden is right 
here, at least to the extent that the model gives the account of the successive stages 
to explain the generation of the phenomenon in hand. Especially if the model is 
trying to explain the emergence or the origin of a phenomenon, credibility of a 
realistic novel might be required from an explanation. Gallie gives a very nice 
account and an example of this:

To follow a story – or a conversation, or a game, or the development and 
execution of a policy – involves for one thing some vague appreciation of its 
drift or direction, a vague sense of its alternative possible outcomes: but much 
more important for our purpose, it involves a relatively clear appreciation of 
certain relations of dependence of the sort that characteristically historical 
explanations serve to articulate [. . .] Consider, e.g., what we do when a child 
complains that he cannot follow the story we read aloud to him [. . .]. We 
re-read to the child the earlier stages of the story, or re-tell them in simpler 
language so as to emphasize those incidents which give sense or context to 
the present, puzzling episode. But in doing this we do not try to show that 
the present episode was a predictable consequence of earlier events, else the 
story would have been not un-followable, but unbearably dull as a story.

(Gallie 1955: 395)

If we consider Schelling’s account of the emergence of segregation as a story, 
we should appreciate its full credibility because simple but familiar behavioural 
rules bring about a surprising result: residential segregation emerges because of 
people who are trying to avoid a minority status. Moreover, successive stages 
of the story are clear and comprehensible, but not dull. Moreover, it encourages 
us to conjecture about other scenarios in order to see other possibilities. That is, 
we may grant Schelling’s model the status of a good story. This, of course, adds 
to its credibility but the main reason why we feel that the story may have some 
relevance for the real world is our familiarity with the suggested mechanisms. We 
conceive the states of the chequerboard model as possible states of the real world 
because of this familiarity. It is, in this sense, that Schelling’s explanation is cred-
ible like a realistic novel. Moreover, because it examines the interaction of some 
known mechanisms, it is more than a ‘conceptual exploration’ (Sugden 2000: 11, 
cf. Hausman 1992). Despite its deficiencies, it is a theoretical explanation that 
alerts us to certain possibilities in the real world. More properly, it is a partial 
potential theoretical explanation.

Explanatory breath

Note that some authors suggest that ‘Schelling is presenting a critique of a com-
monly held view that segregation must be the product either of deliberate public 
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policy or of strongly segregationist [i.e., discriminatory] preferences’ (Sugden 
2000: 9). Of course, Schelling’s model might be able to convince us about the 
weakness of the explanations that explain segregation either by organised action 
or by strong discriminatory preferences. However, Schelling thinks that there 
might be several different causes of residential segregation. But he does not focus 
on these aspects of segregation, rather he shows another possibility. In fact, the 
chequerboard model does not seem to contradict other theories about residential 
segregation; it is consistent and coherent with the existing body of knowledge 
about residential segregation. To see this, let us assume that we have a meta-mod-
el or theory (i.e. a collection of models) of residential segregation that combines 
Schelling’s model and the other models (or explanations) of residential segrega-
tion. According to this meta-model, near to complete segregation will emerge if 
the following conditions exist separately or in different combinations:

 1 If agents have strong (or milder) discriminatory preferences and if they 
collectively or separately intend to prevent a mixed neighbourhood.

 2 If agents have strong (or milder) discriminatory preferences (about the 
neighbourhood or about their immediate neighbours) and if they intend to 
live in a place where they can be content, but have no intention to change the 
mixture of the neighbourhood.

 3 If there are other forces (e.g. economic) preventing the two different groups 
to live in (move to, etc.) close places.

It is generally accepted that other things being equal, we should prefer a model 
that explains more than the alternative hypotheses (e.g. Thagard 1992: 74). Con-
sider the meta-model before Schelling. It asserts that strong discriminatory prefer-
ences, organised action and economic processes are the main causes of residential 
segregation. Schelling’s contributions change the existing meta-model by adding 
one more explanatory factor to it. Thus, Schelling’s contribution improves the 
explanatory breadth of the meta-model. Or to put it differently, the new meta-
model has more applicability. Schelling’s model extends our understanding of 
residential segregation and gives us extra tools to explain particular instances 
of residential segregation. Thus, we may interpret Schelling as stating that ‘if 
you want to explain residential segregation in Rotterdam, you should search for 
organised action, economic factors (such as welfare differences among different 
ethnic groups) and mild segregationist preferences. Then you should use the ap-
propriate tools to see whether any of these causes exist in Rotterdam.’ The good 
thing about Schelling’s model is that it makes us aware of the fact that any of these 
causes (or any combination of these causes) may lead to residential segregation. 
The chequerboard model does not readily improve our understanding of particu-
lar cases of segregation, yet opens our eyes to a new explanatory factor which 
may explain segregation. Moreover, even in cases where economic factors and/
or organised action are the main causes of segregation, the mechanisms proposed 
by Schelling may have some relevance. For example, suppose that individuals 
with strong discriminatory preferences are organised in a way to prevent mixed 
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neighbourhoods. Some As are intentionally forming isolated neighbourhoods. Yet 
not everyone in the city would be likely to join this organised action. Some of 
them would have weaker discriminatory preferences. Yet when the number of 
As in their neighbourhood decreases to a level they would not tolerate, they may 
consider moving out. In this example, the mechanisms proposed by Schelling are 
not the main explanatory factors in explaining the resulting residential segrega-
tion, yet if we can confirm the existence of these mechanisms they would provide 
a deeper understanding of this case.

To understand how Schelling’s models changed our understanding, we can 
also think in the following way: previous theories of segregation assumed a linear 
relation between segregation and the strength of the discriminatory preferences. 
Schelling argued that the relation is not linear. For example, up to a point within 
the range of possible preferences – from no discriminatory preferences to mild 
discriminatory preferences (e.g. tolerant to 25 per cent minority status) – we do 
not observe segregation. However, after that point – from mild discriminatory 
preferences to very strong ones – segregation emerges, that is, there is a transi-
tion.13 Thus, Schelling’s models, without any contradictory statements about the 
causes of segregation, improves upon previous models by incorporating a wider 
range of possible types of preferences. 14

Concluding remarks

Many authors have stressed the importance of specifying the social mechanisms 
in an explanation. For example, Hedström and Swedberg (1998: 1) argues that 
‘the advancement of social theory calls for an analytical approach that systemati-
cally seeks to explicate the social mechanisms that generate and explain observed 
associations between events’. In Social Mechanisms, An Analytical Approach to 
Social Theory (edited by Hedström and Swedberg), many authors (including Jon 
Elster, Gudmund Hernes, Diego Gambeta and Tyler Cowen) emphasise the ex-
planatory value of specifying social mechanisms in a model. It is possible to find 
different but compatible descriptions of social mechanisms in the literature. Yet, 
although these definitions provide a good starting point for social scientists, it 
is still unclear what these mechanisms look like. In this chapter we have expli-
cated the individual mechanisms in Schelling’s explanation by interpreting them 
as IF . . . THEN rules. The major advantage of this interpretation is that it lets us 
see clearly how individual mechanisms interact and constitute a more complex 
(higher-level) mechanism. Under this interpretation a process can be considered 
as an aggregate mechanism that embodies the interactions of its constituent mech-
anisms. It is important to note here that interpretation of mechanisms as IF . . . 
THEN rules does not imply that real mechanisms are IF . . . THEN rules. Rather, 
such an interpretation is introduced because it helps us see how individual mecha-
nisms are related to each other in bringing about an aggregate consequence.

By way of showing how mechanisms at the individual level interact with each 
other, Schelling’s model expands our mental horizon: it alerts us to new possibili-
ties that may be relevant in explaining particular cases of residential segregation. 
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Yet the model only focuses on some of the factors that may bring about residential 
segregation. It leaves out other factors such as welfare differences and intentional 
organised action. In addition to this, Schelling does not try to explain any particu-
lar case of segregation. The suggested explanation is partial for it focuses on some 
of the explanatory factors and potential for we do not know whether the suggested 
mechanisms are effective in particular cases of segregation. By providing a partial 
potential explanation of segregation, he tries to improve upon the existing models 
and explanations of segregation. Since it does not contradict the existing mod-
els, he may be interpreted as improving the meta-model (or theory) of residential 
segregation by way of showing us new possibilities. Yet, on the negative side, 
the effectiveness of the suggested mechanisms has to be established to explain 
particular cases of segregation.

Both Schelling’s chequerboard model and Menger’s story of the origin of 
money are paradigmatic examples of invisible-hand explanations. The next chap-
ter examines the notions of ‘invisible hand’ and ‘invisible-hand explanations’. 
Then, Chapter 6 demonstrates how Menger’s explanation of the emergence of a 
medium of exchange is further explored in the contemporary literature. In Chapter 
7 we will come back to the issue of abstract models and how they may expand 
our mental horizon. The case of residential segregation and recent explorations of 
Schelling’s models are also discussed in Chapter 7.
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Introduction

Thus far, we have examined the concept of ‘unintended consequences’ and two 
paradigmatic examples of invisible-hand explanations. We have seen that both 
Menger’s explanation of the origin of money and Schelling’s explanation of 
residential segregation are partial potential theoretical explanations that illustrate 
some of the possible ways in which certain mechanisms may interact and bring 
about the unintended social phenomenon under consideration. Our analysis of 
these paradigmatic examples of invisible-hand explanations did not focus explic-
itly on the concept of invisible hand. The aim of this chapter is to provide a better 
understanding of the concept of invisible hand and its relation to ‘unintended 
consequences’ and invisible-hand explanations.

The notions of ‘invisible hand’ and ‘invisible-hand explanations’ are closely 
related with ‘unintended consequences’, yet their relation is not clear at all. In 
fact, there is a general misunderstanding about their relation, which takes it for 
granted that these concepts presume that individuals are ‘blind’ in that they can-
not see the consequences of their action. Moreover, some argue that providing 
an invisible-hand explanation presupposes a scientist who knows better and who 
sees more than any individual can. Similar ideas are entertained in E. Rothschild’s 
(2001) Economic Sentiments. Based on these ideas, she argues that the concept 
of ‘invisible hand’ is not consistent with Smith’s thoughts. This chapter critically 
discusses Rothschild’s argument to provide a better understanding of the relation 
between ‘unintended consequences’ and the ‘invisible hand’, which is important 
for an appropriate understanding of the contemporary models and explanations of 
the origin (and persistence) of unintended social phenomena.

The chapter also discusses Smith’s thoughts about philosophy (and philosophy 
of science) in order to clarify the intended meaning of the concept of invisible 
hand: the invisible hand is a metaphorical statement of the way in which natural 
and social phenomena should be explained. Smith uses the concept to imply the 
connecting principles of nature and society that should be explicated to explain 
natural and social phenomena. Accordingly, it is argued that invisible-hand expla-
nations should be considered as explanations that explicate the mechanisms that 
may bring about unintended consequences.
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Furthermore, the chapter identifies two interpretations of the invisible hand: (a) 
end-state interpretation, which is generally associated with the general and partial 
equilibrium models; and (b) process interpretation, which is associated with Aus-
trian economists such as Hayek, and contemporary (evolutionary) models of in-
stitutions that utilise the resources of game theory. It is sometimes argued that the 
end-state interpretation does not make justice to the original metaphor of Smith, 
for Smith has a process conception in mind. Although this argument is correct, it 
may prevent us from seeing the connection between these two interpretations. In 
this chapter, we introduce ideas about how they may be related, and in the next 
chapter it is shown that the models that subscribe to the end-state interpretation 
can be considered as particular ways in which the conjectures of invisible-hand 
explanations may be tested. Another important aspect in this discussion is the 
emphasis on the conjectural character of invisible-hand explanations. Economists 
such as Tobin consider modern equilibrium models of economics as tests of 
Smith’s conjectures. On the other hand, Austrian economists seem to follow the 
tradition of conjectural history in explaining unintended consequences.

The plan of the chapter is as follows: first, the chapter clarifies the notion 
of ‘invisible hand’ by means of going back to the original statements of Adam 
Smith and removes the previously cited misunderstanding about Smith’s invisible 
hand. Second, the relation between modern conceptions of the invisible hand and 
Smith’s conception is examined. Finally, the notion of invisible-hand explana-
tions is explicated.

Smith’s invisible hand

Adam Smith’s ‘invisible hand’ is widely used and discussed in economics and 
other social sciences, as well as in language theories, philosophy of science, eth-
ics, political theory and active politics.1 Although Smith’s ‘invisible hand’ is con-
sidered to be an influential metaphor, he uses the phrase only three times and in 
different contexts. In ‘The principles which lead and direct philosophical enquir-
ies: illustrated by the history of astronomy’ (henceforth HA) he refers to those 
individuals who ascribe the ‘irregular events of nature to the agency and power of 
their gods’ (Smith 1795: 49).

Fire burns, and water refreshes; heavy bodies descent, and lighter substances 
fly upwards, by the necessity of their own nature; nor was the invisible hand 
of Jupiter ever apprehended to be employed in those matters. But the thunder 
and lightening, storms and sunshine, those more irregular events, were as-
cribed to his favour, or his anger.

(Smith 1795: 49, emphasis added)

In The Theory of Moral Sentiments (henceforth TMS) he invokes the ‘invisible 
hand’ when he tries to show how the selfish behaviour of the rich (in combination 
with natural forces) ‘advance[s] the interest of the society, and afford[s] means to 
the multiplication of the species’ (Smith 1790: IV.I.10):
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The rich only select from the heap what is most precious and agreeable. They 
consume little more than the poor, and in spite of their natural selfishness and 
rapacity, though they mean only their own conveniency, though the sole end 
which they propose from the labours of all the thousands whom they employ, 
be the gratification of their own vain and insatiable desires, they divide with 
the poor the produce of all their improvements. They are led by an invisible 
hand to make nearly the same distribution of the necessaries of life, which 
would have been made, had the earth been divided into equal portions among 
all its inhabitants, and thus without intending it, without knowing it, advance 
the interest of the society, and afford means to the multiplication of the spe-
cies.

(Smith 1790: IV.I.10, emphasis added)

In The Wealth of Nations (henceforth WN) he uses it when he tries to show how 
merchants support the public interest when they intend to increase their security 
‘by preferring the support of domestic to that of foreign industry’ (Smith 1789: 
IV.2.9):

By preferring the support of domestic to that of foreign industry, he intends 
only his own security; and by directing that industry in such a manner as its 
produce may be of the greatest value, he intends only his own gain, and he 
is in this, as in many other cases, led by an invisible hand to promote an end 
which was no part of his intention. Nor is it always the worse for the society 
that it was no part of it. By pursuing his own interest he frequently promotes 
that of the society more effectually than when he really intends to promote 
it.

(Smith 1789: IV.2.9, emphasis added)

The fact that Smith uses the invisible hand in three different contexts makes 
it hard to understand the implied meaning of the phrase. Some argue that there is 
no conflict in Smith’s uses of the invisible hand (e.g. Thornton).2 Some argue that 
although they have been used differently there is no inconsistency, but the role of 
the invisible hand was reversed from HA to TMS and WN (e.g. Macfie 1971: 596). 
Some argue that the invisible hand refers to the hand of God (e.g. Denis 1999) or 
that it is about the wisdom of nature (e.g. Khalil 2000b). Some others argue that 
the invisible hand is not necessarily providential (e.g. Flew 1987). Some say that 
we should only be concerned with the context within which the phrase is used 
and if we do this, the invisible hand in WN is simply about import duties (e.g. 
Persky 1989).3 Rothschild (1994, 2001), on the other hand, argues that Smith 
was sardonic in his use of ‘invisible hand’ and that the concept of the invisible 
hand is not consistent with Smith’s system of thought. Briefly, on the side of the 
historians of thought, there is no consensus about the interpretation of Smith’s 
invisible hands.4

In what follows we will examine the relation between Smith’s invisible hands. 
We will see that the use of the invisible hand in HA provides the methodological 
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background on which we may examine its other uses in WN and TMS. We will 
also see that Smith’s use of the invisible hand appears to be somewhat ironic, as 
Rothschild suggests. Yet it does not follow from this that the concept of invisible 
hand is not consistent with Smith’s system of thought. Rothschild’s interpretation 
embodies a misunderstanding concerning the relation between the concepts of 
invisible hand and unintended consequences. Since it is important to eliminate 
this misunderstanding we will use Rothschild’s (1994, 2001) interpretation as a 
case in point.5

Rothschild (2001) solves the apparent inconsistency in Smith’s use of the 
invisible hand by arguing that the invisible hand was indeed an ironical joke, 
and she concludes that it is un-Smithian. To demonstrate this, Rothschild puts 
forward several pieces of evidence to show that the idea of invisible hand does 
not fit Smith’s general framework, and that Smith would not have favoured such 
an argument. Yet she (2001: 122) starts her discussion with an interpretation of the 
invisible hand that Smith would have favoured. It is argued that the invisible hand 
provides such an understanding about the economic or social order that it beauti-
fully connects the parts of the system to the orderly state of the socio-economic 
world without the need of invoking a designer who is responsible for this order. 
Although Rothschild argues that such an interpretation would be supported by 
Smith, she goes on to argue that the implications of the invisible hand suggest that 
Smith would not have favoured the invisible hand.

Throughout her argument she takes it as given that the invisible hand is related 
to three main arguments (also see Vaughn 1987):

 1 ‘that the actions of individuals have unintended consequences;
 2 that there is order or coherence in events; and
 3 that the unintended consequences of individual action sometimes promote 

the interests of societies’ (Rothschild 2001: 121).

First, Rothschild suggests that the idea of individuals who are not able to see the 
overall picture and who are acting blindly conflicts with Smith’s overall thought. 
Rothschild (2001: 124) formulates this in the following way: ‘to be contemptuous 
of individual intentions, to see them as futile and blind, is to take a distinctively 
un-Smithian view of human life.’ Second, Rothschild (2001: 124) proposes that 
because the invisible hand ‘is founded on a notion of privileged universal knowl-
edge’ and ‘it presupposes the existence of a theorist [. . .] who sees more that any 
ordinary individual can’, it is un-Smithian. Third, Rothschild (2001: 126–128) 
presents Smith’s proposal in WN that merchants should not seek their individual 
interests by political means (particularly by supporting restrictions on imports) 
as being conflicting with the idea that they would promote the public good by 
pursuing their self-interests. Fourth, Rothschild (2001: 129–130) suggests that 
religious connotations of the invisible hand do not go well with Smith’s some-
what irreligious views. Finally, she (2001: 131–132) argues that the Stoic idea 
of a providential order, which is implied by the invisible hand, conflicts with 
Smith’s general views. It is argued here that Rothschild’s first three propositions 
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are wrong because her account contains a misunderstanding about the invisible 
hand and its relation to unintended consequences.6 The truths of fourth and fifth 
propositions heavily depend on Smith’s ideas concerning religion on which there 
is no consensus, yet they are debatable. Our main focus will be on the first three 
propositions. Whether Smith was ironic in his use of the invisible hand is another 
matter and Rothschild seems to be right in suggesting that he was. But we will see 
that the irony in the invisible hand directs us to the philosophy of science behind 
the invisible hand, it does not suggest that the invisible hand is un-Smithian. Let 
us go back to the writings of Smith in order to discuss Rothschild’s propositions 
and to develop a better understanding of the invisible hand.

History of astronomy

Consider the paragraph where the invisible hand appears in HA:

Fire burns, and water refreshes; heavy bodies descent, and lighter substances 
fly upwards, by the necessity of their own nature; nor was the invisible hand 
of Jupiter ever apprehended to be employed in those matters. But the thunder 
and lightening, storms and sunshine, those more irregular events, were as-
cribed to his favour, or his anger.

(Smith 1795: 49, emphasis added)

Smith’s use of the invisible hand in HA seems to be radically different from his 
uses in WN and TMS. For this reason, we need to examine the context in which 
he uses it in order to understand how it relates to the invisible hands in WN and 
TMS. In HA Smith uses the phrase ‘invisible hand of Jupiter’ to argue that in the 
very early stages of the society people used to explain irregular events as the acts 
of invisible beings such as gods. He states that in those days people had ‘little 
curiosity to find out the hidden chains of events which bind together the seemingly 
disjoined appearances of nature’ (Smith 1795: 48, emphasis added). He argues 
that in the first ages of society individuals would consider the regular and usual 
acts of nature as given and in need of no explanation, but they would explain the 
irregular events with reference to the acts of gods.

With him, therefore, every object of nature, which by its beauty or greatness, 
its utility or hurtfulness, is considerable enough to attract his attention, and 
whose operations are not perfectly regular, is supposed to act by the direction 
of some invisible and designing power.

(Smith 1795: 48, emphasis added)

Smith thinks that this behaviour is ‘the origin of Polytheism and vulgar supersti-
tion which ascribes all the irregular events of nature to the favour and displeasure 
of intelligent, though invisible beings, to gods, daemons, witches, genii, fairies’ 
(Smith 1795: 48). It is in this context that Smith uses the phrase ‘invisible hand 
of Jupiter’.7 So according to Smith, savage man would not think about the acts of 
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Jupiter when he observes the regular events of nature, rather he would explain the 
apparently irregular events with the invisible hand of Jupiter.

Since some authors interpret the invisible hand in WN and TMS as the hand of 
God (e.g. Denis 1999) or associate the concept with some sort of deity (e.g. Davis 
1989: 65) it is important here to note that Smith does not approve the explanatory 
strategy used by the savage man. These individuals failed to see the connecting 
chains of nature and tried to explain some natural phenomena as the consequences 
of the actions of invisible and powerful beings. Smith suggests that in order to 
understand nature one has to search for these apparently invisible chains of con-
necting events. Thus, it is highly improbable that he would adopt a strategy which 
is similar to that of savage man in his other works. In fact, Smith is very clear 
about what he considers to be the proper explanatory strategy. He argues that it is 
the task of philosophy to explicate the apparently invisible chains of nature.

Smith suggests that with the development of society and specialisation some of 
the individuals in the society had the security and time to investigate these causes. 
These individuals became ‘less disposed to employ, for this connecting chain, 
those invisible beings whom the fear and ignorance of their rude forefathers had 
engendered’ (Smith 1795: 50). Strikingly, a similar argument appears in WN:

The great phenomena of nature, the revolutions of the heavenly bodies, 
eclipses, comets; thunder, lightning, and other extraordinary meteors; the 
generation, the life, growth, and dissolution of plants and animals; are objects 
which, as they necessarily excite the wonder, so they naturally call forth the 
curiosity, of mankind to inquire into their causes. Superstition first attempted 
to satisfy this curiosity, by referring all those wonderful appearances to the 
immediate agency of the gods. Philosophy afterwards endeavoured to ac-
count for them from more familiar causes, or from such as mankind were 
better acquainted with, than the agency of the gods.

(Smith 1789: V.1.152, emphasis added)

Philosophy, according to Smith, ‘is the science of the connecting principles of 
nature’ (Smith 1795: 45):

Philosophy, by representing the invisible chains which bind together all these 
disjoined objects, endeavours to introduce order into this chaos of jarring 
and discordant appearances, to allay this tumult of the imagination, and to 
restore it.

(Smith 1795: 45–46, emphasis added)

The proper explanatory strategy for the philosopher (i.e. scientist) is to uncover 
the apparently invisible chains that connect phenomena, or to replace the ‘invis-
ible hand of Jupiter’ with connecting principles of nature.8 Thus, Smith could not 
have used the invisible hand in WN and TMS to imply the work of some invisible 
power or some sort of god. Rather, the invisible hand in WN and TMS is better un-
derstood as a place holder for the connecting principles of nature which have been 
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already explicated by Smith. In HA Smith criticises the use of invisible powers 
in science but he uses the phrase ‘invisible hand’ in WN and TMS. The invisible 
hand in WN and TMS is ironic. It is used to express what Smith seems to consider 
himself to have accomplished; making explicit the apparently invisible chains that 
connect social phenomena.

In effect, the discussion of the invisible hand of Jupiter in HA provides the 
methodological background for the use of the invisible hand in WN and TMS. 
For this reason it is useful to have a better understanding of Smith’s philosophy 
of science. Smith approaches the questions about understanding nature from a 
cognitive perspective. He argues that when we see two distant phenomena that 
seem to be somehow related, our imagination feels uncomfortable and tries to fill 
in the gap between these phenomena. As the savage man used to fill in the gap by 
imagining the acts of invisible beings, philosophers fill in the gap by explaining 
them with more familiar causes, and by trying to find out the chain of events that 
connects these phenomena, which were invisible to us at first sight.

[Imagination] endeavours to find out something which may fill in the gap, 
which, like a bridge, may so far at least unite those seemingly distant objects, 
as to render the passage of the thought betwixt them smooth, and natural, and 
easy. The supposition of a chain of intermediate, though invisible, events, 
which succeed each other in a train similar to that in which the imagination 
has been accustomed to move, and which link together those two disjointed 
appearances, is the only means by which, if one may say so, can smooth its 
passage from the one object to the other.

(Smith 1795: 41–42)

Smith discusses the history of astronomy to demonstrate these points, and to 
show the several ways in which philosophers tried to discover the connecting 
principles of celestial appearances. HA is an essay where Smith tries to demon-
strate the validity of his arguments about imagination and of his basic argument 
that wonder, surprise and admiration are the main sentiments behind scientific 
discovery. In the essay, he tries to abstract from the relation between the several 
models, which he calls systems, of astronomy and reality. He merely wants to 
show how these models were created to ‘sooth the imagination’:

without regarding their absurdity or probability, their agreement or inconsist-
ency with truth and reality, let us consider them only in that particular point of 
view which belongs to our subject; and content ourselves with inquiring how 
far each of them was fitted to sooth the imagination, and render the theatre of 
nature more coherent.

(Smith 1795: 46)

At the end of his essay (1795: 104–105), he argues that Newton’s system is 
the most successful system in the history of astronomy with respect to soothing 
our imagination. Yet he cannot resist adding a couple of more comments about 
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the relation of Newton’s system to the real world. First of all, he argues that in 
addition to its coherence, its power of unification, and explanatory breath, New-
ton’s system explains the most distant objects with the ‘most familiar’ and known 
property: the gravity of matter. He states that ‘we never act upon it without having 
occasion to observe this property’ (Smith 1795: 104). Thus, according to Smith, 
Newton’s system connects with what is real at least at a basic level. Moreover, he 
also appreciates the explanatory and predictive power of Newton’s system which 
implies that Newton’s system may be true:9

They [Newton’s principles] not only connect together most perfectly all the 
phaenomena of the Heavens, which had been observed before his time, but 
those also which the preserving industry and more perfect instruments of 
later Astronomers have made known to us; have been either easily and imme-
diately explained by the application of his principles, or have been explained 
in consequence of more laborious and accurate calculations from these prin-
ciples, than had been instituted before.

(Smith 1795: 105)

Smith then asks the reader (and himself) whether Newton’s theory may be consid-
ered as being true about the real world:

And even we, while we have been endeavouring to represent all philosophi-
cal systems as mere inventions of the imagination [. . .] have been drawn in, 
to make use of language expressing the connecting principles of this one [i.e., 
of Newton’s system] as if they were the real chains which Nature makes use 
of to bind together her several operations. Can we wonder then, [. . .] that it 
should now be considered, not as an attempt to connect in the imagination the 
phaenomena of the Heavens, but as the greatest discovery that ever was made 
by been and sublime truths, all closely connected together, by one capital 
fact, of the reality of which we have daily experience.

(Smith 1795: 105)

Since Smith is not conclusive, we cannot have a decisive account of Smith’s 
‘philosophy of science’, but given these comments we can speculate about two 
possibilities. The first possibility is that he has an account of scientific theories 
that considers them as ‘mere inventions of imagination’, or as systems that helps 
us to ‘save the observed phenomena’, which do not have to be true or false.10 
Thus, they are simply conjectures. The second possibility is that Smith indeed 
thinks that scientific systems (models, theories) are quests for understanding real 
relations in nature, but also that we can never be exactly sure about the truth of our 
theories (see Thomson 1965). Thus, since there is no guarantee of truth, they are 
conjectures about what may be real. Indeed, Smith’s comments about Newton’s 
system suggest the second minimal realist reading. Of course, he may have enter-
tained both of these views, in a sense that the first applies to natural philosophy 
and the later applies to moral philosophy:11
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A system of natural philosophy may appear very plausible, and be for a long 
time very generally received in the world, and yet have no foundation in 
nature, nor any sort of resemblance to the truth.12 But it is otherwise with 
systems of moral philosophy, and an author who pretends to account for the 
origin of our moral sentiments, cannot deceive us so grossly, nor depart so 
very far from all resemblance to the truth.

(Smith 1790: VII.II.106)

Whatever the type of realism he may have entertained, Smith considers philo-
sophical systems (i.e. models, theories) as being somewhat similar to thought 
experiments:

Systems in many respects resemble to machines. A machine is a little system, 
created to perform, as well as to connect together, in reality those differ-
ent movement and effects which the artist has occasion for. A system is an 
imaginary machine invented to connect together in the fancy those different 
movements and effects which are already in reality performed.

(Smith 1795: 66)

A philosophical system is similar to a machine in that the machines, as man-
made systems, connect the acting forces of nature; theories and models, on the 
other hand, connect the forces of nature in our fancy, or in our thoughts. Smith 
believed that philosophy tries to find out the connecting principles of nature; that 
it is a quest for a more coherent view of nature; and that instead of powerful and 
intelligent beings (such as Jupiter) philosophy attempts to explicate the connect-
ing principles of nature. Moreover, this attempt involves conjectures concerning 
these principles. This is the context within which we should understand his use of 
the invisible hand in TMS and WN.

Smith is a philosopher, and considers himself as a philosopher, whose task is 
to conjecture about the connecting principles of nature and society, to create a 
coherent body of thought that would render it more easy to our imagination how 
the nature and causes of the wealth of nations, as well as the basic sentiments and 
dispositions of man, are related to each other. Smith, both in TMS and in WN, is at 
pains to show how things are connected to each other. In TMS he tries to explain 
how the self-regarding actions of the rich may work for society as a whole, despite 
the fact that the land is unevenly distributed. In WN he tries to show why and how, 
without import restrictions, society may be better off by virtue of the interac-
tion between the self-regarding actions of individuals. In these texts he indeed 
tries to show how the actions of the individuals (and additionally in TMS, that of 
nature) work for the good of society, although they are acting self-regardingly. 
He tries to show how two apparently distinct things, self-interested action and 
beneficial social consequences, are connected to each other.13 He tries to provide 
those connecting principles of the society that at first glance were invisible. Smith 
is at pains to show how people who are following their own interests (intentions 
targeted at the individual level) bring about unintended social consequences. It is 
the interaction of these familiar individual mechanisms (i.e. individuals pursuing 
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their own interests) that bring about unintended social consequences. In WN and 
TMS there is nothing invisible in the invisible hand. Thus, the phrase that ‘indi-
viduals are led by an invisible hand to promote an end which was no part of their 
intention’ may indeed be considered as an ironical statement, but not in a sense 
that conflicts with Smith’s own views. Or rather, it can be read as a metaphorical 
statement that implies the explication of some of the connecting principles of the 
society (also see Evensky 200414). In HA the invisible hand is the invisible hand 
of Jupiter, which is called upon by the superstitious savage man. In TMS and WN 
it indicates the explication of some of the apparently invisible forces in society by 
a philosopher: Adam Smith. Briefly, from the point of view of Smith’s ideas about 
philosophy, there seems to be nothing about the invisible hand that is un-Smithian. 
But this does not yet answer Rothschild’s concerns. We should now inquire into 
the relation between the invisible hand and unintended consequences.

The invisible hand and unintended consequences

Does the fact that Smith refers to individuals who are not aware of the future con-
sequences of their action, and who fail to see the invisible hand, make the invis-
ible hand an un-Smithian idea? Rothschild thinks so. She (2001: 123) argues that 
the word ‘invisible’ implies blindness15 and points out that Smith ‘sees the people 
as the best judges of their interest [. . .] But the subjects of invisible-hand explana-
tion are blind, in that they cannot see the hand by which they are led.’ Thus, she 
concludes: the invisible hand cannot be a truly Smithian idea.

A certain type of ‘blindness’ may be identified in the argument against import 
regulations in WN16 in two different forms. First, it is argued that those who try 
to implement the import regulations cannot judge the interests of the individuals. 
They cannot observe their interests and the peculiarities of their individual situa-
tion. These are invisible to the regulators.

What is the species of domestic industry which his capital can employ, and of 
which the produce is likely to be of the greatest value, every individual, it is 
evident, can, in his local situation, judge much better than any statesman or 
lawgiver can do for him.

(Smith 1789: IV.2.10)

In fact, a similar argument appears in TMS, where Smith talks about a legisla-
tor who wishes to rule a society:

He seems to imagine that he can arrange the different members of a great 
society with as much ease as the hand arranges the different pieces upon a 
chess-board. He does not consider that the pieces upon the chess-board have 
no other principle of motion besides that which the hand impresses upon 
them; but that, in the great chess-board of human society, every single piece 
has a principle of motion of its own, altogether different from that which the 
legislature might choose to impress upon it.

(Smith 1790: VI.II.42)
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That is, no individual can know what is good for all the others, and since one is 
‘blind’ to the principles of the motion of other individuals, it is better to let indi-
viduals judge on their own what is good for them. We may add to this that since 
the exact response of the individuals to a regulation cannot be known in advance, 
the legislator would also be ‘blind’ to the future consequences of his regulation. 
The second form of ‘blindness’ is the ‘blindness’ of the individuals who do not 
intend to bring about social consequences. As the legislator, any individual is 
‘blind’ to the decisions taken by the rest of the individuals that may influence the 
consequences of his action. They may also be ‘blind’ to some of the other factors 
that may influence the consequence of their action. These two forms of ‘blindness’ 
are essentially similar.17 ‘Blindness’ is attributed to all the individuals in the soci-
ety; to merchants as well as to legislators, tailors, shoemakers, etc. The legislator 
cannot judge for the individuals, and any individual judges better for himself as 
long as he is not intending to bring about social consequences. Individuals are 
‘blind’ to the social consequences of their action, but concerning their own inter-
ests and their local environment18 they know better than others.19 In the terminol-
ogy employed in Chapter 2, Smith argues that it is good for the society when each 
and every individual intends to bring about consequences at the individual level 
(at least for the cases in which he employs the invisible hand). He assumes that 
when every individual acts in such a way, beneficial social consequences will be 
brought about.

Remember that Rothschild thinks that the ‘blindness’ implied by the invisible 
hand is un-Smithian for this view conflicts with the view that individuals are the 
best judges of their interest. She argues:

[T]his independence and idiosyncrasy of individuals is what Smith seems to 
be denying in his account of the invisible hand; it is in this sense a thoroughly 
un-Smithian idea.

(Rothschild 1994: 320)

But when we distinguish between interests directed to the individual level and 
to the social level we may see that Smith’s argument is the following: Individuals 
are the best judges of their interest, but they cannot judge the interests of the rest 
of the society (i.e. they are ‘blind’ with respect to the interests of others); therefore 
they should not try to bring about social consequences. When seen like this, the 
‘invisible hand’ seems to be a truly Smithian idea.20 It represents the connecting 
principles of the society, the network of interacting shoemakers, tailors, mer-
chants and all others who, by definition, are pursuing their self-interests, acting 
somewhat myopically, and who are nonetheless the best judges of their interests. 
There is nothing in Smith’s account of the invisible hand that would deny the 
‘independence and idiosyncrasy of individuals’.

Rothschild (2001: 126–128) also suggests that Smith’s proposal in WN that 
merchants should not seek their individual interests by political means (particu-
larly by supporting restrictions on imports) is conflicting with the idea that they 
would promote the public good by pursuing their self-interests. Yet from the above 
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argument it is obvious that pursuing self-interests by political means (intentions 
targeted at the social level) is an entirely different matter from pursuing self-
interests at the individual level, and, thus, there is no such conflict.21

It is also important here to note that Smith does not argue that self-interest 
promotes the interest of society under every condition (also see Schlefer 199822). 
According to Smith, if individual intentions are about the social level, that is, if 
self-interested individuals are intending to change social phenomena, then self-
interest would conflict with society’s interest. The reason for this is clear. Indi-
viduals could not know what is good for others. In WN Smith explicitly mentions 
that interests of merchants who are trying to impose trade restrictions conflict with 
that of society.

But if no individual knows better than the other what is good for the society, 
how can Smith know better? How can he be against import regulations?

To give the monopoly of the home-market to the produce of domestic in-
dustry, in any particular art or manufacture, is in some measure to direct 
private people in what manner they ought to employ their capitals, and must, 
in almost all cases, be either a useless or a hurtful regulation. If the produce 
of domestic can be brought there as cheap as that of foreign industry, the 
regulation is evidently useless. If it cannot, it must generally be hurtful.

(Smith 1789: IV.2.11, emphasis added)

How can Smith suggest that import regulations are either useless or hurtful? 
Rothschild (2001: 24) suggests that because the invisible hand ‘is founded on a 
notion of privileged universal knowledge’ and because ‘it presupposes the exist-
ence of a theorist [. . .] who sees more than any ordinary individual can’, it is 
un-Smithian.

Two important points should be noted. First of all, Smith sees philosophers as 
products of division of labour (also see Peart and Levy 2005). They are not natu-
rally better acquainted than others for inquiring into the connecting principles of 
nature and society: ‘by nature a philosopher is not in genius and disposition half 
so different from a street porter’ (Smith 1789: I.2.5). But, by way of specialisa-
tion, they can do better:

Many improvements have been made by the ingenuity of the makers of the 
machines, when to make them became the business of a peculiar trade; and 
some by that of those who are called philosophers or men of speculation, 
whose trade it is not to do any thing, but to observe every thing; and who, 
upon that account, are often capable of combining together the powers of the 
most distant and dissimilar objects. [. . .] [S]ubdivision of employment in 
philosophy, as well as in every other business, improves dexterity, and saves 
time. Each individual becomes more expert in his own peculiar branch, more 
work is done upon the whole, and the quantity of science is considerably 
increased by it.

(Smith 1789: I.1.9)



80 The invisible hand

Thus, it is quite natural that he thinks that he observes better than the porter, and 
that he is less ‘blind’ to the connecting principles of nature and society than others 
who are specialised in other industries. Yet this does not necessarily imply ‘privi-
leged universal knowledge’. Smith, a man of speculation, is conjecturing about 
those connecting principles. It is also true that Smith thinks that the shoemaker, 
the tailor, as well as the merchants, are able to understand his argument that it is 
not to the advantage of a society to produce the goods that are produced less costly 
in other countries, and that every nation will be better off if they produce the good 
in which they have advantage. But more importantly, Smith does not presume that 
he has knowledge of the local situations and interests of particular individuals. 
Rather, from the argument that this is not possible, he suggests it is better to leave 
every individual to their own principles of motion.

Moreover, Rothschild implicitly assumes that ‘unintended’ means ‘unantici-
pated’.23 It has been argued in Chapter 2 that it is possible to have anticipated but 
unintended consequences. The absence of foresight and awareness of the social 
consequence is not a necessary condition for invisible-hand type of explanations. 
It is entirely possible that one or some of the individuals foresee the unintended 
consequence that is ahead but fail to act accordingly to change this consequence. 
There may be many reasons for this, but the most important seems to be that since 
there are many individuals who are involved in the process that brings about the 
unintended consequence, it may be costly to deviate from the original intention/
action unless others do the same. In some cases, collective action may be costly 
and/or risky, thus individuals may bring about an unintended but anticipated so-
cial consequence. Smith, as well as any other individual, may foresee or recognise 
unintended social consequences. For this reason, Smith’s recognition of the ben-
eficial unintended consequences does not imply that he has ‘privileged universal 
knowledge’.

Rothschild has two other points that may be discussed together. First, she 
(2001: 129–130) suggests that religious connotations of the invisible hand do not 
go well with Smith’s somewhat irreligious views. As Rothschild nicely argues, 
the religious connotations come from its previous uses. Moreover, Smith use of 
invisible hand in HA carries religious connotations. In fact, we have seen that he 
criticises the practice of associating the apparent irregularities of nature with the 
‘invisible hand of Jupiter’. This supports Rothschild’s argument that Smith used 
the phrase ironically, in TMS and in WN. However, if Smith uses it ironically, this 
means that the latter uses do not necessarily have any religious connotation.24 
We can read the invisible hand as a metaphor conveying a message about the 
responses of our imagination to the surprising aspects of nature. In TMS and WN, 
it may be understood as saying that ‘what savage man may have associated with 
“the invisible hand of Jupiter” is hereby explicated’. Smith used the phrase to 
indicate that behind the order of things (which we may associate with design) 
there is some ‘invisible’ chain of events that brought them about. Yet he suggests 
that this invisible chain of events needs to be explicated in order to explain the 
phenomenon. Second, Rothschild (2001: 131–132) argues that the Stoic idea of 
a providential order, which is ostensibly implied by the invisible hand, conflicts 
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with Smith’s views. While it is true that Smith would not agree with the idea of an 
order that is not caused by the individuals who take part in it (the idea of providen-
tial order), we have seen that Smith’s invisible hand does not necessarily imply 
such an idea. In fact, in WN and TMS social facts are explicated with reference to 
the interaction of individuals who are pursuing their own interests.

The invisible hand is an important concept in economics and our understand-
ing of it should rest on a good understanding of the subset of unintended conse-
quences implied by it. As we have seen, the invisible hand is neither a mysterious 
concept, nor does it imply complete blindness on the part of individuals or univer-
sal privileged knowledge on the part of the scientist. In fact, on the contrary, the 
concept of the invisible hand emphasises the will to remove mysteries concerning 
nature and society; it acknowledges the ability of men to act intentionally and cal-
culate the consequences of their action; and alerts us to the incompleteness of our 
knowledge concerning other individuals and nature. Unintended consequences 
are brought about by men who are pursuing their own ends and it is the task of the 
social scientist to explicate how different individuals are connected to each other 
in producing those consequences. In the language of the previous chapters, the 
concept of the invisible hand suggests that we should study how certain individual 
mechanisms (e.g. the principles of motion of different individuals) are connected 
to each other.

Modern conceptions of the invisible hand

We have seen that the concept of the invisible hand is about how individuals 
who are pursuing their own interests bring about unintended social consequences 
and that there is a certain explanatory strategy attached to it. It is useful now to 
see how modern conceptions of the invisible hand relate to the original concept. 
In what follows, two different modern interpretations of the invisible hand are 
identified: the end-state interpretation and the process interpretation. Mainstream 
economists use the end-state interpretation that does not pay much attention to the 
explanatory strategy attached to the original invisible hand. Austrian economists 
use the process interpretation, which is closer to the original concept. Yet they 
seem to have amplified the meaning and effect of the invisible hand. Let us start 
with the mainstream interpretation.

The end-state interpretation

Generally, in standard economics, the invisible hand is associated with the funda-
mental theorems of welfare economics, which basically state that ‘under certain 
conditions, every competitive equilibrium is a Pareto optimum, and conversely, 
every Pareto optimum is a competitive equilibrium’ (Chipman 2002: 1). A funda-
mental theorem of welfare economics is sometimes characterised as the invisible-
hand theorem. It states that when the distribution of income is given, a long-run 
perfectly competitive equilibrium will yield an optimum allocation of resources, 
and that every optimum allocation of resources is a long-run perfectly competitive 
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equilibrium (see Blaug 1997: 577–579). Many mainstream economists conceive 
the invisible hand as an argument about efficiency and equilibrium (see, for ex-
ample, Stiglitz 1991; Durlauf 1991; Hahn 1970, 1981; Marris and Mueller 1980, 
among others.) Indeed, many economists would consider the progress of econom-
ics on a line that connects Smith’s invisible hand, the concept of equilibrium, and 
Arrow and Debreu’s (1954) proof of the existence and optimality of competitive 
equilibrium. In fact, general equilibrium models in general are considered either 
as the proof of Smith’s ‘invisible hand’, or as showing the conditions under which 
this conjecture holds. For example, Tobin (1991: 6) argues that Adam Smith’s 
invisible hand is a conjecture about the workings of the market system which 
provides simple intuitions (1991: 12–13), and that this conjecture was proven 
by Arrow and Debreu. Likewise, Stiglitz (1991) considers the modern theorems 
of welfare economics as a modern representation of Smith’s invisible hand. The 
proof of the existence and optimality of equilibrium indeed connects with Smith’s 
argument that self-regarding actions of individuals would lead to a beneficial out-
come for the society. Existence of a Pareto-optimal equilibrium proves the pos-
sibility of such a result.25 However, the conditions under which the existence of 
equilibrium is proven may also be considered as a proof of the limitations of such 
an argument. Stiglitz (1991) expresses his worries about the empirical adequacy 
of these proofs. Both he and Tobin (1991) mention that the proofs of the existence 
of optimal market equilibrium do not take into account issues such as increas-
ing returns, externalities, imperfect competition, time, uncertainty, incomplete 
markets, instabilities, etc. (also see Coase 1992; Maskin 1994). These omissions, 
according to Tobin, show the limitations of the invisible hand argument.26 Hahn 
(1981) similarly argues that although equilibrium proofs indicate the logical pos-
sibility that an optimal equilibrium exists, because of these limitations (i.e. failure 
to take into account increasing returns, externalities, etc.) we have to consider 
the invisible hand argument as a remote reference point in comparison to the real 
world:

[I]t is logically possible to describe an economy in which millions of agents 
looking no further than their own interests and responding to the sparse infor-
mation system of prices only can nonetheless attain a coherent economic dis-
position of resources. Having made that clear let me nonetheless emphasise 
the phrase ‘logically possible’. Nothing whatever has been said of whether it 
is possible to describe any actual economy in these terms.

(Hahn 1981: 5)

Veblen (1899) raises a similar point against Smith’s conception of economic 
affairs. He particularly criticises the practice of ‘normalising’ the state of affairs 
in the real world, that is, the abstract nature of Smith’s argumentation. But, he 
goes on to argue that modern interpretations of the invisible hand should also 
be criticised since they work with isolations and abstractions to show that the 
dispersed self-regarding actions of individual may bring about beneficial conse-
quences. Having said that, there is an important difference between the two. In 
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the previous section we have seen that Smith used the invisible hand to represent 
the connecting principles of society that are supposed to bring about an orderly 
phenomenon and that the notion is best understood in terms of its relation to 
unintended consequences at the social level, which are brought about by the ac-
tions of individuals who are intending to bring about results at the individual 
level. His argument against the import restrictions as well as his explanation of 
the origin of money (see Appendix I) connects the actions of the individuals to the 
aggregate outcome. He indeed tries to explicate the process through which those 
unintended social consequences may be generated. The modern conception of the 
invisible hand, however, does not explicate how individual actions are related to 
the aggregate outcome.27 Moreover, existence proofs do not mention the process 
through which the equilibrium is reached. Modern economists’ conception of the 
invisible hand is, thus, basically an end-state interpretation. Or, as Hahn (1973: 
324) argues, ‘general equilibrium is strong on equilibrium and very weak on how 
it comes about’. It stresses the consequence (i.e. existence of equilibrium), rather 
than the process that brings about the consequence. Blaug (1997: 60) argues that 
this end-state interpretation makes no justice to the original metaphor:28

But Smith’s faith in the benefits of ‘the invisible hand’ had absolutely nothing 
whatever to do with allocative efficiency in circumstances where competition 
is perfect á la Walras and Pareto; the effort in modern text books to enlist 
Adam Smith in support of what is now known as the ‘fundamental theorems 
of welfare economics’ is a historical travesty of major proportions. For one 
thing, Smith’s conception of competition is [. . .] a process conception, not 
an end-state conception.

(Blaug 1997: 60, emphasis added)

Similarly, Barry argues that the invisible hand is concerned with the process 
rather than the end-state:

The notion of the Invisible Hand must be seen as a metaphor that illuminates 
a continuing process of exchange and competition between individuals which 
brings about a coordination of plans and purposes. It must not be seen as a 
picture of an end-state of perfect equilibrium in which all plans have already 
meshed, since that implies the cessation of human action. The Invisible Hand 
image refers to an unending process of change and adjustment and not to 
a perfectly harmonious end-state in which incentives to change have been 
removed.

(Barry 1985: 138)

Many would agree with Barry and Blaug that the end-state interpretation 
does not make justice to the original metaphor (e.g. Holcombe 1999, Knudsen 
1993: 149–150).29 Although their propositions are correct, this does not mean that 
the end-state metaphor is not related with Smith’s invisible hand. As we have 
mentioned above, end-state (equilibrium) models can be considered as tests of 
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the logical soundness of the invisible hand argument. That is, they show/test the 
conditions under which self-interested actions of individuals would lead to ben-
eficial aggregate outcomes. The next chapter demonstrates this point by way of 
showing the relation between the end-state models of the emergence of a medium 
of exchange and Menger’s account of the origin of money.

The process interpretation

Another popular interpretation of the invisible hand follows Smith by emphasis-
ing the need to explicate the processes through which social outcomes are brought 
about. Under this interpretation, the invisible hand is a metaphor that represents a 
process that brings about a harmonious social order as an unintended consequence 
of the dispersed actions of individuals who are pursuing their own interests. This 
conception of the invisible hand is mainly related to the idea of spontaneous or-
der,30 and is generally entertained by Austrian economists.31 Because the concept 
of ‘spontaneously generated orders’ is generally regarded as the most significant 
sociological contribution made by the Scottish philosophers (such as Hume, Smith 
and Ferguson), this interpretation is argued to be closer to Smith’s own thought 
(see Hamowy 1987; Barry 1982). Roughly, the ‘theory of spontaneous order’ as-
serts that social institutions and patterns – which are highly complex – are the 
unintended consequences of numerous individual actions. The most prominent 
advocate of the theory of spontaneous order, Hayek (1967a: 72) argues that the 
task of social science is to explain the unintended consequences of the dispersed 
actions of individuals.32 Yet he criticises the way in which mainstream economists 
approach unintended social phenomena.

Hayek complains about the equilibrium approach to economics for it is not 
about the processes through which equilibrium comes about:33

In the usual presentations of equilibrium analysis it is generally made to ap-
pear as if the questions of how the equilibrium comes about were solved. But, 
if we look closer, it soon becomes evident that these apparent demonstra-
tions amount to no more than the apparent proof of what is already assumed. 
The device generally adopted for this purpose is the assumption of a perfect 
market where every agent event becomes known instantaneously to every 
member.

(Hayek 1937 [1949]: 45)

This criticism implies another similarity between Smith and Hayek; that Hay-
ek’s interpretation of individual knowledge resembles that of Smith’s in certain 
aspects. He (1937, 1945) argues that the knowledge of society is never available 
to the individual in its totality because of the peculiarities of individual knowl-
edge.34

This is the constitutional limitation of man’s knowledge and interests, the 
fact that he cannot know more than a tiny part of the whole of society and 
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therefore all that can enter into his motives are the immediate effects which 
his actions will have in a sphere he knows.

(Hayek 1946a [1949]: 14)

According to Hayek (1946a [1949]: 45) the end-state interpretation of the invis-
ible hand (that of neo-classical economists) is ‘an assertion of a tendency toward 
equilibrium’ yet it does not tell us how this equilibrium is reached. To show this, 
one has to show how the knowledge and expectations of individuals are changed 
and how these individuals are able to coordinate given their partial information 
about the market.35 He states that the process through which market order (or 
equilibrium36) is reached cannot be understood by assuming that every individual 
knows everything. To be able to understand the process ‘we must look at the 
price system as such a mechanism for communication information’ (Hayek 1945 
[1949]: 87).37 According to Hayek, when agents act spontaneously by pursuing 
their own interests (i.e. at the individual level) more information is utilised in the 
market and coordination among individuals is rendered more easy in comparison 
to market where individuals intent to bring about social consequences.

Competition is essentially a process of the formation of opinion: by spreading 
information, it creates that unity and coherence of the economic system. [. . .] 
It is thus a process which involves a continuous change in the data and whose 
significance must therefore be completely missed by any theory which treats 
these data as constant.

(Hayek 1946b [1949]: 106)

What Hayek means by ‘data’ here is the information upon which agents act. 
According to him, by assuming that individuals are hyper-rational, traditional 
equilibrium analysis in economics misses the point that every individual has lim-
ited knowledge about the economy as a whole and about the motives of other 
individuals. The ‘data’ changes as the agents act, and the analyses of the process 
of economic activity has to take this into account. He (1937 [1949]: 38) argues 
that neoclassical economics abstracts from the fact that the consequences of one 
individual’s actions are dependent on other individuals’ actions, and that the 
overall consequence depends on the interactions of individuals who have limited 
knowledge and rationality. The aforementioned similarities (between Smith and 
Hayek) indeed point to the argument that if those connecting principles of society 
that link the dispersed actions of the individuals to the social consequences are to 
be explicated, one has to take two things into account: the interaction of individu-
als who have limited knowledge and the process through which they coordinate 
their activities. These issues are not dealt with in traditional static equilibrium 
models of economics. In Chapter 8 we will see that some of the contemporary 
economists try to deal with these issues by using the tools of game theory.

Another important idea that is common to Austrian economists and Smith is 
the explanatory strategy by which unintended social consequences are explained. 



86 The invisible hand

Hayek emphasises the element of conjecture and conceptual construction in ex-
plaining spontaneously generated orders (see, for example, Hayek 1967a: 72). 
Hayek echoes Smith with the idea that explanation can only be made starting from 
the regularities of human action.38 He also echoes Smith in that his explanatory 
strategy is similar to that of ‘conjectural history’, the explanatory strategy that 
is attributed to Smith by Dugald Stewart. In his Biographical Memoir of Adam 
Smith, Stewart argues that historians sometimes find themselves in situations 
where they cannot find or use direct evidence, and proposed that

[I]f we can shew, from the known principles of human nature, how all its 
various parts might gradually have arisen, the mind is not only to a certain 
degree satisfied, but a check is given to that indolent philosophy, which refers 
to a miracle, whatever appearances, both in the nature and moral worlds, it is 
unable to explain.

(Stewart 1793 [1858]: 34, emphasis added)

To this type of investigation Stewart gave the title of ‘conjectural history’. Stewart 
particularly refers to Smith’s (1762 [1985]) Considerations concerning the first 
formation of languages as an example of conjectural history. In Considerations, 
Smith conjectures about the way in which language may have developed, and 
provides an invisible-hand type of explanation of its emergence. He indeed tries to 
show the ‘conditions under which language might evolve naturally (i.e., without 
human or divine contrivance)’ (Land 1977: 677).39 By way of departing from what 
he sees to be the facts about human beings and natural languages he constructs a 
story where language develops naturally. Smith’s argument against import restric-
tions, and his explanation of the origin of money (see Appendix I) contain such 
conjectural elements.

Yet it is also true that the Scottish philosophers were against ‘boundless con-
jectures’. For example, Ferguson (1767: 7–12) criticises the ‘state of nature’ theo-
rists, such as Jean-Jacques Rousseau and Thomas Hobbes, by pointing out that 
their approach is conjectural (see Berry 1997: 23). He criticises the practice of 
explaining the ‘progress of society from a supposed state of animal sensibility’ 
and argues that we should not work with such an analogy.40 For him (1767: 12) 
the explanation of the progress of society should start from the ‘laws of human 
nature’. Thus, the ‘instinctive propensities’ and ‘set of dispositions’ of man should 
be used in developing such a theory (Ferguson 1767: 16). Yet Ferguson is also 
aware that historical records about earlier stages of the society are rare. He only 
suggests that our theories should be consistent with the ‘facts’ we know about hu-
man nature. Whether we agree with his argument about human nature, or not, his 
suggestion is clear: our theories have to be constrained by and be coherent with 
the known facts about our object of inquiry. This is, in fact, what Stewart means 
by conjectural history:

In examining the history of mankind, as well as in examining the phenomena 
of material world, when we can not trace the process by which an event has 
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been produced, it is often of importance to be able to show how it may have 
been produced by natural causes.

(Stewart 1793 [1858]: 34, emphasis in original)

Conjectural history, then, emphasises the element of rational reconstruction 
that has to be consistent with the facts we know about the subject matter. It shows 
a social phenomenon ‘may have been produced’ by ‘natural causes’. We have 
seen that Smith suggests explanation of unfamiliar phenomena with reference 
to familiar facts. In fact, in WN and TMS, Smith provides us conjectural con-
structions of real-world phenomena which are based on what Smith considers 
to be familiar facts concerning individuals. Also, Smith’s accounts of the origin 
of money and language are conjectures which are based on familiar individual 
mechanisms. Hayek, as well as Stewart, sees such activity as an essential compo-
nent of conjectural history.

Conjectural history in this sense is the reconstruction of a hypothetical kind 
of process which may never have been observed but which, if it had taken 
place, would have produced phenomena of the kind we observe.

(Hayek, 1967a: 75)

What is common to Hayek, Menger and Smith is their interest in the processes 
through which unintended consequences may emerge, but the proposed processes 
do not have to be the actual ones in every occasion, for we usually have limited 
information about the actual process (e.g. about particular details of the phenom-
enon, or about the actual intentions and motives of the individuals). By means of 
starting from what is thought to be the basic principles or facts about the object 
of inquiry, rational reconstruction, conjectural history (or a theoretical explana-
tion) may inform us about the connecting principles of society or of the social 
phenomenon we wish to examine. The element of conjecture is a necessary part 
of theoretical analysis for they argue that we can neither know the exact interests 
and intentions of the individuals, nor the peculiarities of their situation.41

Austrian interpretation of the invisible hand seems to be a faithful interpreta-
tion of the original metaphor. Yet it should be noted here that Smith’s use of 
the invisible hand does not emphasise the explanation of an overall social order 
as an unintended consequence of human action. It is, rather, concerned with ex-
planation of certain type of phenomena such as the consequences of the actions 
of merchants, or the rich. Smith explains the origin of money and language as 
unintended consequences of human action but he does not lay much emphasis 
on the explanation of overall social order as an unintended consequence of hu-
man action. Explaining the overall social order as an unintended consequence of 
human action would require an explanation with multiple layers of unintended 
phenomena and intentions therein. Such an explanation would run into difficulties 
because of the complexity of the social realm, which embodies both intention-
ally designed and unintentionally brought about institutions.42 It seems to be fair 
to say that Austrian interpretation of the invisible hand magnifies the original 
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concept by considering the overall social order as a beneficial unintended social 
consequence of the dispersed actions of individuals. In Chapter 8 we will consider 
game-theoretical models of coordination which follow the process interpretation 
of the invisible hand without endorsing the Austrian emphasis on overall harmo-
nious social order.

Thus far, we have discussed two different interpretations of Smith’s ‘invisible 
hand’ – that is, the end-state interpretation and the process interpretation – by 
contrasting the two. But, we should not forget the fact that they are coming from 
the same source, and that they are alternative ways of justifying Smith’s invisible 
hand. The static equilibrium interpretation tries to show that it is indeed possible 
(under certain conditions) to reach an equilibrium, an orderly state, where every 
individual acts self-regardingly, and that they may be better off by doing so. Or, 
the end-state interpretations of the invisible hand focus on the conditions under 
which unintended social outcomes are compatible with self-interested individual 
action. The process interpretation, on the other hand, tries to show through which 
mechanisms this opportunity may be rendered more probable. The relation be-
tween these two different justifications43 of the invisible hand is discussed further 
in Chapter 6 by means of discussing the contemporary contributions to Menger’s 
explanation of the origin of money. But before doing this we should examine the 
notion of invisible-hand explanations.

Invisible-hand explanations

The invisible hand is about unintended social consequences that have been 
brought about by the interaction of individuals who are pursuing their own inter-
ests. Moreover, the original concept emphasises the need to explicate the process 
which brought about the social phenomenon in hand. Explanations that follow 
this process interpretation of the invisible hand are generally known as invisible-
hand explanations (see Nozick 1974; Ullmann-Margalit 1978):44

They [some explanations] show how some overall pattern or design, which 
one would have thought had to be produced by an individual’s or group’s suc-
cessful attempt to realize the pattern, instead was produced and maintained 
by a process that in no way had the overall pattern or design ‘in mind.’ After 
Adam Smith, we shall call such explanations invisible hand explanations.

(Nozick 1974: 18)

Invisible-hand explanations explain how some well-structured social pattern 
could have emerged, or persists, as an unintended consequence of individual ac-
tions (Ullmann-Margalit 1978). An invisible-hand explanation claims to show 
the pattern in question as the ‘output’ of a process that aggregates the dispersed 
actions of numerous individuals who did not intend to bring it about. This process 
may be called an ‘invisible-hand process’.



The invisible hand  89

By the ‘invisible hand process’ is meant the aggregate mechanism which 
takes as ‘input’ the dispersed actions of the participating individuals and pro-
duces as ‘output’ the overall social pattern.

(Ullmann-Margalit 1978: 270, emphasis added)

And ‘the onus of the explanation lies on the process, or mechanism, that aggre-
gates the dispersed actions into the patterned outcome’ (Ullmann-Margalit 1978: 
267). An invisible-hand explanation is, thus, an explanation of the unintended 
social consequences by means of a process that connects the dispersed actions of 
the individuals to the social phenomenon. It is an explanation that explicates the 
‘connecting principles’ that may have brought about the social phenomenon.

Using our definition of unintended social consequences (see Chapter 2), we 
can characterise an invisible-hand explanation in the following way:

An invisible-hand explanation explains the emergence (and/or maintenance) 
of an unintended social phenomenon by explicating a process that may bring it 
about (and/or maintain it). Its explanandum must be an unintended consequence 
in the sense that:

 1 it is located at the social level;
 2 it was not intended by any individual;
 3 it is mediated through a multiplicity of individuals;
 4 individual intentions are directed to the individual level;
 5 the action of one individual is not sufficient to produce the unintended (social) 

consequence;
 6 individuals do not pursue the same end collectively (that is, collective 

intentionality is excluded); and
 7 the actions resulting from one single individual’s intention cannot affect the 

social level directly, or in isolation.

Our examination of the paradigmatic examples of invisible-hand explanations 
and their roots implies that invisible-hand explanations are partly based on the as-
sumption that interactions of individuals are essentially complex, and it is usually 
not possible to have enough information about the motives of the individuals and 
about the peculiarities of their individual situation. We have also seen that it is 
usually not possible to gain knowledge about the characteristics of the individuals 
by simply observing social phenomena – in the sense implied by invisible-hand 
explanations. For these reasons, invisible-hand explanations usually take the form 
of conjectures about individual mechanisms that may have brought about the ob-
served social phenomenon. They are somewhat speculative reconstructions of the 
‘connecting principles’ that bring about the social phenomenon at stake. We have 
seen in the previous chapters that paradigmatic examples of invisible-hand expla-
nations explicate some of the possible ways in which certain ‘familiar’ mecha-
nisms may interact. They are conjectures, yet good invisible-hand explanations 
should be different from ‘boundless conjectures’ in that the depicted mechanisms 
should be plausible (see Chapter 7 for further discussion of this issue).
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Our discussion of Menger and Schelling’s explanations indicates that a good 
invisible-hand explanation should have the following properties:

 1 Its explanation of the transformation of the model world (from the state where 
the explanandum phenomenon is absent to a state where it exists) should be 
successful.

 2 It should explicitly state the proposed individual mechanisms and how they 
are connected to each other.

 3 The description of the initial state of the model may be inaccurate in terms 
of representing the corresponding particular initial state of the real world (it 
is better if it is not), but it should at least depict some ‘familiar’ individual 
mechanisms. The description of the individual mechanisms (that is, the 
description of the individuals and how they behave) should be plausible in 
the sense that under the conditions specified in the model we should expect 
real individuals to act in a similar fashion.

 4 The description of the explanandum phenomenon should represent its relevant 
characteristics given the interests of the explanation.

 5 It should either suggest that a new / previously unexamined sort of (aggregate) 
mechanism may explain the phenomenon at stake, or provide a firmer basis 
for the previously suggested invisible-hand process.

We have seen in Chapter 4 that Schelling’s explanation satisfies these condi-
tions. But we have also noted that it is a partial potential explanation (i.e. not a 
full-fledged explanation of the emergence of residential segregation). Obviously, 
Menger’s explanation cannot do as well for it is not explicit enough. As suggested 
in Chapters 3 and 4, the above characteristics make it more likely that the pro-
posed mechanisms in an invisible-hand explanation have the potential of explain-
ing particular exemplifications of the explanandum phenomenon. Nevertheless, 
the proof of the pudding is in the eating. That is, we can only know whether an 
invisible-hand explanation of the singular sort will be successful by inquiring 
whether the proposed aggregate mechanism is responsible for the phenomenon 
at stake.

Many invisible-hand explanations aim to explain the origin of phenomena 
such as money, language and segregation, and it is usually not easy to ascertain 
whether the proposed mechanisms really explain the phenomenon or not. For this 
reason, they may live as conjectures for a long time. Yet the quality of alerting the 
researchers to new mechanisms is an important contribution in itself. It expands 
our mental horizon, and indicates new paths for further empirical and theoreti-
cal research. As these first steps are usually incomplete, like that of Menger and 
Schelling’s, the intuitions provided by such explanations are further explored by 
other researchers, by testing both the logical soundness and empirical validity 
of the proposed invisible-hand arguments. Briefly, such conjectures are valuable 
basically because they point out some of the ways in which certain mechanisms 
may interact in the real world and therefore they may be considered as attempts to 
discover the way in which the world works. We will see in the next chapter how 
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these conjectures may be explored, and in Chapter 8 we will see how they may 
open the way to new research agendas and new results.

Concluding remarks

The invisible hand has many faces and it is open to misunderstandings. It was 
the task of this chapter to foreclose actual and possible misunderstandings about 
it and to provide a better understanding of what it amounts to. First, we have 
seen that a proper understanding of what is implied by the notion of unintended 
consequences is necessary for a proper understanding of the invisible hand. Sec-
ond, with the help of textual evidence from Smith, we have established that the 
invisible hand is not a mysterious concept, on the contrary, it is a metaphor that 
stresses the need for explicating the mechanisms (and their interaction) that are 
responsible from the social phenomenon under investigation. Third, two different 
modern conceptions of the invisible hand were examined. It has been argued that 
although the end-state interpretation makes little justice to the original metaphor, 
it is related to it in that end-state models try to test the basic ideas implied by 
the invisible hand. Fourth, we have seen how the modern process interpretation 
of the invisible hand is built on the original ideas presented by Smith; such as 
individuals with limited knowledge, conjectural history and the will to explicate 
the connecting principles of society. Finally, we have examined the way in which 
invisible-hand explanations are related to unintended consequences and how they 
may be evaluated.

The reader may have realised, though, that one of the important issues has been 
hanging in the air and no serious attention has been paid to it. Simply put, we have 
not examined whether modern models and explanations of social phenomena as 
unintended consequences of human action explicate real or imaginary mecha-
nisms, or connecting principles. It can be argued that the paradigmatic examples 
of invisible-hand explanations, (i.e. that of Menger and Schelling) aim at under-
standing the real mechanism behind social phenomena. In fact, Mäki (1990a,b, 
1991) demonstrates that many Austrian economists, especially Menger, can be 
considered as realists and that the invisible-hand process should be considered 
as a causal process. Our examination of Menger and Schelling also suggests 
that they are searching for the real ‘connecting principles’ of the society. But we 
have also argued that invisible-hand explanations are conjectures about some of 
the possible ways in which certain mechanisms may interact. At first sight, this 
may be considered as a contradiction: realists providing conjectures and possible 
aggregate-mechanisms? The solution to this contradiction lies in the differences 
between aims and accomplishments of a scientist. It is possible that a search for 
the real connecting principles provides nothing but conjectures. But good con-
jectures are valuable for they may help us in discovering real mechanisms. In 
Chapter 7 we will see how these models may be interpreted as conjectures about 
the way in which certain real mechanisms may interact. But before that we have 
to make the point that we should not examine these partial potential explanations 
(or models) in isolation from other explanations and that we should rather see 
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how these explanations are further explored in order to understand how things 
stand next to each other in the real world. Accordingly, the next chapter exam-
ines further considerations and explorations of Menger’s conjecture. After this, in 
Chapter 7, we will see how models and explanations relate to the real world, and 
to other models and explanations of the same phenomenon. Further explorations 
of Schelling’s conjecture are also discussed in Chapter 7.



6 The origin of money 
reconsidered

Introduction

We have seen that the paradigmatic cases of invisible-hand explanations, Menger’s 
‘the origin of money’ and Schelling’s chequerboard model, are partial potential 
explanations. The present chapter examines contemporary reconsiderations of 
Menger’s account in order to see whether there is any progress in explaining the 
emergence of a medium of exchange as an unintended consequence of human ac-
tion and in terms of justifying and / or confirming Menger’s intuitions. The ques-
tion is the following: do we know any better than Menger about the origin of 
money? This chapter may also be considered as an illustration of a particular way 
in which research advances in economics, particularly in explaining unintended 
social consequences of human action.

Menger’s account of the origin of money depends on a description of a model 
world that is rich in terms of the proposed explanatory factors, but vague in its 
description of how these factors are related to each other. Contemporary models, 
simulations and experiments1 about the ‘the origin of money’ consider model 
worlds similar to that of Menger’s, but they focus on subsets of the factors that 
were suggested by Menger. They are often restricted versions of Menger’s model 
world. Menger provides the intuition that a medium of exchange may be consid-
ered as an unintended consequence of human action. Examination of the econom-
ics literature on the emergence of money reveals that economists formulate this 
intuition with the following hypotheses:

H(1): Commodity money may be an unintended consequence of human ac-
tion.

H(2): Fiat money2 may be an unintended consequence of human action.

One may examine H(1) and H(2) by asking the following questions:

 1 Is the state where fiat/commodity money exists a possible state of ‘the model 
world’ (i.e. Menger’s model world), where individuals pursue their own 
interests (at the individual level)?
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 2 If money could exist in ‘the model world’, can we show that it is a consequence 
of the actions of self-regarding agents? Or, how is it possible to reach a state 
where a medium of exchange exists in the model world? Or, what are the 
mechanisms that transform ‘the model world’ into a state where money 
exists?

 3 Do real individuals behave in a similar manner to the agents in ‘the model 
world’? Or, if real individuals are confronted with a situation similar to the 
one described by ‘the model world’, would their dispersed actions bring 
about money?

 4 Do the conditions in ‘the model world’ hold in the real world? Or, what would 
happen if the conditions described in ‘the model world’ do not hold? Could 
we consider money as an unintended consequence of human action in the 
presence of other (real world) factors that are omitted in ‘the model world’?

This chapter examines some of the attempts to provide answers to these ques-
tions. Most of the literature on the ‘the emergence of a medium of exchange’ 
focuses on the first two types of questions, and there is little progress in tackling 
the latter two types of questions. Thus, the above hypotheses, H(1) and H(2), are 
tested on logical grounds to a considerable extent, but the relation between ‘the 
model world’ and the real world has not been examined in a meaningful way, that 
is, the above hypotheses are not tested against real world data.

The models that examine the first type of question correspond to the end-state 
interpretation of the invisible hand (see Chapter 5). Generally, they are existence 
proofs, and they do not examine the way in which money may be brought about. 
They provide a detailed analysis of the conditions under which money may exist. 
Yet the proof of the existence of money (i.e. monetary equilibrium) as a pos-
sible state of a world of self-regarding individuals does not prove that it may 
be brought about by these individuals. Models that examine the second type of 
question explore the ways in which the end-state (i.e. money) may be reached. 
These models generally have the characteristics of an invisible-hand explanation 
and they picture the possible aggregate mechanisms that may bring about money 
as an unintended consequence of human action. Few attempts have been made to 
examine the third type of question, and the fourth type of question is not examined 
at all.

It is argued here that the models, simulations and experiments examined in the 
following pages test the logical soundness of the intuition that ‘money may be an 
unintended consequence of human action’. Yet they fail to bring us any closer to 
the real world than Menger’s account did. While our understanding of the work-
ings of the model world depicted by Menger is improved, we do not know any 
better than Menger whether money is an unintended consequence of human ac-
tion or not. This chapter examines the literature on ‘the emergence of a medium 
of exchange’ in the following order:

 1 end-state models;
 2 simulations of the emergence of money;
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 3 experiments concerning the behaviour of real individuals; and
 4 theoretical models of the process of the emergence of money.

The results of this examination are then presented, which is followed by the 
concluding remarks.

Before going further, two things should be noted: first, most of the models 
examined in this chapter are quite technical, but to be able to focus on their con-
clusions they are presented in a simplified manner.3 Second, the examination is 
not exhaustive – that is, there are also other models of the emergence of money.4 
Yet this selection of models fairly represents the related literature.

Existence of a medium of exchange

Most of the models of ‘the origin of money’ are based on, or related to the Kiyo-
taki–Wright (1989) model that focuses on the existence of an equilibrium where 
model agents use a certain commodity as a medium of exchange. For this reason it 
is important to have a fine grasp of the Kiyotaki–Wright environment and its rela-
tion to Menger’s account. This section starts with a description of the Kiyotaki–
Wright model and examines the related models. First, the results concerning the 
existence of commodity money and then the existence of fiat money equilibrium 
is examined.

The existence of commodity money equilibrium

Kiyotaki and Wright (1989) present a model economy where there are three com-
modities (1, 2, 3) and three types of agents (I, II, III). Type I agents consume 
commodity 1, type II agents consume commodity 2, and type III agents consume 
commodity 3. No agent produces what he consumes. Thus, to be able to consume 
(e.g. to eat) they have to exchange their production good with their consumption 
good – that is, they are market dependent. It is assumed that every agent can only 
store one commodity at a time, and storing is costly. The storage costs of com-
modities are different for different types of agents. If we define the cost of storing 
good j for type i as cij, then the following condition holds: ci3 > ci2, > ci1.

The agents meet (in pairs) randomly at the marketplace, and when they meet, 
they have to decide whether or not to exchange their inventories. Exchange entails 
one-for-one swap of inventories. If an agent is able to acquire his consumption 
good at the market, he immediately consumes it and produces one unit of his pro-
duction good. If an agent decides to exchange his inventory with a good he cannot 
consume, he stores it and waits for the next exchange opportunity to exchange 
it with his consumption good. Because of these specifications, in every period 
there are always agents who are facing the double coincidence of wants problem. 
Every individual is assumed to choose a trading strategy that would maximise 
his expected discounted utility, which is dependent on the utility of consumption, 
disutility of production and storage, and a discount factor (see Appendix II). Trad-
ing strategies are rules that determine whether one agent is willing to exchange 
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his inventory with another agent. Ideally, a trading strategy should depend on the 
trading history of the agent. Yet Kiyotaki and Wright isolate their model from the 
influence of time and of agents’ trading history. They only focus on the invento-
ries of the trading agents, on the storing costs and on the economising actions of 
the agents. The strategies of the agents depend on a comparison of the indirect 
utility of storing the current inventory and exchanging it with another good. If a 
type i agent is able to exchange his inventory, good k, with his consumption good 
i* (k ≠ i*), he always does it. But if he matches with an agent who has in inventory 
a good j (j ≠ i*, k ≠ j) that he cannot consume, the agent takes a decision, given the 
storage costs of j and k, and his expectations. That is, if the agent expects it to be 
easier to exchange j with i* in the next period than exchanging k with i*, then he 
is willing to exchange k with j, given that the storage cost of j is sufficiently low. 
Trade occurs if both agents are willing to exchange k with j.

Given the assumptions of the Kiyotaki–Wright (1989) model we may examine 
the way in which it is related to Menger’s model world (see Figure 6.1). In the 
real world there may be many factors that may be effective in the process of the 
emergence of a medium of exchange. We have seen that Menger focuses on some 
of them by isolating the influence of others. Particularly, Menger focuses on a set 
of explanantia, which consists of:

 1 economising actions;
 2 discovery, learning and imitation;
 3 absence of double coincidence of wants;
 4 storage costs;
 5 marketability5;
 6 expectations of individuals;
 7 frequency of use; and
 8 availability of goods.

Roughly, saleability of a good is influenced by the following set of factors: {4, 
5, 6, 7, 8}. Kiyotaki and Wright (1989) make further isolations to examine the 

 

(1), (2), ..., (n) 

(1), (2), ..., (8)

(1), (3), (4), (5)

Isolation

Menger's
model world

Kiyotaki–Wright
model world

Real world

Further isolations

Figure 6.1 Kiyotaki–Wright model vs. Menger’s model.
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existence of a monetary equilibrium, as shown in Figure 6.1.6 That is, they focus 
on a subset of the factors in Menger’s model world, particularly on 1, 3, 4 and 5. 
In this manner, their model is much more specific.7

Kiyotaki and Wright analyse the existence of equilibrium for two different 
economies, Model A and Model B, in this isolated environment. The only differ-
ence between the two models is the characterisation of agent types in terms of 
what they produce, as seen in Table 6.1.

For Model A, Kiyotaki and Wright (1989: 934–935) determine two types of 
equilibrium for different parameter values:8

 1 A fundamental equilibrium where every agent ‘prefers a lower-storage-cost 
commodity to a higher-storage-cost commodity unless the latter is their own 
consumption good’.

 2 A speculative equilibrium where agents ‘sometimes trade a lower- for higher-
storage-cost commodity [. . .] because they rationally expect that this is the 
best way to trade for another good that they do want to consume, that is, 
because it is more marketable’.

Kiyotaki and Wright find that for both economies there is an equilibrium where 
all agents use fundamental strategies and where commodity money exists. They 
also find that for certain parameter values some agents speculate and there is an 
equilibrium where both low-storage-cost and high-storage-cost goods serve as 
media of exchange. That is, they find that commodity money equilibrium is a 
possible state of the model world (i.e. H(1) confirmed). However, they do not tell 
how this model economy is transformed from a state of unmediated exchange to 
a state with a medium of exchange. Moreover, they do not tell why agents should 
believe that a certain good is more marketable. They only show that if they expect 
that a high-storage-cost good is more marketable, then (under some conditions) 
they will use it as a medium of exchange.

Starr (1999) obtains similar results to that of Kiyotaki and Wright (1989). He 
presents two different models that examine the importance of ‘absence of dou-
ble coincidence of wants’ and ‘scale economies in transaction costs’ in isolation. 
The first model establishes that in the absence of double coincidence of wants, 
goods with low transaction costs are likely to be used as media of exchange. In 
this model, it is not necessary that the equilibrium gets established with a unique 

Table 6.1 Production and consumption in Kiyotaki and Wright (1989)

Agent

Consumes Produces

Model A and B Model A Model B

Type I 1 2 3

Type II 2 3 1
Type III 3 1 2

Note
1, 2 and 3 denote the type of commodities.
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medium of exchange, rather there may be multiple monies. In the second model, 
the problem of double coincidence of wants is absent. Instead, the model focuses 
on scale economies. Here, it is assumed that the transaction costs of a commodity 
(or an instrument) decrease as its trading volume increases. That is, as individuals 
start using one commodity in their exchanges more and more, the commodity gets 
more marketable, which in turn leads other individuals to use this commodity in 
their exchange, and as this commodity gets more marketable its transactions costs 
decrease. The model shows that when there are increasing returns (i.e. in terms of 
decreasing transaction costs) to the increase in the trading volume of commodi-
ties, a monetary equilibrium with a unique medium of exchange exists (i.e. H(1) 
confirmed).

Starr, as well as Kiyotaki and Wright, shows that the commodity money equi-
librium exists, and that there is a state of ‘the model world’ where rational indi-
viduals who try to maximise their expected utility would use media of exchange. 
Yet they do not show how exactly ‘the model world’ is transformed into such a 
state. To explain the emergence of a medium of exchange one needs to explicate 
the process through which a medium of exchange gets established. These models 
fail to do this. Later, we will return to this question when we examine the process 
models of ‘the origin of money’.9

The existence of fiat money equilibrium

In addition to the existence of commodity-money equilibrium, Kiyotaki and 
Wright analyse the existence of a fiat-money equilibrium (i.e. H(2)). Fiat money is 
an object (good 0) which does not have the intrinsic property of providing utility 
to the agents, but which nevertheless serves as a medium of exchange. Kiyotaki 
and Wright analyse whether such an object takes on value in their model world. 
They (1989: 942) find that there exist equilibria in which fiat money does not 
circulate. The intuition behind this result is the following: if no-one believes that 
the others will accept a valueless object (i.e. provides no utility), good 0, they will 
not exchange their goods with good 0. Kiyotaki and Wright show that fiat money 
can only exist if everyone believes that every other will accept it. Aiyagari and 
Wallace (1991), and Kiyotaki and Wright (1991, 1993) obtain similar results with 
more general models (see Appendix II). These models try to show that fiat-money 
equilibrium is another possible state of these model economies, but they fail to 
show that fiat money may emerge in these model economies without the existence 
of prior institutions or intervention.10 The reason for this is clear: these models fail 
to prove the existence of fiat-money equilibrium unless most of the agents (are 
assumed to) believe in the initial stage that the fiat good will be accepted by oth-
ers.11 That is, they show that if everyone believes that everyone else will accept 
the fiat good in exchange then there is an equilibrium where the fiat good is used 
as a medium of exchange. Thus, if there is to be an equilibrium with fiat money, 
the common belief in its existence has to be established in the initial stage in 
some way. Yet these models do not explain how such a belief may be established 
or why agents would hold valueless objects and consider using them as media of 
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exchange. In contrast to commodity money, it is not clear whether fiat money can 
get started if the faith is not imposed from outside (e.g. by a central authority). 
Thus, although these models assert that H(2) is confirmed, they fail to show this.

Of course, the fact that the proof of the existence of fiat money depends on 
an assumption of common belief is in line with our intuitions about the nature of 
money. Money exists only if everyone expects others to accept and use it in ex-
change. This makes us understand (once again) that money is a stable institution; 
that is, if everyone believes that every other person will use it, no-one will have an 
incentive to stop using it.12 But the formal restatement of this intuition (i.e. about 
the nature of money) does not tell much about the origin of fiat money, or more 
precisely, about the way in which such a common belief gets established.

Alternatively, Williamson and Wright (1994) focus on an economy where there 
is uncertainty about the quality of commodities that are subject to exchange. The 
aim of the model is to analyse the function of money in reducing these uncer-
tainties, which are caused by private information. The Williamson–Wright model 
abstracts from the problem of double coincidence of wants and assumes that all 
commodities of the same quality provide the same utility for all consumers in 
the model economy. It is also assumed that individuals may not be able to recog-
nise the quality of a commodity in an exchange and thus their problem consists 
of deciding whether to exchange their commodities with another commodity of 
an unknown quality.13 They prove that under these conditions, when there is no 
private information (i.e. no uncertainty concerning the quality of commodities) 
only high-quality goods are produced and there is no need for money, but when 
there are uncertainties concerning the quality of goods, introducing a generally 
recognised fiat money to the economy improves welfare – as everyone can rec-
ognise money and as there are no uncertainties concerning its quality. This model 
suggests that fiat money cannot be an unintended consequence of human action 
(H(2) is not supported) when there is uncertainty. Given their analysis, it is prob-
able that while commodity money may emerge in a small economy, because of the 
uncertainties that may emerge from increased market size and traffic, at a point 
in history state intervention for refining the existent medium of exchange, or for 
replacing it by another one (e.g. fiat money) may become necessary (see Chapter 
3). This explains the reason why Menger argues that unintended institutions may 
have to be refined at a point in history.14

Concluding remarks

Remember that we have characterised Kiyotaki–Wright (1989) as focusing on 
certain aspects of Menger’s model world by way of leaving out other aspects of it. 
Other models that follow Kiyotaki and Wright (1989) are essentially doing similar 
things. They make similar further isolations to examine other aspects of Menger’s 
model world. As it may have been observed, these models also have a more spe-
cific description of the trading environment and the way in which the trade takes 
place. Thus, they provide an understanding of what is possible (i.e. in terms of 
existence of monetary equilibrium) in such specific environments. Nevertheless, 
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the explication of the process through which agents solve the problem of double 
coincidence of wants is needed for an explanation of the emergence of commodity 
money. More broadly, both in fundamental and speculative equilibria, individu-
als expect others to use a certain good as a medium of exchange, but the above 
models do not tell much about how such a belief may be established. Thus, the 
criticism of end-state interpretation of the invisible hand is right on target (see 
Chapter 5).

Emergence of a medium of exchange

The attempts to examine the process of the emergence of money may be classified 
under three headings: computer simulations, experiments and theoretical models. 
First, ‘simulations’ and ‘experiments’ are examined, for they are directly related 
to the Kiyotaki–Wright (1989) model. Next, the theoretical models of the process 
of the emergence of money are examined, two of which are essentially different 
from the Kiyotaki–Wright model.

Simulations

Marimon et al. (1990) examine how individuals would learn to coordinate, or 
whether they would be able to coordinate in the Kiyotaki–Wright (1989) environ-
ment. They replace the rational agents of the Kiyotaki–Wright environment with 
artificially intelligent (AI) agents. They examine whether AI agents would play 
fundamental strategies, or speculative strategies. To do this they consider different 
exemplifications of the Kiyotaki–Wright model, by considering different model 
economies with different specifications. It should be emphasised here that these 
simulations do not directly test hypotheses H(1) and H(2), but indirectly test them 
by testing the results of Kiyotaki–Wright (1989).

Marimon et al.’s AI agents can learn from experience and update their expecta-
tions and strategies, given the information about their history. They are endowed 
with Holland’s (1975) classifier systems. A classifier system can be considered 
as a repertoire of behavioural rules or strategies for an individual.15 Obviously, 
for different situations different repertoires of strategies are applicable. However, 
only two decisions are important in Marimon et al. (1990): trading decision and 
consumption decision. We have seen above how trading decisions are taken. Indi-
viduals are matched in pairs randomly, they simultaneously offer their goods, and 
decide whether or not to accept the trade offer. We know that they always accept 
their consumption good. But if they are not offered their consumption good, they 
have to decide whether to accept a good that they cannot consume. Many behav-
ioural rules may be applicable to such a situation, such as ‘always accept trade’, 
‘accept if the storage costs are low’, ‘accept if the storage cost of the offered good 
is lower than storage cost of the good in inventory’, ‘accept if other agents accept’, 
and so on. Two types of AI agents are examined in Marimon et al. (1990). The 
first type knows all the available strategies in advance. The second type knows 
only a portion of the available strategies, which is randomly assigned. Both types 
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of agents attach strengths to every behavioural rule, or strategy, and update these 
strengths according to what happens when a certain rule is used. We may assume 
that the first time they trade, agents use one of the available strategies randomly, 
and if the randomly selected rule is successful, the agents increase its strength; if 
it is not, they decrease it. That is, every agent keeps track of the success of the 
available strategies they have executed. The classifier systems of the second type 
of agents evolve in a similar manner. However, in this case a ‘genetic algorithm’ is 
introduced to the system. Roughly, after some time, unsuccessful ‘classifiers’ die 
and new ones are introduced into the system, which are similar to the successful 
classifiers. The process of updating the repertoire of behavioural rules includes 
four operations: ‘creation’, ‘diversification’, ‘specialisation’ and ‘generalisation’. 
That is, occasionally new rules are added, modified, updated (to make them more 
specific to certain situations) and generalised. Generalisation is a genetic algo-
rithm that occurs randomly (but the probability of its occurrence decreases in 
time) in the following way. Occasionally ‘rules’ are classified into two different 
groups according to their ranking (‘fitness’) among classifier systems: ‘potential 
parents’ and ‘potential exterminants’. Then, two ‘potential parents’ are randomly 
matched to create a ‘child’ rule, which has a strength equal to the average of its 
parents’ strengths. And each time a new child is created, a randomly chosen ‘po-
tential exterminant’ dies. Given these characteristics, we may call the first type of 
agents as agents with ‘full strategies’ (F), and the second type of agents as agents 
with ‘random-partial strategies’ (R).

The results of Marimon et al.’s simulations are summarised in Table 6.2. The 
rows of the table summarise the specifications of different models used in the sim-
ulations. Production columns show the production of different agents (remember 
that agent type i consumes commodity i). Storage costs columns show the storage 
costs of every good for different economies. The utility column shows the utility 
of consuming commodity i. ‘Initial CS’ column shows the chosen type of agent in 
terms of classifier systems: F or R. The last column shows the type of equilibrium 
reached by the agents after the execution of the simulation. F indicates that the 
simulation converged to the ‘fundamental equilibrium’, and S indicates that the 
model economy converged to a ‘speculative equilibrium’. A question mark, ‘?’, 
denotes that the simulation is not conclusive. The results of the simulations are 
shown in Table 6.2.16

For model economies A.1.1 and A1.2 the simulation converges to the funda-
mental equilibrium, that is, AI agents learn to play fundamental strategies and 
commodity money emerges. In B1, the short-run behaviour of the simulation is 
close to the speculative equilibrium of the Kiyotaki–Wright model, yet in the long 
run AI agents learn to play fundamental strategies. For all other model specifica-
tions the simulations are inconclusive, but Marimon et al. report that the results 
are closer to the fundamental equilibrium than to the speculative equilibrium. 
Concerning fiat money (economy C), Marimon et al. find that if the storage costs 
of real commodities are sufficiently high, and if a sufficient number of agents are 
endowed with the fiat good in the initial stage, and if agents do not know all of 
the available strategies (i.e. economy C2), then we may expect the economy to 
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converge to the fiat money equilibrium. On the other hand, simulation results are 
inconclusive for economy C1.

Briefly, Marimon et al. (1990) test Kiyotaki and Wright’s insights, and con-
clude that the fundamental equilibrium is more likely to be selected. In addition, 
Marimon et al. show that although not every model economy (e.g. models with 
different specifications and assumptions) converges to a monetary equilibrium, 
when the economy converges it is more likely that the good that is less costly to 
store emerges as a medium of exchange. On the other hand, the simulation fails to 
show that fiat money may be considered as an unintended consequence of human 
action, because there is no reason for the agents to hold a fiat good and use it in 
their exchanges – unless this assumption is made.

An important characteristic of Marimon et al.’s work is that it does not use a 
traditional analytical model to analyse the problem of the emergence of money. 
Instead the authors simulate the behaviour of artificially intelligent (AI) agents in 
different model worlds (e.g. economy A, B under different parameter values) and 
observe the agents’ behaviour with the help of a computer. This strategy helps the 
researcher to observe what happens (the process) under particular states of the 
model.17 Simulations usually show what is possible given the assumptions and 
specifications of the particular models used for the simulation. Briefly, Marimon 
et al. (1990) test Kiyotaki and Wright’s results with an artificial experiment. As 
with every experiment, these results are specific to certain model specifications 
(i.e. artificial laboratory conditions). In this way, they suggest that although the 

Table 6.2 Description of the economies in Marimon et al. (1990)

Production Storage costs

Utility
Initial 
CS

Eqn 
typeI II III IV V 1 2 3 4 5

A1.1 2 3 1 – – 0.1 1 20 – – 100 F F

A1.2 2 3 1 – – 0.1 1 20 – – 100 R F

A2.1 2 3 1 – – 0.1 1 20 – – 500 F F/S?

A2.2 2 3 1 – – 0.1 1 20 – – 500 R F/S?

B1 3 1 2 – – 1 4 9 – – 100 F F/S

B2 3 1 2 – – 1 4 9 – – 100 R F/S?

C1 2 3 1 – – 0.1 20 70 0 – 100 R ?

C2a 2 3 1 – – 9 14 29 0 – 100 R F

D 3 4 5 1 2 1 4 9 20 30 200 R ?

Source: Marimon et al. (1990: 350).

Note
a Although Marimon et al. (1990: 368) present the results for this model (C2), they do not present 

it in the table. Moreover, they do not talk about C1. It is assumed here that the specifications for 
C1 are correct.
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speculative equilibrium is a possible state of the model economy, it is less likely to 
be reached.18 For Marimon et al.’s results are valid for particular specifications of 
‘the model world’, they partly support hypothesis H(1) – that commodity money 
may be an unintended consequence of human action – and cannot be argued to 
support H(2).

Gintis (1997: 24) argues that it is indeed true that Marimon et al.’s results 
are sensitive to the choice of parameters for the Kiyotaki–Wright (1989) model 
and he (1997, 2001) presents an alternative simulation.19 His simulation is differ-
ent in that it is based on Darwinian notions, such as natural selection, mutation 
and adaptation, and it dispels AI agents. Gintis argues that both fundamental and 
speculative equilibria are possible (i.e. H(1) is supported), and that unless we 
assume at the outset that a very high percentage of agents accept a fiat good, a 
fiat good equilibrium will not emerge (i.e. H(2) is not supported). Gintis charac-
terises the individuals as agents who are endowed with genomes that define their 
strategies, which evolve mimicking a Darwinian evolutionary process – that is, 
a process that selects the successful genomes (see Appendix II for a description 
of the model). Therefore, Gintis’s model does not give much role to the rational 
decisions of the agents. This may, of course, suggest that the emergence of com-
modity money equilibrium does not need much intelligence or rationality. But 
since the model is characterised by the introduction of new agents who inherit the 
successful strategies of their parents, we may argue that that there must be some 
role for individual learning or imitation.

Experiments

A more plausible way to test these results is to conduct a ‘real’ experiment with 
real agents, rather than an artificial experiment. Such experiments have been con-
ducted by Brown (1996), and Duffy and Ochs (1999). They examine the behav-
iour of real individuals in the Kiyotaki–Wright (1989) environment. The question 
is whether the results of the Kiyotaki–Wright model hold if rational model agents, 
or Marimon et al.’s AI agents, are replaced with real individuals. Here, we will 
focus on Duffy and Ochs (1999) who have general a set-up where they consider 
different specifications of the Kiyotaki–Wright (1989) environment.20 In particu-
lar, they inquire into the motivations of the real agents in such an environment.

In contrast to Marimon et al.’s artificial experiment, Duffy and Ochs (1999) 
conduct a ‘quasi-material experiment’ (see Morgan 2000), that is, they let the 
real individuals act in the Kiyotaki–Wright environment. The actions of the real 
individuals are constrained by the Kiyotaki–Wright environment, real individuals 
are supposed to act in an imaginary environment, and they are supposed to act 
according to the given specifications of the model world, and their behaviour 
is isolated from the effects of other factors by the model specifications. Yet the 
agents are real and Duffy and Ochs (1999) expect that their behaviour may help 
us in understanding whether the results of the Kiyotaki–Wright model and its 
variants may be carried to the real world. That is, they inquire what is possible in 
the real world. The conclusion of the experiment is as follows:
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Our subjects showed a pronounced tendency to play fundamental strategies 
regardless of treatment conditions [. . .] At the individual level, behaviour 
reflected a response to differences in past payoffs – as assumed in reinforce-
ment models, but did not reflect any response to differences in marketability 
conditions – as required by full rational Bayesian agents.

(Duffy and Ochs 1999: 873)

Duffy and Ochs’s experiment with human subjects supports Marimon et 
al.’s conclusion that agents are more likely to play fundamental strategies. Two 
conclusions follow from this: commodity money may emerge as an unintended 
consequence of human action (i.e. H(1) is supported), and real individuals do not 
play speculative strategies (i.e. Kiyotaki and Wright’s results concerning specu-
lative equilibrium are not supported). Considering the first conclusion, we may 
say that this experiment takes the plausibility of the idea that ‘money may be 
an unintended consequence of human action’ one step further, for it shows that 
real individuals may bring about commodity money in an environment similar to 
that of the Kiyotaki–Wright model. Yet the results of Duffy and Ochs (1999) (as 
well as Marimon et al.) are valid for particular specifications of the Kiyotaki–
Wright (1989) environment and there is nothing in this experiment that suggests 
that these results may be extended to more complex real-life situations. This also 
relates to the interpretation of the second conclusion: the specifications of the 
experiment may be responsible for the absence of speculative equilibrium. That 
is, although they show that the speculative equilibrium does not emerge in the 
Kiyotaki–Wright environment, this result does not necessarily apply to other en-
vironments. This suggests that other experiments are necessary to see whether 
‘marketability’ or ‘individual expectations’ are important in the process of the 
emergence of money.

Following this line of argumentation, Sethi (1999) argues that both fundamen-
tal and speculative equilibria may be stable, and that the economy may evolve into 
these equilibria if agents are able to observe at least one strategy (and its success) 
other than their own. That is, it is argued that if agents are able to observe others’ 
behaviour and imitate them, they may end up in both kinds of equilibrium. Sethi 
argues that Duffy and Ochs’s experiment fail to test this idea for they only provide 
information about every individual’s own past payoff. He suggests an alterna-
tive experimental set-up, where individuals may observe some other individuals’ 
performances:

An alternative experimental design, which could test both for convergence 
to speculative equilibria and for the propensity of individuals to respond to 
observed differences in payoffs, would provide each subject with his own 
average historical payoff as well as the average payoff obtained by the other 
players in the same sub-population. This could serve as a standard of com-
parison that may induce players with below-average performance to experi-
ment with alternative patterns of behaviour.

(Sethi 1999: 245)
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Simply, Sethi suggests that the role of imitation and learning has to be examined 
further, both theoretically and experimentally, to get a better understanding of the 
process of the emergence of money. Yet imitation and learning are only examined 
theoretically in this literature and there is lack of empirical evidence. We now turn 
to the theoretical examination of the process of the emergence of money.

Theoretical models

Imitation

An evolutionary model which focuses on imitation is Luo (1999). Luo (1999) 
presents a model that emphasises the role of imitation in the process of the emer-
gence of money. His model is based on the Kiyotaki–Wright environment, but 
there are three important differences. First, he introduces imitation to the model. 
Second, he assumes that all goods are perishable, and that they perish at the end 
of the day. Third, there are two trading sessions every day. Given these assump-
tions, agents can exchange their production good with any good in the first trading 
session, but in the second session it is only rational to acquire their consumption 
good. Because of the absence of double coincidence of wants, it is rational for 
every individual to exchange their production good in the first period with a good 
that they may use to acquire their consumption good in the second period. When 
the trading sessions are closed every individual i meets another individual j with 
positive probability and if the agent j is more successful in acquiring his consump-
tion good, i imitates j’s trading strategy with positive probability, and otherwise 
continue using the same strategy. Luo demonstrates that this process brings about 
one or many media of exchange. Different versions of the model (i.e. with dif-
ferent specifications) are set to examine different questions about the emergence 
of money. The examination of these different versions show that storability (e.g. 
low storage costs) as well as the initial trading strategies (i.e. initial beliefs of the 
agents), the proportion of the agents who are specialised in producing different 
goods (i.e. relative number of different type of agents), and the amount of muta-
tion (i.e. probability of agents playing arbitrary strategies) may determine the me-
dium of exchange and the type of equilibrium (i.e. fundamental or speculative). 
That is, the initial conditions of the model determine the good that will serve as a 
medium of exchange. Moreover, there are more equilibria than there are in the Ki-
yotaki–Wright (1989) model and several goods may serve as media of exchange 
at the same time, but if the mutation rate is sufficiently high the equilibrium that 
emerges out of the process of imitation is the fundamental equilibrium.

Obviously, this model is closer to Menger’s account of money for it takes into 
account ‘imitation’ in an explicit manner. Luo not only demonstrates that money 
may be considered as an unintended consequence in such a model world (i.e. H(1) 
confirmed), but he also explicates a possible mechanism that may bring about 
money. Briefly, he shows that Menger was right in suggesting that ‘imitation’ is an 
important mechanism in the process of the emergence of a medium of exchange. 
Yet by examining a restricted version of Menger’s account, he does not take us 
any closer to the real world.
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Each and every model we have examined above is about coordination of indi-
vidual activities. Yet the above models mainly focus on the problem of selecting 
the commodities that may serve as media of exchange. An alternative (but related) 
line of research explicitly focuses on the coordination of individual activities by 
way of abstracting from the selection of ‘candidate’ commodities that may serve 
as media of exchange. In this line of research two (or more) commodities are 
presupposed as candidate goods and individuals are supposed to face a coordina-
tion problem: they have to select a good (or a combination of goods) to use as a 
medium of exchange. Roughly, individuals know that they have to use a good as 
a medium of exchange but they do not know which of the two (or many) goods 
would be used by others and would serve as a medium of exchange. So they have 
to focus on coordinating their behaviour.21

Coordination

Schotter (1981) emphasises coordination and the role of learning from the history 
of play in the process of the emergence of money. He characterises individuals as 
agents who learn from experience and presents the problem behind the emergence 
of a medium of exchange as a coordination problem among agents in an agrarian 
society. (Schotter 1981: 35–39) It is assumed that there are no transaction costs, 
and that trade is mediated by a marketing agent. In this model economy there are 
m plastic chips (e.g. with different colours) that do not provide any utility to the 
farmers. Nevertheless, these chips are supposed to be used as media of exchange. 
When farmers come to the market they bring a number of chips that equals the 
equilibrium price of the goods they have supplied22 to the marketing agent, and 
they use these chips to buy goods from other farmers. The problem is that there is 
no uniform way to pay with these chips.23 For the market exchange to take place, 
every farmer has to decide in what chip or in what combination of chips he should 
be paid for, and in what chips he will pay for the goods he wants to buy. Thus, the 
farmers in the economy are confronted with a coordination problem. If two farm-
ers cannot fully coordinate they can only exchange the goods that correspond to 
the number of chips they agree on. If they completely fail to coordinate they can-
not trade. If, in time, all farmers coordinate on one type of chip, this chip emerges 
as the generally accepted medium of exchange. Of course, it may well be that the 
farmers coordinate on a mixture of chips, then this mixture of chips will function 
as the medium of exchange.

Let us present a highly simplified version of Schotter’s model. Assume that 
there are only two types of chips, A and B. The coordination problem facing the 
farmers every time they need to trade can be represented with the chip game in 
Table 6.3. If farmer I (seller) wants to be paid in As (i.e. plays A) and if farmer II 
(buyer) wants to pay in Bs (i.e. plays B), they cannot trade. Thus, we assume they 
receive zero payoffs. But if they are able to coordinate on either A or B, they will 
be able to trade and get what they want – hence the positive payoff, a. They have 
to make their choices simultaneously and they cannot communicate.

We have said that if both players choose the same option they have positive 
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payoffs and otherwise they get nothing. That is, if they choose (A, A) or (B, B) 
they are able to coordinate. In game theory these two coordination points are 
called Nash equilibria. In a Nash equilibrium, the players’ strategies are the best 
responses to the other players’ strategies, that is, players get the highest payoff 
given others’ strategies (see Gintis 2000: 6–14; Bierman and Ferandez 1998: 16). 
Or more intuitively, ‘no player has any incentive to deviate unilaterally from it’, 
so ‘players do not regret their strategy choices’ (Colman 1995: 59). Of course, 
farmers see that it does not matter on what type of chip they coordinate, yet there 
is no way that they can know what the other will choose in advance (see Chapter 
8). For this reason they may also choose to randomise their actions (i.e. play 
mixed strategies) in order to increase their chances of coordination. For example, 
they may play both options with equal probability.24 More generally, if farmer I 
and II meet for the first time in the market, they have no way of knowing the way 
in which the other will want to trade. Now, suppose that there are N farmers in the 
economy, and that they are randomly matched in pairs. In period 0 (i.e. the first 
time they trade) all farmers would face a situation similar to the one described for 
Farmer I and Farmer II. Assume that all farmers randomise their choices in period 
0. In period I, farmers may reconsider their choices given what happened in period 
0. This may happen in many ways,25 but Schotter assumes that all players are able 
to observe the behaviour of the rest, and that they all observe the same history. 
Given this assumption in every period, all farmers would revise their expectations 
about the likelihood of the choice of others given the information about the last 
period.26 For example, if the percentage of farmers who play A is 70 per cent in 
period 0, then in period 1 every farmer would expect others to play A 70 per cent 
of the time.27 The logic behind this is the following: ‘if it happens in the past, it is 
likely to occur in the future’ (Schotter 1981: 72).

In this model the history of play matters. In period 0, no-one knows what to 
expect from others, but as time passes the players update their expectations and 
increase their chances of executing a successful trade. If, eventually, all players 
expect A (or B) to be played by all the other players all the time, they will play 
A (or B) all the time and A (or B) will be established as a medium of exchange. 
Moreover, no-one will have any incentive to do anything else. Both equilibrium 
points, (A, A) and (B, B), are stable. Note that because of the probabilistic nature 
of the expectations, updating rule and strategies, the model is not deterministic. 
Either A or B may emerge as a medium of exchange. Both conventions, (A, A) 

Table 6.3 Money game

Farmer I 
(Player I)

A B

Farmer II 
(Player II)

A a,a 0,0
B 0,0 a,a

Note
a > 0
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and (B, B), are equally probable. At first sight, it seems that the players would end 
up coordinating on one of these options, for they may be locked-in to one of the 
options after some time. But the probabilistic nature of the strategies implies that 
there is always a chance that some players would choose the less likely option. 
For example, if the history of play dictates that A is played with 0.9 probability, 
there will still be players who may play B in the next period. Thus, to assume that 
the individuals update their expectations does not guarantee that the process will 
end up in a stable equilibrium – at least in a reasonable period of time.

Schotter makes an important assumption, meant to increase the likelihood that 
one of the equilibrium pairs is achieved at the end of the process. He assumes that 
if the state of the model is close enough to a state where every individual expects 
others to play a certain strategy with unit probability (e.g. they believe that 98 per 
cent of the farmers choose A), every farmer will behave as if they have expected 
every other to play with unit probability.

Normally there are two points, (A, A) and (B, B), where everyone would expect 
everyone else to play a particular strategy with certainty (see Figure 6.2a). Schot-
ter call these ‘absorbing points’ because once they are reached no farmer would 
have an incentive to deviate. The additional assumption made by Schotter (1981: 
99–100) tells that every individual would consider points close to (A, A) and (B, 
B) as absorbing points as well (see Figure 6.2b).28 That is, players are assumed 
‘to use a particular pure equilibrium strategy as soon as the players all believe 
that’ a certain ‘strategy is very likely to be used’ (Schotter 1981: 100). Hence, if 
the ‘absorption area’ is large enough, we may expect a medium of exchange to 
emerge out of this process. Given this assumption, we learn from this model that if 
market-dependent, economising individuals are able to update their expectations 
about the others, it is very likely that they will coordinate their behaviour concern-
ing the selection of a medium of exchange.

 (A, A) (B, B)

(A, A) (B, B)

absorbing point absorbing point

absorbing points absorbing points

(a)

(b)

Figure 6.2 Absorbing points in Schotter (1981).
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An important difference between Menger’s and Schotter’s explanations is that 
Schotter assumes at the outset that trade should be mediated by some intrinsi-
cally valueless chips. The agents know that they are supposed to use a medium 
of exchange. For this reason, the model cannot explain the transformation of a 
world where the idea of a medium of exchange is non-existent to a world where 
individuals use a medium of exchange. Schotter only shows that coordination is 
possible. Yet he does not explain how the model economy came to a state where 
all individuals know that they have to use a medium of exchange. Hence, the 
emergence of a medium of exchange remains unexplained. To put it boldly, if 
one wants to explain the emergence of a medium of exchange, he or she cannot 
assume at the outset that individuals know that they are supposed to use a medium 
of exchange.

It is easy to see that Schotter’s model deals with a small part of Menger’s story. 
He does not have a theory of saleableness, he just assumes that plastic chips are 
used in trade – thus limiting the number of ‘candidates’ at the outset. He does not 
picture a process of discovery, but only a limited type of ‘inconclusive’ learning 
from past experience. As it is with the equilibrium models, Schotter shows that the 
existence of money depends on the common belief that it will be used by others in 
exchange, and that it is a possible state of the model economy. In addition to this, 
he demonstrates how a common belief may emerge from a trading environment 
where individuals are supposed to use a medium of exchange. For this reason, 
he fails to show that money may be considered as an unintended consequence of 
human action.

His analysis only makes sense as an account of the emergence of money if it is 
plugged into Menger’s account. Menger explains (in the model world) how indi-
viduals may start considering using certain goods to acquire their needs through 
discovery, learning and imitation. Yet it is possible that at a certain stage in this 
process different groups of individuals use different goods to mediate their ex-
changes. At such a state individuals may see the advantage of using a medium 
of exchange, but they cannot expect every other to accept the same good in their 
exchanges. This (possible) stage can be considered as Schotter’s starting point: 
there are a couple of goods that are known to be accepted by some, but not all. The 
individuals have to coordinate their behaviour on a certain type of commodity, 
and Schotter shows that this is possible if they update their strategies. Moreover, 
the assumption that if individuals are close enough to the absorbing points they 
will use pure equilibrium strategies can also be justified with Menger’s frame-
work by saying that the increase in the use of a particular good in exchange would 
increase its marketability and, thus, after some time, individuals would consider 
that very good as a natural ‘candidate’ to use in their exchanges. When considered 
as a contribution to Menger’s account, Schotter’s model supports the idea that 
commodity money may be an unintended consequence of human action (i.e. H(1) 
supported). However, plugging Schotter’s account into Menger’s story would not 
make sense for the emergence of fiat money. Since individuals would neither hold 
a valueless good nor consider using it as a medium of exchange, Schotter fails to 
show that fiat money can be considered as an unintended consequence of human 
action (i.e. H(2) is not supported).
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A similar account of coordination is presented by Young (1998: 11–16, 72–73), 
who uses the following currency game to demonstrate his general approach to 
coordination problems. Consider the game in Table 6.3 again. Schotter assumes 
that the players would use the information about the history of play to update 
their expectations. Yet he also assumes that only the information from the last 
period is relevant. Young (1998) suggests that it is more plausible to assume that 
individuals observe and remember more periods, but not all of them. In what 
follows, we present a highly simplified version of Young’s approach to present 
his main points.

Young assumes that individuals are boundedly rational and they can only 
observe a fraction of what happens around them. First of all, they have limited 
memory: if individuals have been trying to coordinate for t periods they could 
remember the last m periods and base their decisions for the next period on what 
happened in the last m periods (t > m). When there are n individuals, each indi-
vidual observes what has happened in the last m periods, calculates the frequency 
distribution of As and Bs for this time period, and chooses a best reply to this 
distribution – that is, they try to maximise their expected payoffs, given this dis-
tribution. Second, they have limited information. That is, in the n-player case 
every player is able to observe a fraction of actions of the other players: they may 
observe only s players’ actions (1 < s < n).29 Simply, if player i observes that A is 
more frequently played than B in the last m periods, then player i chooses A in the 
next period, because choosing A is expected to yield more utility.

Similarly to Schotter, Young shows that equilibrium points (A, A) and (B, B) 
are absorbing points (see Young 1998: 51) and that they are (stochastically) sta-
ble.30 More precisely, assume that there are two players that can observe the last 
two periods. Let w denote the action of player I two periods ago, and x denote the 
action of player I in the last period. Similarly, let y denote the action of player II 
two periods ago, and z denote the action of player II in the last period. Then each 
player is able to observe the information string wxyz. Let us now assume that both 
players played A for the last two periods. Then the information string wxyz would 
look like the following: AAAA. If the players chose a best reply to this informa-
tion string then they will have to choose A in the next period. This means that they 
will be responding to the same information string in the next period, and they will 
choose A again. Thus, when the model evolves to a state where AAAA (or BBBB) 
is observed, the model will stay in this state forever. Young also shows that from 
any initial state one of these goods (A or B) emerges as a medium of exchange 
with probability one.

But, of course, players may make mistakes, or some players may play in an 
idiosyncratic way, for example, for other reasons which are not considered in the 
model. In Young’s approach this is reflected by an error rate ε (ε > 0), which is 
small.31 That is, player i chooses a best reply to the frequency distribution with 
probability (1 – ε), and chooses an option (strategy) at random with probability 
ε. In this case, in the short run the best reply dynamics (the process of adaptive 
learning) will take the system to one of the Nash equilibria, (A, A) or (B, B), and 
it will stay there for a long period of time. Yet because of the random shocks (or 
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the error rate), the system will not stay there forever. That is, if a number of errors 
occur in a line, the accumulation of these errors will carry the model from one 
equilibrium to the other. Young (1998: 12) argues that this may be considered as 
representing ‘shifts in economic and social norms’ after long periods of inertia (i.e. 
abiding to one convention for a long period). Briefly, his model shows that money 
is bound to emerge if individuals learn from experience, but in the long run social 
institutions may change if individuals change their behaviour for a sufficiently 
long period of time.32 Young (1998: 51–54) also shows that if coordinating on 
(A, A) yields a higher payoff than coordinating on (B, B),33 and if the error rate is 
positive, the equilibrium with higher payoffs, that is (A, A), will be selected and A 
will emerge as a medium of exchange no matter what happens in the initial stages. 
Briefly, the ‘superior’ good is more likely to emerge as a medium of exchange.

Young tries to show how individuals who have limited memory and informa-
tion and are trying to get the ‘best trade’ at the moment may bring about a social 
institution, such as money, as an unintended consequence of their action. Yet our 
comments on Schotter (1981) also apply to Young. Although he does not explic-
itly assume that there is a marketing institution as Schotter does, he supposes that 
individuals are willing to use a medium of exchange by assuming that their inter-
ests coincide. For this reason, Young only shows that coordination is possible, and 
his model fails to explain the emergence of a medium of exchange. Yet plugging 
his model into Menger’s account gives us a better idea about the way in which a 
medium of exchange may be brought about.

Explanatory progress?

Broadly, we may test a model (verbal or analytical) in two ways: by asking wheth-
er it is logically sound and by confronting it with the real world. The above mod-
els ask whether Menger’s (or the classical) intuition about the origin of money is 
logically sound. They accomplish this in different ways:

 1 by focusing on particular aspects of it;
 2 by examining it under different conditions/assumptions;
 3 by applying different tools, or by using different methods.

Usually, 1, 2 and 3 go hand-in-hand. For example, Kiyotaki and Wright (1989) 
focus on storage costs and marketability in a three-good economy with three types 
of agents. They use equilibrium analysis as a tool for examining this environ-
ment. Marimon et al. (1990) use ‘classifier systems’ and ‘computer simulations’ 
to examine the Kiyotaki–Wright environment with different specifications (i.e. by 
changing the number of goods, storage costs, etc.). Gintis (1997, 2000) simulates 
the behaviour of agents in the Kiyotaki–Wright environment, but he uses ideas 
from evolutionary theory to model the evolution of strategies. Luo (1999) changes 
the way in which daily trade is executed and by borrowing notions from evolution-
ary biology, he introduces a mechanism of imitation. Young (1998), on the other 
hand, focuses on coordination by abstracting from the trading environment and 
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from the complexities of production and consumption, and assumes that agents 
may learn from experience and change their strategies accordingly.

Presumably, all of these models have the ultimate aim of providing a better 
explanation of how money has emerged in history. Yet they simply do not go 
beyond examining or exploring their model worlds.34 Our examination of these 
models teaches us that we should not consider each and every model in econom-
ics as providing new explanations, for sometimes they are explorations in model 
worlds. Sometimes, they do not tell us something new, but they just say that our 
old intuitions are likely to be correct, or incorrect. The motivations of the authors 
of the models of the emergence of a medium of exchange support this claim:

The basic goal of this project is to analyse a simple general equilibrium 
matching model, in which the objects that become media of exchange will be 
determined endogenously as a part of the non-cooperative equilibrium.

(Kiyotaki and Wright 1989: 928)

To be perfectly clear, the goal of the present paper is to use the sequential 
matching model to derive commodity and/or fiat money endogenously.

(Kiyotaki and Wright 1989: 930)

Here, the goal of Kiyotaki and Wright is not to provide the explanation of the 
emergence of money, rather, the authors want to understand whether money may 
be endogenously created in a certain type of framework: ‘The goal here is to cap-
ture monetary exchange as an equilibrium phenomenon and not to force it onto 
the system’ (Kiyotaki and Wright 1991: 217). They ask whether it is possible that 
money is an unintended consequence of human action in this model world. Obvi-
ously, Kiyotaki and Wright’s models teach us what we may consider as possible 
(and what we may not) under certain conditions. Yet they do not tell us whether 
these conditions were present in history or whether there are plausible mecha-
nisms that may bring about this possibility. Similarly, Marimon et al. (1990) ex-
plore the possibilities in the Kiyotaki–Wright environment.

Consider the changes from the Kiyotaki–Wright (1989) model to Marimon 
et al.’s (1990) simulation. Marimon et al. introduce AI agents instead of rational 
agents. The implicit question behind this change is the worry that Kiyotaki and 
Wright’s model may not hold if the model agents are not fully rational. Marimon 
et al. find that this worry is indeed true and that under the conditions specified by 
Kiyotaki and Wright, AI agents rarely use ‘speculative’ strategies and that usu-
ally the least costly to store commodity emerges as a medium of exchange. The 
suggested improvement is obvious: AI agents are better approximations to real 
agents and it is more likely that Marimon et al.’s results hold in real world. Yet 
most of Marimon et al.’s results are inconclusive and are specific to certain model 
specifications. For this reason, it is hard to argue that there is much progress in un-
derstanding how money is brought about as an unintended consequence of human 
action. Rather, we learn from this model that Kiyotaki and Wright’s results do 
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not hold under every condition. If you like, this may be considered as progress in 
terms of removing unsound results from the Kiyotaki–Wright model. On the other 
hand, Marimon et al. demonstrate that even if individuals are not fully rational, 
commodity money may be brought about in the Kiyotaki–Wright environment. 
That is, they show that Kiyotaki and Wright’s results concerning fundamental 
equilibrium hold under more plausible assumptions about individual behaviour 
and that the fundamental equilibrium may be reached via simple learning dynam-
ics.

Figure 6.3 illustrates the relationship between Menger’s model world, Kiyo-
taki–Wright models and Marimon et al.’s simulations: at the first level we have 
the real world, at the second level we have Menger’s rich but vague model. At the 
third level we have more idealised versions of Menger’s model world, Models A 
and B, which are examined by Kiyotaki and Wright, and Models C and D, which 
are considered by Marimon et al. in addition to Models A and B. Marimon et 
al. examines specific versions of these models, A.1.1, A.1.2, etc., which are par-
ticular exemplifications of these models. Figure 6.3 shows how Menger’s model 
has been explored in the contemporary literature on emergence of a medium of 
exchange (also see Table 6.4).

Consider Young’s (1998: xi) goal of developing a new framework to examine 
the emergence and persistence of institutions (e.g. in our case, money). He states 
that his aim is (i) ‘to suggest a reorientation of game theory in which players are 
not hyper-rational and knowledge is incomplete’ and (ii) ‘to suggest how this 
framework can be applied to study of social and economic institutions.’ Young 
tries to get a better idea of what is possible by isolating his model from other 
problems and introducing a better approximation to the behaviour of real indi-
viduals into the model. Yet he does not suggest that real individuals calculate 
the frequency distribution of the previous actions of a limited number of agents 
and calculate the best replies to this distribution. He rather suggests that if we 
may take this characterisation as an approximation to real individuals learning 
behaviour, then we may argue that individuals may be able to coordinate their 
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Figure 6.3 Models of emergence of money in relation to Menger’s model.



114 The origin of money reconsidered

behaviour. We have seen that his (and Schotter’s) model can only be considered 
as an account of the emergence of a medium of exchange, if considered together 
with Menger’s account. That is, he shows how individuals may be able to coor-
dinate at a later stage in Menger’s model world. Figure 6.4 presents the relation 
between Menger’s account and Schotter and Young’s.

Schotter and Young present an idealised version of the last stages of Menger’s 
account of the emergence of money. They show how learning from past experi-
ence makes coordination possible. We do not learn from these models how money 
actually emerged in history, rather we learn that it is plausible to argue that it may 
have emerged as an unintended consequence of human action.35

After all of these models, we learn nothing new regarding the possible mecha-
nisms that may explain the emergence of money (i.e. in comparison to Menger’s 
account), rather, we have a better understanding of the model worlds from which 
we may more confidently argue that money may be considered as an unintended 
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consequence of human action. While this intuition is ‘tested’ on logical grounds to 
a considerable extent, the relation between the model world and the real world has 
not been examined in a meaningful way. There are few attempts to test these mod-
els with real individuals (e.g. Duffy and Ochs’s 1999) and no attempts to verify 
whether the conditions under which money emerges in these model worlds hold in 
the real world. Unfortunately, it is hard to find information about the motivations 
of individuals and the particular conditions in which money may have flourished, 
and lack of this kind of evidence leaves us with partial potential explanations of 
the emergence of money.

Except Duffy and Ochs’s experiment, all models and simulations examined 
above deal with model worlds that are restricted versions of Menger’s model 
world (see Table 6.4). They examine the conditions under which we may con-
sider money as an unintended consequence of human action, and the mechanisms 
and factors that may transform a world of direct exchange into a world where 
trade is mediated by money. For this reason, we may consider them as testing the 
logical soundness of the intuition that money may be an unintended consequence 
of human action. They do this by exploring the properties of an abstract world, 
by focusing on different aspects of an abstract trading environment, by adding 
elements to, or removing elements from this world. Some examine whether the 
‘absence of double coincidence of wants’ would lead to a medium of exchange, 
some examine the effect of ‘transaction costs’, and some others examine whether 
the beliefs of individuals is important in the process of the emergence of money. 
Some other models examine what happens in a world where agents learn from 
past experience, or imitate others’ behaviour. But all these efforts are concerned 
with model worlds, or with variations of a model world.

Alternatively, we may say that these models contribute to the explanation of 
the emergence of a medium of exchange in these model worlds. Yet these models 
do not alert us to new explanatory mechanisms.36 Rather, these models show us 
that under certain conditions these factors and / or mechanisms may explain the 
emergence of a medium of exchange in the abstract world of models. They try to 
explicate how certain mechanisms, in isolation from others, may work together, or 
whether they are consistent with the existence of the explanandum phenomenon. 
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By logically testing and exploring the intuition that money may be considered 
as an unintended consequence of human action, they strengthen the belief in this 
intuition. They provide firmer grounds for arguing / believing that commodity 
money may be considered as an unintended consequence of human action. Nev-
ertheless, we do not know – any better than Menger did – whether money was 
brought about by similar mechanisms in history.

When theoretical explanation is at stake, it is not usually easy to assess whether 
there is any ‘real’ explanatory progress unless the model that forms the basis of the 
explanation is applied to particular cases. As neither any of the above models nor 
their combination is used to explain particular cases, it is hard to asses the amount 
of progress in the economics literature on ‘the origin of money’. For this reason, 
it is useful to distinguish between actual explanatory progress and progress in 
potential explanatory power to discuss the contribution of these models, simula-
tions and experiments.

Actual explanatory progress occurs when a particular case is ‘better’ explained 
with a new or improved model.37 For example, a singular explanation may be 
better than the other if it provides a better understanding of the actual and effec-
tive causal mechanisms and structural relationships that are responsible for the 
particular fact or event (e.g. the emergence of money at a particular time period 
and place). These models do not provide such an explanation. For this reason, we 
may confidently argue that there is no actual explanatory progress.

Yet to have a better explanation of particular cases one may need a better col-
lection of tools, models, theories, etc. Thus, if the research in one particular sub-
ject develops in the line of providing better models that may guide us in the search 
for a good explanation, we may say that there is progress in terms of potential 
explanatory power. In isolation from each other, the above models, simulations 
and experiments contribute very little to what Menger has already said in terms 
of suggesting new possibilities. Yet we may have a better idea of what is accom-
plished by these models by considering them in combination, as forming the parts 
of a meta-model (or theory) which is still under construction.38,39 Or, alternatively 
we may consider them as constituting the toolbox of economists when they are 
confronted with the task of explaining particular cases in the real world. Then 
we may see that the above models are giving more detailed pictures of particular 
areas of Menger’s model world. That is, by the introduction of new models that 
examine particular aspects of existing model worlds, the meta-model (or theory) 
of the emergence of money gets more detailed in time. Since particular models 
examine what may happen under certain conditions and assumptions, we obtain 
a more detailed picture of what is possible and how it is possible. This, of course, 
increases the potential applicability of the meta-model and its potential explana-
tory power.

Concluding remarks

We have said that Menger’s intuitions are formulated in the current literature in 
the following ways: H(1) – commodity money may be an unintended consequence 
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of human action; and H(2) – fiat money may be an unintended consequence of 
human action. The results of our examination of the literature on ‘the emergence 
of a medium of exchange’ may be summarised as follows:

 1 The end-state models show some of the conditions under which ‘a medium 
of exchange’ is a possible state of ‘the model world’. These models show 
that the existence of ‘a medium exchange’ is consistent with rational agents 
pursuing their own interests.

 2 The process models show that under certain conditions individual mechanisms, 
such as ‘imitation’ and ‘learning from past experience’, bring about a medium 
of exchange in ‘the model world’.

 3 H(1) is confirmed, yet H(2) is not. The models, simulations and experiments 
that are examined in this chapter fail to show that fiat money may be considered 
as an unintended consequence of human action – a conclusion which is in line 
with Menger’s intuitions (see Chapter 3).

 4 Experiments with real individuals show that storing costs may be more 
important than marketability considerations. Yet the limitations of these 
experiments suggest that this conclusion may be doubtful. On the other hand, 
experiments show that under certain conditions, H(1) is confirmed.

 5 Different models of ‘the emergence of a medium of exchange’ examine 
different aspects of ‘the model world’, and by way of doing this they contribute 
to the explanation of the transformation of M-World(t) into M-World(t + n). 
That is, when considered as a collection of models that form a meta-model 
(or theory) of ‘the origin of money’, they provide a better explanation of the 
transformation of ‘the model world’ from a state of unmediated exchange to a 
state of mediated exchange. These models increase the potential explanatory 
power of this meta-model.

 6 The relationship between ‘the model world’ and the real world is not 
examined. No particular cases are explained. There is no actual explanatory 
progress in the sense of providing satisfactory singular explanations.

If we consider the above models as a collection we may see that they increase 
the potential explanatory power of the meta-model (or theory) of the emergence of 
money by providing epistemic access to a wider range of situations and possibili-
ties. These partial models only make sense if we conceive them as contributing to 
an (imaginary) meta-model. Otherwise, they have little to say. This interpretation 
is further supported by the fact that applied research in economics usually starts 
with a survey of the related theoretical literature. When economists try to explain 
particular cases they consider most of the available partial models to see which 
of these fit better to the situation under consideration, and they usually combine 
insights from different models to explain particular cases. Yet philosophers of 
social science and critical heterodox economists usually consider these models 
in isolation from the other related models and from related literature, and find 
no value in them. The message of this chapter is also important for this reason. 
It should be added that partial models, such as the ones examined in this chapter, 
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have the potential of stimulating research in related areas. For example, models 
of the emergence of money have implications for monetary theory and have influ-
enced further models of the emergence of institutions.

Nevertheless, it should again be emphasised that these models do not explain 
particular cases; they only increase our chances of explaining particular cases. 
Progress in potential explanatory power is necessary for attaining actual explana-
tory progress, but unless the model is verified, we cannot say that we have im-
proved understanding of the process of the emergence of money; we can only say 
that we think that we have improved understanding. That is, the proof of the theo-
retical explanation (or model) is in its success in explaining particular cases. The 
above literature leaves us with conjectures, which may or may not ‘really’ explain 
the emergence of money.40 For this reason, they have to be tested further, analyti-
cally, experimentally and historically. Nonetheless, they give us reason to believe 
that the economising actions of individuals, learning, imitation and saleability of 
goods may have been important in the process of the emergence of money.

Our examination also suggests that models do not always represent / examine 
the real world directly, instead, sometimes they are built to examine the results 
of other models under different conditions. In this sense, some models are akin 
to thought experiments, in that they test certain hypotheses in an abstract world. 
We have also seen that these models were also tested with real individuals, which 
takes us closer to the type of experiments that are conducted in physics. Experi-
ments take us closer to the real world and give us a better understanding about 
the conditions under which our models may work. The relation between different 
type of models and reality needs more attention and the next chapter examines 
this relation from a philosophical perspective. Reconsiderations of Schelling’s 
models of residential segregation guide this discussion.



7 Models and representation

Introduction

Explaining the emergence of unintended social phenomena entails the construc-
tion and exploration of model worlds. These models are supposed to represent 
the real world, but they also contain an element of speculation. The construction, 
examination and exploration of models tell us what may be possible in the real 
world and show new ways in which we may look at the world, and / or help us 
evaluate the plausibility of our conjectures about the real world. This chapter dis-
cusses these issues in greater detail in light of the relevant philosophical literature. 
The synopsis of the argument is as follows:

 1 The explanations we have considered in this book are partial potential 
explanations that rest on partial models. In order to understand the nature of 
these models, it is necessary to understand how partial models are supposed 
to explain.

 2 Models help us explain by way of providing a proper way to conceptualise 
the real world, and for this reason the representational role of models is 
important. Sometimes models may represent particular states of the world, 
but the models of unintended social phenomena are not meant to represent 
any particular phenomenon. This implies that the relation between the model 
world and the real world has to be examined further.

 3 The relation between the model world and the real world is rather complex. 
Models usually rest on a web of abstractions and idealisations, and maybe 
more importantly, their representations are often ‘flawed’. Understanding 
how representation works in these models gives us clues about why they may 
have a chance of alerting us to real possibilities.

 4 The examination of the accepted philosophical views on the relation between 
models / theories and the real world suggest that the similarity between the 
model and the real system it represents is crucial for the success of explanation. 
Yet similarity as such is not a well-defined concept and does not help us in 
evaluating models of unintended social phenomena.

 5 Consideration of models of unintended social phenomena reveals that the 
similarity between such models and the real world amounts to the existence 
of certain (known) tendencies (individual mechanisms) in the model world, 
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and for this reason these models demonstrate some of the possible ways in 
which these individual mechanisms (tendencies) may interact. That is, models 
and theories may be conceived as webs of idealisations and abstractions. In 
virtue of the similarity between the constituents of the model and the parts of 
the real world they represent, they alert us to possible ways in which certain 
individual mechanisms in the real world (or certain tendencies) may interact 
– even if some of the assumptions of the model do not hold.

 6 Good examples of these models alert us to new possibilities, but exactly 
for the same reason, it is necessary to test the plausibility of these models, 
by exploring their premises and implications and by confronting them 
with the real world. Explorations of Menger’s model (see Chapter 6) and 
the chequerboard model indicate the different ways in which models are 
explored.

 7 The fact that models are explored in many different ways suggests that they 
are somewhat independent from the real world and theories, and that they may 
serve different functions. Thus, a model of an unintended social phenomenon 
cannot (and should not) be evaluated in isolation from other related models 
and hypotheses about that phenomenon and about other related phenomena. 
When singular facts are in need of explanation, all relevant models and data 
about the very fact to be explained may be used and for this reason they may 
be considered as forming an incomplete theory of that fact.

Briefly, this chapter critically discusses the important philosophical views con-
cerning models and explanation in light of our examination of models and expla-
nations of unintended social phenomena. It develops the argument that models of 
unintended social phenomena have a chance of alerting us to real causal mecha-
nisms and structural relationships for they employ known individual mechanisms 
(i.e. tendencies) and explore the ways in which they may interact. Usually, their 
novelty is the demonstration of this interaction. By way of showing how certain 
familiar mechanisms1 may interact and bring about the explanandum phenom-
enon, they serve as eye openers. They expand our mental horizon and increase our 
chances to explain particular instances of those social phenomena.

Partial potential explanations

The philosophical literature on scientific explanation makes distinctions between 
(a) singular and theoretical explanation, and (b) complete and incomplete expla-
nation. Singular explanations are explanations of singular facts or events (such 
as the fact that different ethnic groups are living in different parts of the city in 
Rotterdam).2 A singular explanation is expected to explain why a certain fact oc-
curred in a certain way, to provide the causal history of it, or to inform us about 
the causal and structural relations that produced the explanandum phenomenon. 
If the phenomenon is fully accounted for, we have a complete singular explana-
tion. A complete theoretical explanation, on the other hand, is supposed to provide 
all the causal and structural relationships that may explain all instances of the 
explanandum.
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Most of the philosophical discussion is concerned with complete explana-
tions:3

If ‘scientific explanation’ does not mean ‘explanation actually offered in sci-
ence’, the sense of the expression is far from obvious, and needs to be made 
clear. Many philosophers of explanation use it merely in the sense of ‘an 
ideally complete explanation’.

(Ruben 1990: 19)

Moreover, generally the focus is on complete singular explanations, rather than 
theoretical explanations. The rationale behind this is that what holds for complete 
singular explanations also applies to theoretical explanations (e.g. Ruben 1990: 
19–23, Ylikoski 2001: 8), and that this abstract discussion is useful for it provides 
a reference point to evaluate actual explanations. The explanations actually of-
fered by scientists differ more or less from these ideals; that is, they are usually 
incomplete. Obviously, the explanations we have encountered in this book are not 
complete explanations.

An important kind of incompleteness that Hempel discusses is partiality. An 
explanation is partial if it does not fully account for its explanandum:

Often, however, explanatory accounts exhibit a more serious kind of incom-
pleteness.4 Here, the statements actually included in the explanans, even 
when supplemented by those which may reasonably be assumed to have 
been tacitly taken for granted in the given context, account for the specified 
explanandum only partially.

(Hempel 1965: 415)

For example, a complete singular explanation of the emergence of residential 
segregation in Rotterdam has to provide all the reasons why it emerged in Rotter-
dam. It has to tell us about the arrival of foreign workers and people from former 
Dutch colonies; the initial housing decisions of the foreigners; Dutch housing 
policies; the employment areas for these people; their income levels compared 
to Dutch citizens; the immigration policies of the Dutch government; the racial 
preferences of the individuals; and all the events and facts that contributed to 
the emergence of residential segregation in Rotterdam. Obviously, such complete 
singular explanations are rare. Usually, one is content with providing the most 
important causal and structural factors. Hence, we usually face incomplete, or 
partial, singular explanations in real life. On the other hand, a complete theoretical 
explanation of the emergence of residential segregation should be able to account 
for all particular exemplifications of residential segregation in different times and 
places. Again, such complete theoretical explanations are rare, at least in social 
sciences. It is usually the case that general models account for some of the fac-
tors that may explain the emergence of residential segregation. Actual theoretical 
explanations are usually partial.

We have seen that Menger and Schelling’s explanations are partial in the sense 
that they only take into account some factors that may explain the explanandum 



122 Models of representation

phenomenon and for this reason they cannot fully account for the explanandum 
phenomenon in Hempel’s sense. They ignore some of the factors known to be 
relevant for explaining the emergence of money and segregation (e.g. the fact that 
social and economic factors bring about segregation). Yet we should emphasise 
that partiality is not a special feature of explanations of unintended social phe-
nomena; rather, most of the explanations offered by scientists are more or less 
partial:

many explanatory accounts offered in the literature of empirical science have 
the formal characteristics of partial explanations, and that as a consequence, 
they overstate the extent to which they explain a given phenomenon.

(Hempel 1965: 417)5

If we know that the explanans of a partial explanation is true, then having a 
partial explanation is better than having nothing – for we can develop the ex-
planation by plugging in the other necessary elements. Yet some explanations 
may also fail to satisfy this truth condition, or the empirical adequacy condition. 
(Hempel and Oppenheim 1948: 248) The empirical adequacy condition states 
that ‘the sentences constituting the explanans must be true.’ This means that the 
statements of the antecedent conditions and the general regularities utilised by the 
explanation must be true. If this does not hold, then we have a potential explana-
tion, instead of a true or correct explanation (Hempel 1965: 338). We have seen 
that this condition is not satisfied by the explanations we have examined in this 
book, because the descriptions of the antecedent conditions are rather conjectural 
or fictional. Particularly, Menger and Schelling’s explanations are potential (theo-
retical) explanations in Hempel’s sense, for we cannot guarantee the truth of their 
premises.

We have noted that most of the philosophical literature on explanation is con-
cerned with ideal explanations. In such a view, complete theoretical explanations 
are explanations of laws and generalisations with other laws and generalisations,6 
and for this reason they are assumed to rest on an idea of well-established theory 
(e.g. Hempel 1965). A well-established theory may be defined as having all the 
conceptual (and methodological) resources for explaining the particular exem-
plifications of the type of phenomenon it is concerned with. However, we have 
seen that Menger and Schelling’s explanations are not based on well-established 
theories, and they do not entirely rest on generally accepted generalisations 
and / or laws. Rather, these explanations are partial and based on partial models. 
Our examination of the contemporary literature on the emergence of a medium 
of exchange showed that partial models are important tools in the explanations 
of unintended consequences of human action, and that models may contribute in 
different ways to these explanations. The assumption of a well-established theory 
cannot help us understand how partial theoretical explanations work and how 
they could help us explain particular cases. A better understanding of the actual 
explanations of unintended social consequences rests on a better understanding of 
theoretical explanations and their relation to partial models.



Models of representation 123

Models and explanations

In previous chapters, we have discussed two alternative (but complementary) in-
terpretations of the invisible hand: the process interpretation and the end-state 
interpretation. Explanations that subscribe to the process interpretation of the in-
visible hand may be considered as causal explanations for they focus on the mech-
anisms that may bring about certain unintended social phenomena. The causal 
view of explanation7 suggests that an explanation has to inform us about the way 
in which entities in the real world are causally related to each other, or about the 
causes of the explanandum phenomenon (Salmon 1984, 1990).8 Yet a mere state-
ment of the causes is not enough. A proper explanation has to inform us about 
the way in which causes are connected to their effects and to explicate the causal 
mechanisms that produce the phenomenon under study.9 Unfortunately, the causal 
view of explanation is mostly concerned with singular explanations; that is, with 
explanations of particular facts.10 For this reason, it does not help much to have 
a better understanding of the type of partial potential theoretical explanations we 
have encountered in this book. Given the requirements of the causal view, we may 
not argue that a proper explanation is provided unless a particular case is fully ex-
plained and / or the existence of the proposed mechanisms is supported by ‘objec-
tive evidence’ (Salmon 1998: 90). What we may take from the causal view is that 
the knowledge of (particular and / or general) causal mechanisms is important.

What about the end-state models? Since they do not seem to provide the causal 
mechanisms responsible for the origination of the end-state, they cannot be con-
sidered as causal explanations – at least, not of the sort we have discussed above.11 
But it may be that not all explanations are causal. Explaining some property of 
a matter A by referring to its structure can also be considered as an explanation. 
Since it is an open question whether structural explanations are causal or not, 
we need not constrain our view of explanation to the causal view or to a spe-
cific type of causation. Rather, we may take it that a proper explanation should 
inform us about the structural and causal relationships that constitute or produce 
the phenomenon under consideration. If we accept this view we may consider 
the end-state models as informing us about the possible ways in which certain 
social phenomena may be constituted, thus providing certain bits of information 
that may help us in explaining particular cases of the social phenomenon under 
consideration (see Chapter 6). Although we will be talking mainly about the proc-
ess interpretation, it seems wiser to have a view of explanation that is much more 
flexible than the causal view:12

explanations work in virtue of something determining or being responsible 
for something. [. . .] we explain something by showing what makes it or what 
is responsible for it. The fault of causal theory of explanation was to overlook 
the fact that there are more ways of making something what it is or being 
responsible for it than by causing it.

(Ruben 1990: 231)
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Mäki (1994: 159) proposes a flexible account of explanation that is consistent 
with this view, and which takes into account the fact that theories and explanations 
are, or may be, partial. He thinks that explanation can basically be characterised 
as re-description. According to this account, ‘explanation [. . .] involves rede-
scription of explananda’ and re-description should be understood as re-description 
of what has been empirically described before (Mäki 1990a: 320). An important 
presumption of this view is the following:

it is primarily the task of scientific theory to do the explanatory work. Sin-
gular phenomena cannot be explained by deriving their descriptions from 
empirical generalizations. [. . .] It is rather the case that theories account 
empirical facts directly. It is only by means of the conceptual resources of a 
theory – not being reducible to the observational language of empirical facts 
and generalizations – that empirical facts can be redescribed in a way which 
reveals what those facts are really are.

(Mäki 1990a: 321)

Here, Mäki is talking about singular explanations, and argues that by using 
the conceptual resources of a theory we may explain particular facts (i.e. provide 
singular explanations). Re-description of particular facts depends on theories. But 
this view also entails that theories and models represent parts of the real world. It 
is with the help of these representations that we are able to re-describe particular 
facts and provide singular explanations. Clearly, when we try to spell out the 
relation between theories, models that represent parts of the real world and re-
descriptions (singular explanations) that rest on these representations, the mean-
ing of ‘re-description’ gets blurred. Considering explanation as re-description is 
appealing, but what re-description really amounts to is not very clear. Consider 
Schelling’s chequerboard model, for example. Is the chequerboard model sup-
posed to re-describe the way in which segregation emerges, or to represent the 
way in which it emerges and help us re-describe particular cases of segregation? 
But on what kind of prior empirical description of emergence of segregation does 
this re-description rest? A proper prior empirical description (whatever it really is) 
of emergence of segregation seems to be non-existent in Schelling’s case. Mäki 
may be right in that all explanations rest on the existing state of knowledge about 
the phenomenon under study, and this knowledge rests on empirical descriptions 
of that phenomenon. But characterising explanation as re-description does not 
tell much about the way in which the chequerboard model (or Menger’s model) 
is constructed and is supposed to explain. There seems to be a more complex 
relationship between theories, models and explanation – at least for the cases we 
have examined in this book.

Moreover, the term ‘re-description’ wrongly suggests that models represent 
particular phenomena. For example, concerning the chequerboard model, Sugden 
challenges the re-description view (particularly Mäki’s account of isolation and 
representation) by arguing that the chequerboard model does not represent any 
particular city:
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it does not seem right to say that the chequerboard model isolates some aspects 
of real cities by sealing of various other factors which operate in reality: just 
what do we have to seal off to make a real city – say Norwich – become like a 
checkerboard? Notice that, in order to arrive at the checkerboard plan, it is not 
enough just to suppose that all locations are identical with one another (that 
is, to use a ‘generic’ concept of location): we need to use a particular form of 
generic location. So, I suggest, it is more natural to say that the checkerboard 
plan is something that Schelling has constructed for himself. If we think that 
Schelling’s results are sufficiently robust to changes in the checkerboard 
assumption, that assumption may be justified even if it is not an isolation.

(Sugden 2000: 22)

Sugden is right in that the chequerboard model is constructed and is not a 
model of a particular city. Yet this does not contradict with the statement that 
models represent and are isolated from other complexities of the real world. It is 
probably the terminology of the explanation-as-re-description view that wrongly 
suggests that models represent particular phenomena. As will be seen in the rest of 
this chapter, the relation between models, theories and explanations is complex. 
For this reason, we need a better picture of how models and theories represent and 
help us to explain.

To prevent other possible misunderstandings caused by the notion of 
‘re-description’, and to mediate the complexity of the act of representation 
and explaining, we may argue that explanation entails discovering ways to 
conceptualise the phenomenon at stake:

Whether a fact as normally understood explains or is explained depends at 
least in part on the way in which the properties involved are conceptualised: 
relative to the conceptualisation of a property in one way, the fact may be 
explanatory, relative to a different conceptualisation of the same property, the 
fact is not explanatory.

(Ruben 1990: 177)

Explaining a complex phenomenon entails discovering how to conceptualise 
it, that is, to discover the way in which the world works, or may be working in 
producing a certain phenomenon. Given the importance of partial models 
in explanations of unintended social phenomena, and the conjectural character of 
the reasoning involved, we may further argue that novel partial potential theoreti-
cal explanations (e.g. such as Schelling’s) involve ‘creative conceptualisations’ 
that are partly discovered through the construction of models and conveyed by 
way of presenting them. It is on this complex task of representation that explana-
tion rests. The next section examines the way in which models represent.
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Models and representation

Models have many uses in everyday life, in science and in philosophy of science. 
Models might be material, visual, formal or representational, theoretical, or im-
aginary. Mäki (2001a) argues that there is one thing common to all these different 
types of models: ‘they represent something beyond themselves’.13 In this sense, 
we may consider the chequerboard model of residential segregation as a repre-
sentation of the way in which segregation emerges in the real world. But what is 
the nature of this representation? To see this let us start by examining how we can 
represent an already known particular phenomenon, and gradually introduce the 
types of issues that are relevant in modelling social phenomena.

Isomorphisms

Basically, any ‘environment can in principle be described by a set of states and 
a transition function (or next state function) that specifies how the states change 
overtime’ (Holland et al., 1989: 30).14 Thus, a model characterising an environ-
ment like a city with a focus on segregation patterns may describe the city to 
be in a state where there is no segregation, and in another state where there is 
segregation. A transition function, then, can be characterised with the elements in 
the model that carry the city from the first state to the other. Thus, the transition 
function(s) (of the model, T′ in Figure 7.1) represents the causal mechanisms that 
bring about segregation.

Assume now, for the sake of the argument, that we have all sorts of informa-
tion about a particular city (City A) concerning its states prior to and after the 
emergence of segregation. We also have a considerable amount of information 
about individuals’ motivations and discriminatory preferences and about the way 
in which two different ethnic groups are distributed in City A. Yet we do not know 
why and how segregation emerged. That is, we have all sorts of information about 
R-World (t) and R-World (t + n), but we do not know the way in which R-World 
(t) was transformed into R-World (t + n). We want to know the mechanisms (T) 
that have contributed to the emergence of segregation.

R-World (t) R-World (t+n)

M-World (t) M-World (t+n)

States of the real world

States of the model world

T

T‘

Figure 7.1 Model world and the real world (adapted from Holland et al. 1989).15
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What would a model of this transition look like? We may start with a detailed 
description of R-World (t) and R-World (t + n) (i.e. describing every individual, 
neighbourhood, action, etc.). We may also try to present a detailed picture of 
every state of City A from no-segregation to segregation.16 But a description 
where every aspect of the city finds a place would be like the city itself and would 
be too complex to tell us something about the way in which segregation emerged 
in this city. That is, it would be hard to build a model that is isomorphic to the city 
it represents (i.e. where there is a one-to-one relation between the model city and 
the real city). Simply, a complete description of what we know about the city is 
not very informative, or it is too complex to tell us something.17

Abstractions and q-morphisms

One important concern about how to represent the transition of a real city from 
one state to the other is that the real world is usually too complex to be modelled 
in this way. Thus, it is ‘unreasonable to expect’ models ‘to be isomorphisms in 
which each unique state of the world maps onto a unique state in the model’ (Hol-
land et al. 1989: 31). A fundamental component of thinking about the world is 
abstraction. Holyoak and Thagard (1996: 19–20) remind us of a story of Jorge 
Luis Borges, Funes the Memorious, in which the fictional character Ireneo Funes 
has an exceptionally good memory to remember every detail in his life. But his 
alertness to details makes him incapable of abstract reasoning. 

Not only it was difficult for him to comprehend that the generic symbol ‘dog’ 
embraces so many unlike individuals of diverse size and form; it bothered 
him that the dog at three fourteen (seen from side) should have the same 
name as the dog at three fifteen (seen from the front).18 

Borges’s story suggests that abstraction is extremely useful for our reasoning and 
it guides our inferences, which usually go beyond our direct observations and 
mere descriptions of the real world.19

Neither ordinary human beings nor scientists can reason without abstraction. 
The model builder is then forced to form general concepts and to simplify the 
model by ignoring unnecessary or irrelevant components of the world for the 
specific task at hand. In daily life we use such categorisations and abstractions 
quite naturally without much thinking, yet to build a model we also need con-
scious thinking about the way in which certain entities should be characterised, 
categorised, etc. For example, for the case of segregation, we may categorise 
individuals into different categories, such as racist individuals, individuals who 
prefer a mixed neighbourhood, individuals who cannot tolerate a certain minority 
status, etc. Or, we may categorise individuals into different groups, such as indi-
viduals who have above-average income, average income, low income, etc. Note 
also that ‘segregation’ itself is an abstraction and that such categorisations are not 
independent from our existent state of knowledge.

Having formed certain categories and generalisations, we may use them in 
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our model. But this time the relation between our model city and the real city 
is not isomorphic (in the sense defined above). Rather it is a many-to-one – that 
is, homomorphic – relation. ‘A faithful model based on categories, in which the 
mapping from elements of the world to elements of the [model] is many-to-one, 
is called homomorphisms’ (Holland et al. 1989: 31). Indeed, this is what happens 
in many economic models: certain concepts in our models, such as the consumer 
and the producer, represent many individuals.

However, it is also true that our categorisations and generalisations are not 
exceptionless. For example, if we represent several individuals who prefer a 
mixed neighbourhood with a few model agents, and homogenise their prefer-
ences concerning their neighbourhoods, we may overlook the fact that some of 
the (real) individuals may be more tolerant to a minority status than others. Our 
representation of the states of City A would most probably be incomplete, subject 
to exceptions. Generally, our models of the world are typically far from perfect, 
that is, the mapping between the model world and the real world is flawed. In 
Holland et al.’s terminology, such mappings are called quasi-homomorphisms (q-
morphisims). Considering the case of segregation, this means that our model of 
the transformation of R-World (t) to R-World (t + n) is likely to be incomplete, and 
the relation between R-World and M-World would be q-morphic.

Isolation

The fact that our models of the real world are usually q-morphic implies that they 
are deformed images of the real world. Yet such deformations are necessary for 
dealing with the complex real world, that is, for understanding, for living in, etc.

Faced with the essential complexity of the world, every science is compelled 
to employ methods of modifying and deforming it so as to make it or the 
image of it theoretically manageable and comprehensible.

(Mäki 1992a: 317)

We have seen that one of the tools that helps us represent the real world in a 
comprehensible manner is abstraction and that it is a subspecies of isolation (see 
Chapter 4, note 10). We use the method of isolation in everyday life, consciously 
or unconsciously. We use abstractions and we also idealise the environment we 
are living in. Likewise, scientists isolate; they focus on some factors rather than 
the others, given their initial hypothesis about the way in which a certain fact 
may be explained. As Mäki would agree, one-to-one representations of the real 
world phenomena are intractable. This is one reason to utilise the method of isola-
tion. But more importantly, the ability to isolate is the key to understanding the 
world.20

Analogical thinking

But how do we choose the factors that are relevant, that is, those to be isolated 
from the influence of others? Until now we have implicitly assumed that it is pos-



Models of representation 129

sible to model the transformation of City A from a state with no segregation to a 
state with segregation. Yet the real problem in modelling this transformation is to 
discover a way to represent it, a way that would tell us something about the real 
world. If we do not have any idea about the way in which segregation may have 
emerged, it would be practically impossible to present a model of the emergence 
of segregation. Having an initial hypothesis about the way in which segregation 
may have emerged is certainly necessary for building a model of this process. 
Generally, scientists do not start their investigation from scratch. They have cer-
tain ideas about what may have caused a certain phenomenon, or what may be 
relevant in explaining a certain fact. Obviously, not all the available information 
about the states of City A would be relevant in explaining the emergence of seg-
regation in this particular city. For example, we may ignore the data about the 
shoe sizes of the individuals, or the type of armchairs they use as being irrelevant 
to, or having negligible impact on, the emergence of segregation. Selecting the 
seemingly relevant factors is not independent from our existing state of knowl-
edge about the world, about the things we know about segregation in general, 
and about other aspects of social life. What we know about the real world helps 
us conjecture about the factors that may be relevant, and to formulate an initial 
hypothesis about the way in which segregation may have emerged. When we try 
to build models, we usually go beyond simple statements of bits of information, 
or mere descriptions of what we observe, and our model depends on, or starts 
from, our initial (i.e. prior to model building) knowledge about the world. For this 
reason, model building certainly involves some type of analogical or metaphori-
cal thinking.

One fundamental purpose of analogy is ‘to gain understanding that goes be-
yond the information we receive from our senses’ (Holyoak and Thagard 1996: 
9). Human beings recognise similarities between what they observe and what 
they already know about other things, and usually if they find enough (or some) 
similarities between two different phenomena, they use these similarities to rea-
son about the relatively less-known phenomenon. If we are allowed to use ‘anal-
ogy’ in a loose way, we may say that all we know about our neighbours, how they 
react to or interact with another ethnic group, or the things we know about social 
behaviour, individuals’ reactions to social differences, etc. may help us in form-
ing an idea about the way in which segregation may have emerged in City A. Of 
course, analogical or metaphorical thinking cannot be the definite source of our 
knowledge. But it may help us form our initial hypothesis about the emergence of 
segregation. That is, ‘analogy is a source of plausible conjectures, not guaranteed 
conclusions’ (Holyoak and Thagard 1996: 30).

Simple analogical thinking involves the discovery of the similarities and dif-
ferences between objects, and of relations in two different domains. Most of our 
everyday explanations make use of similarities between causal relationships in 
two different domains. Moreover, scientific explanations involve more complex 
high-order relational and causal mappings, as well as the use of metaphors.21 The 
ability to map what we observe onto what we already know is an important mecha-
nism that makes us generate thoughts about what we are trying to explain. We find 
out what we believe to be the relevant relationships about a phenomenon by con-
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ceptualising it in light of our existing knowledge together with our observations 
about the phenomenon to be explained. In short, what we know about the real 
world helps us generate fallible hypotheses or conjectures about the way in which 
a certain phenomenon may be explained.22

Representation

Now, let us assume that what we know about segregation is the following: we 
know that there are people who have strong discriminatory preferences, and that 
there are welfare differences between two ethnic groups. We also know that ex-
isting accounts of the emergence of segregation suggest that these two factors 
explain segregation in other cities. Then, other models of residential segregation 
may help us single out the relevant factors for our own model, and study their 
relation in isolation from other factors. That is, we may infer that what is true for 
other segregated cities may also be true for City A, and start our modelling from 
here. This helps us categorise and organise the available information and try to see 
whether such and such is really the case for City A.

Briefly, given what we know about segregation, we may isolate a couple of 
factors, strong discriminatory preferences and welfare differences, and try to see 
whether emergence of segregation in City A can be explained by these factors. In 
this case, our task is to show how these factors interact in bringing about segrega-
tion in City A. The only thing we have to do is to check whether our initial hy-
pothesis is confirmed by what is known about City A. If this is the case, we would 
have a singular explanation of the emergence of segregation in City A. Yet the 
reader may object that we hardly have a theoretical model of segregation in this 
case, rather, what we did is to use the existing models / theories of segregation to 
explain another instance of segregation. This is true. We have explained segrega-
tion in City A with the help of previous ‘theories’ of the emergence of segregation. 
Models of this type do not provide new insights about general phenomena; rather, 
they confirm previous insights and generalisations, and help us explain new par-
ticular cases. As we have seen in the previous chapters, this is not what happens 
in explaining unintended social consequences.

Until now, we have assumed that modelling starts from particulars and models 
represent particulars. Remember that ‘in an isolation, something, a set X of enti-
ties, is “sealed off” from the involvement or influence of everything else, a set 
Y of entities; together X and Y comprise the universe’. The elements of the set 
of X entities need not be particulars. Yet we have seen that ‘explanation as re-
description’ is sometimes wrongly interpreted as suggesting that models represent 
particular phenomena.23 The practice of modelling does not always start from par-
ticulars, rather scientists try to model a general phenomenon (e.g. the emergence 
of segregation in general) and consider a set of other generalisations and concepts 
in isolation from others to be able to model segregation. To see this, consider the 
case of the emergence of segregation again.

Figure 7.2 pictures a possible way in which we may conceptualise segregation 
prior to our modelling efforts. What we know is that there are many residentially 
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segregated cities, and that segregation in general is explained with strong dis-
criminatory preferences, organised action and welfare differences. That is, our 
initial conception of segregation can be considered as a general (mental) model 
about segregation. We start our examination of residential segregation from this 
general conception of segregation, that is, given what we know about segrega-
tion. This means that what we have characterised as the real world (what has 
been characterised as R-World before) may be considered as a ‘model’ itself; it is 
our conception of the real world, which is characterised by many generalisations 
and isolations. We rarely build theoretical models of particular phenomena from 
scratch; we usually have a mental image of them and start from there. Scientists 
build theoretical and empirical models to refine this image.

Let us assume now that our knowledge of residential segregation has other 
aspects; particularly that we also know that there have been many attempts to 
reduce the degree of segregation in different cities. Known policy interventions 
against segregation focused on reducing welfare differences among different eth-
nic groups, and banned and controlled possible types of organised action that may 
prevent the formation of integrated neighbourhoods (e.g. public policies for moni-
toring housing agencies). Yet these policies were unsuccessful in reducing the 
amount of residential segregation, and residential segregation persisted despite 
these acts and controls.24 Given this knowledge, we may suspect that there may 
be other causes of segregation; that is, other than strong discriminatory prefer-
ences, organised action and welfare differences. In particular, we may suspect 
that individuals may be segregated because many individuals enjoy living with 
similar others, and living as an extreme minority is not something that everyone 
would prefer. Of course such an intuition does not come from nowhere. Our ex-
isting knowledge of social sciences helps us in forming this initial hypothesis. 
For example, we may know that there are unintended social consequences, and 
that social psychology suggests that individuals do not like living in an extreme 
minority status.25 The question is whether there is another mechanism of segrega-
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tion rooted at the individual level that may produce segregation as an unintended 
consequence of human action. The problem is that we do not know any city where 
these other factors were absent and we know very little about the actual prefer-
ences of individuals. In general, we do not know enough about R-World (t) to 
show that segregation may indeed emerge as an unintended consequence of hu-
man action.

What we need to do is study the conditions under which segregation may 
emerge, and in order to be able to focus on the effects of mild discriminatory 
preferences we may isolate them (in our model) from other known causes of 
segregation (e.g. from organised action). Note that when we look at aggregate 
statistics about segregated cities, we cannot deduce the type of preferences indi-
viduals have. Even if we have some data about the preferences of individuals, we 
know that individuals are diverse and their preferences range from being highly 
tolerant about other ethnic groups to zero-tolerance. This may make our task very 
complex. On the other hand, if we start our analysis from a particular city, where 
segregation is somewhat simultaneous with the arrival of a new ethnic group, it 
may be difficult to understand the extent to which mild discriminatory prefer-
ences may be responsible for segregation. Thus, it may be a good idea to build 
a model where we can study the emergence of segregation in isolation from the 
complexities of the real world. Now consider Schelling’s effort to show that mild 
discriminatory preferences may be responsible for segregation. His preference 
was to ‘postulate some mechanisms and see whether they produce segregation’. 
The chequerboard city is a model that represents cities that have at least two dif-
ferent ethnic groups. But it is not in any way a representation of the emergence 
of segregation in any particular city. Rather, it is constructed to test the initial 
hypothesis that segregation may be an unintended consequence of human action. 
It is constructed, yet it is based on knowledge of how things work (or may work) 
in the real world.

To build the chequerboard model we start from the picture presented in Fig-
ure 7.2 and we conjecture about the ways in which segregation may emerge in 
the absence of organised action and welfare differences (see Figure 7.3). It is 
true that the chequerboard model represents the emergence of segregation and 
that the chequerboard city represents real cities, but in a special way. Not all the 
characteristics of the chequerboard model and what happens therein have been 
previously observed. The model is rather constructed with some modification and 
rearrangement of what we know about segregation and, most importantly, it is 
constructed to present a what-if scenario. Several types of isolation, as well as 
some conjectural construction, are at work here. The view that considers models 
merely as representations or explanations as re-descriptions fails to convey this 
idea, and for this reason it is open to misunderstanding.

Representations need not start from concrete phenomena and in economics 
they usually do not. Economists and other social scientists usually start model-
ling from our everyday conceptualisations of phenomena (see Mäki 1996: 434). 
Yet what makes economics different from folk views concerning economic 
phenomena is that economists ‘rearrange’ and ‘modify’ these everyday (mental) 
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representations to gain a better understanding of the general facts to be explained 
(Mäki 1996).26 Models in this sense are webs of isolations (i.e. idealisations and 
abstractions). They are constructed by way of rearranging and modifying the 
available conceptualisations of relevant and related phenomena. Moreover, we 
have seen that rearrangement and modification have a conjectural component in 
models of unintended social consequences. The combination of the isolated ele-
ments in the model is essential. For example, we have not seen something like 
the chequerboard city before. By way of combining certain individual mecha-
nisms (see Chapter 4), Schelling suggests that his initial intuition may be true. 
It is due to the familiarity of the individual mechanisms presented in the model 
that we tend to think what happens in the chequerboard city may happen in the 
real world. The initial hypothesis that residential segregation may be an unin-
tended consequence is a conjecture and the chequerboard model shows that it is 
a plausible conjecture. More generally, models of unintended social phenomena 
embody familiar elements, what we have called individual mechanisms, and it is 
the interaction of these mechanisms that produce the unintended consequence.27 
The similarity between these models and the real world consists in depicting some 
familiar mechanisms in isolation from others. Economising action and discrimi-
natory preferences are such mechanisms. We know that these mechanisms exist. 
Models that characterise social phenomena as unintended consequences demon-
strate a possible way in which they may interact and may produce certain results 
under certain conditions. If you like, we may call these individual mechanisms 
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‘tendencies’ or ‘capacities’ (Cartwright 1999). These models show us how those 
tendencies may work together (see the next section).

We have seen that two conditions must be satisfied by explanations: the expla-
nation has to be valid in the model world in order to render the initial hypothesis 
plausible, and the explanatory model has to be similar to the real world in certain 
respects. When these two conditions are met we get plausible conjectures about 
the way in which certain individual mechanisms may interact in the real world. 
These models alert us to some of the possible ways in which these mechanisms 
may interact in the real world. Let us explore these ideas further by way of dis-
cussing some of the prominent views on models and theories.

Models and theories

There are two prominent philosophical accounts of theories: the syntactic view 
and the semantic view. The syntactic view rests on an assumption of well-es-
tablished theories that can be presented as axiomatic systems, and emphasises 
the linguistic and logical structure of theories. The syntactic view does not pay 
attention to the role of (partial) models in science.28 Thus, it cannot be used as an 
account of the models of unintended social phenomena.29 The alternative view, 
the semantic conception of theories,30 emphasises the role of models in science.31 
It holds that theories are basically collections of models. The semantic view of 
theories has three distinct interpretations that differ in the way in which they char-
acterise the relation between the models (or theory) and the real system. The first 
interpretation considers models as isomorphisms, that is, as being isomorphic to 
the particular part of the real world they represent. In this interpretation there 
is a one-to-one mapping between the theory and the observable part of the real 
world it represents (e.g. van Fraassen 1980). The second interpretation suggests 
that models describe an idealised and abstracted version of the portion of the real 
world they represent, and hence they are not necessarily isomorphic (e.g. Suppe 
1989). The third interpretation conceives the relation between models and the real 
world in a more flexible manner, in terms of similarity (e.g. Giere 1988a).

According to van Fraassen,

To present a theory is to specify a family of structures, its models, and sec-
ondly, to specify certain parts of those models (the empirical substructures) 
as candidates for the direct representation of observable phenomena. The 
structures which can be described in experimental and measurement reports 
we can call appearances: the theory is empirically adequate if it has some 
model such that all appearances are isomorphic to empirical substructures of 
that model.

(van Fraassen 1980: 64, last emphasis added)

Van Fraassen holds that if a theory is isomorphic to the observable part of the 
real world it represents (i.e. empirically adequate), then we may believe in it for 
it helps us to hold a coherent view of what we have observed.32 In the previous 
section we have seen that the condition of empirical adequacy (i.e. isomorphism) 
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does not hold. The empirical adequacy condition is too strong and cannot be ex-
pected to hold in all models.33 This interpretation considers adequate models as 
mere descriptions of the real world. This is not the case for many scientific mod-
els.34 Other proponents of the semantic view criticise van Fraassen’s interpretation 
for similar reasons. Particularly, Suppe (1989: 102) argues that the ‘process of 
abstraction carries no guarantee that any of the theory’s models or substructures 
will be isomorphic to any actual phenomenal systems; hence there is no guarantee 
that there will be any models such that all appearances are isomorphic to empirical 
substructures of the model.’ Or, Giere (1988a, 2000) suggests that isomorphism 
is a strong relation and usually a weaker relation (e.g. similarity) holds between 
theories (or models) and real systems.

Suppe’s (1989) alternative is to consider models as descriptions of an abstractly 
conceived world (i.e. physical systems). He characterises scientific theories as 
descriptions of ‘the behaviour of physical systems, which are idealised replicas of 
actual phenomena’ (Suppe 1989: 67). Under this interpretation, a theory is a col-
lection (or a cluster) of models, which characterises possible ‘physical systems’ 
(i.e. possible model worlds). Theories, in this sense, are about the behaviour of 
abstract systems, ‘what the theory does is to directly describe the behaviour of 
abstract systems, known as physical systems, whose behaviours depend only on 
the selected parameters’ (Suppe 1989: 83). For this reason, theories and models 
suggest how things could be in the real system they represent:

the theory does not characterise the actual phenomena, but rather character-
ises the contribution of the selected parameters to the actual phenomena, de-
scribing what the phenomena would have been had the abstracted parameters 
been the only parameters influencing them.

(Suppe 1989: 82–83)

Suppe’s conception of theories suggests that laws only hold ceteris paribus.35 
The argument is that if the assumptions of a certain theoretical model hold in the 
real world then the results derived from the model would hold in the real world. 
The statement of a model (or a theory) under this conception is that if such and 
such were the case in the real world such and such results would hold. Yet we have 
seen that some of the assumptions of the models of unintended social phenomena 
do not hold in the real world. For example, consider the Kiyotaki–Wright (1989) 
model. Under this version of the semantic conception, the Kiyotaki–Wright model 
is supposed to say that if there were three types of rational agents and three differ-
ent commodities with different storage costs (and if certain other conditions hold) 
then money would emerge as an unintended consequence of human action in the 
real world. Or consider the chequerboard model: if there were two types of agents 
that can recognise each other’s types, if they all had similar preferences regarding 
the other type, and if no other factors were influencing their preferences (and if the 
other assumptions about neighbourhoods hold), then segregation would emerge 
in a real city (as an unintended consequence).36 We would be doing injustice to 
the authors of these models if we were to accept this interpretation. The models of 
unintended social phenomena have more to say. They suggest that the proposed 
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mechanisms may be working in the real world even if the assumptions of these 
models do not strictly hold in the real world.

A more flexible version of the semantic view suggests that models may tell us 
something about the real-world systems in virtue of certain similarities between 
the proposed models and the real-world systems they represent. We have seen that 
the semantic conception conceives theories as descriptions of abstract systems, 
thus, they are true about the systems they represent, and they do not claim some-
thing about the real world as such. But theories and models make claims about 
the real world with a theoretical hypothesis (Giere 1988a, 2000). They suggest 
something about the world through a hypothesis about the real world. But how 
can we say that the model shows that the hypothesis is defensible, that is, that it 
holds in the real world? Giere’s argument is that the similarity between the model 
and the real system suggests that the theoretical hypothesis may hold for the real 
system. Giere’s account of the relation between models and theories seems to be 
the best fit among the alternatives we have discussed above. However, there is still 
an important unresolved issue in his account: similarity is a vague concept and it 
is not clear what it amounts to in Giere’s account.37

Models, similarity and tendencies

In contrast to van Fraassen’s interpretation, Suppe and Giere’s versions of the se-
mantic view suggest that models and theories represent (or have a chance to repre-
sent) the way the world works, or the connecting principles of nature and society 
(see Chapter 5). But we have seen that if we conceive their general claims as laws 
that hold ceteris paribus, it would be difficult to conceive models of unintended 
social phenomena as meaningful models. Giere’s notion of similarity, on the other 
hand, is not well defined, and it does not tell us much about how models explain. 
An alternative suggestion is that ‘the laws that hold ceteris paribus’, or the results 
we obtain by way of studying the behaviour of models worlds show us how cer-
tain tendencies and capacities are realised in the model world. Or, they inform us 
about those tendencies and capacities that exist independently of the assumptions 
of the model. Cartwright (1999) presents a recent defence of this view.

Cartwright conceives models as ‘nomological machines’.38 She argues that the 
relations that hold in the model only hold under certain conditions (i.e. model’s 
assumptions), ‘they obtain just when a nomological machine is at work’ (Cart-
wright 1999: 25).

Models in economics do not usually begin from a set of fundamental regu-
larities from which some further regularity to be explained can be deduced 
as a special case. Rather they are more appropriately represented as a design 
for a socio-economic machine which, if implemented, should give rise to the 
behaviour to be explained.

(Cartwright 1999: 139)

The generalisations (i.e. ‘laws’) that are employed by the model (e.g. every 
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individual would prefer a less-costly to store object), or the ones deduced from 
the model (e.g. actions of the self-interested economising individuals bring about 
a medium of exchange) are only valid in the model world. Yet she proposes these 
‘laws’ indicate tendencies, or capacities, that work in the real world.39 Particularly, 
she suggests that the models of economics ‘provide us with a set of components 
and their arrangement. The theory tells us how capacities are exercised together’ 
(Cartwright 1999: 53).40 For example, concerning game theory, she argues:

In game theory various concepts of equilibrium describe what is supposed to 
happen when the capacities of different agents are all deployed at once.

(Cartwright 1999: 55)

Cartwright (1999: 57) argues that to build a theory one needs ‘parts described 
by special concepts’ and a ‘special arrangement’. Moreover, she suggests that 
nomological machines (i.e. models) need ‘shielding’ to work, coming close to 
our argument that models isolate. But do Cartwright’s suggestions answer our 
main concern about the relation of abstract model worlds to the real world? The 
suggestion is that in virtue of certain similarities between the model world and the 
real world, models depict certain tendencies in the real world.

Cartwright (1983, 1989, 1999) suggests that models inform us about certain 
tendencies, or capacities that exist in the real world even if the assumptions of the 
model do not hold. To see how models of unintended social phenomena may alert 
us to real tendencies, we have to realise that there is a two-way relation between 
them and the real world. To be able to point out real tendencies, models have to 
utilise some other real tendencies. Models depict or represent certain tendencies 
(e.g. individual mechanisms) in isolation from other factors, and then suggest 
possible ways in which these individual tendencies may interact. Considering the 
(process) models we have examined above, we may say that models alert us to 
possible aggregate tendencies. For this reason, Cartwright’s suggestion is correct, 
but somewhat incomplete: Models are based on our knowledge of certain tenden-
cies or capacities. For example, we know that people have discriminatory pref-
erences, or that individuals try to economise or decrease their transaction costs 
when possible. Models of unintended social phenomena portray these tendencies 
in isolation from the factors that may prevent them from being realised, and then 
demonstrate the ways in which they may interact under certain conditions. They 
point out possible ‘aggregate’ tendencies: a possible way in which those indi-
vidual mechanisms (i.e. tendencies) may interact in bringing about a certain social 
phenomenon. It is because of our knowledge of, and familiarity with, these ten-
dencies, or individual mechanisms, that we consider the model world to be similar 
to the real world. For this reason, we may argue that models of unintended social 
phenomena alert us to a certain way in which these mechanisms may interact in 
the real world.41

Individual mechanisms that are embodied in a model need not necessarily be 
common sense elements or things we know from a previous body of (scientific) 
thought about the subject matter. But good examples of invisible-hand models 



138 Models of representation

have this property. The novelty of these models come from showing how these 
individual mechanisms may interact. And in the best cases (e.g. the chequerboard 
model) the type of interaction (aggregate mechanism) suggested by the model is 
a novel one, that is, it is a previously unnoticed (and maybe counterintuitive) type 
of aggregate mechanism. The way the model connects with the world and with 
our cognition is the familiarity of the individual mechanisms, and with the help 
of this familiarity the model may convince us that a previously unnoticed type of 
interaction among these individual mechanisms is possible, and that this aggre-
gate mechanism may be responsible from the phenomenon under investigation. 
Using familiar elements do not at all prevent novelty. By creatively conjecturing 
about the way in which those familiar things (e.g. economising action, different 
goods with different saleability, etc.) may interact in bringing about a certain phe-
nomenon, one may find out new (previously unnoticed) aggregate mechanisms. 
For example, no-one would disagree if you say that ‘some people have mild dis-
criminatory preferences’, but one may disagree if you say ‘mild discriminatory 
preferences may cause residential segregation’. However, if you show how those 
mild discriminatory preferences are connected to the aggregate phenomenon of 
segregation in the model world, then you have demonstrated some of the ‘con-
necting principles’ and a possible aggregate mechanism that may explain particu-
lar cases of residential segregation.

Knowledge of the existence of individual mechanisms that are isolated in the 
model is an important factor for assessing the similarity between these models and 
the part of the real world they represent. Yet we cannot accept these models merely 
because they represent certain tendencies that we know about. The speculative 
element in the model, the suggestion that those mechanisms may interact in a 
certain manner, necessitates that certain other external (i.e. external to the model) 
constraints hold for us to consider their conjectures plausible. As every model is 
unique, we can only cite some general issues here. The first thing that comes to 
mind is that if the model contradicts already known facts about the phenomenon, 
it would be hard to accept. That is, the consistency of the model or the explana-
tion with what we already know about the real world is an important criterion. If 
the model is consistent and coherent with what we already know about the phe-
nomenon (e.g. segregation) and about related phenomena (e.g. social psychology) 
then it is easier to conceive the possibilities that may be generated in the model 
world as possibilities of the real world. Moreover, complementarity with other 
available accounts of the same phenomenon is also important and preferable. A 
partial potential explanation (which is based on the model) that contradicts avail-
able accepted explanations would have a limited chance of survival. The reader 
may object that the requirements of complementarity and coherence are not ‘real’ 
or firm criteria for evaluating a model. This is true. But the point here is that if 
a model or explanation that is partial and suggests certain possibilities departs 
radically from what we know, we would have a hard time fitting it to our world 
picture. Moreover, as we have seen, models of unintended social phenomena do 
not generally challenge the previously accepted causal mechanisms as explana-
tory factors. They should not be interpreted as rejecting the idea that other mecha-
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nisms may be at work. Unless one explains a particular case by pointing out that 
the proposed mechanisms are indeed working in the suggested way, it better not 
contradict most of what we know about the world. Thus, logical plausibility,42 co-
herence and consistency with what we know determine more or less the strength 
of our beliefs in the suggested possibilities. By virtue of presenting what we know 
in a novel way, some models of unintended social phenomena suggest new ways 
to look at the world. Some models, on the other hand, test other models in terms of 
logical plausibility, coherence and consistency with the facts of the real world.

Nevertheless, it is not possible to define a priori the amount of ‘acceptable real-
isticness’ for a model. Concerning theoretical models of the sort we are interested 
in, the only real ‘hard’ criterion seems to be the success in explaining particular 
cases. Explanations of unintended social phenomena are rarely singular explana-
tions, and their claims should remain claims about what may be possible in the 
real world, how certain tendencies may possibly interact, etc. The similarity be-
tween the model world and the real world is important for it constrains the range 
of possibilities generated by the model, but we cannot predetermine a degree of 
acceptable realisticness. This, however, should not prevent us from testing the 
plausibility of our hypotheses further.

Models and exploration

It is a fact of economics that models are explored. A quick look at any survey ar-
ticle on a certain topic would reveal this fact. Generally, an influential model built 
on observations about the phenomenon under consideration, on knowledge of 
other areas of research and on knowledge available tools suggests something new. 
Other economists, then, go on to study this model. Some check whether the same 
conclusion holds under different assumptions, some check whether the model is 
in agreement with data, or whether the model works when other disturbing factors 
are introduced, some others instead may test the model with real individuals (i.e. 
conduct an experiment). It seems that there is no single way, or methodology, to 
study a model and its implications. For models of unintended social phenomena, 
availability of data and historical records restrict the possible ways in which one 
can explore and test a model. Yet we have seen in Chapter 6 that this does not 
prevent researchers from testing the existing models or hypotheses concerning 
unintended consequences of human action.

It has been argued that a good invisible-hand explanation should suggest a 
novel way to look at the real world. Our story of exploration can then begin from 
there. Consider the chequerboard model. It suggests that mild discriminatory 
preferences may bring about segregation. More properly, the chequerboard model 
tests this hypothesis and suggests that it is plausible, and that we may expect to 
see the depicted individual mechanisms to interact in the real world as they do in 
the model. Of course, we have every right to be suspicious about this claim, or at 
least about the possible range of conditions under which it may hold. And if we 
are, we may test it. For example, we may ask whether the hypothesis holds under 
extreme conditions, such as when everyone strictly prefers a mixed neighbour-
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hood to any other mixture. Pancs and Vriend (2003) present an example of this. 
They test the chequerboard model under the conditions of strict preference43 for 
perfect integration and conclude that Schelling’s results hold even if this assump-
tion is made. What they do is not to increase the realisticness of the model, or 
to test it with available data. They simply question the strength of Schelling’s 
conclusions. They partially test the chequerboard model in the abstract.

Alternatively, we may introduce new factors to the chequerboard model. We 
may change the definition of the neighbourhoods, the number of agents, the way 
in which individuals are initially distributed, we may add certain other specifica-
tions to the agents and all that. There are numerous possibilities, and all can help 
us to understand the strength of Schelling’s argument, and to have a better idea 
of the implications of the chequerboard model. Two examples of this approach 
are presented by Epstein and Axtell (1996) and Zhang (2004a). They simulate 
the chequerboard city by way of changing the number of agents and by setting a 
certain limit on the lifetime of agents. Again, these simulations are not any closer 
to the real world than the chequerboard model. They test it under different con-
ditions, or with specific parameters. Both Epstein and Axtell (1996) and Zhang 
(2004a) show that Schelling’s initial hypothesis holds under these conditions for 
a variety of initial starting points.

Another possibility is to integrate some factual information to the chequerboard 
model and hence see whether it holds when some external factual constraints are 
introduced. For example, Sander et al. (2000a,b) and Zhang (2000) use survey 
data to determine the preferences of different types of agents in the chequerboard 
city. That is, their assumptions are consistent with real individuals’ preferences. 
The survey data suggest that individuals are tolerant to mixed neighbourhoods, 
but that whites are less tolerant than blacks. By way of integrating this infor-
mation, Sander et al. (2000a,b) and Zhang (2000) demonstrate that Schelling’s 
insights hold.

It should be noted that the survey data by themselves suggest that Schelling’s 
insights may be true and that they need further examination. Bobo and Zubrinsky 
(1996) and Farley (1997) argue that many individuals are highly tolerant to mixed 
neighbourhoods. This indicates that the individual mechanisms (i.e. tendencies) 
depicted in Schelling’s model actually exist. Maybe more importantly, they 
suggest that strong discriminatory preferences alone cannot explain residential 
segregation. This should give us reasons to examine how tolerant individuals 
contribute to the emergence (or persistence) of segregation in particular cities, 
that is, examining the way in which individual mechanisms interact with each 
other as well as with others (e.g. economic mechanisms). We have argued that 
Schelling’s model is valuable because it suggests new explanatory mechanisms 
(i.e. the interaction of individual mechanisms). To be able to utilise this sugges-
tion we need to examine the way in which these mechanisms interact with others 
in particular cases.

Introducing into the chequerboard world the factors that were isolated is another 
way in which we may explore and test it. In fact, Sander et al. (2000a,b) pursue 
this strategy in combination with others. They assume larger neighbourhoods and 
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integrate housing costs and costs of moving into the model. Moreover, they use 
survey data to give shape to the preference functions of the individuals. The ac-
tual discriminatory preferences of blacks and whites are represented in the model 
by defining, consistently with survey data, three types of agents of each group. 
Sander et al. then simulate the model under some ‘what-if’ scenarios to see how 
different factors (e.g. housing costs, moving costs, discriminatory preferences) 
may be related to each other. What we have in this case is confrontation with data 
as well as further conjectural scenarios. Yet another thing to do is to confront a 
certain aspect of Schelling’s models with statistical data. This is exemplified by 
Clark (1991). By studying statistics for certain particular segregated cities, he 
confirms that integrated equilibria (i.e. mixed neighbourhoods) are not stable.

Of course, there are other ways to explore and test Schelling’s model. Ap-
pendix III presents a brief survey of the literature concerning the chequerboard 
model in order to give a better idea of the different ways in which models may 
be explored and tested. Nevertheless, exploration is not (and cannot be) a well-
defined concept. There is no single way in which we can examine the plausibility 
of a certain hypothesis or its implications. Economists (and other scientists) test 
the available hypotheses in different ways. They sometimes test them partially, 
sometimes test their implications, sometimes their premises. But the important 
idea is that they explore the existing models to assess their plausibility. Moreover, 
they also entertain new hypotheses and test their plausibility in different ways 
by way of building models (Figure 7.4). In this sense, models are like thought 
experiments:44 when models are confronted with the real world, they come close 
to ‘real’ experiments.

The relation between thought experiments and ‘real’ experiments can be cap-
tured by distinguishing between two types of isolation. Mäki (1992a) identifies 
two subspecies of isolation: material and theoretical. In material experiments the 
laboratory environment is materially isolated to test a certain hypothesis. ‘Theo-
retical isolation is based on “thought experiments” instead of laboratory experi-
ments: isolation takes place in one’s ideas, not in the real world’ (Mäki 1992a: 
325). Morgan (2000) and Boumans and Morgan (2001) suggest that we may dis-
tinguish between different types of experiments by way of studying the material-
ity of the intervention. In a thought experiment, the intervention is immaterial. We 

Figure 7.4 Conceptual tools for model building (adapted from Boumans 1999: 93).
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simply make assumptions about the model entities (e.g. about the way in which 
they change). In a material experiment, however, we physically intervene in the 
process under consideration. For example, if we want to know how changes in 
X (e.g. temperature) affect Y (e.g. a certain material), we materially intervene to 
change the physical temperature of the laboratory environment. Morgan (2000) 
suggests that there are also quasi-material experiments where the intervention is 
only partially material.

If we are allowed to use this terminology, we may say that models of unin-
tended social phenomena may also be tested by way of conducting quasi-material 
experiments, if not with material experiments. For example, we may test whether 
real individuals behave in the way the model theoretic agents behave under cer-
tain conditions. Most economic experiments are considered to fall under this cat-
egory. There may be different reasons for conducting such experiments. We may 
be interested in seeing whether individuals behave according to the predictions 
of the model, or we may want to check whether our hypothesis is valid if we let 
real individuals ‘play the game’. Such experiments bring the model close to the 
real world for they connect the model world with the real world. We have seen 
an example of this in Duffy and Ochs (1999). They have created a laboratory 
environment within which they let real individuals behave (see Chapter 6). The 
environment was artificial in that real individuals had to assume they were behav-
ing in an imaginary world, yet Duffy and Ochs have controlled the environment 
by way of changing some of the parameters.45

All the complex ways in which new models are constructed and explored can-
not be pictured easily. Some of the possible ways to explore and test existing 
models on a certain topic or about a certain phenomenon are listed below. Note 
that this list merely indicates some of the possibilities.

Assume that Model A suggests and supports a certain hypothesis, H(0). H(0), 
or its premises [H(a0), H(b0), etc.] or its implications [H(0a), H(0b), etc.] may 
be tested:

 1 By using a specific version of Model A, and by examining what happens 
under certain parameter values (e.g. by changing the number of agents, goods 
or neighbourhoods).

 2 By trying to construct a more coherent / consistent / robust model with 
restricted (i.e. more unrealistic) assumptions (i.e. by way of applying further 
isolations to Model A).

 3 By trying to construct a more coherent / consistent / robust model with some 
relaxed and some restricted assumptions (i.e. partially more realistic and 
partially more unrealistic compared to Model A).

 4 By trying to construct a more realistic model with relaxed assumptions.
 5 By adding some other relevant factors to the model and by examining how 

they interact.
 6 By testing the existing model against real-world data, or by conducting 

(quasi-)material experiments.
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Most of the models we have seen in the previous chapters may be considered 
as thought experiments concerning a certain hypothesis. When the experiment 
results are positive, then the thought experiment renders our initial hypothesis (or 
a modified version of it) a plausible conjecture about the real world. Like material 
experiments, thought experiments may be conducted under different conditions. 
The rationale behind this is that this may help us see how plausible our initial con-
jecture is. Abstract models help us to check the logical coherence / consistency of 
certain hypotheses and the robustness of our models. Quasi-material experiments 
help us connect the model with the real world. If they support the hypothesis, we 
gain more confidence about its plausibility. Yet these models cannot go beyond 
alerting us to certain possibilities unless the suggested individual mechanisms are 
found to interact in the way the model suggests for particular cases.

Models as mediators

Finally, let us consider the implications of ‘exploration’ for our view of the rela-
tion between models and theories. The semantic view helps us see one important 
fact about models: a collection of models of the same phenomenon (e.g. emer-
gence of money) can be considered as supplying the resources for explaining sin-
gular cases if they form a more or less consistent body, that is, if the models that 
emphasise different explanatory factors are more or less complementary. But the 
semantic view holds that models and theories are related in a certain way: models 
describe possible abstract systems and theory is a collection of these models.

Our examination of the models of unintended social phenomena and their ex-
ploration suggests that the relation between models and theories may be more 
complex. Models may derive from existing theories, from observation, as well 
as from other models. For this reason, they may be characterised as somewhat 
independent objects, or tools that mediate between theory and the real world, and 
between models and other models.

A recent defence of the view that models are mediators is presented in Models 
as Mediators (Morgan and Morrison 1999). It argues that models may be seen 
as ‘autonomous agents’ that serve as ‘instruments of investigation’ (Morgan and 
Morrison 1999: 10). The main idea is that the construction of models is a complex 
matter and that models do not have a defined relationship with theory or data.46 
For example, by studying economic models, Boumans (1999) argues that these 
models use a rich pool of conceptual resources.

On one hand, model construction is a complex process and scientists use varie-
ties of resources to be able to reason about the phenomenon under question. On 
the other hand, models are usually partial and cannot alone account for particular 
cases. Explaining particular exemplifications of the explanandum phenomenon 
requires the use of other resources, such as other models of the same phenom-
enon or of similar phenomena. For this reason, abstract models should not be 
evaluated in isolation from the rest of the body of thought developed on a certain 
topic. Models serve different purposes. Some of them provide partial potential 
theoretical explanations, some others test other models, some help us conduct 
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experiments, some help us measure and some help us explore the implications of 
our thoughts. But if considered all together, distinct but related models of a certain 
phenomenon help us explain its particular exemplifications. As a collection, they 
form something like an incomplete theory, serving the conceptual resources to 
provide singular explanations. For example, Schelling’s model of residential seg-
regation, its reconsiderations, and the other models and explanations of segrega-
tion that emphasise organised action and economic factors may be considered 
as forming an incomplete, partial theory or a meta-model of segregation. This 
‘theory’ supplies the conceptual resources of a social scientist when confronted 
with particular cases. Similarly, Menger’s verbal model, its formal reconsidera-
tions and historical / anthropological accounts of money may be considered as 
forming an ‘incomplete theory’ of the emergence of money.

Considering models as mediators also helps us to understand the nature of 
models of unintended social phenomena and of many models in economics. 
Models constitute the toolbox of many economists and, hence, models that do 
not explain any particular case are useful: they prepare the base for explaining 
particular cases and alert us to certain types of mechanisms. Any economist will 
be familiar with the fact that most of the theoretical journals contain what seem 
to be extremely abstract models with little or no explanation of particular real-life 
situations. An economist will be able to publish a model which is a modification 
of another (known) model, if he or she can show that under such and such (differ-
ent) conditions such and such (different) results are obtained, or if he or she could 
prove that the same results hold under a wide variety of conditions. Many people, 
including philosophers, have criticised this practice. However, the fact that no 
particular singular explanation is provided cannot immediately be used against 
these models, because these models are usually parts of the preparation process 
prior to a singular explanation. Many of these models, as exemplified by models 
of unintended social phenomena, provide partial potential theoretical explana-
tions that alert us to certain ways in which the real world may be working. Such 
models are mediators between our theories, hypotheses and explanations. They 
are further explored to have a better understanding of the real world.

Concluding remarks

It has been argued in this chapter that models that characterise social phenomena 
as unintended consequences are based on ‘known’ individual mechanisms and 
that they explicate the way in which these mechanisms may interact in bringing 
about the social phenomenon under investigation. The novelty of good invisible-
hand explanations, such as Schelling’s, is to suggest a previously unrecognised 
aggregate mechanism by way of explicating the interactions of known individual 
mechanisms. Such explanations are appealing because we are familiar with the 
individual mechanisms and surprising for we did not think about a certain way in 
which they may interact in bringing about the explanandum phenomenon. To pre-
vent misunderstandings, it should be emphasised here that this does not imply that 
every such model is based on such ‘known’ mechanisms. It is entirely possible 
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that a model would suggest new mechanisms both at the individual and aggregate 
level. Yet if no evidence were provided, it would be hard to accept such a model. 
That is, it would be hard to establish the similarity between the model world and 
the real world.

By way of suggesting some of the possible ways in which certain individual 
mechanisms may interact, models of unintended social phenomena are important 
tools for getting a better picture of society. They may be abstract and ahistorical, 
but they should not be criticised merely for this reason, because what they suggest 
may be integrated into historical research and historical research may be enriched 
by way of searching for the existence of the possible mechanisms they entertain. 
Furthermore, even if their suggestions may prove wrong, by way of expanding 
our mental horizon they may facilitate further research and may lead to the dis-
covery of some other aspects of social phenomena.

Many models in economics (particularly models of unintended social conse-
quences) are not complete representations of a particular phenomenon; rather, 
they are incomplete, partial representations of types of phenomena. These rep-
resentations are necessarily ‘flawed’ in certain aspects. Because of these ‘flaws’, 
‘the process of model construction can be viewed as the progressive refinement of 
q-morphisms’ (Holland et al. 1989: 34) – where refinement does not always mean 
increasing realisticness. Models may be refined in terms of logical integrity, as 
well as representative power. Both help us in getting a better idea about the world. 
Representation is never done at once, but it is a continuous process. Economists 
explore their models to get a better picture of the model world, which in turn is 
expected to provide a better picture of the real world. Analogies, metaphors, rep-
resentation, isolation, speculation, construction, experimentation and exploration 
are all important aspects of these models. This implies that the relation between 
models and the real world is complex and for this reason we should always be 
alert to the ways in which these models are (may be) tested logically and empiri-
cally.

We have also seen that models are explored in different ways to get a better 
picture of reality. For this reason, models of similar phenomena cannot be evalu-
ated independently from each other. This is important because examining a model 
in isolation from other related models would give us a completely misleading 
picture of what is going on in economics. In the previous pages we have seen the 
relation between different models of emergence of money and segregation; the 
following chapter examines some of the game-theoretic models of coordination 
conventions in light of the arguments of this chapter.



8 Game theory and conventions

Introduction

Thus far, we have examined two prominent examples of explaining unintended 
social phenomena and several models that reconsider these explanations with the 
modern tools of economics. This final chapter examines game-theoretic models of 
conventions from the perspective set out in the previous chapters. Modern models 
of institutions are built with the help of a wide variety of tools and methods. Con-
ventional and evolutionary game theory, stochastic–dynamic games, agent-based 
computer simulations, computer tournaments and laboratory experiments are a 
few of the labels that come into mind when talking about these models. Hence, 
there is a rich variety of models that characterise institutions as unintended social 
phenomena. It would be beyond the limits of this book to examine this variety in 
detail. Hence, this chapter only focuses on the emergence of coordination conven-
tions and on the use of game theory in this literature. The rationale of this choice 
is that ‘coordination conventions’ more or less underlie what we have been talk-
ing about in this book. In particular, we have seen in Chapter 6 that emergence of 
money has been modelled as a coordination game among the market-dependent 
members of a direct exchange economy. In fact, it is generally argued that coor-
dination problems lie at the heart of many institutions and that many institutions 
can be considered as solutions to coordination problems.

David Lewis’s attempt ‘to render the notion of convention independent of any 
fact or fiction of convening’ (Quine, in Lewis 1969: xii) is a corner stone in the 
history of explaining the emergence of institutions as unintended consequences 
of human action. Many attempts had been previously made to show that institu-
tions might be considered as unintended consequences. Lewis combined these 
ideas, especially those of David Hume and Thomas Schelling, in order to present 
a convincing argument along these lines. He followed Schelling’s (1958: 208) 
suggestion that ‘the coordination game probably lies behind the stability of insti-
tutions and traditions’. His analysis of convention led to a research area known as 
‘economics of convention’. It is in this area that conventions are usually regarded 
as solutions to coordination problems.1 Yet for non-trivial cases, such as the co-
ordination problem represented by the money game (see Chapter 6), there are 
multiple solutions to a single coordination problem: the use of gold as a medium 



Game theory and conventions 147

of exchange solves the problem of double coincidence of wants, as does the use 
of silver. While authors such as Schelling and Lewis think that which of the two 
solutions is established as a convention depends on the particularities of the envi-
ronment, modern (evolutionary) game theory abstracts from these particularities. 
That is, in contrast to Schelling’s and Lewis’s ideas, research in this area has been 
predominantly unempirical. This has been one of the prominent lines of criticism 
directed at these models. Many authors, such as Sugden (1998a,b, 2001), have 
suggested that the study of convention should be empirical, in the sense that more 
attention should be paid to the particularities of existent institutions. We have 
seen similar disputes in previous chapters and here it is argued that the difference 
of opinions regarding the study of conventions can be resolved by interpreting 
game-theoretic models of conventions as fulfilling diverse tasks in the process of 
explaining the emergence of conventions. While some of these models provide 
partial potential explanations, others examine the conditions under which a cer-
tain outcome is plausible. In fact, different models of convention fit each other in 
a way that allow us to see them as providing a good framework for understanding 
the emergence of particular conventions and for empirical research concerning 
conventions.

The plan of the chapter is as follows: the first section introduces the idea that 
conventions are solutions to coordination problems and points out the importance 
of history and existing institutions in the explanation of the emergence of conven-
tions. The worry that abstract game-theoretical analysis may not explain the emer-
gence of conventions is also introduced here. The second section discusses the 
possibility of coordination in the model worlds created by game theorists. First, 
standard static games and problems such as ‘equilibrium selection’ and ‘justifying 
Nash equilibria’ are discussed. It is argued that static models cannot explain the 
emergence of coordination (and, hence, conventions), even in the model world. 
The best interpretation of these models is that they study the conditions under 
which coordination is possible. The examination of these conditions suggests that 
history and existing institutions are important in the process of the emergence 
of institutions. Second, the possibility of coordination in a dynamic setting is 
discussed; in particular, learning and models with boundedly rational agents are 
discussed. It is argued that learning models explicate some of the ways in which 
coordination may be brought about in the model world. Nevertheless, considera-
tion of these models fortifies the point that history and existing institutions are 
crucial for explaining the emergence of conventions in the real world. The third 
section discusses these issues in a general setting and presents a general evalua-
tion of models of coordination and coordination conventions. The fourth section 
concludes the chapter.

Coordination conventions

Let us say that we want to explain the emergence of the ‘rules of the road’ and to 
show how such a convention could emerge merely from the interactions of indi-
viduals who do not intend to bring it about. As we want to explain the emergence 
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of the convention, we should start from a situation where no such convention ex-
ists. If there are no such conventions, when two people approach each other from 
opposite directions, they have to make a choice. They may drive on the left, or 
they may drive on the right. It does not matter which side of the road they choose 
as far as the other person chooses the same side. This is the only thing that mat-
ters, because if they fail to coordinate they may confront hazardous situations. In 
the terminology of game theory this is a coordination game, as presented in Table 
8.1.

In the driving game, ‘Left’ and ‘Right’ are the possible options for players A 
and B. The letters, a and b, in the table represent the payoffs to their actions. If 
both player A and player B choose ‘Left’, they have positive payoffs. Similarly, if 
they both choose ‘Right’ they have positive payoffs. If they fail to coordinate, they 
do not have positive payoffs. For simplicity, henceforth, we will assume that b = 0. 
This table tells us that it is in their interest to coordinate. Let us suppose that they 
have to make their choices simultaneously without any communication. Addition-
ally, assume that individuals A and B are rational, that they both know the rules of 
the game, and that Table 8.1 presents all the information available to them. Given 
the payoff structure of the game, each player has an incentive to predict what the 
other will do. The question is, ‘how?’

The driving game is a sample coordination problem2 and, according to Lewis, 
if a population of agents expects each other to choose a certain action all the time, 
we may talk about the existence of a driving convention. More properly,

A regularity R in the behaviour of members of a population P when they are 
agents in a recurrent situation S is a convention if and only if it is true that, 
and it is common knowledge in P that, in any instance of S among mem-
bers of P, (i) everyone conforms to R; (ii) everyone expects everyone else 
to conform to R; (iii) everyone prefers to conform to R on condition that the 
others do, since S is a coordination problem and uniform conformity to R is 
a coordination equilibrium in S.

(Lewis 1969: 58)

That is, if in a society everyone drives on the right; expects everyone else to 
drive on the right; and prefers to drive on the right on condition that the others 
do, then we may say that the driving convention in this society is driving on the 
right-hand side of the road. Briefly, in the driving game, both (right, right) and 

Table 8.1 The driving game

Player B

Left Right
Player A Left a, a b, b

Right b, b a, a

Note
a > 0 and b = 0
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(left, left) are candidates for becoming a driving convention. Basically, (right, 
right) and (left, left) are Nash equilibria of this game, or coordination equilibria, 
in Lewis’s terms.3 An important aspect of this coordination game is that there is 
no guarantee that the agents will be successful in reaching one of the equilibria 
(Lewis 1969: 24). In order to explain how conventions emerge, one has to show 
that coordination is possible and how concordant mutual expectations arise.

Now let us consider the case of two players in order to focus our attention on 
this point. If two drivers are driving in the middle of the road and have no other 
information than what is available from the above game-theoretic presentation, 
they will actually have no way to tell rationally what the other will do. In the 
terminology of game theory, the two equilibrium points (left-left and right-right), 
which represent the alternative conventions, are formally indistinguishable and 
the problem facing the players is known as an equilibrium selection problem. Yet 
standard game theory suggests that there is also a mixed-strategy equilibrium. In 
a mixed-strategy equilibrium players randomise their choices according to the 
payoffs attached to the alternatives. Since the payoffs in this game are symmetric, 
the mixed-strategy equilibrium of the game consists of the situation where agents 
choose one of the two alternatives with equal probability (50 per cent, 50 per 
cent). However, such an equilibrium could not form the basis of a convention. To 
see this, consider the case for many players: there is no guarantee for success even 
if all agents mutually expect the others to use a mixed strategy.4 When everybody 
uses mixed strategies no-one would expect others to conform to a certain pure 
strategy equilibrium all the time. Agents who continuously use mixed strategies 
cannot bring about a driving convention.

Moreover, it has been suggested that instead of playing mixed strategies, 
agents would search for clues for successful coordination. For example, Schelling 
(1960) argues that existing conventions, norms, personal history, imagination and 
analogy help individuals to single out one of the many equilibria and help them 
solve novel coordination problems. Lewis expresses the same idea by arguing that 
salience and precedence are two important means of creating concordant mutual 
expectations (see Appendix IV.1 for some examples). In the language of game 
theory, the equilibrium that stands out among others as a salient option is called a 
‘focal-point equilibrium’. Schelling (1960) reported a series of informal experi-
ments (see Appendix IV.2) where real individuals were much more successful in 
coordination than their model counterparts. Lewis and Schelling’s intuition and 
informal experiments have been confirmed by formal experiments (e.g. Mehta et 
al. 1992, 1994a,b) that revealed that (‘boundedly rational’) real individuals were 
much more successful in solving coordination problems than their (hyper)rational 
model theoretic counterparts. This suggests that real individuals who are con-
fronted with the driving game base their expectations about others on the particu-
larities of their environment and on history; rather than using mixed strategies.

In general, experiments point out a gap between the ‘predictions’ of standard 
game theory and the actual behaviour of individuals, a gap that has been con-
firmed by a number of other experiments concerning some other games, such as 
the ultimatum game (e.g. Güth et al. 1982; Henrich et al. 2001, 2005; see Ap-
pendix IV.3).5 In sum, it is suggested that in these games real individuals were not 
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doing what the theory predicted them to do and that history, cultural and personal 
traits, experience and analogies with previous situations are relevant for explain-
ing how real individuals behave and how institutions emerge. If this is true then 
there appears to be an important disparity between the model worlds created by 
game theorists and the world in which real individuals live.

These experiments support those authors (e.g. Sugden 1998a,b, 2001) who de-
mand that explanations of the emergence of institutions should be more empirical. 
Of course, the idea that ‘institutions and history matter’ is neither new nor surpris-
ing. Many institutional economists have demonstrated (e.g. North 1990, Greif 
1998) that they do.6 What is surprising may be that many economists and game 
theorists are convinced that institution-free and history-independent models, such 
as the driving game, may provide insights about socio-economic phenomena, de-
spite the existence of intense criticism and evidence on the contrary. If so many 
economists are confident that these abstract, ahistorical models have something to 
contribute, one is tempted to give them the benefit of doubt. It may be that there 
is some serious misunderstanding between economists who use abstract models 
and their critics. In order to investigate whether there is such a puzzle, we need 
to attend to some of the difficulties presented by equilibrium selection and game 
theory in general.

Coordination in the world of models

The driving game presented in Table 8.1 is a one-shot game. It may be considered 
as a representation of the state of affairs when two individuals face the aforemen-
tioned coordination problem for the first time. Moreover, it serves as a representa-
tion of the possible outcomes they may reach after making their choices. As we 
have mentioned, two pure strategy equilibria, (left, left) and (right, right), are 
considered as states where individuals have no intention to deviate, that is, change 
their strategies. Moreover, if many individuals are involved, these equilibrium 
points represent alternative conventions. In order to explain the emergence of 
conventions, or how individuals coordinate, one has to explain how concordant 
mutual expectations emerge.

For a certain equilibrium (e.g. left, left) to get established and maintained, 
agents need to ‘know’ what the others will be doing. In other words, every indi-
vidual should know that every other has a good reason to play a certain strategy 
(e.g. left) and that this is common knowledge:7

So if a convention, in particular, holds as an item of common knowledge, 
then to belong to the population in which that convention holds – to be party 
to it – is to know, in some sense, that it holds. If a regularity R is a convention 
in population P, then it must be true, and common knowledge in P, that R 
satisfies the defining conditions for a convention. If it is common knowledge 
that R satisfies them, then everyone in P has a reason to believe that it is 
true, and common knowledge in P, that R satisfies them; which is to say that 
everyone in P must have a reason to believe that R is a convention.

(Lewis 1969: 61)
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We have argued that given that the Nash equilibria of the driving game are 
formally indistinguishable from each other, it is not possible to explain how indi-
viduals would rationally succeed in reaching one of them unless they succeed by 
chance using mixed strategies. Moreover, the reasoning behind the use of a mixed 
strategy does not allow us to argue that if an equilibrium point is reached it may 
be maintained if the game is repeated. That is, if individuals have no clue about 
what to expect from the other player and do not update their expectations with the 
information they have acquired in previous plays, we cannot explain how they 
may expect others to play a certain pure equilibrium strategy. Hence, we cannot 
explain how concordant mutual expectations are established.8

The problem of explaining why individuals play a certain equilibrium strategy 
is based on a deeper problem in game theory: it is commonly argued that Nash 
equilibrium does not follow from the assumption of rationality of the players, 
but it is a consequence of the additional assumptions imposed on the players. It 
is more generally argued that the notion of Nash equilibrium is based on the as-
sumption that players are able to anticipate others’ actions (Bernheim 1984).9

Aumann argues:

Nash equilibrium does make sense if one starts by assuming that, for some 
specified reason, each player knows which strategies the other players are 
using.

(Aumann 1987: 2)

Justifying Nash equilibrium, or explaining how it gets established, has been an 
important problem for game theorists that has led to the literature known as the 
refinements literature. Although this problem is usually considered as being dis-
tinct from that of equilibrium selection, it is closely related (Harsanyi and Selten 
1988; Samuelson 1998).10 Both questions are relevant if we wish to explain the 
emergence of conventions. In the refinements literature, many suggestions have 
been made on how to render an equilibrium rational without relying on the as-
sumption of common knowledge. The orthodox justifications11 (which are based 
on static games) fail to explain how and why individuals would play certain equi-
librium strategies (Colman and Bacharach 1997; Crawford 1997: 210–211; Kan-
dori, Mailath and Rob 1993: 29; Janssen 1998a: 12). For example, Aumann and 
Brandenburger (1995) and Brandenburger (1992) assume that individuals have 
coordinated expectations,12 yet, as Janssen (1998a: 9) argues, the justification of 
the Nash equilibrium in this context requires an explanation of how individuals 
acquire coordinated expectations. In fact, in order to justify Nash equilibrium in 
the context of a game one has to make assumptions about agents’ expectations or 
knowledge about others and every such assumption would be in need of further 
explanation.

Generally, the problem of justifying the Nash equilibrium and explaining why 
and how agents would choose a salient strategy are similar problems. In order to 
justify the Nash equilibrium one has to explain, in a sensible manner, why agent 
I would expect agent II to choose the Nash strategy, and expect agent II to expect 
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himself (agent I) to expect agent II to play the Nash strategy, and so on. In order 
to explain why a salient strategy is chosen one has to explain why agent I would 
expect agent II to choose the salient strategy, and expect agent II to expect himself 
(agent I) to expect agent II to play the salient strategy, and so on. For example, 
if two game theorists play a game with a unique Nash equilibrium, they would 
consider the Nash equilibrium as a salient option because they would mutually 
expect the other to play his part in the Nash solution, given that they know that 
their co-player is a game theorist as well.13 This is because ‘the salience of any 
particular mode of behaviour depends critically upon whether that salience is uni-
versally recognised’ (Bernheim 1984: 1010). Yet if two individuals who do not 
have knowledge of game theory play the same game, we would have no good rea-
son to believe that they would play their Nash strategies. Neither the emergence 
of the Nash outcome nor the selection of a salient equilibrium among multiple 
equilibria can be explained without explaining how agents come to believe that 
the others will behave in a particular way. A satisfactory explanation of how a 
certain Nash equilibrium gets established seems to require a model of learning or 
of how agents form and update their expectations. Particularly, one has to explain 
why agents would consider a certain equilibrium as being focal or salient.

Focal points

Schelling’s (1960) focal point argument and Lewis’s concept of salience has been 
interpreted by game theorists in different ways. Game theorists have tried to in-
tegrate the idea that individuals may be successful in coordination games if a 
certain strategy stands out as an obvious option into the formal structure of the 
game. Two well-known standard examples of this approach are the arguments 
from Pareto dominance and risk dominance (see Appendix IV.4). It has been ar-
gued that if one of the Nash equilibria, Pareto, dominates others then one may 
argue that agents might use this as a coordination device (Harsanyi and Selten 
1988).14 That is, Pareto-dominant equilibrium may be considered as a focal-point 
equilibrium. Yet, in some games Pareto-dominant equilibrium is not always an 
obvious solution. For example, in the stag hunt game (see Appendix IV.4) agents 
may perceive the Pareto-dominant equilibrium as a risky option and try to play 
their parts for the risk-dominant equilibrium (Carlsson and van Damme 1993ab15, 
cf. Harsanyi and Selten 1988). Nevertheless, unless agents are assumed to know 
how the other player thinks, neither Pareto dominance nor risk dominance seems 
to be a compelling argument for equilibrium selection.16

Another line of research in the line of justifying or rationalising focal points 
focuses on the attributes of the different alternatives that are present in the game 
set-up.17 For example, suppose that you are a participant of a select-a-ball experi-
ment. You and your co-player are located in different rooms and you are asked 
to choose one ball among three balls. Two of the balls are red, one is green, and 
the red balls are indistinguishable. If you are able to coordinate on the same ball 
you will get fifty euros, if not you get nothing.18 It is argued that since individuals 
cannot discriminate between the red balls (principle of insufficient reason) they 
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should choose the green ball (see Bacharach 1991; Janssen 1998a: 15, 2001a,b). 
This approach tells us that individuals may rationally play their part in a focal-
point equilibrium, given that there is a unique strategy which is Pareto optimal and 
that the individuals are able to cluster the indistinguishable alternatives together 
(principle of coordination).19

There were some attempts to study the importance of labelling and framing in 
coordination games. Sugden (1995) distinguishes between the strategic structure 
of the game and the way in which the game is described or labelled for players. 
The result is that the particular way in which the game is described (or perceived) 
influences the outcome of a coordination game. Yet he assumes that the labelling 
procedure is common knowledge among the agents and it remains to be explained 
how the labelling procedure becomes common knowledge.20 Bacharach and Ber-
nasconi (1997), on the other hand, try to formalise the different ways in which 
strategies may be framed. They generalise Bacharach’s (1991) idea that players’ 
options are acts under descriptions and they are distinguished by the concepts 
the players use to specify them. This model permits to conceptualise the pos-
sible differences in agents’ perceptions and for this reason it is a step further in 
understanding how these differences may influence the outcome of a coordination 
game. Like Janssen (2001b), this model focuses on the attributes of the alternative 
strategies and how players of the game perceive these attributes. Yet, unfortu-
nately, the model is only able to ‘predict’ the outcome of simple coordination 
games (see Appendix IV.5).

Formal models of focal points commonly focus on whether one may explain the 
selection of the focal-point equilibrium without assuming common knowledge, or 
common history. In these models, the modeller predetermines the salient or focal 
option. For example, in the select-a-ball game a ‘focal’ alternative, green, was em-
bedded in the game set-up.21 What remains to be explicated in this context is the 
conditions under which rational individuals would choose the focal alternative. 
These conditions are expressed as principles, such as the principles of insufficient 
reason, coordination, rarity preference, etc. Although formal approaches to focal 
points justify the intuitive idea that rational individuals would choose the green 
object (the odd one) in the three ball version of the select-a-ball game, they do 
not help us solve the equilibrium selection problem presented by games with two 
Pareto non-comparable Nash equilibria, such as the driving game in Table 8.1.

Consider a version of the select-a-ball game where there are only two balls: 
one red and one green. In this game, there is no unique strategy that is Pareto op-
timal. For this reason, the alternative strategies remain formally indistinguishable 
from the point of view of the models examined above. Yet remember Schelling’s 
argument that real individuals are more successful in coordination than the model 
theoretic agents in games. Then, according to him, connotations of green and 
red, as well as culture, history and experience of the players might influence the 
way in which this coordination problem would be solved in the real world. For 
example, given the existing conventions concerning the colours on warning tags 
and traffic symbols, if both agents think that the colour ‘red’ is more prominent 
than ‘green’ and expect the other to do the same they might be able to coordinate 
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by selecting the red ball.22 That is, the existing conventions might influence the 
way individuals play this game. (A similar argument is developed for Bacharach 
and Bernasconi’s model in Appendix IV.5.)

In sum, static models (discussed above) study the conditions under which co-
ordination may be possible, rather than focusing on the mechanisms of coordina-
tion. This is closely related with our distinction between the end-state and process 
interpretations of the invisible hand (see Chapter 5). Standard game theory, refine-
ments and models of focal points introduce the conditions under which a certain 
equilibrium is plausible, but the emergence of conventions remains unexplained.23 
We learn from these models that successful coordination is a plausible outcome 
of a coordination game if conditions such as ‘common knowledge’, ‘correlated 
expectations’, or ‘shared frames’ hold. Successful coordination is compatible with 
rationality only under these conditions. If we believe that individuals have a ten-
dency to behave rationally ceteris paribus we should take these results seriously. 
This framework implies that explaining the emergence of a particular convention 
requires the introduction of further factors (e.g. existing conventions, history, etc.) 
because the structure of the game does not necessarily tell us how such an equilib-
rium may be reached. Bernheim makes a similar point:

The economist’s predilection for equilibria frequently arises from the belief 
that some underlying dynamic process (often suppressed in formal models) 
moves a system to a point from which it moves no further. However, where 
there are no equilibrating forces, equilibrium in this sense is not a relevant 
concept. Since each strategic choice is resolved for all time at a specific point 
during the play of a game, the game itself provides no dynamic for equilibra-
tion.

(Bernheim 1984: 1008)24

As a model of conventions, the driving game in Table 8.1 does not explain how 
conventions may emerge, but merely provides a framework for analysing some 
of the properties of conventions. The explanation of the emergence of convention 
appears to require that we bring in more ingredients to this model and consider the 
process of emergence of conventions. The next section discusses whether ‘learn-
ing’ may explain the possibility of coordination.25

Rationality and learning

The driving game presented in Table 8.1 is a one-shot game. It may be considered 
as a representation of the state of affairs when two (‘clueless’) individuals face 
the aforementioned coordination problem for the first time. A two-player one-shot 
game cannot be a good model of the emergence of driving conventions. At most, 
it describes the relevant coordination problem for two individuals, but not how it 
is solved. Coordination of two drivers is not enough to create a convention: for a 
convention to exist there should be many drivers who are coordinating on one of 
the equilibrium points and who are expecting the others to do the same. Hence, 
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the relevant game-theoretic concept here would be a multi-player repeated game, 
for example, where n individuals repeatedly meet in pairs and play the one-shot 
driving game in Table 8.1 (which is called the ‘stage game’ in this context). How-
ever, even if we present the game in this form, standard (non-evolutionary) game 
theory is not very helpful in explaining the emergence of conventions, or in show-
ing how one of the two possible equilibrium points is reached. The perfectly ra-
tional model players who are able to reason about all possibilities in the repeated 
game would fail to bring about a convention for they would have no clue about 
what exactly to expect from others given the structure of the game (also see Bern-
heim 1984: 1008–1009). Obviously, random play (e.g. playing a mixed strategy) 
of all agents would not bring about a convention. Moreover, even if all (or most 
of) the agents would be able to coordinate on one of the equilibria by chance, this 
equilibrium would not be stable and would not constitute a convention. That is, 
unless agents update their expectations or learn to play in a certain way as they re-
peatedly play the game, we cannot explain how a certain equilibrium point would 
be self-supporting.

Given the concepts of salience, precedence and focal points, explanation of 
individuals’ success in coordination and emergence of conventions necessitates 
the study of learning in coordination games. The mechanisms of imitation, rein-
forcement and best reply dynamics have been employed in various forms to study 
the consequences of individual learning behaviour in coordination games.26 There 
is a large number of models that use different assumptions concerning how indi-
viduals learn in repeated games. It is not necessary to give a full account of this 
literature here.27 It will suffice to examine some of the important ideas in order to 
give a flavour of the models that focus on learning and evolution in the context of 
a coordination problem.

Standard justifications of the Nash solution concept and solutions to the equi-
librium selection problem fail to explicate why rational individuals would play 
their part in the Nash equilibrium or choose a certain Nash equilibrium among 
many. Assuming ‘common knowledge’, ‘correlated expectations’ or ‘shared 
frames’ does not help us explain how real-world agents are able to coordinate, 
and individual dynamics of coordination have to be examined to explain the emer-
gence of conventions as unintended consequences of human action. An important 
question is whether rational individuals who learn from experience might arrive at 
a coordination equilibrium. Or whether we could explain the emergence of a con-
vention without restricting individuals’ expectations and learning behaviour with 
a certain form of common knowledge assumption. Goyal and Janssen (1996), who 
study similar questions, argue that rationality alone does not suffice to explain 
coordination even if individuals are able to learn.28 The idea behind this argument 
is the following: in order to ensure coordination in the next period, every agent 
has to take into account the previous plays of other players. However, since every 
player knows that the other players are using the information gathered in previous 
plays to form their expectations for the next period, in order to ensure coordina-
tion every player has to know how the others are forming their expectations. The 
problem is that the outcome of the previous encounters does not restrict the type 
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of hypotheses they might entertain about each other. In other words, as Goyal 
and Janssen argue, at any point in time one may entertain an infinite number of 
hypotheses about others, which are consistent with their information. Thus, unless 
the modeller restricts the number of these hypotheses, rationality does not ensure 
that players learn how to coordinate.

Crawford and Haller (1990) and Kalai and Lehrer (1993a,b), on the other hand, 
argue that rational individuals can learn to coordinate. While Crawford and Haller 
assume that there are optimal rules for learning, Kalai and Lehrer put certain re-
strictions on individuals’ prior beliefs. Yet these assumptions (restrictions) imply 
that rationality alone cannot ensure coordination. More specifically, Goyal and 
Janssen (1996) argue that even if there may be optimal rules for learning how to 
coordinate, these rules are not unique. That is, if agents’ learning behaviour is not 
coordinated at the outset they might not be able to coordinate. Similarly, Kalai 
and Lehrer’s model indicate that agents’ prior beliefs have to be coordinated to 
ensure their success in coordination. Both models imply that pre-existent conven-
tions are necessary for individuals’ success in coordination. Goyal and Janssen’s 
argument is consistent with our interpretation of the literature on refinements and 
focal points: in the model world, coordination is only possible (i.e. individuals 
might be able to learn to coordinate) if conditions such as common knowledge, 
shared background or correlated expectations hold. Again, from the perspective 
of explaining real world coordination problems, this means that the knowledge of 
pre-existing conventions is necessary to explain how coordination is achieved.

Note that Goyal and Janssen’s argument supports Lewis, Schelling and others 
who argue that explanation of the emergence of conventions is an empirical mat-
ter. Yet one may still argue that models of learning point at certain dynamics in the 
explanation of successful coordination. Schotter’s model (see Chapter 6) shows 
that under some conditions simple learning might bring about conventions. Craw-
ford and Haller’s model indicates that if we can ensure that individuals are using 
a certain type of learning rule they may be able to coordinate. Kalai and Lehrer’s 
model can be interpreted as saying that agents drawn from a population with 
shared conventions may learn to coordinate and bring about conventions. That is, 
a learning mechanism may bring about conventions under certain conditions. Of 
course, this alone does not explain the emergence of any particular convention. 
These models suggest certain possibilities.

Nevertheless, many argue that rationality is not a good criterion either. It is 
argued that if we want to understand how real individuals achieve coordination 
we should consider more realistic models of real individuals (e.g. Marimon 1997: 
278–282; Young 1998). A typical model that follows this suggestion has been 
examined in Chapter 6. Let us return to the driving game in order to recall the 
results of models with bounded rationality.

Bounded rationality and learning

In Chapter 6 we examined Young’s (1998) model of emergence of money that 
assumes bounded rationality. In brief, his model involves a dynamic known as 
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fictitious play,29 in which each player constructs a simple statistical model of what 
the other people are doing based on fragmentary information on what they did 
in the past. The idea is roughly as follows: each player observes the actions that 
the others have chosen up to a given time t. Then player i computes the observed 
frequency distribution for his sample size and chooses a best reply to this distribu-
tion. The outcome of this process is that after some time individuals coordinate 
on either (left, left) or (right, right). Both of these equilibrium pairs may be con-
sidered as conventions because when individuals reach a state where everyone 
chooses the same strategy, their best reply to this state of affairs would be to 
continue playing the same strategy. The model also says that the outcome of this 
process depends on its initial states, that is, it is non-ergodic. Similar results ap-
ply if one of the equilibrium pairs Pareto-dominates the other; for example, when 
driving on the right yields a higher payoff than driving on the left.30

The above model says that it is possible in this set-up that one of the alterna-
tive conventions emerges. Yet real individuals make mistakes and this may be 
incorporated into this model by introducing small persistent stochastic shocks. 
These shocks represent the ‘mistakes’ of the players and / or other reasons they 
may choose an action other than the one indicated by the history of play. In our 
case we may simply assume that every player chooses his best reply strategy 
with a high probability (1 – ε) and with probability ε she chooses another strat-
egy (Young 1998). Foster and Young (1990) argue that when there are shocks of 
this sort the dynamic system spends most of its time in certain (Nash) equilibria 
than in others. They have called such an equilibrium a stochastically stable equi-
librium.31 The introduction of persistent stochastic shocks changes the results of 
the model.32 Because of the mistakes (or mutations, if you wish), now there is a 
positive probability that the system might move from one Nash equilibrium to the 
other. That is, conventions emerge but they do not stay forever. In the long run, 
the ‘society’ occasionally switches between alternative conventions. When both 
conventions are equally desirable, the model cannot tell which of the two conven-
tions will emerge. However, if one of the conventions is better than the other, then 
the system spends most of its time in the Pareto-optimal equilibrium (which is 
also risk dominant). That is, in this model mistakes ensure that the better conven-
tion is followed most of the time. In cases where the Pareto-optimal equilibrium is 
not also the risk-dominant equilibrium (as in the stag-hunt game), risk-dominant 
equilibrium is the stochastically stable outcome (Foster and Young 1990; Kandori, 
Mailath and Rob 1993; Young 1993a). Hence, the model solves the equilibrium 
selection problem and the risk-dominant equilibrium gets selected.

Ellison (1993) points out an important issue concerning these models. It is 
argued that the model converges to the risk-dominant equilibrium in the long run. 
But how long is the long run? If we assume for a moment that the assumptions 
of the model hold for a particular society in the real world, could we expect to 
observe the emergence of a convention in a reasonable period of time? Ellison 
examines the nature of convergence and argues that if individuals interact locally 
(i.e. if individuals mostly interact with their neighbours) then the dynamics intro-
duced by the above model may be plausible for large populations.33 In brief, the 
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final result of these models is that boundedly rational agents who interact locally 
might bring about conventions.34

Yet it seems to be somewhat puzzling that while rational individuals could not 
learn to coordinate, myopic individuals can. In fact, bounded rationality assump-
tion is a way of constraining individual behaviour. When individuals are myopic 
and base their decisions on fragmentary information one may dispense with the 
common knowledge assumption in a dynamic setting. Yet even if individuals are 
not fully rational they need to form expectations about others. Indeed, they are 
implicitly assumed to expect others to continue doing what they did in the past. 
Moreover, they are assumed to form their expectations in a certain manner, for 
example by constructing a simple statistical model of what the other people are 
doing based on fragmentary information. When considered from the perspective 
of the real world, these assumptions are in need of further explanation. One has to 
justify in one way or the other that this is a plausible assumption about individual 
behaviour. Briefly, while these models dispense with the common knowledge as-
sumption they constrain individual behaviour in another way. It should also be 
noted that there is no guarantee that real individuals would conceive the problem 
situation as described in the model. They may consider alternative strategies or 
entertain different hypotheses about other individuals’ future behaviour. Thus, 
assuming bounded rationality does not help us avoid the questions concerning 
existing institutions and conventions. Or in other words, assumptions concerning 
learning behaviour are problematic in a similar manner to assumptions concern-
ing common knowledge. In the latter one has to explain how common knowledge 
(or common priors, correlated expectations) is acquired, in the former one has to 
explain why individuals form their expectations in that particular manner. Yet a 
single model cannot explain everything at the same time. Learning models study 
how concordant mutual expectations may emerge and for this reason they fare 
better than static models with respect to explicating the mechanisms that may 
bring about conventions.

One may also ask whether the agents in these models learn anything at all. For 
example, Fudenberg and Levine (1998: 143) argue that agents in these models 
have information about the current state and this is the only thing they care about. 
They respond to this information, yet they do not learn anything about others at all. 
Fudenberg and Levine suggest that the assumptions concerning the agents’ learn-
ing behaviour can be viewed as an approximation to a model where individuals 
are less perfectly informed. More properly, these models ask what would happen 
if individuals respond to fragmentary information concerning the history of play. 
Note that these models define an individual mechanism that may be called a best 
reply mechanism, or a fictitious play mechanism, and show that their interaction 
may bring about conventions. The interaction of the individual level mechanisms 
forms an aggregate level mechanism that may be called the mechanisms of the 
accumulation of the precedent. Thus, these models explicate how ‘precedence’ 
may help individuals solve coordination problems. Although precedents may ac-
cumulate in different ways in the real world, these models suggest a particular 
way in which they may relate to individual mechanisms.
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Interpretation

This section discusses various implications of our discussion of game-theoretic 
models of coordination and convention in light of the arguments developed in 
the previous chapters of this book. It should be noted here that game theory poses 
many difficult philosophical and methodological questions. Concepts such as ‘ra-
tionality’ and ‘utility’ are especially prone to deep philosophical criticism. This 
section merely aims at discussing the nature of the explanations provided by mod-
els of coordination and convention. The philosophical discussion of ‘rationality’ 
and ‘utility’ are beyond the limits of this book.

End-state models

In previous sections we have examined the possibility of coordination in the mod-
el world. We have learned that coordination is possible in the model world but 
only under specific assumptions concerning common knowledge and rationality. 
The necessity of such assumptions may be interpreted in two ways. On one hand, 
one may argue that game theory cannot explain how a certain Nash equilibrium 
emerges out of a coordination game and hence dismiss such models. On the other 
hand, one may argue that the necessity of these assumptions implies something 
about the real world: rationality alone is not sufficient for successful coordina-
tion; other conditions need to be satisfied. The former interpretation is based on 
a correct observation. It is true that these models do not explain how successful 
coordination emerges. Yet it does not follow from this that these models should 
be dismissed. Our discussion of models and explanation suggests that it is not 
the task of these models to explain how and why coordination and conventions 
emerge. Rather, static models of coordination are partial models; they do not take 
into account every relevant aspect of coordination. They study whether successful 
coordination is consistent with rationality and if so, under what conditions. Thus, 
they should not be considered as ready explanations of particular real-world cas-
es. This would be expecting more than these models could offer. They tell us what 
is possible under certain conditions and suggest further lines of research for the 
development of general models of coordination and emergence of conventions. 
They bring forth the idea that rationality alone is not sufficient for successful 
coordination and that other conditions have to be satisfied.35 It is then argued here 
that static games should be considered as partial models that test the plausibility 
of certain hypotheses in the abstract. They should not be expected to provide an 
explanation of why and how successful coordination and conventions emerge. 
These models are end-state models (see Chapter 5) and their role should not be 
overestimated.36

Process models

The models that study the process of emergence of coordination and conven-
tions (e.g. Young 1998) are more concerned with explicating the mechanisms 
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that may bring about coordination and conventions. These models capture certain 
tendencies concerning individual behaviour in isolation: for example, we know 
that some people imitate others, or individuals take their decisions based on frag-
mentary information concerning their environment. These models study these 
‘known’ tendencies in isolation from other factors to see whether these tenden-
cies, or individual mechanisms, bring about coordination in the world of models. 
They demonstrate that the interaction of such individual mechanisms may bring 
about coordination and conventions, and that it might be possible in the real world 
that such mechanisms may be working behind the development of conventions. 
Nevertheless, they provide partial potential theoretical explanations. They do not 
provide ready-made explanations for particular cases; rather, they alert us to the 
idea that mechanisms, such as learning and imitation, may be used to explain 
particular cases.

Conventions as unintended consequences

These models study whether conventions could be unintended consequences of 
human action and argue that they might be. This does not amount to holding 
that this is the only way conventions may arise. Researchers in this particular 
field are in fact commonly conscious of the fact that conventions may also be 
brought about intentionally. Lewis notes three means of producing concordant 
mutual expectations: agreement, salience and precedence.37 Neither Lewis nor 
other game theorists deny that conventions may be brought about by agreement 
and that they might be intended. Nevertheless, they put this possibility aside and 
examine whether they may also be brought about as unintended consequences. 
For example, Young argues:

We have shown how aggregate patterns of behaviour at the societal level can 
emerge from many decentralized decisions at the individual level. Of course, 
it would be absurd to claim that this is the only way in which such patterns 
arise.

(Young 2001: 150–151)

These remarks are well in line with the interpretation that these models are 
partial. Partiality of these models suggests that the explanation of particular cases 
might require taking into account the mechanisms of learning and imitation, 
and explicit agreement together. Although these models rule out the possibility 
that conventions might be partially or fully intended, this does not imply that 
conventions cannot be intended. Rather, they suggest that the mechanism they 
postulate might be playing an important role in the process of the emergence of 
conventions. In particular cases, one or more of the postulated mechanisms may 
be working separately or in combination. Moreover, the suggested mechanisms 
(e.g. learning) might be important even though a particular convention has been 
imposed by agreement.
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Necessity of empirical research

It has been suggested throughout this chapter that existing institutions and history 
are relevant if we want to explain the emergence of particular conventions. The 
same idea can also be expressed in a more general way: in Menger’s terms, these 
models provide an exact understanding of coordination and convention. As we 
have noted in Chapter 3, such an exact understanding concerns only a small part 
of the real world in isolation from all other (possibly relevant) influences. Since 
these models are concerned merely with a ‘special side of phenomena of human 
activity’, other models focusing on other aspects of the real world as well as em-
pirical research are needed in order to get a better understanding of how individu-
als coordinate their activities and how conventions emerge.

Remember that in the beginning of this chapter we noted an important criti-
cism concerning game-theoretic models of conventions. These models are criti-
cised because they are ahistorical and too abstract. It is not suggested here that 
this criticism is without foundation; rather, it is argued that this criticism should 
be re-evaluated. It is one of the arguments of this chapter that explanation of 
particular cases necessitates empirical research – that is, empirical research is 
needed for explaining particular cases. One has to bring in the relevant historical 
factors and the peculiarities of the specific environment under study in order to 
explain why one particular convention rather than another is established at a par-
ticular place and time. Yet this does not imply that general models of coordination 
and convention should be given up. These general models portray the possible 
outcomes of individual interaction and explicate the ways in which they might be 
brought about in the real world. They are useful for empirical research exactly for 
this reason. Note that the formal framework of game theory allows scientists to 
study individual behaviour in specific settings and to learn more about individual 
behaviour. From this perspective, although standard game theory cannot explain 
the mechanisms that bring about coordination, it played (and still plays) an im-
portant role in the process of understanding how individuals may coordinate and 
bring about conventions. Process models, on the other hand, indicate further lines 
of empirical research. Since they suggest that specific types of learning behaviour 
may be important in the process of emergence of conventions, further experi-
ments concerning the learning behaviour of individuals are necessary.38 To sum 
up, the suggestion here is that the formal apparatus of game theory should not be 
expected to provide full explanations of particular real-world cases. While such 
partial models and explanations necessitate empirical research, empirical research 
is also in need of a general guiding framework.39

A framework for understanding coordination

We may further argue that different models of coordination (e.g. with different 
assumptions concerning individual rationality and learning) can be considered as 
providing an understanding of the different aspects of coordination and conven-
tion in the model world. Hence, the totality of these models can be considered as 
providing a general, albeit incomplete, framework for empirical research and for 
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explanations of particular cases. Individual models study what is possible under 
different conditions. While one model studies whether rational individuals who 
adopt a simple learning rule may bring about conventions, another model studies 
this problem with boundedly rational individuals. Some models use uniform in-
teraction where everyone has an equal chance of interacting with every other, an-
other model studies the same dynamics when individuals are more likely to inter-
act with their neighbours. In some models there is no place for mistakes, in others 
individual mistakes are formulated in different ways. Thus, different models study 
different parts of the real world and they make more sense if they are considered 
together. The collection of different models of conventions can be considered as 
forming a general, albeit incomplete, model or theory of conventions. Hence, the 
collection of these models can be considered as a general framework within which 
particular cases may be examined.

Interpretation of game theory

Our discussion of game-theoretic models of coordination and convention also has 
implications concerning the interpretation of game-theoretic models in general. 
These implications are discussed in what follows. Yet it should be noted that this 
is a preliminary discussion, only meant to suggest other research questions con-
cerning game theory. An examination of other research areas that utilise the tools 
of game theory, as well as concepts such as utility and payoffs, is needed in order 
to develop a good interpretation of game theory. Since this is not one of the tasks 
of this book, we will only suggest what appears to be the most plausible interpre-
tation, given our discussion in the previous chapters.

The classical interpretation of game theory is that games should represent the 
physical and institutional rules of the game in the real world. Yet we have seen 
in the previous pages that models of conventions and coordination do not reflect 
the physical and institutional rules in the real world, rather the rules of the game 
are usually the invention of the theorist. That is, these models do not provide a 
description of the environment within which a particular convention has emerged; 
rather, they abstract from such factors.40 An alternative interpretation is that ‘to 
make sense a game should present the way in which individuals (players of the 
game) conceive the situation’ (Rubinstein 1991). Of course, game-theoretic mod-
els portray the way in which model agents perceive the hypothetical scenario 
described by the theorist. Yet they do not represent the way in which real indi-
viduals perceive the problem situation in the real world. Rather, most of them 
represent the way in which (hyper or boundedly) rational agents may perceive the 
conjectured situation. Moreover, most of evolutionary game theory (e.g. replica-
tor dynamics) portrays individual agents as pre-programmed machines. Hence, 
the perceptions of real agents have no role in these models. Generally, the theorist 
presumes that agents would perceive the situation in a certain manner and then 
examine the results of this presumption. For example, in the money game we have 
seen that the theorist assumes that there are two types of commodities that agents 
consider as candidates for a medium of exchange. Real individuals, of course, do 
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not know the ‘candidate’ goods in advance, and they have to decide which goods 
may be considered as good candidates to serve as media of exchange.41 Another 
example is the driving game. The game considers only two options: left and right. 
Yet there is no guarantee that real individuals would conceive the situation in a 
similar manner in the case where driving conventions are nonexistent (see, for 
example, Sugden 1998a). In brief, the interpretation that games represent how 
agents perceive the situation does not apply.

Another interpretation of game theory suggests that it provides a framework 
for analysis (e.g. Schelling 1984a; Binmore et al. 1993a). Schelling argues that 
anyone who tries to deal with the complex real world needs to isolate his model 
from some of these complexities. He suggests that game theory does not describe 
‘how people make decisions but a deductive theory about the conditions that their 
decisions would have to meet in order to be considered rational’ (Schelling 1984a: 
215) it may be ‘valuable not as “instant theory” just waiting to be applied but 
as a framework’ (Schelling 1984a: 241). Similarly, according to Binmore et al. 
(1993a: 8), game theory is a tool of investigation. It is like thought experiments in 
that it helps us conjecture about the type of theorem that might be true. By anal-
ogy to models in, for example, cosmology and evolution they suggest (1993a: 5) 
that game theory involves the ‘construction of models [. . .] that make no claim at 
being demonstrably correct. Their purpose is to show only that a particular type of 
explanation is viable, in the sense that it can be expressed in a logically coherent 
manner.’ Considering the types of evolutionary models we have examined in this 
chapter and in Chapter 6, Binmore et al. suggest that

Such explanations are not testable in any real sense. They only provide possi-
ble stylised explanations of how things might have come about. [. . .] But this 
can be a valuable insight, since the key to breaking out from the preconcep-
tions that imprison our thought is often nothing more than the realisation that 
other ways of looking at things is intellectually respectable.

(Binmore et al. 1993a: 5–6)

The interpretation of game theory as a framework for analysis, or as providing 
stylised explanations, is well in line with our analysis of models of the emergence 
of money and segregation.42 Under this interpretation the collection of diverse 
game-theoretic models constitutes a framework for studying diverse issues in the 
real world; and a collection of the different game-theoretic models of coordination 
and convention may be considered as a framework for the analysis and explana-
tion of particular conventions and for empirical research.

Concluding remarks

In sum, the following arguments have been made in this chapter:

 1 Static models of coordination (and convention) are concerned with examining 
the conditions under which certain outcomes are plausible, rather than 
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explaining why and how such outcomes are brought about. Hence, such 
models are in line with the end-state interpretation of the invisible hand.

 2 Dynamic models of coordination provide partial potential (theoretical) 
explanations of the emergence of coordination and conventions. Hence, such 
models are in line with the process interpretation of the invisible hand.

 3 Though these models examine whether successful coordination and 
conventions may emerge as unintended consequences of human action, 
this does not amount to a denial that conventions may be brought about 
intentionally. The interpretation of these models as providing partial potential 
explanations is well in line with this remark.

 4 Explaining particular cases (e.g. explaining the emergence of a particular 
convention) necessitates empirical research. General models of coordination 
and conventions, however, need not be empirical or historical.

 5 The collection of different models of coordination and conventions may be 
considered as providing a general framework for empirical research and for 
providing singular explanations.

 6 In general, game-theoretic models may be interpreted as a framework for 
analysis, rather than providing ultimate explanations concerning social 
phenomena and individual behaviour.

The overall suggestion of this chapter is that, rather than seeing distinct models 
and accounts of institutions as alternatives to each other, one should try to see 
what may be gained by looking at the overall picture presented by their collection. 
Moreover, the accounts that present institutions as intended consequences need 
not be in conflict with the models that portray them as unintended consequences. 
The apparent conflict in these accounts disappears when we realise that the real 
world is complex and that social phenomena may unfold in various ways. The 
models we have examined in this chapter consider only a few aspects of the real 
world in isolation from others. It would be far-fetched to argue that what is possi-
ble in these small model worlds exhausts the possibilities in the real world. Thus, 
we have concluded that these (process) models alert us to some of the possible 
ways in which conventions may emerge. On the other hand, the argument that 
‘institutions are intended’ is commonly based on historical accounts of particular 
institutions. It would, again, be far-fetched to argue that what seems to be true 
for some particular institutions is true for all. Menger made us aware of the fact 
that ‘exact knowledge’ and ‘historical knowledge’ contribute in different ways to 
our understanding of phenomena. He also told us that both abstract and historical 
analysis is necessary for a good understanding of the real world. While it is true 
that more empirical and historical research is needed, this does not imply that 
abstract models of institutions are valueless. These models are necessary compo-
nents of the research regarding institutions and they help us entertain and test our 
hypotheses concerning the emergence of institutions. Understanding what these 
models could accomplish and what they could not is important both for meth-
odologists and practicing scientists. Knowing the limits of these models would 
prevent unnecessary debates and facilitate constructive criticism.
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There is a general trend in philosophy and in methodology of economics (and of 
social sciences in general) that bases the discussion concerning economic models 
on the available theories in philosophy of science without paying sufficient atten-
tion to the content of these models. This type of research has the potential danger 
of alienating practising economists to the philosophical literature concerning eco-
nomic models. In fact, very few economists pay attention to what philosophers 
of economics say about economics and it may be argued that the predominant 
trend in philosophy of economics is precisely what prevents a potentially mu-
tually rewarding dialogue between these research domains. This book followed 
another path and focused on the content of the models it is concerned with, bas-
ing the philosophical discussion on an examination of the characteristics of these 
models.

One of the main themes of this book is that models that characterise institu-
tions as unintended consequences of human action are partial models and that 
they serve diverse purposes in the process of explaining social phenomena. It 
has been argued that models that focus on the process of emergence of social 
phenomena are partial potential theoretical explanations. This point cannot be 
overemphasised because many authors interpret these models literally as suggest-
ing that institutions are exclusively unintended and / or believe that these models 
provide the ultimate explanations concerning the phenomenon under investiga-
tion. Many overvalue these models for this reason, and interestingly, for this same 
reason, many others undervalue these models. This book has tried to identify what 
these models can and cannot offer.

Once we see that process models suggest how certain individual mechanisms 
may possibly interact and bring about a consequence at the societal level, we may 
understand that these models can work as eye-openers. Some of these models sug-
gest a new way to look at the real world and one should not ignore these messages 
if one wishes to have an (approximately) correct answer concerning our questions 
about the real world. Other models, which do not suggest new mechanisms, test 
the plausibility of the related models and mechanisms. We have seen that these 
tests vary in their methods. Some of them test the plausibility of existent hypoth-
eses in the abstract; others confront them with the real world. For this reason, they 
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contribute in different ways both to our understanding of the existing world of 
models and of the real world.

Another theme in the book was that we should not evaluate extant models in 
isolation from other related models; rather, we should try to see how these models 
fit together. Each of the models we have examined tries to answer tiny questions 
concerning the real world. Since separate models deal with diverse questions, 
their individual contributions may seem insignificant. Yet, when evaluated to-
gether we may see them as contributing to the answer of a larger question: how 
do institutions emerge and persist? These models propose answers to their minor 
questions concerning the emergence of macro-social phenomena. In turn, their 
answers yield further questions and by the ‘accumulation of precedents’ they may 
provide a better picture of what may be possible in the real world.

The aim of philosophical and methodological inquiry concerning social sci-
ences should be taking part in the process of clarifying and improving this overall 
picture. Understanding how the world of models fit together is an important task 
because it is with these models we try to understand how things relate to each 
other in the real world. Many criticise economists for over-specialising on minor 
issues (it is true that they do); they ask tiny questions about the real world and / or 
about other existing models. Yet, it should be the task of other scientists and phi-
losophers to think how these small model worlds fit to each other and how they 
relate to the real world. Questions about how this picture may be improved might 
only follow after having a clear view of what has been done before. That is, in 
order to improve the existing approaches to social phenomena, one has to have a 
good understanding of them. In this book, I have tried to give a better picture of 
the models that characterise institutions as unintended consequences of human 
action. Hopefully, this picture will facilitate more research concerning the nature 
of these models and the ways in which they may be improved.

In particular, this book is an attempt to examine how models concerning simi-
lar phenomena are related to each other. What remains to be done is to go further 
on one particular topic and try to see how our understanding of that area can be 
improved. It is the easy way out to argue that more empirical and historical re-
search is needed. Instead, one should try to develop ideas about how such research 
can be integrated into what we already know and catalyse the process of cognitive 
improvement concerning social phenomena. For this reason, an important area 
of research for philosophers and methodologists of economics appears to be the 
inquiry into the nature of the ‘tests’ concerning the proposed mechanisms in par-
ticular areas of research. As it has been argued in this book, there are several ways 
in which one may test a certain hypothesis, and the nature of these tests should be 
further examined.

Unfortunately, few authors consider questions concerning the ‘nature of ab-
straction’ and ‘experiments in economics’ as belonging to a continuum of research 
activities that are tightly connected with each other. Both abstract models and 
experiments test the plausibility of our hypotheses concerning the real world. On 
one hand, we have ‘thought experiments’ that test these hypotheses in the ab-
stract, on the other we have experiments that confront them with the real world. 



Concluding remarks 167

In between these two, we have a wide variety of tools that integrate real-world 
data into the models at different degrees. Moreover, experiments in economics are 
not as distinct from abstract models as they may be in physics because abstract 
models are usually an important part of the laboratory environment in economic 
experiments. Investigating the different ways in which these seemingly distinct 
research areas are related to each other is an important task for philosophers and 
methodologists of economics.

One particular interesting area of research for philosophers of economics is 
the inquiry into the nature of agent-based computer simulations.1 While there has 
been very little effort on the part of philosophers and methodologists of econom-
ics, researchers in the field of agent-based simulations have discussed the pros and 
cons of their simulations extensively. This suggests that both parties may benefit 
from an inquiry into the methodology of these simulations. Agent-based simula-
tions are interesting for they lend themselves for integration of real-world data in 
a way mathematical models do not. Moreover, the task of ‘exploration’ appears to 
be easier with computer simulations, in that one is able to change several features 
of the model and get the results for these specifications quite easily – of course, 
once the model is explicitly specified. Yet, as we have mentioned in the previous 
pages, results of such simulations are usually specific to the chosen parameters. 
Agent-based simulations in economics present interesting and difficult questions 
for philosophers of economics.

For example, an interesting issue is whether these models have something to 
offer concerning the workings of the ‘invisible hand’. People who apply agent-
based computer models think that society is a complex evolving system (e.g. Hol-
land 1995, 1998; Arthur et al. 1989, 1990; Anderson, Arrow and Pines 1988). 
Tesfatsion (2000: 1) presents agent-based computational economics (ACE)2 ‘as 
the computational study of economies modelled as evolving systems of autono-
mous interacting agents’. He then goes on to state that these simulations offer an 
explication of the invisible hand. Complexity theory,3 although it is not yet a well-
defined domain (Rosser 1999), examines the systems of highly interconnected 
agents (e.g. neurons, individuals, etc.) that bring about aggregate behaviour. To 
understand and explain the phenomena at hand, they start with an abstract repre-
sentation of the system (such as neural networks, social networks, etc.) and then 
try to demonstrate what emergent properties result from different properties at 
the lower level. ‘For such explorations’, Holland (1998: 119) argues ‘computer 
based models provide a halfway house between theory and experiment’. These 
remarks suggest that the relation between the invisible hand, conjectural history 
and scientific thought experiments appears to be another interesting research sub-
ject. Finally, some of these researchers who adopt ideas from complexity theory 
argue that causes in the social realm may be chemically composed (e.g. Arthur et 
al. 1989, 1990; Anderson, Arrow and Pines 1988; cf. Mill 1843: 533). Similarly, 
some other economists like Sugden (2000: 21) find it implausible that all eco-
nomic phenomena are mechanical. It is interesting to see whether agent-based 
simulations suggest different forms of causal connections than the ones offered in 
other parts of economic theory.



168 Concluding remarks

There is a rich variety of models that characterise macro-social phenomena 
as unintended consequences of human action, and further examinations of these 
models will teach us more about the nature both of these models and of macro-
social phenomena. Yet such fruitful research can only emerge from a detailed 
examination of models in economics. Because, as John Casti (2000: 4) suggests, 
‘using the scientific terms without their content is like using soap without water – 
it doesn’t clean up the situation but it further muddies it’. Hopefully, this book has 
been successful at getting some of the mud out of your hands.



Appendix I
Smith, Jevons and Mises on money

Smith on money

A similar story of the origin of money to that of Menger’s can be found in Adam 
Smith’s The Wealth of Nations. Smith builds the story of money on his ideas about 
the emergence of the division of labour:

This division of labour, from which so many advantages are derived, is not 
originally the effect of any human wisdom, which foresees and intends that 
general opulence to which it gives occasion. It is the necessary, though very 
slow and gradual, consequence of a certain propensity in human nature which 
has in view no such extensive utility; the propensity to truck, barter, and 
exchange one thing for another.

(Smith 1789: I.2.2, emphasis added)

(Note that Smith sees division of labour as an unintended consequence of human 
action. See Chapter 5 of this book on Smith’s ‘invisible hand’ and ‘unintended 
consequences’.)

According to Smith, it is the human propensity to exchange goods that opens 
the way to the division of labour:

And thus the certainty of being able to exchange all that surplus part of the 
produce of his own labour, which is over and above his own consumption, 
for such parts of the produce of other men’s labour as he may have occasion 
for, encourages every man to apply himself to a particular occupation, and to 
cultivate and bring to perfection whatever talent or genius he may possess for 
that particular species of business.

(Smith 1789: I.2.3, emphasis added)

He argues that while the disposition to exchange goods stimulates the division 
of labour, it is the ‘extent of the market’ that limits this effect:

When the market is very small, no person can have any encouragement to 
dedicate himself entirely to one employment, for want of the power to ex-
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change all that surplus part of the produce of his own labour, which is over 
and above his own consumption, for such parts of the produce of other men’s 
labour as he has occasion for.

(Smith 1789: I.3.1)

Thus, the existence of a market and its size is a precondition of the develop-
ment of the division of labour; a condition that also finds its place in Menger’s 
exposition of the origin of a medium of exchange. Given that individuals are able 
to exchange goods at the market, and given that this leads to specialisation, Smith 
(1789: I.4.1) argues, ‘it is but a very small part of man’s wants which the pro-
duce of his own labour can supply’. For this reason, individuals are forced, even 
more, to exchange goods at the market to acquire the goods they need. That is, 
market exchange encourages the division of labour that, in turn, encourages more 
exchange. Yet, with the increased market traffic, the inconveniencies of direct 
exchange become more important for every individual who needs to exchange his 
products in the market to be able to supply his needs:

In order to avoid the inconveniency of such situations, every prudent man in 
every period of society, after the first establishment of the division of labour, 
must naturally have endeavoured to manage his affairs in such a manner, as 
to have at all times by him, besides the peculiar produce of his own industry, 
a certain quantity of some one commodity or other, such as he imagined 
few people would be likely to refuse in exchange for the produce of their 
industry.

(Smith 1789: I.4.2, emphasis added)

Although Smith does not have a theory of saleableness, he argues that metals 
would be good candidates for being a medium of exchange for they have certain 
characteristics (e.g. durability, easy storage) that would give good reasons to think 
that other people would be likely to accept them. In Smith’s version, money de-
velops out of direct exchange among market-dependent individuals’ actions to 
overcome the inconveniencies of direct exchange. Smith goes further to argue that 
after the emergence of a medium of exchange, new inconveniencies would follow 
and they are to be solved centrally by issuing a standardised money.

Jevons on money

Jevons (1876) extensively discusses the early forms of money in Money and the 
Mechanism of Exchange. He starts the book with a discussion of ‘barter’, where 
he discusses the inconveniencies of barter. According to him, barter or direct ex-
change was how early societies supplied their needs. In this stage of society, he 
argues, it is difficult to find double coincidence of wants, and, moreover, individu-
als would be in want of a measure of value and a means of subdivision:

three inconveniences attach to the practice of simple barter, namely, the im-
probability, of coincidence between persons wanting and persons possess-
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ing; the complexity of exchanges, which are not made in terms of one single 
substance; and the need of some means of dividing and distributing valuable 
articles.

(Jevons 1876: III.1)

According to Jevons, money solves these inconveniencies by serving as a 
medium of exchange and a common measure of value. He also argues that other 
functions of money, such as being a standard of value and a store of value, follow 
these two functions. The qualities of a commodity that is used as material money 
– such as its utility, portability, indestructrability, homogeneity, divisibility, stabil-
ity of value and cognisability – are related with these functions. He argues (1876: 
V.2), ‘money requires different properties as regards to its different functions’. 
He observes that the most important quality of a commodity that would help its 
acceptance as ‘a medium of exchange’ and a ‘store of value’ is its utility:

Certainly, in the early stages of society, the use of money was not based on 
legal regulations, so that the utility of the substance for other purposes must 
have been the prior condition of its employment as money. [. . .] We may, 
therefore, agree with Storch when he says: – ‘It is impossible that a substance 
which has no direct value should be introduced as money, however suitable it 
may be in other respects for this use.’

(Jevons 1876: V.4)

For example, Jevons (1876: IV.5) argues that in the pastoral stage sheep and 
cattle were used as money for they were naturally ‘the most valuable and negoti-
able kind of property’. (Note that Jevons presents etymological and historical 
evidence on this point. See Jevons 1876: IV.7.) Jevons does not have a story of 
the origin of ‘money’ in its earlier forms, but based on the above quotation, it is 
plausible to argue that he believes that the driving forces in the genesis of money 
were inconveniencies of barter, self-interest and custom. Coined money, however, 
was issued by central authorities.

Also note that Jevons (1876: VIII.22–25) argues that force of habit and social 
conventions are important in understanding social phenomena:

Over and over again in the course of history, powerful rulers have endeav-
oured to put new coins into circulation or to withdraw old ones; but the in-
stincts of self-interest or habit in the people have been too strong for laws 
and penalties.

(Jevons 1876: VIII.22)

We must notice, in the first place, that the great mass of the population who 
hold coins have no theories, or general information whatever, upon the sub-
ject of money. They are guided entirely by popular report and tradition. The 
sole question with them on receiving a coin is whether similar coins have 
been readily accepted by other people.

(Jevons 1876: VIII.23)
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Mises on money

In The Theory of Money and Credit, Mises’s (1954) story of the origin of money 
is very similar to that of Menger’s, thus there is no need to present it here. Below 
is a representative passage from his version of the story:

those goods that were originally the most marketable became common media 
of exchange. [. . .] And as soon as those commodities that were relatively most 
marketable had become common media of exchange, there was an increase in 
the difference between their marketability and that of all other commodities, 
and this in its turn further strengthened and broadened their position as media 
of exchange.

(Mises 1954: I.1.10)

He makes similar assumptions about the initial stages of the society, as can be 
seen below:

Where the free exchange of goods and services is unknown, money is not 
wanted. [. . .] The phenomenon of money presupposes an economic order in 
which production is based on division of labor and in which private property 
consists not only in goods of the first order (consumption goods), but also 
in goods of higher orders (production goods). In such a society, there is no 
systematic centralized control of production [. . .] The function of money is 
to facilitate the business of the market by acting as a common medium of 
exchange.

(Mises 1954: I.1.1–2)

The idea that money can only exist under free exchange and that the existence 
of free commercial transactions is a precondition for the existence of money is as 
controversial as the assumption that human beings have a disposition to exchange. 
It is these assumptions that reduce the credibility of the explanation of the emer-
gence of money as an unintended consequence of human action. The objections 
to these assumptions are discussed in Chapter 3.
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Models of emergence of money

Kiyotaki and Wright (1989)

The expected discounted lifetime utility is defined as:

where Ui is the utility from consuming good i, Di* is the disutility from producing 
good i* (i* ≠ i), and β is the discount factor. cij denotes the cost of storing good j 
for type i. I t
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The direct utility of consuming i for type i and producing i* is: ui = Ui – Di. 

In addition to this, there is an indirect utility of storing i*. Thus, the expected 
discounted utility for type i for this occasion may be defined as:

Vi (i) = ui + Vi (i*)

The indirect utility of storing good j ≠ i is:

Vi(j) = cij + max β(E[Vi(j‘)j]

where E[Vi(j′)j] is the expectation of Vi at next period’s random state j′, condi-
tional on j, and the maximisation is over strategies.

Lastly, the distribution of potential matches is characterised by the time path 
of P(t) = [. . . pij(t) . . .], where pij(t) is the proportion of type i agents holding good 
j in inventory at time t. Yet it is assumed that p(t) = p for all t. And finally, b = β/3. 
Given these definitions,

Theorem 1

In Model A, under the maintained assumptions,
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 (b) if c13–c12 < ( 2 –1)bu1, then there is a unique equilibrium in which type II and 
type III agents use fundamental strategies while type I agents speculate, and 
both goods 1 and 3 serve as commodity monies;

 (c) these are the only equilibria.
(Kiyotaki and Wright 1989: 939)

Theorem 2

In model B, under the maintained assumptions, there always exists an equilibrium 
in which all agents play fundamental, with goods 1 and 2 serving as commodity 
money; for parameter values implying

c23–c21 < ( 2 –1)bu2 and c32–c31 < (1–0.5 2 )bu3,

there also exists an equilibrium in which types II and III speculate while type I 
agents play fundamental, with goods 2 and 3 serving as commodity money;

these are the only equilibria.
(Kiyotaki and Wright 1989: 941)

Fiat-money equilibrium

Aiyagari and Wallace (1991) generalise the Kiyotaki–Wright (1989) model to 
N goods + 1 fiat money and show that there always exists an equilibrium where 
the lowest-storage-cost commodity serves as a medium of exchange. And if ‘fiat 
money’ is such an object, it becomes a medium of exchange. Similarly, Kiyotaki 
and Wright (1991) show that fiat-money equilibrium exists. Briefly, they pick 
up the unsettled questions about the existence of fiat-money equilibrium in the 
Kiyotaki–Wright (1989) model. They (1991: 222) inquire whether ‘a worthless 
paper or shell’ may serve as a medium of exchange ‘merely because’ individuals 
believe that others will accept it in exchange, or not. They show that if agents 
believe that the others would exchange their commodities for the fiat good, then 
there exists an equilibrium where an intrinsically useless object is used as a me-
dium of exchange, that is, as fiat money.

Kiyotaki and Wright (1993) provide a simpler and more tractable version of 
the Kiyotaki–Wright (1991) model, where they discuss the welfare implications of 
their model in addition to the proof of the existence of pure monetary equilibrium. 
The Kiyotaki–Wright (1993) model is defined with a large number of infinitely 
lived agents and a large number of (indivisible) consumption goods, which they 
call real commodities. There is also a good with no intrinsic value, which we may 
call as fiat money if agents accept it in their exchange. Initial stage of the model 
economy consists of a fraction M of agents who are endowed with the intrinsi-
cally valueless good, and a fraction (1 – M) of agents who are endowed with real 
commodities (1 > M ≥ 0). Agents who are endowed with real commodities are 
called ‘commodity traders’, and those who are endowed with fiat good are called 
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‘money traders’. The fiat good cannot be produced, and real commodities can. In 
accordance with the Kiyotaki–Wright (1989) model, agents meet randomly at the 
marketplace, and trade entails one-for-one swap of goods; they cannot consume 
what they produce, and they cannot produce if they do not consume. In contrast 
to the Kiyotaki–Wright (1989) model, in Kiyotaki–Wright (1993) commodities 
can be stored with no costs; yet real commodity barter entails transaction costs 
(ε), while there are no transaction costs for monetary exchange – that is, for the 
fiat good. (However, they show that this assumption may be relaxed.) In a similar 
fashion to the Kiyotaki–Wright (1989) model, ‘agents maximize their expected 
discounted utility from consumption net of transaction costs, given strategies of 
others’ (Kiyotaki and Wright 1993: 66).

Under these conditions, agents always accept a barter offer if one of their 
consumption goods is offered, and it is assumed that a commodity trader never 
accepts a real commodity if it is not one of his consumption goods (note here that 
this assumption rules out the existence of a commodity money in this economy). 
A parameter x is defined to characterise the level of differentiation of commodities 
and tastes in this model economy, that is, in terms of what agents produce and 
consume. x may be considered as the probability that a real good will be accepted 
in exchange. Accordingly, x2 may be considered as the probability that a one-
for-one swap of real commodities occur. Similarly, let Π denote the probability 
that a commodity trader A accepts money, which represents the trading strategies 
of others. Therefore, in the Kiyotaki–Wright (1993) model, whether individuals 
accept money or not depend on the trading strategies of others (i.e. on whether 
others will accept the fiat good in exchange, or not) and on the initial endowment 
of the fiat good in the economy, which is represented by M.

Given these specifications and assumptions, Kiyotaki and Wright (1993) prove 
that there are three kinds of equilibria: non-monetary equilibrium (Π = 0), pure-
monetary equilibrium (Π = 1), and mixed-monetary equilibrium (Π = x). The in-
tuition behind these equilibria is as follows. If the fiat good is accepted with lower 
probability than a barter offer (i.e. if Π < x), then it is a good idea to never accept 
the fiat good in exchange. If the fiat good is accepted with a higher probability 
than a barter offer (i.e. if Π > x), then it is a good idea to use fiat good in exchange. 
And if the probability that fiat good and real commodities can be exchanged is 
the same (i.e. if Π = x), then individuals would be indifferent between using fiat 
good in exchange, or not. In addition to the specification of these equilibria, Ki-
yotaki and Wright (1993) show that introducing fiat money to a barter economy 
enhances welfare, and that an economy with multiple currencies is possible (i.e. 
an economy where several type of intrinsically valueless goods serve as a medium 
of exchange).

Marimon et al. (1990)

Economy A1 (A1.1 and A1.2) converges to a fundamental equilibrium, that is, the 
lowest-storage-cost commodity emerges as a medium of exchange. But Marimon 
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et al. (1990: 359) report that the convergence is lower when ‘initial classifiers are 
randomly generated’ – that is, for A1.2.

Economy A2 is similar to Economy A1, but only the utilities of the com-
modities are higher. Marimon et al. (1990: 360) convey that the results for this 
economy are ‘fairly inconclusive’. The simulations for Economy A2.2 do not 
support Kiyotaki–Wright argument that the economy would converge into the 
speculative equilibrium. Remember that speculative equilibrium is an equilibrium 
where some agents use a high-storage-cost commodity as a medium of exchange, 
for they believe that it is more marketable. They argue that the ‘trading patterns 
were closer to fundamental equilibria’. But it is also argued that fundamental 
equilibrium only exists if the discount rates are sufficiently low. (Marimon et al. 
(1990: 362) report that Marimon and Miller’s (1989) simulations for Economy A2 
converged to speculative equilibrium.) Results for Economy B support the idea 
that fundamental equilibrium is selected. Yet in early stages of the simulation, 
economy B1 converges to a speculative equilibrium, before moving to the funda-
mental equilibrium in later stages. Although the Economy B2 does not converge, 
it is closer to the fundamental equilibrium.

In economy C, a fiat good (good 4) is introduced to the economy, which does 
not provide any utility. Good 4 has no storage costs, but it decreases the storage 
capacity of the agents. It is assumed that some agents hold good 4 in period 0. 
Marimon et al. (1990: 366) report that economy C2 converges to the fundamental 
equilibrium quite fast. Yet economy C1 does not converge probably because of 
the low storage costs of good 1 (see Table 6.2), which also provides utility. The 
simulation of this economy implies that if the storage costs of non-fiat commodi-
ties are sufficiently high and if at least some of the agents hold no-utility goods 
at the initial stage, fiat money may be brought about. Yet, note here that there is 
no reason for the agents to hold no utility goods and accept it in exchange; rather, 
it is assumed that agents hold fiat goods. Note that the results presented here are 
for randomly generated classifiers. Marimon et al. do not report what happens 
when agents know all the available strategies. Obviously, if some of the AI agents 
consider using good 4 in exchange by chance – which corresponds to believing 
that it will be accepted – then it is possible that fiat money emerges in the end of 
the process. In Marimon et al.’s simulations, whenever the economy converges 
to fiat-money equilibrium this happens quickly; if it does not converge quickly 
(i.e. in the first stages), it does not converge at all. This supports the idea that if 
agents are able to trade with fiat goods accidentally in the first periods, fiat money 
emerges; if not, the strength of the rule ‘trade with the fiat good’ decreases and 
fiat money does not emerge. Of course, this also suggests that when agents are not 
fully rational they may explore different strategies and create new opportunities. 
But in general, there seems to be no reason for the agents to accept a fiat good in 
exchange if they do not believe that it will be accepted by others – hence the com-
mon belief assumption. Finally, economy D depicts a more complex economy 
with no fiat good. Marimon et al. report that although the trading patterns are close 
to a fundamental equilibrium, the simulations are inconclusive. That is, although 
agents accept a good in exchange if its storage cost is lower than the storage cost 
of the good in their inventory, no single medium of exchange emerges.
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Gintis (1997, 2000)

An alternative to Marimon et al. (1990) is presented by Gintis (1997, 2000) (also 
see Dawid 2000). Gintis (1997: 24) reports that he replicated Marimon et al.’s 
simulations and found that they were highly sensitive to the choice of parameters. 
(This sensitiveness supports the argument that Marimon et al. only show what 
is possible under specific conditions.) Gintis’s simulation is different in that it is 
based on Darwinian notions, such as natural selection, mutation and adaptation, 
and dispels AI agents. Every agent is characterised as having a ‘genotype’, which 
determines his strategy. That is, he replaces the rational agents of the Kiyotaki–
Wright model, or AI agents of Marimon et al., with a description of strategies. To 
ensure variation, Gintis assumes that genotypes are randomly assigned in period 
0. In period 0 there are five goods with different storage costs. As it is in the 
Kiyotaki–Wright (1989) model, there are different types of agents who cannot 
consume what they produce. (Hence) there are twenty types of agents. In period 
0, every agent has an empty inventory and zero wealth. Beginning from period 1, 
agents are matched in pairs randomly and whether they trade or not is dictated by 
their genomes. Successful trade increases the wealth of trading agents. After some 
time the least fit agents of each type die. That is, the least successful strategies 
become extinct after some time and new agents are introduced into the economy. 
New agents are offspring of successful agents and they take over the successful 
genomes. Yet there is mutation. For this reason, new agents’ genomes are different 
from their parents’ genomes.

Gintis shows that usually the lowest-storage-cost commodity emerges as a me-
dium of exchange out of this process (i.e. fundamental equilibrium). He reports 
that, other than storage costs, frequency of use can be considered as an important 
factor in the process of the emergence of money. That is, if there is a good that is 
more likely to be accepted by all other agents in trade than the lowest-storage-cost 
good, then this good emerges as a medium of exchange (i.e. speculative equi-
librium). Gintis also shows that unless we assume at the outset that a very high 
percentage of agents accept a fiat good, fiat-good equilibrium will not emerge. 
That is, unless there is a common belief that a fiat good will be accepted by all 
others, fiat-money equilibrium cannot be reached even if one exists:

using fiat money involves a self-fulfilling prophecy, in the sense that if enough 
of the population expects a fiat good to be accepted as money, then everyone 
will accept it.

(Gintis 2000: 228)

Gintis’s results are generally in accordance with the previously examined 
models. Yet he introduces an evolutionary mechanism that selects the successful 
strategies, and which does not give much role to rational decisions of the agents. 
This may suggest that the emergence of a commodity money equilibrium does 
not need much intelligence or rationality. Yet the introduction of new agents who 
inherit the successful strategies suggests that there must be some role for the indi-
vidual learning or imitation.
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Explorations of the chequerboard world

It may be argued at the outset that if a model’s conjecture is interesting and prom-
ising enough it will be subjected to many tests and explored in different ways. 
The chequerboard model is a good example in this respect. First of all, the cheq-
uerboard model is widely cited in sociological and geographical studies concern-
ing residential segregation (e.g. Aaronson 2001; Aberg 2000; Bayer, McMillan 
and Rueben 2001; Clark 1991; Denton and Massey 1991; Downs 1981; Farley, 
Fielding and Krysian 1997; Fielding 1997; Friedrichs 1998; Huttman et al. 1991; 
Iceland 2002; Ihlanfeldt and Scafidi 2002; Massey and Denton 1993; Torrens and 
Benenson 2005; Zhang 2000. There are also many studies on residential segrega-
tion that do not mention Schelling’s chequerboard model. For example, Gürke 
(2006) gives an extensive list of the causes of segregation, but does not mention 
mild discriminatory preferences as a possible cause of segregation).

Second, the chequerboard model has been theoretically and empirically tested 
several times. This gives us a chance to evaluate Schelling’s conjecture further. To 
see the strength of Schelling’s initial conjecture, let us have a look at the different 
ways in which the chequerboard model has been explored.

Epstein and Axtell (1996) demonstrate that Schelling’s initial hypothesis holds 
under a wide variety of conditions and for a variety of initial starting points. (For 
an overview of Schelling-type models and related discrete choice models see 
Meen and Meen (2003). For an overview of interaction-based approach to social 
science see Blume and Durlauf (2001).)

Pancs and Vriend (2003) test the chequerboard model under the conditions of 
strict preference for perfect integration. Remember that in Schelling’s model in-
dividuals who have mild discriminatory preferences do not strictly prefer a mixed 
neighbourhood. They are content as long as they do not have an extreme minority 
status. That is, As (or Bs) do not care whether the neighbourhood is segregated or 
integrated as long as As (or Bs) do not have an extreme minority status. The as-
sumption of strict preference for perfect integration implies that individuals prefer 
a mixed (integrated) neighbourhood to a segregated one. Pancs and Vriend (2003) 
show that Schelling’s results hold even if individuals have a strict preference for 
perfect integration. Similarly, Zhang (2004a) tests the results of the chequerboard 
model in an evolutionary game-theoretical framework and shows that its results 
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hold even if all individuals strictly prefer to live in mixed neighbourhoods (also 
see Benito and Hernandez 2004; Young 1998; Zhang 2004b).

Portugali, Benenson and Omer (1994) introduce a couple of new elements to 
Schelling’s model, such as stochastic household behaviour and heterogeneous 
agents, and find that Schelling’s results hold under these conditions (also see Por-
tugali and Benenson 1997; Portugali, Benenson and Omer 1997).

Another line of exploration focuses on the structure of the neighbourhoods. 
Fagiolo, Valente and Vriend (2005) and Flache and Hegselmann (2001) test the 
robustness of the chequerboard model by changing the topological characteristics 
of the neighbourhoods and find that Schelling’s results hold under a wide variety 
of neighbourhood forms. These studies basically explore and change certain prop-
erties of the chequerboard model and lend support to Schelling’s conjecture.

However, not all types of explorations support Schelling’s results under all 
conditions. For example, Sethi and Somanathan (2004) assume that individuals 
are also affected by the affluence of their communities and argue that both high- 
and low-income disparities lead to residential segregation when combined with 
mildly discriminatory preferences. Yet, they also show that intermediate levels of 
income disparity produce multiple equilibria and both integration and segregation 
becomes possible (also see Somanathan and Sethi 2004). In a similar manner, 
Benenson (1998) integrates new elements to the chequerboard model. In Ben-
enson’s evolutionary model agents may adapt their behaviour to local or global 
environments and vacant places are scarce. He finds that the tendencies to adapt to 
the local environment and to the global environment may be in conflict. If agents 
adapt to their local environment, then they become more neutral to differences 
and that residential distribution is somewhat random. However, when they adapt 
to the global environment residential segregation is observed in the long-run. This 
implies that residential segregation is more likely when individuals care about 
the ethnic composition of their neighbourhood rather that their immediate neigh-
bours.

Two other studies consider the role of vision in neighbourhood formation. Lauri 
and Jaggi (2003) argue that when individuals are able to observe the neighbour-
hood structure of a wider area, integrated neighbourhoods may become stable and 
Schelling’s results do not hold. (Also see Ellen (2000), who emphasises the role 
of expectations in the process of segregation.) Fosset and Waren (2005), on the 
other hand, argue that Lauri and Jaggi’s (2003) results are caused by the specifica-
tions of their model. They argue that residential distribution freezes in their model 
because individuals move only when they can improve their satisfaction, and be-
cause individuals occupy their place forever if they are satisfied. They suggest that 
these are implausible assumptions and show that increased vision does not lead to 
a stable integrated neighbourhood when these assumptions are relaxed. Yet, Ed-
monds and Hales (2005) also show that if the chequerboard is more crowded than 
that of Schelling’s and if intolerance levels are higher, the chequerboard model 
would suggest that segregation is decreased. They interpret this result by arguing 
that Schelling’s model does not provide a general theory and that it should not be 
interpreted as such. These studies confirm the incompleteness of the chequerboard 
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model, yet they generally support the main hypothesis that mild discriminatory 
preferences may bring about segregation under some conditions.

Aforementioned studies that explore the chequerboard model do not test it 
against real-world data. There are a couple of studies that undertake this task. 
Some survey data suggest that Schelling’s insights may be true and that they need 
further examination. For example, Bobo and Zubrinsky (1996) and Farley (1997) 
argue that many individuals are highly tolerant of mixed neighbourhoods. This 
suggests that strong discriminatory preferences alone cannot explain residential 
segregation. This gives us a reason to believe that the individual mechanisms (i.e. 
tendencies) depicted in Schelling’s model may actually exist.

Another interesting way to explore and test the chequerboard model is to in-
tegrate some real-world data to the model. Sander et al. (2000a,b) and Zhang 
(2000) use survey data to determine the preferences of different types of agents 
in the chequerboard city. That is, they employ assumptions that are consistent 
with real individuals’ preferences. Their survey data suggest that individuals are 
tolerant to mixed neighbourhoods, but that whites are less tolerant than blacks. 
By way of integrating this information, Sander et al. (2000a,b) and Zhang (2000) 
demonstrate that Schelling’s insights hold.

Sander et al. (2000a,b) assume larger neighbourhoods and integrate housing 
costs and costs of moving into the model. Moreover, they use survey data to give 
shape to the preference functions of the individuals. The actual discriminatory 
preferences of blacks and whites are represented in the model by defining, con-
sistently with survey data, three types of agents of each group. Sander et al. then 
simulates the model under some ‘what-if’ scenarios to see how different factors 
(e.g. housing costs, moving costs, discriminatory preferences) may be related to 
each other. What we have in this case is confrontation with data, as well as new 
conjectural scenarios.

Another way to explore Schelling’s model is to confront certain aspects of 
the model with statistical data. This is exemplified by Clark (1991). By study-
ing statistics for certain particular segregated cities, he confirms that integrated 
equilibria (i.e. mixed neighbourhoods) are not stable. In another study, Benenson 
(2004) simulates the residential dynamics of Yaffo (near Tel Aviv) between 1955 
and 1995 with a model that is similar to the chequerboard model, and demonstrate 
that Schelling’s insights may be explanatory.

However, not all of the empirical tests support the chequerboard model. Bruch 
and Mare (2003) find that the shape of the utility functions of individuals influ-
ence Schelling’s results. In the chequerboard model individuals have a threshold 
utility function. That is, they consider moving only when a certain threshold of 
neighbourhood ethnic mixture is exceeded. Bruch and Mare (2003) show that if 
individuals have a continuous utility function, that is, if they continuously con-
sider moving whenever they find a neighbourhood where they can be more satis-
fied, then the levels of residential segregation may decrease. They also show that 
utility functions of real-world individuals are continuous and argue that levels of 
segregation are lower than those suggested by the chequerboard model (also see 
Bruch and Mare 2004).
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Finally, we should also note that Easterly (2004) tests the macro implications 
of Schelling’s segregation models and finds that data does not support macro-
consequences of Schelling’s segregation models. For this reason, his study is at 
odds with the sprit of Schelling’s analysis and does not really test Schelling’s 
insights.

These studies give us enough evidence that the chequerboard model has re-
ceived considerable attention and its results and implications have been explored 
and tested in different ways. These explorations give us reason to believe that 
Schelling’s insights may be relevant for the real world. On the other hand, they 
also imply that mildly discriminatory preferences may fail to bring about resi-
dential segregation under certain circumstances. More properly, the individual 
tendencies to avoid minority status may not cause segregation when other tenden-
cies (e.g. the preference to live in a wealthy environment) interfere.

If the argument that the chequerboard model contributes to a meta-model of 
residential segregation is accepted, explorations of the chequerboard model may 
be considered as future refinements and expansions of this meta-model. Hence, 
Schelling’s initial hypothesis and his chequerboard model helped researchers to 
expand their conceptual toolbox to include more explanatory factors. Our view 
of residential segregation is more refined after the chequerboard model and its 
explorations, because we now have a better idea of possible interactions among 
different explanatory factors.



Appendix IV
Focal points and risk dominance

This appendix introduces some of the concepts mentioned in Chapter 8 and 
presents some of the related issues for the convenience of the reader who is not 
much acquainted with game theory.

1 Salience and precedence

Let us, for a moment, dispense with the assumptions concerning the driving game 
of Table 8.1 and think about how real individuals (i.e. in contrast to the model-
theoretic individuals who are inclined to use a mixed strategy) would behave. 
The first thing that comes to mind is to look for the specific pieces of information 
that the individuals may benefit from. For example, we may speculate that if the 
driving wheels of the two cars are on the left they may find it convenient to drive 
on the right-hand side of the road. Or, we may contemplate that since a majority 
of individuals are right-handed they may use this as a coordination device; that 
is, they may expect others to use this piece of information in order to increase 
their chances of coordination. We may also speculate that right and left have dif-
ferent connotations in the culture to which players belong. For example, if they 
believe that doing something from the left (e.g. getting out of the bed from the 
left-hand side) causes ‘bad’ things, then they would not drive on the left. That is, 
they would consider ‘right’ as the salient or prominent option. These examples il-
lustrate the way in which salience may work: given their particular environment, 
agents might think that one of the alternatives (e.g. driving on the right) stands 
out and expect others to use this alternative as a coordination device. ‘Salience in 
general is uniqueness of a coordination equilibrium in a pre-eminently conspicu-
ous respect’ (Lewis 1969: 38, also see Sugden 1986: 47–52).

Alternatively, it might be the case that individuals always walk on the right-
hand side of the pavement. That is, they avoid hitting other people by walking on 
the right. If this is the case, then it is possible that they might consider the driving 
game as being analogous to their ‘walking game’ and expect others to adopt the 
convention of walking on the right in the driving game. If they could coordinate 
by using this analogy then we may say that driving on the right would emerge as 
a convention by precedence. Another form of precedence may be the following: 
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let us assume that agents had previously been able to coordinate in the driving 
game many times by driving on the right. Then, when they have to play again, 
they might choose driving on the right just because they were successful in coor-
dination in the past by driving on the right. It should be noted here that although 
salience and precedence are different notions, they are closely related. In fact, 
‘precedence is merely the source of one important kind of salience: conspicuous 
uniqueness of an equilibrium because reached it last time’ (Lewis 1969: 36).

2 Schelling games

In the following games, players will win a prize if they choose the same alterna-
tive or do the same thing. They cannot communicate and they make their choices 
simultaneously (reproduced from Schelling 1960: 56–57).

 1 Name ‘heads’ or ‘tails’.
 2 Circle one of the numbers listed below:
  7 100 13 261  99 555
 3 You are to meet somebody in New York City. You have not been instructed 

where to meet; you have no prior understanding on where to meet; and 
you cannot communicate with each other. Where would you go to meet the 
other?

 4 You were told the date (and the meeting place) but not the hour of the meeting 
in no. 4. At what time will you appear in the meeting place?

 5 Write a positive number.
 6 Name an amount of money.
 7 Divide $100 into two piles.

In Schelling’s informal experiments, most preferred answers were:

 1 Heads
 2 Number 7
 3 Grand Central Station
 4 12 noon
 5 1
 6 $1,000,000
 7 $50

3 Ultimatum games and predictions of game theory

The gap between the ‘predictions’ of game theory and the actual behaviour of 
individuals may be observed in a number of other experiments that concern some 
other games, such as the ultimatum game. For example, consider that as a par-
ticipant of a TV show you are asked to divide 100 euros between yourself and 
your co-player. The other participant is asked to do the same and you may not 
communicate in any way. If you and your co-player can independently agree on 
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the division, you and your co-player will receive the amount of money you had 
specified for yourselves. If not, you will get nothing.

In this problem there are many equilibrium points. Every division that sums up 
to 100 may be an equilibrium. For example, you may want to get 60 per cent of the 
money and give away 40 per cent to the other participant. If the other participant 
independently makes the same offer – that is, 40 per cent for herself and 60 per 
cent for you – you will get the money you specify. There are many options you 
may choose from and standard game theory will not help you a lot. However, you 
may just think that a fair division may be the first thing that would occur to your 
co-player, and for that reason you would divide the money in two. You may be 
right in that people, at least in Western countries, may follow this ‘fairness norm’ 
to coordinate in such games.

But let us make the problem a little bit more interesting. Let us say that in the 
same game you are going to make the offer and your co-player has the chance to 
accept or reject it. If she accepts, you get the amounts you have specified in your 
offer, if she rejects you both get nothing. (This game is known as the ultimatum 
game. There is a huge experimental and theoretical literature concerning the ul-
timatum game in its different forms. Some of the papers that analyse ultimatum 
games can be listed as follows: Cameron (1995); Fehr and Tougareva (1995); 
Forsythe et al. (1994); Güth et al. (1982); Hoffmann et al. (1994); Roth et al. 
(1991).) Game theory predicts that as a rational player your co-player would ac-
cept any positive offer. The intuition behind this is that he is getting money out of 
nowhere and, hence, he should get what he could. Your rational decision should 
then be to offer the possible minimum amount to your co-player and keep the rest 
for yourself – that is, you could keep 99 euros and give away 1 euro to the other 
participant. However, experiments showed that this is not what real people do 
in such situations, for example, Güth et al. (1982) found that a fair offer (50 per 
cent, 50 per cent) is a good coordinating device among real individuals. That is, 
existing norms and conventions (e.g. fairness norm) help real individuals solve 
this coordination problem.

A striking experiment that reports how institutions and peculiarities of the 
particular environment matter is a recent study on fifteen small-scale societies 
(Henrich et al. 2001, 2005). It shows that predictions of game theory do not hold 
and that there is a wide variety of ways in which individuals coordinate their 
behaviour. Henrich et al. (2001, 2005) demonstrate that specific characteristics 
of different communities (e.g. economic organisation, structure of social interac-
tions) influence the way in which individuals act in such games. The point is that 
existing institutions (i.e. conventions, norms, regularities in behaviour) matter 
and they are relevant if we want to understand how people coordinate and how 
new institutions evolve.

Also note that Schelling argues:

the mathematical structure of the payoff function should not be permitted to 
dominate the analysis. [. . .] there is a danger in too much abstractness: we 
change the character of the game when we drastically alter the amount of 
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contextual detail [. . .]. It is often contextual detail that can guide the players 
to the discovery of a stable or, at least, mutually non-destructive outcome. 
[. . .] This corner of game theory is inherently dependent on empirical evi-
dence.

(Schelling 1958: 252, emphasis added)

4 Pareto dominance and risk dominance

Pareto dominance

In a game where one equilibrium Pareto dominates, other equilibria agents may 
consider the Pareto dominant equilibrium as a focal point (Harsanyi and Selten 
1988). Table AIV.1 represents a coordination game where two individuals have 
to choose an integer between 1 and 100. If they can simultaneously choose the 
same number, x, they will be paid x euros. If they fail to coordinate, they will get 
nothing.

In this game there are 100 pure strategy Nash equilibria, that is, every success-
ful coordination counts as one. However, one of them is superior to others. The 
argument is that individuals prefer 100 euros to other outcomes and since players 
may expect the other player to reason in a similar fashion, the Pareto-dominant 
equilibrium (100, 100) may be considered as a focal point of the game. Neverthe-
less, since individuals do not know how the other player thinks, they cannot really 
know whether the other player will consider the Pareto-dominant equilibrium as 
a focal point or not.

Risk dominance

If a11> a21, b11> b12, a22> a12, b22> b21 then the game presented in Table AIV.2 is a 
coordination game with (D, D) and (Q, Q) as pure strategy Nash equilibria.

If the following condition holds we say that the pure strategy Nash equilibrium 
(D, D) is risk dominant:

Table AIV.1 Coordination game

Player II

100 99 . . . 1

Player I

100 100, 100 0, 0 0, 0 0, 0

99 0, 0 99, 99 0, 0 0, 0

. . . 0, 0 0, 0 . . . 0, 0

1 0, 0 0, 0 0, 0 1, 1
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(a11–a21)(b11–b12) ≥ (a22–a12)(b22–b21)

To see the intuitive idea behind risk dominance, consider the stag hunt game 
presented in Table AIV.3.

First, let us show that this is a coordination game with two pure strategy Nash 
equilibria:

10 = a11>8 = a21, 10 = b11>8 = b12, 7 = a22>0 = a12, 7 = b22>0=b21

Let us assume that I expects II to play D and for this reason I plays his part in the 
(D, D) equilibrium. If I’s expectations are correct both players’ payoff is 10 euros 
(assuming that payoffs are expressed in euros). Yet if I’s expectation does not hold 
and II chooses to play Q, then while II gets 8 euros, I receives nothing. That is, by 
choosing to play D, I takes a risk of losing 10 euros. Now assume that I expects 
II to choose Q, and for this reason plays his part in the (Q, Q) equilibrium. If his 
expectation holds, then both players get 8 euros. Yet if I’s expectation does not 
hold and II chooses to play D, then while I gets 8 euros, II gets nothing. That is, if 
I chooses to play Q he does not loose anything even if his expectations turn out to 
be incorrect. Since the same argument holds for II as well, we say that equilibrium 
(Q, Q) is less risky, that is, (Q, Q) is the risk-dominant equilibrium.

That is, since (10–8) (10–8) < (7–0) (7–0), (Q, Q) is the risk-dominant equilib-
rium. On the other hand, both players prefer (D, D) equilibrium to (Q, Q), and for 
this reason it is the Pareto-optimal equilibrium.

5 Theory of focal points of Bacharach and Bernasconi

Bacharach and Bernasconi (1997) try to formalise the different ways in which 
strategies may be framed. They generalise Bacharach’s (1991) idea that players’ 
options are acts under descriptions and they are distinguished by the concepts 
the players use to specify them. This model permits us to conceptualise the pos-

Table AIV.3 Stag hunt game

Player II

D Q
Player I D 10, 10 0, 8

Q 8, 0 7, 7

Table AIV.2 Game

Player II

D Q
Player I D a11, b11 a12, b12

Q a21, b21 a22, b22
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sible differences in agents’ perceptions and, for this reason, it is a step further in 
understanding how these differences may influence the outcome of a coordination 
game. Like Janssen (2001b), this model focuses on the attributes of the alternative 
strategies and how players of the game perceive these attributes. Yet, unfortunate-
ly, the model is only able to ‘predict’ the outcome of simple coordination games.
Consider the games in Figure AIV.1. In these coordination games individuals are 
supposed to pick the same object from a set of objects. Bacharach and Bernas-
coni (1997) predict that in Game I individuals would select the black circle. The 
principle is that individuals (ceteris paribus) prefer to pick an object that is rarer 
(principle of rarity preference). It is more difficult to coordinate in Game II. Here, 
the principle of symmetry disqualification is needed. In order to find out the odd 
alternative, one has to disqualify the symmetrical or similar objects. It is asserted 
that players will not be able to discriminate among symmetrical alternatives and 
choose the one with different attributes, that is, ‘U’, which is the only vowel. 
Game III is more problematic, as the ‘odd’ option is not easily available. It is ar-
gued that in such cases there is a trade-off between availability and rarity and that, 
ceteris paribus, agents are more inclined to pick an attribute which is more avail-
able (principle of availability preference). That is, agents would not base their 
reasoning on an attribute which is less likely to appear to their co-player’s mind. 
In this game position, shape and size are the most obviously available attributes, 
and according to this principle, agents should limit their thinking to these. If they 
do, with some effort, they will see that one of the diamonds is slightly smaller than 
the others and that it should be picked (i.e. according to the principles of rarity 
preference, symmetry disqualification and availability preference).

Bacharach and Bernasconi capture the idea that ‘in the pure co-ordination 
game, the player’s objective is to make contact with the other player through 
some imaginative process of introspection, of searching of shared clues’ (Schell-
ing 1958: 211). However, from the point of view of explaining the emergence 
of conventions, their analysis is still in its infancy. Consider the picking game in 
Figure AIV.2. In this game, Bacharach and Bernasconi’s model ‘predicts’ that ‘the 
arrow’ should be picked, that is, according to the rarity preference. Yet it seems to 
be reasonable to expect agents to choose the circle indicated by the arrow because 
of the connotations of ‘the arrow’. In fact, when I ask my students to play this 
game they choose the circle which is indicated by the arrow in order to coordinate 
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Figure AIV.1 Simple games of Bacharach and Bernasconi (1997).
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with their co-players. Although ‘the arrow’ is a simple object, we do not perceive 
it as such and the conventions concerning the arrow (e.g. the traffic convention 
that we follow the road which is indicated by the arrow) may influence the way 
we behave in this particular game. (Bacharach and Bernasconi also mention this 
problem.) It is evident that physical attributes of the objects cannot be all there is 
to focal points and coordination. Existing conventions might matter even in the 
context of simple objects. Then it may be argued that the static models we have 
examined above fail to explain the possibility of successful coordination.

It should be noted here that from a formal point of view there might be many 
ways in which a particular set of available strategies may be conceived or framed 
from the perspective of the agents. For this reason, formalising focal points is not 
an easy task. It should be evident that the above argument is not meant to degrade 
the existing models of focal points; rather, it tries to explicate the limits within 
which these models should be evaluated and criticised.

6 Evolutionary stability and replicator dynamics

Let us, for a moment, assume that the driving game (Table 8.1) is played among 
deers in a certain area. A large population of deers use a limited number of narrow 
deer paths. Every day every deer meets at least one other deer coming from the 
opposite direction. When they meet they have to simultaneously ‘decide’ whether 
to use the right- or left-hand side of the path. Since they do not ‘want’ to reduce 
speed they have an ‘incentive’ to coordinate. Simply, they are playing a game 
similar to the driving game. Should we expect them to bring about a deer-traffic 
convention?

To examine this question, let us further assume that every deer is predisposed 
to play a certain pure strategy. That is, a percentage of the deer population al-
ways plays ‘right’, while the rest is predisposed to play ‘left’. The deer that are 
successful in coordination are supposed to have more reproductive success and 
those who fail to coordinate will become extinct in time. Now consider the fol-
lowing scenario: in time the deer population somehow reaches a state where every 
deer is predisposed to play the same strategy (e.g. ‘right’). Could we say that this 
equilibrium point (right, right) would be stable? This scenario brings us to the 

  

  Game IV

Figure AIV.2 A coordination game.
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evolutionary analysis of Maynard Smith and Price (1973) and Maynard Smith 
(1974, 1982) (see Weibull 1995; Mailath 1992, 1998; Michihiro 1997; Friedman 
1991; Hofbauer and Sigmund 1988 for a general discussion of evolutionary game 
theory). They have argued that evolutionary stability of an equilibrium of this sort 
depends on whether the population may be invaded by a mutant strategy or not. 
An evolutionarily stable strategy (ESS) cannot be invaded by mutant strategies 
and for this reason evolutionary stable equilibria of a coordination game may be 
considered as conventions in that they are self-supporting equilibria (for the no-
tion of evolutionary stability see Binmore and Samuelson 1992; Blume, Kim and 
Sobel 1993; Hofbauer, Schuster and Sigmund 1979; Samuelson and Zhang 1992; 
Taylor and Jonker 1978; Wärneryd 1991).

In our case, it is easy to see that a mutant deer which is predisposed to play 
‘left’ cannot invade a population of ‘right’ playing deers, since its average success 
against other deers will be less than a ‘right’ playing deer. For this reason, evolu-
tionary game theorists argue that two pure-strategy Nash equilibria of the driving 
game are evolutionary stable.

(Note that in the standard analysis, it is assumed no individual has an incentive 
to deviate from his Nash strategy. However, it is still possible that one may be 
indifferent between his Nash strategy and another strategy, given others’ strate-
gies. Given other players’ actions, if a player strictly prefers his Nash strategy to 
other actions then this equilibrium is argued to be a strict Nash equilibrium. Or in 
other words, if an individual has no alternative strategy that does as good as his 
equilibrium strategy (i.e. has no alternative best reply) given others’ strategies, 
then the resulting equilibrium is a strict Nash equilibrium. In fact, Nash equilibria 
of the driving game are strict Nash equilibria, and every strict Nash equilibrium is 
ESS. See Maynard Smith and Price 1973; Selten 1980.)

However, the notion of ESS does not provide any basis for arguing that the 
deer population will be able to reach one of these evolutionary stable equilibrium 
points. It does not help us solve the equilibrium selection in the context of the 
driving game; rather it justifies the idea that if a population of agents (human be-
ings, or deer) is able to coordinate their actions somehow, this equilibrium would 
be self-fulfilling. Although it tries to capture the dynamics of an evolutionary 
process, ESS is a static concept and does not explicate why a certain ESS would 
be selected among others (Mailath 1992: 267). The dynamics behind ESS and its 
refinements (e.g. stochastically stable strategies) has been studied with different 
models that vary in the formulations of the evolutionary dynamics. Only a few 
of these are examined here. First, we will focus on the replicator dynamics that 
works at the population level and then we will discuss learning models.

Replicator dynamics

The study of natural selection is usually associated with a mechanism known as 
replicator dynamics. The term ‘replicator’ comes from Dawkins (1976). For the 
original statement of ‘replicator dynamics’ see Taylor and Jonker (1978). The rep-
licator dynamics captures the idea that reproductive success of a certain strategy is 
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a function of its success in games. For example, concerning the deer population, 
this means that if a certain strategy does better on average than the population 
average, the type of deers that are predisposed with this strategy will grow at a 
greater rate than the others. Replicator dynamics has various alternative formula-
tions that need not be examined here (see Fudenberg and Levine 1998: 51–99; 
Samuelson 1998: 63–75; Weibull 1995: 69–119). Considered from the point of 
view of pure coordination games, the replicator dynamics produces two interest-
ing results. To discuss these results, consider the telephone game in Table AIV.4.

The telephone game has the following scenario: Player I and Player II are 
having a telephone conversation. In the middle of their conversation the telephone 
line is cut off for no specified reason. They have to decide whether to wait for the 
other to call or to call back. If they both call they cannot communicate for the lines 
will be busy. If they both wait they cannot continue their conversation either. This 
is an asymmetric coordination game for they have to choose different strategies 
for coordination. Now we may ask whether any convention may emerge out of 
this coordination problem if a finite population of agents are randomly matched 
to play this game repeatedly. The first interesting result of the replicator dynamics 
approach is that if the population of agents is homogenous then the only stable 
equilibrium is the mixed-strategy equilibrium, where agents randomise (Fuden-
berg and Levine 1998: 56–58). That is, if two players who are randomly matched 
are from the same population, that is, are identical, then repeated play will not 
bring about a convention. The second interesting result concerns replicator mod-
els with distinct populations. If the players of the game are drawn from distinct 
populations, then pure strategy Nash equilibria of this game ((wait, call back), 
(call back, wait)) become stable, but the mixed strategy equilibrium is not stable.

(It should also be noted here that the outcome of the replicator dynamics de-
pend on the initial state of the population in the context of the stag hunt game (see 
Appendix VI.6). That is, if many agents are playing the Pareto-dominant strategy, 
initially the replicator dynamics converges to the Pareto-dominant equilibrium. 
Yet if most of the agents are playing the risk-dominant strategy, then the process 
converges to the risk-dominant equilibrium. See Samuelson 1998: 79–80.)

The distinct population model may be considered as an approximation to a 
situation where players can distinguish between ‘the caller’ and ‘the receiver’. 
Although replicator dynamics is not exactly designed to represent such cases, 
it implies that if players can recognise each other in some way (e.g. label each 
other) then the telephone coordination problem may bring about one of the alter-
native conventions: original caller calls back (call back, wait); or receiver calls 
back (wait, call back). Note that the model remains silent concerning equilibrium 
selection.

Table AIV.4 Telephone game

Player II
Wait Call back

Player I Wait 0, 0 1, 1
Call back 1, 1 0, 0
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Replicator dynamics works at the population level and ostensibly leaves no role 
to the individual players, as it is suggested by the ‘pre-programmed behaviour’ 
assumption. For this reason, replicator dynamics is generally considered as being 
inappropriate in economic contexts and that the dynamics of an economic process 
should be based on a model of individual learning (Fudenberg and Levine 1998; 
Kandori, Mailath and Rob 1993; Young 1998). If successful strategies grow faster, 
then stable coordination equilibria may be reached and conventions may emerge. 
Models with replicator dynamics do not explain why successful strategies grow 
faster. Such models study the dynamics at the aggregate level and are silent about 
which individual mechanisms bring about the consequences at the aggregate level 
(Fudenberg and Levine 1998: 52). Although we may still argue that replicator 
dynamics point to the possibility that there may be a certain mechanisms that 
may bring about conventions, the need for the study of individual mechanisms is 
obvious. There could be many mechanisms that may be consistent with replicator 
dynamics, such as learning and imitation. In the following pages we focus on 
models that study individual learning.

7 Local interaction

Local interaction raises another question about conventions. Since any of the al-
ternative conventions is likely to emerge in the short run, local interaction may 
result in the emergence of different conventions in different localities. From a 
real-world perspective, this is quite reasonable for very large populations who 
are spatially separated, yet it is not always reasonable to argue that alternative 
conventions are likely to exist in areas such as cities or countries. While countries 
may abide to different conventions, within a certain country people usually abide 
to a uniform convention. Yet in some countries different conventions co-exist in 
different areas. Could these models give any insight concerning the global diver-
sity of conventions while retaining the argument that a single convention is very 
likely to emerge in local areas?

Young (1996, 2001) analyses the issue of co-existence of conventions by ex-
tending his model for the driving game to consider the interactions among dif-
ferent countries who use different driving conventions (e.g. (left, left) or (right, 
right)). The model is a spatial model similar in some respects to Schelling’s resi-
dential segregation model (see Chapter 4). Every country has a limited number of 
neighbour countries and there is consistent traffic on the borders. For this reason, 
conflicting driving conventions are costly. Let us say that in each time period one 
country considers whether to switch to the other driving convention by observing 
the existing conventions of its neighbours. For example, if country A abides to the 
left-convention and all its neighbours abide to the right-convention it is ‘rational’ 
to switch to the right-convention. Yet if its neighbours abide to different conven-
tions then it has to ‘assess’ the costs of switching. Note here that Young abstracts 
from the technological costs of switching a convention and argues that this would 
not change the argument. If we consider the countries as nodes in a network, then 
this model implies the number of connections one country has with other nodes 
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is the decisive factor given the costs of abiding to different conventions. If, for 
example, two different parts of the network are densely connected but have a 
weak link with each other, then the model says that two different conventions may 
be adopted in these parts of the network. Yet if all countries are densely connected 
then we may expect a uniform convention. It is also possible to bring in random 
shocks to this model. Let us assume that one or more countries switch conventions 
occasionally, whatever the costs (e.g. France switched to the ‘right’ convention af-
ter the revolution and imposed this convention in some of the countries they have 
occupied; see Young 1996). If there are such idiosyncratic shocks, then in any 
connected network of countries (i.e. it is possible to drive from any country to any 
other) it is more likely that all countries adopt the same convention. Moreover, if 
it exists, the risk-dominant convention is likely to drive other conventions out.

While the above model analyses exclusive conventions in the sense that indi-
viduals cannot adopt two or more conventions at a time, not all conventions are 
like this. Consider the telephone game. It might be that while one country adopts 
the caller-calls-back convention, another country might adopt the receiver-calls-
back convention. It is for these types of conventions that the individuals may 
switch between conventions with some costs (e.g. learning) when they travel. 
Goyal and Janssen (1997) analyse this type of non-exclusive convention and 
examine equilibrium selection in such environments. (They use a deterministic 
model with no learning. In this model individuals form their expectations given 
the existent local information. Yet they argue that their model is robust to several 
learning dynamics.) The model implies that, given the costs of adopting both 
conventions are not very high, both conventions might prevail and co-exist. In a 
symmetric coordination game the result of their analysis is that both conventions 
co-exist under all conditions. They further argue that if one convention is better 
then the other then whatever the costs the Pareto optimal convention is adopted in 
the long run (note here that this is the result for the case where Pareto-dominant 
convention is also risk dominant). But if Pareto dominance and risk dominance 
are in conflict then the following results hold: if the costs are low then Pareto-
dominant convention will eventually be adopted in both countries; if costs are 
high then both countries would eventually adopt the risk-dominant convention. 
Yet if costs are at an intermediate level then two conventions would co-exist. 
That is, while different conventions would be adopted in different countries, some 
individuals would undertake the costs of adopting both conventions. Goyal and 
Janssen’s model indicates that the cost of adopting a certain form of behaviour 
may be relevant in explaining the emergence and persistence of conventions.

8 Rationality and learning (Goyal and Janssen 1996)

An important question is whether rational individuals who learn from experience 
might arrive at a coordination equilibrium, or whether we could better explain 
the emergence of a convention without restricting individuals’ expectations and 
learning behaviour with a certain form of common knowledge assumption. Goyal 
and Janssen (1996), who study similar questions, argue that rationality alone does 
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not suffice to explain coordination even if individuals are able to learn. Consider 
the driving game where individuals are randomly paired to play the driving game 
repeatedly and they are able to observe the whole history of play, including the 
payoffs. Assume that every time an individual is confronted with another driver 
he evaluates the previous actions of the other players and bases his expectations 
on this. The question is whether he and other players could achieve concordant 
mutual expectation by evaluating the information gathered from previous plays.

A similar model has been examined in Chapter 6. Schotter assumed that when 
individuals are close to the absorbing points (e.g. 95 per cent plays ‘left’) they 
will consider this as an indication that everybody will chose a certain strategy 
(e.g. ‘left’) with unit probability. This assumption implies that rational (Bayesian) 
learning does not guarantee coordination. Additional assumptions concerning 
learning behaviour have to be imposed on the model. Moreover, agents are as-
sumed to base their expectations on what happened in the past. They expect that 
what happened in the past is likely to happen in the future. Hence, there is an im-
plicit assumption that says that agents know that the other agents are forming their 
expectations in a similar way. Otherwise, there is no rational reason for them to 
expect that what happened in the past would happen in the future. Similar things 
can be said for other learning models. Goyal and Janssen (1996) discuss Crawford 
and Haller (1990) and Kalai and Lehrer (1993a,b), who argue that rational indi-
viduals can learn to coordinate. While Crawford and Haller assume that there are 
optimal rules for learning, Kalai and Lehrer put certain restrictions on individuals’ 
prior beliefs. Both assumptions imply that these models put additional restric-
tions on learning behaviour and, for this reason, rationality alone cannot ensure 
coordination. More specifically, Goyal and Janssen (1996) argue that even if there 
may be optimal rules for learning how to coordinate, these rules are not unique. 
That is, if agents’ learning behaviour is not coordinated at the outset they might 
not be able to coordinate. Similarly, Kalai and Lehrer’s model indicate that agents’ 
prior beliefs have to be coordinated to ensure their success in coordination. Both 
of these models imply that pre-existent conventions are necessary for individuals’ 
success in coordination.

Goyal and Janssen generalise this argument by employing a more sophisticated 
learning model. The idea behind their model is the following: in order to ensure 
coordination in the next period, every agent has to take into account the previous 
plays of other players. However, since every player knows that the other players 
are using the information gathered in previous plays to form their expectation for 
the next period, in order to ensure coordination every player has to know how 
the others are forming their expectations. The problem is that the outcome of the 
previous encounters does not restrict the type of hypotheses they might entertain 
about each other. In other words, as Goyal and Janssen argue, at any point in 
time one may entertain an infinite number of hypotheses about others, which are 
consistent with their existent information (also see Foster and Young 2001). Thus, 
unless the modeller restricts the number of these hypotheses, rationality does not 
ensure players to learn how to coordinate. Again, from the perspective of explain-
ing real world coordination problems, this means that knowledge of pre-existing 
conventions is necessary to explain how coordination is achieved.
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1 Introduction

 1 It is hardly necessary to say that there is only one shortcut from point A to point B. It 
is assumed here that most of the traffic in the area, where this walking path emerges, 
is between A and B.

2 Unintended consequences

 1 Similarly, Rosenberg (1995: 153) uses ‘unintended’ interchangeably with ‘unex-
pected’.

 2 Merton (1936: 903–904) has another category where he talks about public policy. In 
this case, the action of the government, say doing Y, to achieve one particular end, 
X, affects the individuals in the country in such a way that because of the change in 
individuals’ behaviour due to Y, X does not happen. This may be considered as an 
example of the case where the agent (individual, or government) is ignorant about the 
fact that Y causes X ceteris paribus.

 3 He also explicitly says that ‘second type would seem to afford a better opportunity for 
sociological analysis since the very process of formal organization ordinarily involves 
explicit statement of purpose and procedure’ (Merton 1936: 896). In the next chapter 
it will be clear that this is exactly what this book is not about.

 4 By ‘social action’ I simply mean a number of individuals acting to achieve a social 
result.

 5 Remember that here ‘someone having an intention’ means ‘someone having a pur-
pose’, rather than ‘someone than having a plan’.

 6 Cells 1.2, 1.3, 1.4, 1.6, 1.7, 1.8, 2.2, 2.3, 2.4, 2.6, 2.7, 2.8, 3.2, 3.3, 3.4, 3.6, 3.7 and 3.8 
indicate unintended consequences.

 7 We may say that (in Merton’s terms) we are mostly concerned with imperious im-
mediacy of interests at the individual level.

 8 For an example of how these different types of unintended consequences are handled 
together (or how they are mixed up), see Norton (2002).

 9 Note that in Schelling’s model individuals are indifferent. They do not care whether 
the city is segregated or not as long as they are not living as an extreme minority. Yet 
similar results are obtained even if we assume that individuals strictly prefer a mixed 
neighbourhood (see Chapters 4, 7 and Appendix III).

 10 Note that Collin defines a social fact as follows: ‘Social facts are thought to be a 
product of the very cognition, the very intellectual processes through which they are 
cognised, explained and classified, in so far as this cognition is a shared, collective 
one’ (Collin 1997: 3). As it stands, with this definition we cannot consider residential 
segregation as a social fact. Yet I do not see any reason for not considering segrega-
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tion as a social fact. If there is racial residential segregation in a particular city and if 
we state that there is residential segregation in this city, we express the truth about a 
collection of individuals living together. Thus, ‘segregation’ should count as a social 
fact.

3 The origin of money

 1 See Chapter 2 for the distinction between ‘results’ and ‘consequences’. Obviously, 
Menger does not make the distinction, but it is clear that, in our terminology, what he 
means is ‘consequences’.

 2 He is not clear about the nature of forces acting in the social realm, but we will not 
deal with this issue in this book.

 3 The explicit consideration of these limitations distinguishes Menger from the organic 
school, which applies the organism analogy more broadly. An important difference is 
Menger’s individualistic approach. As Hutter (1994: 305) argues, Menger ‘defends 
the “atomistic” paradigm against the dominating historical and organic paradigms’. 
Thus, he is not using the ‘analogy’ in its generally accepted form. Also see Stark 
(1962: 176).

 4 Note that Menger (1892a: 239) argues, ‘It must not be supposed that the form of coin, 
or document, employed as current-money, constitutes the enigma in this phenomenon 
[money].’ He wants to explain the genesis of the fact that some commodities (‘un-
coined precious metals’, ‘cattle’, ‘skins’, etc.) served as a medium of exchange.

 5 Menger (1892a: 241) refers to Plato, Aristotle and the Roman jurists, who argued 
that ‘certain commodities, the precious metals in particular, had been exalted into the 
medium of exchange by general convention or law, in the interest of commonweal’. 
He states that he is doubtful about this theory and he finds it ‘unhistorical’.

 6 Some of the conditions that affect the saleableness of goods are institutional condi-
tions, such as the development of the market or social and political restrictions. See 
Menger (1892a).

 7 It is usually argued that the term ‘double coincidence of wants’ comes from Jevons. It 
refers to the following difficulty in barter, as stated by Jevons:

The first difficulty in barter is to find two persons whose disposable possessions 
mutually suit each other’s wants. There may be many people wanting, and many 
possessing those things wanted; but to allow of an act of barter, there must be a 
double coincidence, which will rarely happen.

(Jevons 1876: I.5)

 8 Also see Horwitz (1999) and Kuniński (1992).
 9 See Stenkula (2003) for the argument that Menger was one of the forerunners of the 

‘Network Theory of Money’.
 10 This issue is closely related to Menger’s (1892b [2005]) analysis of money as a meas-

ure of value. Menger rejects the idea that money bears some quantum of value (also 
see Campagnolo 2005) and argues that:

The use of metal as an intermediary made trade easier and offered more ac-
curacy to economic calculation, but it did not change the nature of trade. Still 
nowadays, the effort of everyone to satisfy their own needs, as much as possible, 
is the determining cause, not only of the fact of exchange in itself, but also of 
the formation of prices. The goal of people who do business in the markets is to 
write down some gain under the income column of their balance sheet and, as to 
expenses, to provide themselves with as much satisfaction as possible through 
bartering [troquer] money for a commodity. Buying and selling are among the 
main ways of conveying the universal desire for gain and making one’s position 
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better. Money has become the intermediary of exchange, but if it serves well in 
measuring prices, it is only in the sense that we have just pointed out. The motive 
for bartering is profit, but more than that, the quantities that are exchanged for 
each other get fixed through the subjective advantage of both subjects.

(Menger 1892b [2005]: 260)

 11 Figure 3.1 is adopted from Holland et al. (1989), where it is used to study the process 
of induction. In Chapter 7 the rationale behind using this figure is explained. The 
reader should, for now, merely focus on how it represents Menger’s explanation.

 12 See also Iwai (1997). Iwai identifies three different views of the emergence of a me-
dium of exchange: spontaneous emergence view, Chartal theory and evolution out of 
gift (anthropologists’ view). We may add to this the Metallist view. Roughly, Metal-
lists argue that only commodities that have intrinsic value may be selected as money 
with collective acceptance. Chartalists, on the other hand, argue that any object can 
be used as money, as long as the state guarantees its acceptance. However, from our 
point of view Metallist and Chartalist views are similar to the design view, for in the 
first one money is designed by many people, and in the latter by the state. The debate 
between Metallists (who hold the collective agreement view) and Chartalists is an 
interesting one, but we will not be dealing with this debate in this chapter. The reader 
may consult Bell (2001) and the references therein for an overview.

 13 These disputed assumptions, in fact, exist in other classical texts of economics (e.g. in 
Smith, Jevons and Mises). See Appendix I for an exposition.

 14 It is common that the ‘design view’ of money is credited to Knapp (1905), who is one 
of the advocates of the Chartal theory (see, for example, Hodgson 1992; Hutchison 
1962: 143–144; Iwai 1997). However, it can be argued that there is nothing in Knapp 
that contradicts Menger’s account (see, for example, Maclachlan 2003).

 15 As could be seen in Appendix I, neither do Smith’s, Jevons’s and Mises’s accounts 
conflict with the view that coined money was introduced by a central authority.

 16 Of course, Polanyi himself builds upon other authors’ work, such as Thurnwald 
(1932).

 17 See Quiggin (1949) for a survey of primitive forms of money and Mauss (1930), who 
presents the gift exchange system with the obligations of give, receive and recipro-
cate.

 18 The reader may wonder whether we may consider Menger’s explanation valuable, 
even if all the historical evidence is against it. The argument here is that Menger 
points out some possible explanatory factors. This is why it is valuable. But if one is 
able to show that none of the factors played any role in the emergence of money as a 
medium of exchange, we should simply dismiss it. Similar issues will be discussed 
further in Chapters 6 and 7.

 19 We may consider empirical forms as the common properties of a set of things, such as 
tokens modern money.

 20 Some believe that Menger defended theoretical economics and disregarded historical 
economics. Yet, he argues that these different types of inquiries provide different types 
of knowledge and that they are both necessary. For example, he says, ‘The specifically 
historical understanding of concrete phenomena is also completely adequate for the 
field of economy’ (Menger 1883: 44). With respect to the relation between theory and 
history, the following quote is relevant:

The understanding of the concrete phenomena of economy by means of the 
theory, the application of theoretical economics as means for this understanding, 
the utilization of the theory of economics for the history of economy – all these 
are [. . .] problems for the historian, for whom the social sciences, considered in 
this way, are auxiliary sciences.

(Menger 1883: 46)
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 21 He also argues (1883: 51) that the degree of the strictness of laws does not affect ‘the 
character of economics as a theoretical science’.

 22 The ‘realist’ in this phrase should not be confused with its accepted philosophical use. 
Menger is here trying to imply that in this orientation very few abstractions (also see 
note 24) are made and particular phenomena are examined in their full complexity. 
In modern language, both the advocates of realistic–empirical and the exact orienta-
tions can be considered as realists of sorts. See Mäki (1990b) for an interpretation of 
Menger as a realist.

 23 The emphasis is in the original text.
 24 ‘The laws of theoretical economics are really never laws of nature in the true meaning 

of the word.’ (Menger 1883: 59)
 25 Menger also notes that abstraction is inescapable in any type of research: ‘An abstrac-

tion from certain features of the phenomena in their full empirical reality is unavoid-
able’ (Menger 1883: 79). ‘Even the most realistic orientation of theoretical research 
imaginable must accordingly operate with abstractions’ (Menger 1883: 80).

 26 ‘ “The exact theory of political economy” is [. . .] a theory which teaches us to follow 
and understand in an exact way the manifestations of human self-interest in the efforts 
of economic humans aimed at the provision of their material needs. [. . .] It has only 
the task of affording us the understanding of a special side of human life, to be sure, 
the most important, the economic’ (Menger 1883: 87).

 27 Menger (1883: 73) argues, ‘exact economics by nature has to make us aware of the 
laws holding for an analytically or abstractly conceived economic world.’

 28 It may be argued that all explanations cannot be characterised like this. The only 
exception might be structural explanations, or explanations of constitution. That is, 
we may explain why something has certain properties by referring to its constituents. 
Yet, this characterisation is appropriate for the examples of this book. See Chapter 7 
for further details.

 29 For example, Hodgson (1992) argues that Menger ignores the potential quality varia-
tion in commodities in his theory of saleability. Yet, Hodgson also argues that for this 
reason there is room for the state in the development of a medium of exchange. We 
have seen that this does not contradict with Menger’s account. Menger is in no way 
opposing the idea of intentional refinements of institutions. He explicitly argues that 
after the establishment of the institutions the need for refinements and/or codification 
may arise.

 30 An exception to this may be the cultures who learned the existence of a medium of 
exchange from other cultures. Yet, Menger is trying to explain the origin of a medium 
of exchange.

 31 It is a common mistake to evaluate Menger’s explanation by today’s standards. For 
Menger’s explanation is a part of our intellectual heritage – his explanation may seem 
simple and uninteresting by today’s standards.

 32 Many would argue that Menger is an Aristotelian of sorts (see, for example, Hutchison 
1981, Kauder 1965, Mäki 1990b, Zuidema 2001) and, thus, when he presents the 
origin of money he proposes to have disclosed the essence of money. Even if we as-
sume that this is true, this information does not tell us what is actually accomplished 
by Menger’s account of money. The interpretation introduced here is consistent with 
Mäki’s (1990b: 297) interpretation that Menger is a realist.

4 Segregation

 1 The basic idea in Schelling’s models is the same, yet it is presented in different ways. 
The analysis introduced in this chapter is applicable to Schelling’s other segregation 
models.

 2 We did not do this for Menger’s explanation because the proposed mechanisms in his 
explanation were not entirely clear.
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 3 Schelling uses ‘blacks’ and ‘whites’ instead of As and Bs.
 4 It is also possible to find various simulations of Schelling’s model on the web.
 5 This also means that in this model individuals who have mild discriminatory prefer-

ences do not strictly prefer a mixed neighbourhood. They are content as long as they 
do not have an extreme minority status, and they are equally happy with other compo-
sitions. That is, As (or Bs) do not care whether they have a reasonable minority status 
or a majority status; or whether the neighbourhood is integrated or not, as long as 
they do not have an extreme minority status. Strict preference for perfect integration 
implies that individuals prefer a mixed (integrated) neighbourhood to a segregated 
one. As we will see in Chapter 7, Pancs and Vriend (2003) test the chequerboard 
model under the conditions of strict preference for perfect integration and conclude 
that Schelling’s results hold even if this assumption is made (also see Appendix III).

 6 It may be argued that preferences cannot be inputs, because they are built-in. Yet 
the reader should remember that we are talking about how agents are defined in the 
model. The form of the individual rule is: IF y ≥ x THEN move, IF x > y THEN stay. 
Thus, within the model one can change the preferences of the agents by simply chang-
ing the value of y. It is in this way that we consider preferences as inputs.

 7 When we interpret the mechanisms as ‘IF . . . THEN rules’ then reinforcement cannot 
be considered as a mechanism, it is just a property of the interaction of the IF . . . 
THEN rules. But, if one wishes, an aggregate mechanism with this property may be 
called a reinforcement mechanism.

 8 Note here the similarity between Schelling’s arguments and Menger’s characterisa-
tion of the realist–empirical orientation (see Chapter 3).

 9 See Aydinonat (2005) for an interview with Schelling on the story of the chequerboard 
model.

 10 For Mill’s four methods of experimental inquiry see Mill (1843: 222–237).
 11 Mäki (1992a: 321) defines isolation in the following way: ‘In an isolation, something, 

a set X of entities, is “sealed off” from the involvement or influence of everything 
else, a set Y of entities; together X and Y comprise the universe.’ Abstraction and 
idealisation may be considered as subspecies of isolation. In an abstraction we move 
from a particular case (e.g. Rotterdam, as a city) to a more general representation 
(chequerboard city, as a model of any city). So to say, abstraction is vertical isolation 
– that is, the type of isolation where the level of abstraction changes. By contrast, in 
what we may call horizontal isolation (idealisation), the level of abstraction does not 
change (see Mäki 1992a: 322–325). ‘Idealizations are formulated in terms of limiting 
concepts designated or designatable by variables with the value 0 or |∞|’ (Mäki 1992a: 
324). For example, in an idealisation we explicitly neglect some factors (e.g. people 
have no expectations).

 12 Note that both homophily and discriminatory preferences require that individuals are 
able to discriminate between the group to which they belong and the other group. 
While ‘homophily’ emphasises association with one’s own group, ‘discriminatory 
preference’ emphasises the consequences of this association in terms of where one 
wants to live, have lunch, be educated, etc.

 13 The relevant concept here may be ‘phase transition’ (see Kauffman 1995: 56–58; 
Batten 2001).

 14 Note that if there is to be a covering theory A, it must specify all the conditions for 
this kind of self-organisation. Schelling’s models make us understand that there is this 
phase transition, but they do not specify the conditions for it. For example, when the 
relative number of individuals to the number of housing possibilities is smaller than 
what we have seen in the chequerboard model, the individuals may be so detached 
that segregation will not emerge – or it may be meaningless to talk about segregation. 
In other words, conditions like the necessary number of connections among individual 
mechanisms must be specified for a more comprehensive theory.
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5 The invisible hand

 1 To see the wide variety of references to the invisible hand and its uses consider the fol-
lowing examples: for invisible hand arguments in philosophy of science see Kitcher 
(1993), Hands (1995), Ylikoski (1995), Hull (1988, 1997), Mirowski (1997), Solo-
mon (1994), Wray (2000) and Leonard (2002). For references in political philosophy 
see Holmes (1977), Nozick (1974), Lind (1989) and Postema (1980). For the use 
of invisible hand in politics and economic policy see Sayigh (1961), Bates (1974), 
Stiglitz (1991: 32) and Frye and Shleifer (1996). For gender studies and invisible 
hand see Feiner and Roberts (1990). For ethics and the invisible hand see McMahon 
(1981), Shepard (1995) and Evensky (1993). For invisible hand in modern economics 
see Stiglitz (1991), Sagoff (1994), T. Smith (1995a,b), Shepard (1995), Coase (1992), 
Durlauf (1991), Hahn (1970, 1981), Marris and Mueller (1980), Feiner and Roberts 
(1990), Leibenstein (1982) and Maskin (1994).

 2 Thornton (2006) argues that the use of invisible hand in HA does not conflict with its 
uses in WN and TMS. He suggests that the invisible hand in HA is concerned with the 
methodological foundation of Smith’s approach. Here we will be investigating what 
that methodological foundation is and how it is related to the use of invisible hand in 
WN and TMS. Thornton (2006) also argues that Smith’s economic applications of the 
invisible hand (in WN and TMS) were influenced by Cantillon’s model of the isolated 
state.

 3 Also see Brewer (2006) who argues that the use of invisible hand in WN and TMS is 
not contradictory yet they address different questions.

 4 In her survey of the literature Brown (1997) shows the variety of the interpretations 
of Smith’s arguments. She ironically uses Smith’s (1795) phrase ‘mere inventions 
of the imagination’ to emphasise the implications of the radical differences in these 
interpretations. Grampp (2000) makes a similar point. He identifies nine different 
interpretations of the invisible hand and argues that there is no convincing argument 
in the literature to show that the three invisible hands were indeed related.

 5 The misunderstandings that are pointed out in this chapter can also be found in other 
works about the invisible hand. Thus, there is nothing special about Rothschild’s argu-
ment in this respect. It was chosen because it is a recent interpretation and because 
Rothschild powerfully makes her point.

 6 Also see Bridel and Salvat (2004: 134–138), who state that Rothschild’s argument is 
not convincing. However, they do not discuss the relation between unintended conse-
quences and the invisible hand and they do not really explain why it is unconvincing. 
Similarly, Eltis (2004: 155) state that ‘Rothschild’s attempt to marginalize the invis-
ible hand has no basis’ without substantiating this argument.

 7 See Davis (1990) and Ingrao (1998) for a discussion of the invisible hand in HA.
 8 Fiori (2001) interprets the invisible hand in HA as the invisible chain of events that 

coordinates natural phenomena. Accordingly, invisible hands in WN and TMS are 
related to the invisible chain of events that coordinate social phenomena. We have 
seen that, according to Smith, these apparently invisible chains of events have to be 
explicated in order to explain phenomena. Note that Fiori (2001) pairs visible order 
with concrete facts and invisible hand with abstract analysis. It is true that invisible-
hand explanations are generally based on abstract models not on concrete facts. (Re-
member our discussion of Menger’s conception of exact understanding and historical 
understanding in Chapter 3.) However, it is possible, in principle, to provide singular 
invisible-hand explanations based on theoretical invisible-hand models (see Chapter 
7).

 9 It is generally believed that Smith followed Newton in adopting a mechanistic–
atomistic view of nature. Montes (2003, 2006) nicely argues that neither Smith nor 
Newton held a mechanistic–atomistic view of nature. Montes (2003: 731) argues 
that mechanistic interpretation of Newton and thus Smith owes its origins to French 
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Enlightenment. See the discussion under the section on modern conceptions of the 
invisible hand in the present chapter.

 10 Note the similarity between this interpretation and van Fraassen’s (1980) ‘construc-
tive empiricism’. D. D. Raphael and A. S. Skinner emphasise a similar idea in their 
introduction to the Essays on Philosophical Subjects. But their interpretation, as well, 
contains a minimal realist reading of Smith – as presented in the second possibility 
above. On Smith’s philosophy of science also see Berry (2006), Fleischacker (2004) 
and Montes (2004).

 11 Another possibility is offered by Lindgren (1969). He (1969: 899) argues, ‘Smith did 
not entertain realistic epistemological views’ but a conventionalistic view. Lindgren 
emphasises Smith’s views on analogy and his argument that we understand new phe-
nomena with what is familiar to us. And he (1969: 907) argues for ‘all associations’ 
– which are necessary for analogical thinking – ‘are governed by habit or custom. 
We must conclude that the systems of signs developed by imitative arts’ – to which 
inquiry is an example – ‘are all governed by convention’. Yet there is nothing about 
conventions, habit or custom that necessarily prevents Smith having a realistic view 
about the world, or prevents him entertaining ‘constructive empiricist’ thoughts. In 
fact, Smith’s statements about irregularities and newly observed phenomena suggest 
that scientific theories change in the light of these phenomena – similarly, habits, 
customs and conventions change with time. In fact, in HA, Smith demonstrates how 
theories in astronomy changed through time.

 12 He gives Descartes’ system as an example here.
 13 Davis (1989: 65) argues that the invisible hand ‘makes it the responsibility of deity to 

reconcile self-interest and the social good’ and recourses to ‘an extra-human, extra-
social device’. However, he also points out that Smith is consciously criticising poly-
theism in HA (Davis 1989: 59). My interpretation is obviously different from that of 
Davis and from many others who see the invisible hand as a mystical power. Smith’s 
criticism of individuals who explain natural phenomena with reference to invisible 
powers, and his ideas on philosophy of science, show that Smith’s conception of a 
good explanation is an explanation which uncovers the apparently invisible causal 
factors in nature of society. This interpretation is further fortified by Smith’s explicit 
attempts, in WN and TMS, to explicate the processes which seem to be work of invis-
ible hands. One may argue that Smith explanations are not satisfactory, but one cannot 
argue that he is talking about an extra-human, extra-social device. Smith is at pains 
to show how people who are following their own interests (intentions targeted at the 
individual level) bring about unintended social consequences. It is the interaction of 
individual mechanisms (i.e. individuals pursuing their own interests) that bring about 
unintended social consequences. There is nothing extra-human or extra-social.

 14 Evensky (2005) binds together Smith’s apparently conflicting ideas by considering 
them as attempts to understand how different parts of the world are connected to each 
other. Under this interpretation the invisible hand may be considered as a metaphor 
that represents the need for uncovering the connecting principles of nature and soci-
ety.

 15 She mentions that ‘caecus’, the Latin word which translates as ‘invisible’, literally 
means ‘blind’.

 16 A similar argument can be made for TMS as well.
 17 In fact, these two forms of blindness may be considered as resulting from ‘uncer-

tainties’ that individuals may face: ‘On the one hand they may not know the exact 
mechanism by which an outcome (consequence) is brought about by a certain action. 
On the other hand, a specific outcome often depends not only on the action chosen by 
a particular agent, but also on the actions chosen by others’ (Janssen 1993: 12).

 18 Note that ‘local environment’ represents actions of other individuals in that environ-
ment, and the consequences of these actions.
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 19 One may argue that they are also partially blind in this respect, for there may be 
unintended consequences at the individual level as well (see the discussion in Chapter 
2). Yet they relatively know better than others.

 20 Rothschild (2001: 124) argues that ‘Smith’s three uses of the phrase have in com-
mon that the individuals concerned – the people who fail to see the invisible hand 
– are quite undignified; they are silly polytheists, rapacious proprietors, disingenuous 
merchants’. In HA Smith literally criticises those who invoke the invisible hand of 
Jupiter to explain natural phenomena. Although, it does not seem that the proprietors 
are rapacious (in TMS), and that merchants disingenuous (in WN) for Smith most 
probably considers the ‘blindness’ of individuals as a fact of life. Note that we have 
already granted that Rothschild is right in that the use of invisible hand is ironic.

 21 It should be added that self-regarding or self-interested action should not be under-
stood as necessarily being selfish, given the Smithian notions such as ‘emphaty’, 
‘sympathy’, ‘justice’, ‘fellow feeling’, etc. (see Morrow 1923, Sugden 2002, Werhane 
1989, 1991) These should rather be understood as intentions directed to the individual 
level. It is of course true that in WN, Smith mostly talks about economic interests – 
which may be regarded as selfish – but we would be doing injustice to Smith if we 
say that all his thought is based on selfish individuals. Also see Rosenberg (1960) on 
institutional aspects of Smith’s thought, especially in WN.

 22 Schelefer (1998: 16) points out that Smith does not argue that invisible hand would 
always promote the interest of society. In WN Smith uses the phrase ‘as in many other 
cases’, not ‘in all cases’.

 23 In her discussion of invisible-hand explanations, Ullmann-Margalit makes a similar 
assumption: ‘Individuals do not have the overall pattern in mind, neither on the level 
of intentions nor even in the level of foresight and awareness’ (Ullmann-Margalit 
1978: 271, emphasis added).

 24 Irony means ‘the use of words to express something other than and especially the 
opposite of the literal meaning’ (as defined in Merriam-Webster’s dictionary). Thus, 
it should be possible that Smith uses the phrase ‘invisible hand’ that has religious 
connotations, to imply something irreligious. Coase (1976) makes the following quote 
from Smith ‘Superstition first attempted to satisfy this curiosity, by referring all those 
wonderful appearances to the immediate agency of the gods. Philosophy afterwards 
endeavoured to account for them from more familiar causes, or from such as mankind 
were better acquainted with, than the agency of the gods’ (Smith 1789: V.1.152). Then 
he points out (1976: 19) that ‘this is hardly a remark which would have been made by 
a strong, or even mild, deist.’ And he goes on to argue:

Since Adam Smith could only sense that there was some alternative explanation, 
the right response was suspended belief, and his position seems to have come 
close to this. Today we would explain such a harmony in human nature as a result 
of natural selection, the particular combination of psychological characteristics 
being that likely to lead to survival. In fact, Adam Smith saw very clearly in 
certain areas the relation between those characteristics which nature seems to 
have chosen and those which increase the likelihood of survival.

(Coase 1976: 19)

  Coase’s interpretation of Smith is well in line with our remarks.
 25 Also see Barry (1985: 139), who argues that ‘in economics the point of the Invisible 

Hand theorem is to show how there can be order without a designing mind and with-
out anyone intending specifically to produce such an order’.

 26 Barry (1985: 137) argues that unrealistic assumptions of the general equilibrium 
approach does not prove that the invisible hand is wrong for he considers general 
equilibrium theory as a self-contained logical exercise. As we will see in the next 
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chapter, end-state models in economics should not be considered as inconclusive logi-
cal exercises, rather they are logical tests concerning our intuitions concerning real 
phenomena.

 27 See Janssen (1993) for the relation between aggregate and individual phenomena in 
economics.

 28 For similar arguments see Evensky (1993), Holcombe (1999), Khalil (2000b: 50) and 
Knudsen (1993: 149–150).

 29 Also note that the common presumption that Adam Smith’s invisible hand is the pred-
ecessor of general equilibrium theory is problematic on many grounds. For example, 
there is a common assumption that Smith was influenced by Newton and that they 
both hold a mechanistic view of nature. Montes (2003, 2006) nicely demonstrates 
that while the first part of this assumption is correct, the latter part is not. Accord-
ing to Montes (2003: 729), ‘Newton repeatedly criticised “mechanical philosophy”, 
as he considered that mechanical principles were inadequate to explain all phenom-
ena.’ Montes (2003: 731) argues that mechanistic interpretation of Newton (and thus 
Smith) owes its origins to French Enlightenment. ‘In political economy, the Physio-
crats followed this pseudo-Newtonian tradition, which was later adopted and adapted 
by Walras and played an important part in the subsequent development of general 
equilibrium methodology’ (Montes 2003: 731). Montes (2003: 733) also argues that 
Smith’s conception of individuals were not mechanistic or atomistic either. Rather, 
Smith emphasised the need to discover the connecting principles of nature and society 
without endorsing a mechanistic, atomistic or deductive methodology. Moreover, as 
we have seen, he emphasised the process rather than the end-state.

 30 See Barry (1982), Brennan and Pettit (1993), Demeny (1986), Evensky (1993), 
Hamowy (1987), Heath (1998), Kuniński (1992), Nadeau (1998), C. Smith (2006a,b), 
Ullmann-Margalit (1978) and Vanberg (1994) for the relation between invisible hand 
and spontaneous order.

 31 For the demonstration of Austrian economics as explaining with causal processes, see 
Mäki (1990a, 1992b).

 32 Hayek (1946a [1949]: 4) considers Smith as one of the founders of ‘true individual-
ism’ and Menger as the first modern follower of Smith.

 33 Also see Barry (1985: 141), who argues that ‘the interesting question concerns not 
the existence of perfect coordination in abstract equilibrium, but the nature of the 
coordinating process that the Invisible Hand generates’.

 34 On the Knowledge problem in Hayek see Caldwell (1997), Vanberg (1994: 79) and 
Zappia (1995).

 35 Also see Barry (1985) and Fiori (2001), who emphasise the aspect of coordination in 
the invisible hand. We will discuss the emergence of coordination in Chapter 8.

 36 Yet Hayek (1945 [1949]: 87) also argues that the ‘adjustments are probably never 
“perfect” in the sense which the economist conceives of them in his equilibrium 
analysis’.

 37 Nozick (1974) considers this mechanism of coordination of economic activity as an 
example of an invisible-hand process.

 38 See Vanberg (1986, 1994) and Vromen (1995) for a discussion of Hayek’s ideas about 
cultural evolution and its relation to individual behaviour.

 39 See Berry (1974), Keller (1994), Land (1977) and Otteson (2002b) for interpretations 
of Smith’s explanation of emergence of language.

 40 Ferguson (1767: 11) argues:

[W]e are obliged to observe, that men have always appeared among animals a 
distinct and a superior race; that neither the possession of similar organs, nor 
the approximation of shape, nor the use of the hand, [. . .] has enabled any other 
species to blend their nature or inventions with his; that in the rudest state, he is 
found to be above them [. . .]. He is, in short, a man in every cognition; and we 
can learn nothing of his nature from the analogy of other animals.



Notes 203

  (Our interest here is in Ferguson’s criticism that ‘state of the nature’ theorists do not 
get the facts right about human nature – not in the validity of his argument.)

 41 C. Smith (2006a: 165, 2006b) analyses the relation between spontaneous order and 
the invisible hand. He argues that ‘spontaneous order theorists believe that they are 
engaged in a descriptive scientific project that aims at an accurate understanding of 
the social world’. Yet he also argues that their method is conjectural history. Whether 
this is a correct interpretation of Smith is debatable. My reading is that Smith aims 
at unrevealing the connecting principles rather than giving an accurate description of 
social facts. This distinction will become clearer in Chapter 7.

 42 See Klein (1997) for a discussion of the differences between the general idea of spon-
taneous social order and explaining certain social phenomena as unintended conse-
quences of human action. Otteson (2002b) distinguishes between unintended order 
and spontaneous order. He argues that the concept of spontaneous order may imply 
that it is not possible to account of its emergence. What Ottenson implies is probably 
something similar to our distinction between an overall unintended social order and 
an unintended social phenomenon. As I have noted, it is practically very difficult to 
explain the emergence of an overall social order as an unintended consequence.

 43 Smith’s ‘invisible hand’ has also been associated with theories of biological evolution; 
with Darwinian evolutionary theory (Carey 1998). The argument is that Smith saw 
society as an evolutionary process (see, for example, Clark 1990) or that the invisible 
hand is the invisible hand of natural selection (see, for example, Cosmides and Tooby 
1994). We may consider this interpretation alongside the process of interpretation.

 44 For invisible-hand explanations see Brennan and Pettit (1993), Pettit (1998), Carey 
(1998), Curren (1987), Karlson (1993), Keller (1994), Koppl (1992, 1994), Kühne 
(1997), Mäki (1990a,b), Nozick (1974, 1994), Ullmann-Margalit (1978, 1997, 1998) 
and Ylikoski (1995).

6 The origin of money reconsidered

 1 Throughout the chapter ‘model’ is sometimes used to refer also to the simulations and 
experiments that are examined in this chapter for the sake of easy presentation.

 2 Fiat money is an object that does not have the intrinsic property of providing utility to 
the agents, but that nevertheless serves as a medium of exchange.

 3 The aim of this chapter is to demonstrate how Menger’s story is further explored, not 
to present these models in full technical detail. Thus, when it is said that something is 
proved in a model, the proof is not provided. The interested reader should examine the 
original versions of these models for further details.

 4 Some of the other related work may be listed as follows: Alchian (1977), Brunner 
and Meltzer (1971), H. Dawid (2000), Engineer and Shi (1998, 2000), Iway (1996), 
Kiyotaki and Wright (1992), Ostroy and Starr (1990), Selgin and White (1994), Selgin 
and Klein (2000), Townsend (1980) and Trejos and Wright (1995). Particularly, note 
that Alchian (1977) shows that money may be brought about in the absence of the 
problem of double coincidence of wants. Rather, he assumes that there are recognition 
costs (i.e. cost of determining the quality of the commodity), and shows that low-
recognition-cost commodity may emerge as a medium of exchange (also see Baird 
2000). Alchian’s model may easily be integrated to our analysis (i.e. as one of the pos-
sible ways to explore Menger’s model world). In fact, in what follows we will analyse 
the Williamson and Wright (1994) model, which utilises Alchian’s insights. Also see 
Cheng (1999), who argues that division of labour is one of the main forces behind 
the emergence of money. Cheng’s analysis extends Adam Smith’s explanation of the 
origin of money (see Appendix I). Another relevant paper is Dowd (1999), which 
sketches an explanation of the evolution of the monetary system from emergence 
of medium of exchange to the emergence of the banking system, using Menger’s 
insights.
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 5 Marketability and saleableness are related concepts. For example, Mises (1954) uses 
marketability as a substitute for saleableness (see Appendix II). However, this is not 
true for Kiyotaki and Wright. In their analysis, ‘marketability’ merely refers to agents’ 
expectations about the acceptability of a good in exchange. Henceforth, marketability 
is used in a similar fashion to Kiyotaki and Wright.

 6 One may argue that it remains a possibility that one or a few factors identified by 
Menger do not affect the emergence of money and, hence, we cannot consider 
Menger’s set of factors as a subset of the factors in the real world. It is, of course, true 
that individual mechanisms proposed by Menger may not have played any role in the 
process of the emergence of money. Yet there seems to be no problem in considering 
them as a subset of the factors in the real world. The more sceptic reader may consider 
the figure as a rough representation, because our focus is on the relation between 
Menger’s model and its reconsiderations.

 7 See Mäki (2004) for an account of how questions about explanatory power are related 
to the changes in the sets of explanantia and explananda.

 8 See Appendix II for the theorems about model A and B.
 9 This is, indeed, the general criticism to such existence proofs or to the end-state inter-

pretations of the ‘invisible hand’ (see, for example, Schmitz 2002, Lapavitsas 2005).
 10 See Dowd (2001) for a similar argument.
 11 The exception to this is the Aiyagari–Wallace (1991) model. They start the proof of 

the existence of an equilibrium with fiat money with the assumption that every agent 
accepts money. Later on they show that this is not necessary. In their model the fact 
that fiat money has low storage costs explains the acceptance of money. Yet they 
do not explain why individuals should accept an object that provides no utility only 
because it is less costly to store compared to other commodities.

 12 In this sense, these models may be considered as contributing to the explanation of 
the persistence of fiat money. See Rosenberg (1989: 183), who argues that existence 
proofs have the quality of explaining maintenance.

 13 This model is built on the insights of Akerlof (1970) and Alchian (1977).
 14 According to Hodgson (2001: 86–90), acceptance of the need for state intervention 

contradicts Menger’s analysis. However, it is entirely possible that the need for state 
intervention arises after the emergence of commodity money that serves as a medium 
of exchange. There is no logical contradiction between Menger’s explanation and 
his acceptance of the need for state intervention at a later stage of the process of 
emergence of money. Hodgson is right in that money tokens that were used / issued 
in history cannot be entirely unintended. However, this does not contradict Menger’s 
explanation (see Chapter 3). In fact, models of existence of commodity money and 
fiat money show that in the process of transformation of commodity money to fiat 
money some intentional intervention (i.e. intention targeted to the social level) was 
necessary.

 15 This simplified presentation does not reflect all the aspects of the classifier systems 
as defined by Holland (1975). Yet it is enough to present the simulation in a coherent 
way.

 16 See Appendix II for a detailed presentation of these results.
 17 Note that it is often argued that this type of agent-based simulation is different from a 

standard mathematical model as it does not provide an analytical solution, implying 
that it is not deductive and not expressed in terms of equations. Yet this argument 
is not correct. Epstein (2005) nicely demonstrates that agent-based simulations are 
analytical in the sense that they can be expressed in terms of equations and that they 
are deductive.

 18 It should also be noted here that Marimon et al. interpret the inconclusiveness of 
some of the results as indicating a possible improvement in the specification of the 
agents (i.e. the way in which they learn). Yet it may also be true that in the absence of 
other factors (i.e. the factors omitted in the model, such as the influence of increased 
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market traffic) the emergence of a medium of exchange is not possible under some 
conditions.

 19 For another simulation see Dawid (2000).
 20 Brown (1996) conducts an experiment only for ‘economy A’ and reports that individu-

als failed to play speculative strategies even if it was rational to do this.
 21 See Alvarez (2004) on Menger’s theory of imitation. This article contains a brief sur-

vey of the related literature.
 22 It is assumed that the marketing agent knows the equilibrium price.
 23 It is assumed that the price of the plastic chips is exogenously determined and that 

they can be used as a numéraire in the economy.
 24 If Farmer I chooses a mixed strategy he should play A with probability α and B with 

(1 – α); that is his strategy is: σ = αA + (1 – α)B. Similarly, Farmer II mixed strategy 
is: τ = βA + (1 – β)B. Since farmers get the same payoff a from coordination and do 
not get anything if they fail to coordinate, they should play both options with equal 
probability (αa = (1 – α)a  α = 1/2, βa = (1 – β)a  β = 1/2).

 25 For example, if farmers can remember the farmers with whom they had previous 
contact, then they may slowly build a database of farmers and base their choices on 
this database when they meet again. Or alternatively, every farmer may only observe 
a small portion of what happened in the market, and base their decisions on this infor-
mation.

 26 That is, Schotter assumes that only the last period matters.
 27 In Schotter’s presentation the updating rule is a little bit different. Although it does not 

make a difference for us, let us present an updating rule which is closer to Schotter’s. 
Every period the players associate particular strategies with certain probabilities, cre-
ating a probability vector p. Assume that the probability vector is p = (p(A), p(B)), 
where p(x) is the probability that each player expects others to play x (x = A, B). For 
period 0, p = (0.5, 0.5). If in period 0 A is observed more often than B, then players 
update their strategies in the following way: they add a small constant ε (0 < ε < 1) to 
p(A) and subtract ε from p(B). This is useful if we were to talk about many strate-
gies. Yet for this coordination game we have assumed that there are only two pure 
strategies, that is, play A no matter what the other does, and play B no matter what 
the other does. We could not have done this for another type of game (i.e. other than a 
coordination game of the type above) as the super-game strategies (i.e. strategies for 
the repeated game) can be much more complex in other types of games.

 28 This is a highly simplified presentation of what Schotter is doing. But it is enough to 
make our point. The interested reader may examine Schotter (1981: Ch. 3).

 29 Alternatively, it may be assumed that player i has access to the information about the 
actions of all other players for the last m periods, and she draws a sample size s from 
this set of actions. But it seems to be more plausible that agents observe the actions of 
some individuals who are close to them, for example, neighbours (see Young 1998: 
42).

 30 See Gintis (2000: 228–236) for an excellent presentation of Young’s approach.
 31 In other models ε would represent the mutation rate (e.g. Gintis 1997, 2000; Luo 

1999).
 32 Remember that this change is represented with the error rate and it is external to the 

model.
 33 We may assume that the reason for this is that A (e.g. gold) is more convenient than B 

(e.g. silver), for A is more durable, or it is easier to store, etc. (Young 1998: 12).
 34 It is not argued here that these models are merely ‘conceptual explorations’ (Haus-

man 1992). As it is argued in the following pages, exploration of the model worlds 
increases our chances to explain particular cases.

 35 Note that Young argues, ‘These examples [in our case the currency game] are il-
lustrative and meant to suggest directions for future work; I do not pretend to give a 
definitive account of the history of any one institutional form’ Young (1998: xi).
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 36 Remember ‘alerting to new possibilities’ is a characteristic of a good invisible-hand 
explanation (see Chapter 5).

 37 Of course, a new explanation does not necessarily require a new model but we use this 
expression to relate with our examination of several models of the origin of money.

 38 Assuming that if some results are theoretically rejected they are removed from the 
meta-model. On the other hand, since some results only hold under some specific 
conditions, even if these results are rejected under different conditions they may be 
kept. Because if similar conditions are observed in the real world, they would be bet-
ter approximations.

 39 It is not argued here that people should start working on a comprehensive meta-model. 
The argument is that we should conceive each of them as contributing partially to a 
meta-model that provides the resources for explaining particular cases. See the con-
clusion to this chapter for a more detailed discussion.

 40 Iwai (1997) argues that ‘there is a fundamental limit on the power of theory to explain 
the origin of money ex post facto. History matters essentially.’ He tries to show this 
analytically.

7 Models and representation

 1 It is in no way argued here that such models rest on common folk wisdom alone. As 
it will later become clear, ‘familiar’ implies that both common sense and scientific 
knowledge is utilised by these models.

 2 Ruben (1990) argues that ‘facts’ rather than ‘events’ are explained. For the sake of 
easy presentation, we use the following phrases without distinguishing between them: 
‘explaining a fact’, ‘explaining an event’, ‘explaining a phenomenon’. The latter two 
phrases can always be expressed in the language of facts.

 3 The most discussed account of scientific explanation in philosophy of science is the 
deductive–nomological (D–N) model of explanation, which was first developed by 
Hempel and Oppenheim (1948) (all page references are to Hempel (1965), where 
H-O (1948) is reprinted). The discussions of the D–N model and its variants (e.g. the 
deductive–statistical (D–S) model, the inductive–statistical (I–S) model) – or more 
generally, the ‘received view’ (Suppe 1977 and Salmon 1990) – constitute most of the 
body of thought developed from 1948 to 1990s (Salmon 1990). One may be surprised 
about this after reading Hempel’s (1965: 412) remark that ‘these models are not meant 
to describe how working scientists actually formulate their explanatory accounts’.

 4 Here, Hempel is referring to another type of incompleteness, called elliptical formula-
tion. If an explanation does not mention all the laws that are necessary to produce the 
phenomenon, then it is elliptically formulated. For example, if I explain the fact that 
the glass which was placed in a hot oven broke because this glass is not heat-resistant, 
I ‘forgo mentioning certain laws’ of physics. Yet the explanation is ‘incomplete, but in 
a rather harmless sense’ (Hempel 1965: 415).

 5 Another type of incompleteness mentioned by Hempel is that actual explanations do 
not explain everything contained in the explanation. That is, there is no explanatory 
closure. ‘But completeness in this sense obviously calls for an infinite regress in ex-
planation and is therefore unachievable’ (Hempel 1965: 423).

 6 Yet theoretical explanations are not discussed in a satisfactory manner (see note 10 
below).

 7 The causal view is one of the most discussed alternatives to the D–N account (see note 
3 above) of explanation – the other is the unification view (Friedman 1974; Kitcher 
1981, 1985, 1989; Mäki 2001a). The main criticism of the causal view may be pre-
sented as follows: providing a valid deductive argument does not guarantee that a 
good explanation is provided. A good explanation should also explicate the causal 
relationships that are responsible for the explanandum. There are several counterex-
amples to the D–N model that indicate this problem. But it is not necessary for our ar-
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gument to give an overview of these counterexamples, which are now a standard part 
of textbooks of philosophy of science (e.g. Rosenberg 2000). An excellent overview 
of these counterexamples can be found in Salmon (1990: 46–50) and Ruben (1990: 
138–154, 181–205). Also see Bromberger (1966), McCarthy (1977) and Ylikoski 
(2001: 66–68).

 8 Also see Scriven (1975) and Dowe (2000).
 9 Consider the case of astrology. We may take it that astrology suggests that the position 

of the planets and stars at the exact time of our birth causally affects our personal 
traits. Yet under the causal view of explanation, this would not be a proper explana-
tion of the formation of our personal characteristics. To provide a proper explanation, 
astrology has to inform us about the way in which the positions of the planets are 
connected to our personal traits.

 10 Salmon (1998: 398) discusses the problem of explaining generalisations. He admits 
that the problem has not been adequately addressed by philosophers of science. The 
problem is first acknowledged in footnote 33 of Hempel and Oppenheim (1948: 273): 
‘The precise rational reconstruction of explanation as applied to general regularities 
presents peculiar problems for which we can offer no solution at present.’

 11 Mäki (1992b: 46) uses Ellis’s (1985) distinction between a model theory and a process 
theory to describe the difference between what we have called the end-state interpre-
tation and process interpretation. According to this description, process interpreta-
tion (process theory) of the invisible hand describes the causal process that produces 
unintended social consequences, and the end-state interpretation describes certain 
ideal states that would serve as reference points in explaining the states of the real 
world. Nevertheless, it has been argued in Chapter 6 that a better way to understand 
these models is to see them as attempts to find out the conditions under which some 
hypotheses about the real world may hold.

 12 It is wiser for a view of explanation not to assume too much about the way the world 
works, for it is the task of scientists to inform us about it. The causal view may be con-
sidered as assuming much about the world. For example, Thalos (2002) argues that 
causation is an unnecessarily limiting notion for explanation. Instead, she proposes 
the notion of physical dependence. One may argue that a theory of explanation does 
not necessarily require a theory of causation. One may be agnostic about the nature of 
causation, but a theory of explanation should not be ignorant about the way in which 
scientists themselves use notions of causality and dependence.

 13 See Mäki (2001a) and Lloyd (1998) for two excellent overviews of the literature on 
models. For discussions of the use of models in science see: Achinstein (1965, 1968), 
Braithwaite (1962), Cartwright (1999), Duhem (1914), Campbell (1920), Churchland 
and Hooker (1985), Freudenthal (1961), Giere (1988a), Harre (1970), Hesse (1970), 
Horgan (1994), Hughes (1990), McMullin (1978), Redhead (1980), Morgan and Mor-
rison (1999), Suppe (1989), van Fraassen (1980) and Wartofsky (1979). For discus-
sions of the use of models in economics see: Arrow (1951b), Bicchieri (1988), Bou-
mans and Morgan (2001), Cartwright (1999), Gibbard and Varian (1978), Hausman 
(1992), Krugman (1995), Morgan (2000, 2001a,b), Morgan and Morrison (1999), 
Rappaport (2001), Schotter (1996), Sugden (2000) and Varian (1993).

 14 Here, we are basically concerned with the process interpretation of the invisible hand; 
representing how constitution of phenomena may be discussed separately under the 
title of structural models. Yet this is not pursued here. We are interested in the types of 
models that focus on the causal mechanisms that bring about a certain phenomenon, 
which we may call state–space models.

 15 Holland et al. (1989) introduce a general framework for representation of knowledge. 
Their framework assumes that human beings, as well as animals, have ‘mental mod-
els’ of the world they are living in, and examine how these cognitive systems can 
generate mental models. Whether human beings have mental models, as Holland et 
al. characterise it, is a controversial issue. However, their framework can be useful 
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for us in characterising the explicit models that scientists use, without assuming the 
existence of ‘mental models’ of the type they put forward. Their framework is useful 
for studying scientific models, because it gives guidelines for what to look for in a 
model.

 16 Note here that ‘segregation’ itself is an interpretation of the real world. It is an abstrac-
tion. The next section discusses similar issues.

 17 Isomorphism is a characteristic of small-scale material models of real objects, for 
example, of a small-scale model of a particular train. Some area maps are isomorphic 
to the particular area they represent in a special way: they ignore some details but 
everything in the map represents one particular object, that is, they are partially iso-
morphic. Also see Chapter 3 for Menger’s argument that ‘isomorphism’ is not feasible 
in science.

 18 Quoted in Holyoak and Thagard (1996: 20) from Borges (1964: 65).
 19 See Holyoak and Thagard (1996) and Holland et al. (1989) for a lengthy discussion 

on similar points.
 20 Since we have seen that isolation is an important aspect of modelling in Chapters 3, 4 

and 6, we do not discuss it further.
 21 For a discussion of the relation between models, analogies and metaphors see Achin-

stein (1964), Bicchieri (1988), Black (1962), Hesse (1970, 2000), Horgan (1994), 
Kroes (1989) and Leatherdale (1974). Also see Morgan and Morrison (1999).

 22 Usually, analogical thinking helps us form a q-morphic (mental) model of the phe-
nomenon we would like to understand. In this way, it also facilitates creative think-
ing:

Indeed an interesting trade-off emerges between the completeness of an analogy 
and its usefulness in generating inferences. The more complete the initial cor-
respondences between the source and the target, the more confident you can be 
the two are in fact isomorphic. But, unless you know more about one analog than 
the other – in other words, unless the initial correspondences between source and 
target propositions are incomplete – the mapping will not allow any new infer-
ences to be made. A complete isomorphism has nothing to be filled in, leaving 
no possibility for creative leaps. Incompleteness may well weaken confidence in 
the overall mapping, but it also provides the opportunity for using the source to 
generate a plausible (but fallible) inference about the target.

(Holyoak and Thagard 1996: 30)

 23 We have also argued that the term ‘re-description’ is prone to such an interpretation. 
Moreover, many philosophers use ‘maps’ as examples when they discuss representa-
tion. The map analogy also suggests a similar interpretation.

 24 Both Bobo and Zubrinsky (1996) and Farley et al. (1997) report that the tolerance 
levels of whites are inconsistent with the existing segregation, that is, they are tolerant 
to mixed neighbourhoods, and this contradicts the view that segregation is caused by 
strong discriminatory preferences. This inconsistency may also suggest the hypoth-
esis that residential segregation may be an unintended consequence.

 25 We may speculate that this is indeed what Schelling did, consciously or uncon-
sciously. In fact, he told me (private interview, 6 March 2001) that he had an intuition 
that residential segregation may be an unintended consequence of human action, and 
that because he could not find anything like this in the literature he tried to develop a 
model of segregation along these lines (see Aydinonat 2005).

 26 ‘There are two main ways in which the theoretical representations seem to deviate 
from commonsense representations. I call them modification and rearrangement’ 
Mäki (1996: 434). Also see Rosenberg (1995), for a discussion of folk psychology in 
social sciences.

 27 It should be noted here that I differ from Mäki in that what I call ‘familiar elements’ 



Notes 209

include the existent body of scientific knowledge in addition to common sense ele-
ments. Also see Figure 7.3.

 28 It should be noted, however, that in Aspects of Scientific Explanation, Hempel (1965: 
433–447) discusses two types of models: analogical models and theoretical models. 
He (1965: 439) argues that ‘analogical models can be dispensed with for the system-
atic purposes of scientific explanation’. Yet, he accepts that they may be important for 
discovery purposes. Concerning theoretical models (one of his examples is ‘economic 
models’), he argues that they may be considered as a theory with a limited scope:

However, a limited scope and only approximate validity within that scope may 
severely restrict the actual explanatory and predictive value of a theoretical 
model.

Hempel (1965: 447)

 29 See Suppe (1989: Chapter 2) for a general criticism of the syntactic view.
 30 The semantic view is a highly stylised account of models and theories, and has many 

controversial features. In fact, Suppe (1989: 426) admits that the relation between 
theories and models should be studied further. But in terms of getting closer to what 
we have seen in the previous chapters, it is better than the syntactic account of theo-
ries. For a brief introduction to the origin of semantic view theories, see Suppe (1989: 
5–20). Key representatives of the semantic conception may be listed as follows: Giere 
(1984, 1985a,b, 1988a,b,c), Lloyd (1988), Suppe (1977, 1989), Suppes (1961, 1967), 
Thompson (1983, 1989) and van Fraassen (1970, 1972, 1980, 1987). It should be 
noted, however, that Giere refrains from talking with the language of theories in his 
later work (e.g. Giere 1999).

 31 Philosophers of biology have argued that the syntactic approach to theories do not 
make justice to the use of models in evolutionary biology. For a discussion of seman-
tic conception of theories in biology, see Lloyd (1988), Plutynski (2001), Sloep and 
van der Steen (1987), Thompson (1983, 1989) and Wilkins (1998).

 32 van Fraassen (1980: 47) argues that ‘to believe in a theory is to believe that one of 
its models correctly represents the world’. But this belief need not hold that what the 
theory says about unobservable phenomena is true. Rather, ‘the belief involved in 
accepting a scientific theory is only that it “saves the phenomena” that it correctly 
describes what is observable’ (van Fraassen 1980: 4).

 33 Note that van Fraassen (1980: 69) thinks that this condition is weaker than the truth 
condition. Yet one may argue that theories and models, or the theoretical hypothesis 
connected with these are close to truth, or approximately true. The requirement that 
models and theories have to be close to the truth does not necessarily require that 
models are empirically adequate in the sense that van Fraassen suggests. See Ni-
iniluoto (1999) for a defence of the realist interpretation of theories and models. For a 
defence of realism in economics, see Mäki (1990a, 1992a, 1994, 1996).

 34 Moreover, van Fraassen’s observable / non-observable dichotomy does not seem to 
be adequate for most economic models. For the argument that the economic model 
worlds do not contain entities that go beyond our ‘ordinary conceptualised experience’ 
and that economic model worlds are created by way of ‘modifying’ and ‘rearranging’ 
folk generalisations, see Mäki (1996).

 35 See Blaug (1992), Cartwright (1983, 1999) and Hausman (1992). For the argument 
that the use of ceteris paribus clauses render economic models unfalsifiable, see 
Hutchison (1938).

 36 The discussion about the kind of assumptions is also relevant here. Yet it does not add 
much to our point. See Musgrave (1981) and Mäki (1994).

 37 For example, Liu (1997: 162) argues that the concept of similarity has to be ‘fleshed 
out’.

 38 The reader should remember Smith’s analogy between models / theories / systems and 
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machines, where he argues that a model / theory / system is an imaginary machine (see 
Chapter 5).

 39 For the argument that ceteris paribus laws indicate tendencies in social sciences, see 
Kincaid (1990, 1996).

 40 Note here that the similarities between what we have called ‘modification’ and ‘rear-
rangement’ (Mäki 1996) and Cartwright’s suggestion.

 41 Remember from Chapter 5 that the process interpretation of the invisible hand implies 
the following idea: by means of starting from what is thought to be the basic principles 
or facts about the object of inquiry, rational reconstruction, conjectural history (or a 
theoretical explanation) may give us some of the connecting principles of society or 
of the social phenomenon we wish to examine.

 42 We have talked about logical plausibility in Chapters 3, 4 and 6. It amounts to explain-
ing the transformation of M-World (t) to M-World (t + n) successfully. By definition, a 
logically coherent model will be logically plausible. The idea is that we should prefer 
a model with results following from its premises.

 43 In the chequerboard model individuals who have mild discriminatory preferences do 
not strictly prefer a mixed neighbourhood. They are content as long as they do not 
have an extreme minority status, and they are equally happy with other compositions. 
That is, As (or Bs) do not care whether they have a reasonable minority status or a 
majority status, or whether the neighbourhood is integrated or not; as long as they do 
not have an extreme minority status. Strict preference for perfect integration implies 
that individuals prefer a mixed (integrated) neighbourhood to a segregated one.

 44 The philosophical literature on thought experiments is full of controversies, and there 
is little consensus on the definition of ‘thought experiments’. However, a working 
definition is enough for our purposes:

[Thought experiment] is something functioning, or intended to function, as an 
experiment, in the following sense. It aspires to test some hypothesis or theory. 
It is performed in thought – and hence it is real – but need not thereby shun such 
prosthetic devices as pencil and paper, encyclopaedias, or computers.

Häggqvist (1996: 15)

  The interested reader is advised to read the following two excellent books: Sorensen 
(1992a) and Häggqvist (1996). These books introduce the controversial issues in the 
literature with their own solutions. They are also good sources for further references 
on thought experiments (also see Sorensen 1992b).

 45 One may argue that this experiment cannot be called quasi-material. Yet this term at 
least conveys the idea that there is some materiality involved in the model (e.g. real 
individuals). This terminology is helpful for distinguishing between purely theoretical 
models and models that contain some real world entities.

 46 Because of the complex relationship between models, theory and the real world, Mor-
rison and Morgan argue that the representative function of the models should not be 
understood as some kind of mirroring of a phenomenon:

the idea of representation used here is not the traditional one common in the 
philosophy of science; in other words, we have not used the notion of ‘represent-
ing’ to apply only to cases where there exists a certain kind of mirroring of a 
phenomenon, system, or theory by a model. Instead, a representation is seen 
as a kind of rendering – a partial representation that either abstracts from, or 
translates into another form, the real nature of the system or theory, or one that is 
capable of embodying only a portion of a system.

(Morrison and Morgan 1999: 27)
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In this chapter we have seen that Morrison and Morgan are correct. However, Morri-
son and Morgan seem to underestimate the importance of isolation in model building. 
This book, and particularly this chapter, has emphasised the role of isolation in model 
building and explanation. Models are mediators, but in the view developed here, they 
can only mediate if they utilise the tool of isolation.

8 Game theory and conventions

 1 It is also argued that conventions may emerge out of games that involve partial con-
flict. For example, Sugden (1986) lists three types of conventions: coordination con-
ventions, conventions of property and conventions of reciprocity (also see Ullmann-
Margalit 1977). Under this broader definition, this chapter discusses coordination 
conventions.

 2 There is another game where individuals may unintendedly coordinate their activities, 
which is called ‘the minimal social condition’. In one version of this game players do 
not even know that the consequences of their action depend on other players’ actions, 
in another version they are not informed about the existence of others. Nevertheless, 
they know the available strategies and observe the consequences of their actions. The 
basic idea behind this type of game is that individuals may coordinate their actions 
even if they do not know the rules and structure of the game. On ‘the minimal social 
condition’, see Sidowski, Wyckoff and Tabory (1956), Sidowski (1957) and Colman 
(1982a). For a brief overview of the literature, see Colman (1995: 40–50).

 3 What Lewis calls ‘proper coordination equilibrium’ is a stronger (solution) concept 
than the Nash equilibrium. This difference does not change the nature of our argu-
ment. Note that Sugden (1998a: 4) argues that ‘one consequence of Lewis’s definition 
is that he is able to argue that conventions tend to become norms, while on the usual 
game-theoretic account, Nash equilibria are sustained simply by self-interest’.

 4 Moreover, mixed strategy equilibrium is a problematic concept: ‘it is hard to see how 
a mixed strategy equilibrium can be a solution’ (Bicchieri 1993: 60; see also Fuden-
berg and Levine 1998: 19).

 5 Note also that Schelling argues: ‘the mathematical structure of the payoff function 
should not be permitted to dominate the analysis’ and that ‘there is a danger in too 
much abstractness: we change the character of the game when we drastically alter the 
amount of contextual detail. [. . .] It is often contextual detail that can guide the play-
ers to the discovery of a stable or, at least, mutually non-destructive outcome. [. . .] 
This corner of game theory is inherently dependent on empirical evidence’ (Schelling 
1958: 252, emphasis added).

 6 The importance of history has been studied widely in different research areas in eco-
nomics. For example, Tirole (1996) studies what happens if an individual’s reputation 
is dependent on his past behaviour and on the behaviour of the group to which he 
belongs. He argues that dishonest behaviour in the past increases the time needed to 
establish a reputation of honesty in a way that a new generation of agents may suffer 
from the dishonesty of their predecessors. The literature on path-dependency studies 
how an economy may lock into an inefficient equilibrium because of historical ac-
cidents and feedbacks created by externalities (e.g. Arthur 1984, 1989; David 1985). 
Other interesting examples are Azariadis and Drazen (1990) and Krugman (1991).

 7 Something is common knowledge if everyone knows it, if everyone knows that it is 
known by others, if everyone knows that the fact that everyone knows that is known 
by others is known by others, and so on. See Lewis (1969) and Aumann (1976).

 8 However, leaving this problem aside, we may easily see that sometimes it may be 
useful to use a mixed strategy. For example, if we really do not know what to do, or 
better, if the outcome of our action is dependent on things we cannot control, we may 
want to choose one of the alternatives randomly to increase our chances of achieving 
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the ‘right’ result. Considering the above game, or the money game (see Chapter 6), 
we may argue that agents may use a mixed strategy when they have no clue about 
what to expect from the other player. Thus, the concept of mixed strategy captures the 
idea that ‘clueless’ individuals may randomise their choices in the context of a novel 
coordination problem.

 9 For example, Bernheim argues:

Nash hypothesis, far from being a consequence of rationality, arises from certain 
restrictions on agents’ expectations which may or may not be plausible, depend-
ing on the game being played.

(Bernheim 1984: 1007)

  Concerning the rationality of individuals who are playing their part in the Nash equi-
librium, Luce and Raiffa argue:

Even if we are tempted at first to call a [Nash] non-conformist ‘irrational’, we 
would have to admit that [his opponent] might be ‘irrational’ in which case it 
would be ‘rational’ for [him] to be ‘irrational’ – to be a [Nash] non-conformist.

(Luce and Raiffa 1957: 63; also quoted in Bernheim 1984: 1009)

  Interestingly, this leads them to discuss the nature of game theory:

We belabour this point because we feel that it is crucial that the social scientist 
recognise that game theory is not descriptive, but rather (conditionally) norma-
tive. It states neither how people do behave nor how they should behave in an 
absolute sense, but how they should behave if they wish to achieve certain ends. 
It prescribes for given assumptions courses of action for the attainment of out-
comes having certain formal ‘optimal’ properties. These properties may or may 
not be deemed pertinent in any given real world conflict of interest. If they are, 
the theory prescribes the choices which must be made to get that optimum.

(Luce and Raiffa 1957: 63)

  Also see Bicchieri (1993), Crawford (1997: 210), Janssen (1998a), Mailath (1992: 
250–259, 1998: 1351).

 10 Jacobsen (1996: 68) argues that ‘the problem of justifying Nash equilibrium has noth-
ing in particular to do with multiple equilibria’. This is true in that the Nash solution 
concept is in need of a justification even in the absence of multiple equilibria. How-
ever, the solution of the problem of equilibrium selection necessitates a justification 
of the Nash equilibrium.

 11 While orthodox justifications keep the standard structure of the game, non-orthodox 
justifications do not (see Janssen 1998a). Some of the orthodox justifications of Nash 
equilibrium are as follows: correlated equilibrium (Aumann 1987; also see Janssen 
1998a and Sugden 1991 for a criticism), coordinated expectations (Aumann and 
Brandenburger 1995; Brandenburger 1992). Other well-known refinements of the 
Nash equilibrium concept are subgame-perfect-equilibrium (Selten 1975), trembling 
hand (Selten 1975) intuitive criterion (Cho and Kreps 1987).

 12 According to Aumann (1987: 1), the puzzle is the following: ‘why and under what 
conditions the players in an n-person game might be expected to play such an equi-
librium’, in an n-player game. Particularly, he asks: ‘why should we expect players to 
play their part in the equilibrium?’ To expect players to play their part for an unique 
equilibrium, player I has to expect player II to play his part, and player II would play 
his part if and only if he expects player I to play his part. Correspondingly, Aumann 
introduces the notion of ‘correlated equilibrium’. In the correlated equilibrium play-
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ers do not (need to) know what others are doing. Yet it is assumed to be common 
knowledge among players that players maximise their expected utility given their 
information.

 13 ‘In the language of Schelling, Nash equilibrium may be “focal”. If agents share the 
common belief that Nash equilibrium is normally realised, they no longer entertain 
the rationally admissible doubt that an opponent will fail to conform’ (Bernheim 1984: 
1009).

 14 Remember that in Chapter 6 we have seen that Young’s model of the emergence of the 
medium of exchange ‘predicts’ that the Pareto-dominant equilibrium will be selected. 
Also see the section on learning, below.

 15 This relates to another refinement, known as the ‘global games approach’.
 16 However, it should be noted that evolutionary game theory is argued to provide a 

firmer basis for risk dominance (e.g. Kandori, Mailath and Rob 1993; Young 1998) 
and recent theories of focal points follow the idea that Pareto-dominant equilibrium 
will be selected (e.g. Bacharach and Bernasconi 1997; Janssen 1998a, 2001b; also see 
below).

 17 For a good overview of ‘focal points’ see Janssen (1998b). For an early attempt to 
formalise the focal points see Gauthier (1975). Some of the recent work on focal 
points can be listed as follows: Bacharach (1993, 1994); Bacharach and Bernasconi 
(1997); Bacharach and Stahl (1997); Binmore and Samuelson (2002); Casajus (2001); 
Crawford and Haller (1990); Goyal and Janssen (1996); Janssen (2001a,b); Mehta et 
al. (1992, 1994a,b); and Stahl (1993).

 18 The experimenters marked the red balls in a way that cannot be seen, for example, by 
placing pieces of papers marked with different numbers in the balls. After the selec-
tion is made, the balls are opened to see whether coordination has been achieved.

 19 This approach is based on two principles. PIR (principle of insufficient reason): one 
cannot rationally discriminate two strategies if they have the same attributes. POC 
(principle of coordination): ‘if in a class of strategy combinations that respect PIR 
there is a unique strategy combination that is Pareto-optimal then individual players 
should do their part of that strategy combination’ (Gauthier 1975; Janssen 1998a, 
2001a). If p(i)(j) is the probability that player i chooses strategy j then p(1)(red) + p(1)
(red) + p(1)(green) = 1. That is, 2p(1)(red) + p(1)(green) = 1. Similarly, 2p(2)(red) + p(2)
(green) = 1. The class of mixed strategy combinations that respect PIR are {(p(1)(red), 
p(1)(red), p(1)(green)), ((p(2)(red), p(2)(red), p(2)(green))}. According to PIR, the 
Pareto optimal strategy combination is: {(0, 0, 1), (0, 0, 1)}. This means that individu-
als should choose the green object, according to POC (Janssen 1998a, 2001a). (Note 
the similarity between POC and payoff dominance (or Pareto dominance) of Harsanyi 
and Selten (1988)).

 20 Indeed, Sugden (1995) is conscious of the incompleteness of his attempt. He follows 
Schelling in that salience is an empirical matter and no theory of focal points can be 
complete. In another place he argues:

They [game theorists] have been unable to integrate salience into the formal 
structure of game theory. [. . .] few game theorists have been interested in inves-
tigating the facts of salience. [. . .] Instead, they have continually been puzzled by 
their inability to fit salience into a theoretical structure based on a priori deduc-
tion from premises about rationality.

(Sugden 2001: F220)

 21 Similarly, focal alternatives are embedded in Games I, II and III, which are discussed 
in Appendix IV.5.

 22 In fact, Mehta et al.’s (1994b) experiments confirm a similar result.
 23 For example, Mailath argues:
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The refinements literature still serves the useful role of providing a language to 
describe properties of different equilibria. Applied researchers find the refine-
ments literature of value for this reason, even though they cannot depend on it 
mechanically to eliminate ‘uninteresting’ equilibria.

(Mailath 1998: 1372)

 24 Bernheim (1984) and Pearce (1984) suggest an alternative concept of rationalisabil-
ity:

an individual is rational [. . .] if he optimises subject to some probabilistic as-
sessment of uncertain events, where his assessment is consistent with all of his 
information. [. . .] If it is possible to justify the choice of a particular strategy by 
constructing infinite sequences of self-justifying conjectured assessments in this 
way, then I call the strategy ‘rationalizable’.

(Bernheim 1984: 1011)

  However, rationalisability cannot easily be considered as a refinement or a justifica-
tion of Nash equilibrium concept, because it is less strict than the Nash equlibrium 
concept. For example, Samuelson (1998) considers the concept of rationalisable 
strategy as being somewhat opposite to the refinements movement. Rationalisability 
criterion helps us justify players’ choices, but it does not help us discriminate among 
several equilibria of the game (Bicchieri 1993: 51–52).

 25 Another mechanism that may explain successful coordination is replicator dynam-
ics. The interested reader may refer to the discussion on ‘Evolutionary stability and 
replicator dynamics’ in Appendix IV.6.

 26 For an extended discussion on learning in game theory, see: Fudenberg and Levine 
(1998); Marimon (1997); and Milgrom and Roberts (1991).

 27 Note that Chapter 6 discusses models with imitation (Luo 1999), artificially intelligent 
learning (Marimon et al. 1990), Bayesian learning (Schotter 1981) and fictitious play 
(Young 1998).

 28 See Appendix IV.8 for a lengthier version of this discussion.
 29 Fictitious play has been first employed as a tool to compute Nash equilibria (see 

Brown 1951; Robinson 1951; also see Young 1998: 31). For an extensive discussion 
of fictitious play, see Fudenberg and Levine (1995, 1998) and Krishna and Sjostrom 
(1995).

 30 Note that in this case Pareto-dominant equilibrium is also the risk-dominant equilib-
rium (see Appendix IV.4).

 31 For learning and stochastic dynamics see Foster and Young (1990); Kaniovski and 
Young (1995); Fudenberg and Harris (1992); Kandori, Mailath and Rob (1993); and 
Kandori and Rob (1995).

 32 Note that in Kandori, Mailath and Rob (1993) randomness is at the individual level 
while in Foster and Young (1990) it is introduced at the aggregate level.

 33 In fact, Kandori, Mailath and Rob (1993) argue that their results are more applicable 
to small populations than large populations. Ellison (1993) argues that the rate of 
convergence decreases as the number of players increase. Yet local interaction allows 
that the results hold for large populations. Similarly, Young (1998) argues that in large 
populations the process may stick to an inferior state, but in small groups it is more 
likely that optimum ‘technology’ is selected. An example of this may be the QW-
ERTY case, where a large population of individuals stick to an inferior technology 
(Arthur 1984, 1989; David 1985).

 34 See Appendix IV.7 for other issues concerning local interaction. Young’s (1996, 2001) 
model of local interaction and Goyal and Janssen’s (1997) discussion of coexistence 
of conventions are discussed in the appendix.
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 35 It can be argued that rationality is not a necessary condition either. However, note that 
end-state models generally rest on the rationality assumption.

 36 The concept of evolutionarily stable strategies (ESSs) (see Appendix IV.6) may be 
considered as relating to the stability and persistence of certain equilibria. In the con-
text of explanation of conventions, static evolutionary analysis examines the condi-
tions under which a certain convention is stable and persistent in the model world. 
Although ESS is a static concept, it rests on an idea of evolutionary dynamics and the 
mechanisms behind evolutionarily stable equilibria have been studied with dynamic 
models.

 37 If concordant mutual expectations are created by agreement then the convention is 
intentionally created. That is, if agents recognise the problem and agree on a solution 
(e.g. driving on the right) then they are explicitly intending to bring about a conse-
quence at the social level (see Chapter 2). If agents solve the problem through salience 
or precedence then the emerging convention may be considered as an unintended 
consequence of their actions, given that they do not intend to bring about the conven-
tion.

 38 It should be noted here that game-theoretic models have triggered a large number of 
experiments: for a good overview of the experimental literature see Crawford (1997). 
For some surveys on experimental games (especially prisoners’ dilemma games), see: 
Apfelbaum (1974); Colman (1982a); Gallo and McClintock (1965); Good (1991); 
Nemeth (1972); Pruitt and Kimmel (1977); and Rappoport and Orwant (1962).

 39 A good example of how game theory may be used in historical research is Greif 
(2006). See my review of Greif (2006) in History of Economic Ideas (Aydinonat 
2006).

 40 For example, Janssen argues:

In the literature (e.g., industrial organisation) they do not seem to reflect rules 
of game in real world (neither rules of competition, nor legal and cultural con-
straints). The rules seem to be nothing but the invention of the theorist (who 
invents the game).

(Janssen 1998a: 23)

 41 Remember here that it has been argued that Schotter’s and Young’s models deal with 
a small part of the whole emergence story (see Chapter 6).

 42 It should be noted here that game theory is sometimes considered as a toolbox or as a 
collection of techniques for analysing strategic interaction. While this is an acceptable 
interpretation, it does not tell us much about models that employ game theory.

9 Concluding remarks

 1 Simulations have played an important role for analysing individual behaviour in pris-
oner’s dilemma games. See Axelrod (1981, 1984, 1997); Axelrod and Dion (1988); 
Axelrod and Hamilton (1981); Bicchieri (1989); Binmore (1992); Boyd and Lorber-
baum (1987); Donninger (1986); Nowak and Sigmund (1992, 1993); Poundstone 
(1993); and Vanderschraaf (1988).

 2 For an overview see www.econ.iastate.edu/tesfatsi/ace.htm
 3 For a general introduction see Waldrop (1992); Holland (1995, 1998); and Kauffman 

(1995).
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