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This book is an examination of the nature of economic explanation. The open-
ing chapters introduce current thinking in the philosophy of science and re-
view the literature on methodology. Professor Blaug then turns to the trouble-
some question of the logical status of welfare economics, giving the reader
an understanding of the outstanding issues in the methodology of economics.
This is followed by a series of case studies of leading economic controversies,
whose purpose is not to settle substantive questions on which economists
disagree, but rather to show how controversies in economics may be illumi-
nated by paying attention to questions of methodology. A final chapter draws
the strands together and gives the author’s view of what is wrong with modern
€conomics.

This is a revised and updated edition of a classic work on the methodology
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developments in macroeconomics, general equilibrium theory, and interna-
tional trade theory. A new section on the rationality postulate is also added.
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In the choice of subject to-day [scope and method of economics], I fear that
I have exposed myself to two serious charges: that of tedium and that of
presumption. Speculations upon methodology are famous for platitude and
prolixity. They offer the greatest opportunity for internecine strife; the claims
of the contending factions are subject to no agreed check, and a victory,
even if it could be established, is thought to yield no manifest benefit to the
science itself. The barrenness of methodological conclusions is often a fitting
complement to the weariness entailed by the process of reaching them.

Exposed as a bore, the methodologist cannot take refuge behind a cloak
of modesty. On the contrary, he stands forward ready by his own claim to
give advice to all and sundry, to criticise the works of others, which, whether
valuable or not, at least attempts to be constructive; he sets himself up as the
final interpreter of the past and dictator of future efforts.

— Roy F. Harrod, Economic Journal, 1938
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PREFACE

The first edition of this book was published in 1980. Since then we have seen
seven major textbooks, three books of readings, an annotated bibliography,
and of course hundreds of articles, all focused on economic methodology —
not bad going for a mere decade of intellectual activity in a relatively minor
branch of economics.

! In chronological order and confining oneself strictly to books: H. Katouzian, Ideology
and Method in Economics (1980); W. J. Samuels (ed.), The Methodology of Econom-
ics. Critical Papers from the Journal of Economic Issues (1980); J. Pitt (ed.), Philos-
ophy in Economics (1981); B. J. Caldwell, Beyond Positivism. Economic Methodol-
ogy in the Twentieth Century (1982); W. Stegmiiller, W. Balzer, and W. Spohn (eds. ),
Philosophy of Economics (1982); L. A. Boland, The Foundations of Economic Method
(1982); A. S. Eichner (ed.), Why Economics Is Not Yet A Science (1983); A. W.
Coats (ed.), Methodological Controversy in Economics: Historical Essays in Honor
of T. W. Hutchison (1983); W. L. Marr and B. Raj (eds.), How Economists Explain.
A Reader in Methodology (1983); R. B. McKenzie, The Limits of Economic Science
(1983); B. J. Caldwell (ed.), Appraisal and Criticism in Economics: A Book of Read-
ings (1984); D. M. Hausman (ed.), The Philosophy of Economics: An Anthology
(1984); P. Willes and G. Routh (eds.), Economics in Disarray (1984); J. J. Klant,
The Rules of the Game: The Logical Structure of Economic Theories (1984); E. R.
Weintraub, General Equilibrium Analysis (1985); A. Mingat, P. Salmon, and A.
Wolfelsperger, Méthodologie économique (1985); D. McCloskey, The Rhetoric of
Economics (1985); S. C. Dow, Macroeconomic Thought. A Methodological Ap-
proach (1985); T. Lawson and H. Pesarian (eds.), Keynes’ Economics: Methodolog-
ical Issues (1985); L. A. Boland, Methodology for a New Microeconomics (1986);
P. J. O’Sullivan, Economic Methodology and Freedom to Choose (1987); J. Pheby,
Methodology and Economics: A Critical Introduction (1988); N. de Marchi (ed.), The
Popperian Legacy in Economics (1988); L. A. Boland, The Methodology of Economic
Model Building: Methodology After Samuelson (1989); S. Roy, Philosophy of Eco-
nomics (1989); D. A. Redman (ed.), Economic Methodology. A Bibliography (1989),
J. C. Glass and W. Johnson, Economics. Progression, Stagnation or Degeneration?
(1989); D. A. Redman, Economics and the Philosophy of Science (1991); S. Gordon,
The History and Philosophy of Social Science (1991).
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xii Preface

This explosion of the literature in the methodology of economics would
alone have warranted a second edition, in order to take account of new devel-
opments in the field. Moreover, my central message has sometimes been mis-
understood, no doubt because it was badly expressed, tempting me to restate
my argument. In addition, some of the case studies in the second half of the
book were too flimsy and others needed updating. Finally, new developments
in macroeconomics, general equilibrium theory, and international trade the-
ory encouraged me to prepare a new edition.

At first, I had ambitions to double the length of the original book by new
chapters on post-Keynesian economics, experimental economics, game the-
ory, and the crisis in econometrics, resolving the clash between Bayesian and
classical theories of inference. But in the final analysis, intellectual laziness
and a disinclination to rush in where even angels fear to tread have produced
a second edition which is only marginally longer than and different from the
first. I have amplified my discussion of general equilibrium theory, the
Heckscher—Ohlin theory of international trade, monetarism, and the new clas-
sical macroeconomics, and have added a new section on the rationality pos-
tulate as the ‘‘hard core’’ of mainstream economics. In the main, however,
the new edition is substantially the same book as the old. The ambitious ad-
ditions I had hoped to insert I leave to another book.

Let me now try to restate the central message of the book by way of a
comparison between my own account of the methodology of economics and
that of Bruce Caldwell’s Beyond Positivism.? Our two books are in striking
agreement on many of the substantive issues in economic methodology: meth-
odology is not just a fancy name for ‘‘methods of investigation’” but a study
of the relationship between theoretical concepts and warranted conclusions
about the real world; in particular, methodology is that branch of economics
where we examine the ways in which economists justify their theories and the
reasons they offer for preferring one theory over another; methodology is both
a descriptive discipline — *‘this is what most economists do’” — and a prescrip-
tive one — ‘‘this is what economists should do to advance economics’’; fi-
nally, methodology does not provide a mechanical algorithm either for con-
structing or for validating theories and as such is more like an art than a
science. We also agree that economic theories must sooner or later be con-
fronted with empirical evidence as the final arbiter of truth but that empirical
testing is so difficult and ambiguous that one cannot hope to find many ex-
amples of economic theories being decisively knocked down by repeated re-
futations (but there are nevertheless striking examples of precisely that phe-
nomenon, as we shall see). It is vain to seek an empirical counterpart for

%2 The pages that follow borrow heavily from my ‘‘Comment’”’ in Wiles and Routh
(1984, pp. 30-6).
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every theoretical concept employed, which is in any case an impossible ob-
jective, but we can achieve indirect testing by considering the network of
fundamental concepts embedded in a particular theory and deducing their im-
plications for some real-world phenomena. This is not to say, however, that
predictions are everything and that it hardly matters whether assumptions are
“‘realistic’” or not. Economic theories are not simply instruments for making
accurate predictions about economic events but genuine attempts to uncover
causal forces at work in the economic system.

However, this is where the agreement between us stops. I argue in favor of
Jalsificationism, defined as a methodological standpoint that regards theories
and hypotheses as scientific if and only if their predictions are at least in
principle falsifiable, that is, if they forbid certain acts/states/events from oc-
curring. My reasons for holding this view are partly epistemological — the
only way we can know that a theory is true or rather not false is to commit
ourselves to a prediction about acts/states/events that follow from this theory
— and partly historical — scientific knowledge has progressed by refutations
of existing theories and by the construction of new theories that resist refuta-
tion. In addition, I claim that modern economists do in fact subscribe to the
methodology of falsificationism: despite some differences of opinion, partic-
ularly about the direct testing of fundamental assumptions, mainstream econ-
omists refuse to take any economic theory seriously if it does not venture to
make definite predictions about economic events, and they ultimately judge
economic theories in terms of their success in making accurate predictions. I
also argue, however, that economists fail consistently to practice what they
preach: their working philosophy of science is aptly characterized as ‘‘innoc-
uous falsificationism.’’ In other words, I am critical of what economists ac-
tually do as distinct from what they say they do.

Caldwell, on the other hand, doubts that falsificationism is a recommend-
able methodology: its structures are so demanding that little of economics
would survive if it were rigorously applied. In addition, he can find few signs
of economists practicing falsificationism even innocuously. Instead, he ad-
vocates ‘‘methodological pluralism,”’ or ‘‘let a hundred flowers bloom,”” im-
plying that various schools of thought in economics can be criticized from
within, that is, in terms of the criteria they themselves avow. But if all meth-
odological standards are equally legitimate it is difficult to see what sort of
theorizing is ever excluded. From the ultrapermissive standpoint of ‘‘meth-
odological pluralism,’’ it is not even obvious why we should require theories
to be logically consistent, or to assert something definite about the real world,
which after all carries the implication that they may be shown to be false.

Caldwell is clearly sympathetic to the methodology of falsificationism but
he derives many of his negative conclusions about falsificationism from a
subtle distinction between the methodology of confirmationism and that of
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falsificationism. He notes that most modern economists believe ‘‘that theories
should be testable; that a useful means of testing is to compare the predictions
of a theory with reality; that predictive adequacy is often the most important
characteristic a theory can possess; and that the relative ordering of theories
should be determined by the strength of confirmation, or corroboration, of
those being compared’” (Caldwell, 1982, p. 124). These four principles, he
contends, define the methodology of confirmationism rather than falsification-
ism. Falsificationism is a tougher doctrine. In its simplest form, it can be
stated in Caldwell’s own words: ‘‘Scientists should not only empirically test
their hypotheses, they should construct hypotheses which make bold predic-
tions, and they should try to refute those hypotheses in their tests. Equally
important, scientists should tentatively accept only confirmed hypotheses, and
reject those which have been disconfirmed. Testing, then, should make a
difference’” (1982, p. 125).

Thus, the distinction between confirmationism and falsificationism rests
partly on the degree to which theories are squeezed to yield risky implications
liable to refutation and partly on whether refutations are taken seriously as
possible reflections of fundamental error. Confirmationists make sure that their
theories run few risks and, when faced with an empirical refutation, set about
repairing the theory or amending its scope; they never abandon it as false.
Falsificationists, on the other hand, deliberately run risks and regard repeated
failures to predict accurately as a sign that alternative theories must be con-
sidered. Obviously, these distinctions are differences of degree, not of kind,
and two methodologists may honestly disagree, as Caldwell and I do, as to
whether modern economists are more appropriately characterized as ‘‘confir-
mationists’’ or ‘‘innocuous falsificationists.”’

There are good reasons why falsificationism is hard to practice in econom-
ics: any hypothesis is subject to other things being held constant and these
other things are numerous and not always well specified; there are no well-
attested, universal laws in economics and what general laws there are turn out
to be statistical laws or tendencies lacking universal constants; to test a theory
we must construct a model of the theory and, unfortunately, the same theory
may be represented by a variety of models; and, finally, the data employed in
any empirical test corresponds only crudely to the concepts in the theory being
tested (Caldwell, 1982, pp. 238—42). However, exactly the same factors op-
erate in physics, chemistry, and biology, albeit to a lesser degree. Indeed the
so-called Duhem—Quine thesis states that it is logically impossible decisively
to refute any theory, since any test of a theory involves the conjunction of
initial conditions and the component elements of the theory, so that a refuta-
tion can always be blamed on inappropriate initial conditions. The way out of
this dilemma is to lay down restrictions on what Popper calls ‘‘immunizing
stratagems,’” adopted solely to protect theories against empirical refutations.
These restrictions are important features of the methodology of falsification-
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ism, which Caldwell along with so many other commentators on methodolog-
ical issues simply ignores.

Let us agree that there are no tests in economics (or for that matter in any
other science) that are unambiguously interpretable. But that is not to echo
Caldwell that disconfirming tests are always ignored in economics or that they
always lead to a repair job designed to make sure that there will be no further
disconfirmations. The history of economics, and particularly modern econom-
ics, is replete with theories and hypotheses that were rejected because of re-
peated, if not decisive, empirical refutations. ‘‘It is not easy to think of a
proposition in economics,’” Frank Hahn once said, ‘that all reasonable econ-
omists agree to have been decisively falsified by the evidence’” (1987, p.
110). But actually it is perfectly easy. Of course, it all depends on whom we
include as ‘‘reasonable economists’” and what is meant by ‘‘decisively falsi-
fied.”” But here is an exemplary list: the wholesale rejection in the 1970s of
the Phillips curve, interpreted as a stable trade-off between inflation and un-
employment; the rejection in the 1980s of a stable velocity of money, scut-
tling the notion that inflation can be controlled merely by controlling the sup-
ply of money, even reducing it to zero in two to three years; the rejection
again in the 1980s of the proposition that rational expectations make it impos-
sible to alter real output or employment by monetary or fiscal policy; the
rejection somewhere in the 1960s of Bowley’s ‘‘law’” proclaiming the con-
stancy of the relative shares of national income going to capital and labor as
well as everybody’s “‘law’” of the constancy of the capital—-output ratio in the
economy as a whole; the rejection in the 1950s of the Keynesian consumption
function making current consumption a function solely of current income; the
rejection in the 1930s of the Treasury view on the total crowding out of public
expenditure in times of depression; the rejection again in the 1930s of the
proposition that real wages fluctuate countercyclically — one could go on al-
most indefinitely expanding these examples. The notion that economic theo-
ries, like old soldiers, never die but only fade away is simply a myth perpet-
uated by constant repetition.

Thus, Caldwell has recently admitted that at least one of the many argu-
ments he employed over the years as a persistent critic of falsificationism is
“‘if not wrong . . . seriously incomplete.”’

My error was to claim that falsification is an inappropriate methodology for eco-
nomics because most economic theories cannot be conclusively falsified. To buttress
the claim I noted numerous obstacles to getting clean tests of theories in economics.
. . . [But] every science encounters difficulties in coming up with clean refutations.
. . . Thus it is not an effective argument against falsificationism to simply point out
. . . that decisive refutations are rare. That problem always exists [1991, p. 7].

The remedy for the problem is quite simple: try harder! Of course, the rec-
ommendations to try harder must be capable of being implemented, that is, a
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prescriptive methodology like falsificationism must be descriptively adequate
or at least not descriptively impractical. At this point in the argument, Cald-
well again refers to his former conviction that falsificationism has never been
practiced to any significant extent in economics: ‘‘neither Hutchison nor Blaug
have been able to pinpoint paradigmatic episodes of falsificationist practice.
Hutchison’s examples (the refutations of Malthusian population theory and of
certain unqualified versions of Keynesian and monetarist macroeconomics)
involve instants in which usually, after fairly long periods of time, it became
evident that a theory’s predictions did not come to pass’” (1991, p. 9). I hope
that a reading of Chapter 12 below will convince any *‘reasonable economist’
that the entire history of postwar macroeconomics furnishes a whole series of
paradigmatic episodes of falsificationist practice, that is, instants in which it
became evident rather quickly that ‘‘a theory’s predictions did not come to
pass.”’

Bruce Caldwell set the pattern for others’ reactions to the first edition of
this book. Daniel Hausman (1985; 1988; 1989) argued that falsificationism is
never practiced because it is unpracticeable. Modern economists, he insisted,
subscribe to what he calls ‘‘deductivism’’ or what I called *‘verificationism,”’
whose patron saint is John Stuart Mill and not Karl Popper: ‘‘given how
poorly supported are various auxiliary statements needed to derive economic
theories, it is usually not sensible or responsible to follow Blaug’s Popperian
advice and to regard predictive failures as falsifying economic theories’
(Hausman, 1989, p. 119).2 After that, it is hardly surprising to be told that
Hausman (1989, pp. 122-3) believes in descriptive, not prescriptive, meth-
odology. Again and again, we shall find that falsificationism is an ‘‘aggres-
sive methodology’” which is critical of much of what passes as modern eco-
nomics, whereas critics of falsificationism invariably adopt a ‘‘defensive
methodology,’” arguing that the business of economic methodologists is to
describe the actual practice of economists, which is, in brief, to make the best
of a bad job. This is the old distinction between positive and normative eco-
nomics in the realm of methodology: either we describe, explain, and endorse
what economists actually do or we advocate best-practice economics on the
supposition that many economists fall short of it.

Lawrence Boland does not go as far as Hausman: falsificationism is imple-
mentable but it is not actually implemented. ‘‘For Blaug, any practice of what
he calls falsificationism amounts not only to devising models which are in
principle refutable but also actively attempting to refute such models. With
the exception of a brief moment in the LSE seminars, hardly any mainstream
economists have advocated such a strict employment of the Popper—Samuel-

% Similarly Hargreaves-Heap (1989, chap. 2) uses the Duhem-Quine thesis to attack
falsificationism, arguing that as empirical tests are always inconclusive, we have to
settle for ‘‘understanding’’ in economics, according to which empirical evidence is
relevant but not decisive for theory choice.
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son methodological requirement of falsifiability’’ (Boland, 1989, p. 10; also
1982, chaps. 10-11). Economists do worry about testability as a requirement
of adequate economic models, Boland asserts, but they regard an empirical
refutation as a challenge to improve the model so as to raise its ‘‘degree’’ of
testability and not a reason to reject the theory underlying the model.

Klant (1984, pp. 184—6) and de Marchi (1988, pp. 12~-13) likewise have
deep misgivings about falsifiability in economics, regarding it as an ideal
never attained in practice and at best only attainable to a degree; in short, they
leave the door open to falsificationism as a normative methodology. Deborah
Redman, on the other hand, has little use for such philosophers of science as
Popper, Kuhn, and Lakatos, and regards the Popperian legacy in economics
as almost wholly disastrous. Interpreting falsification as ‘‘conclusive dis-
proof,”’ she has no difficulty in showing that it does not exist in science, from
which it follows that ‘‘defending a theory because it has not yet been ‘falsi-
fied’ . . . is in reality indefensible’’ (Redman, 1991, p. viii). The logic of the
argument is impeccable. Unfortunately, no one has ever defined falsification
as equivalent to conclusive disproof and Popper spent pages and pages in The
Logic of Scientific Discovery arguing against the thesis that one could ever
conclusively disprove anything, pages which Redman (1991, pp. 32-5; also
p. 124) actually quotes at length. Having established to her own satisfaction
that economic theories cannot be falsified any more than physical theories in
her sense of the term, she convicts me of self-contradiction: ‘‘Blaug asserts
that economists say their goal is falsification but they do not in fact practise
falsification, and so economists are to be reprimanded for doing something
that Blaug admits is impossible anyway’’ (Redman, 1991, p. 119). Am I
alone in thinking that this is a good example of winning an argument by
inventing a straw man?

Finally, Bill Gerrard (1990, pp. 201-2), in a useful survey of recent books
on economic methodology, winds up the argument by distinguishing between
“‘radical falsificationism’’ and ‘‘dogmatic falsificationism’’:

Radical falsificationism recognises the fallibility of knowledge, stresses the role of
empirical testing as a safety valve protecting subject fields from falling prey to dog-
matism and acknowledges the difficulties involved in empirical testing as a result of
the conglomerate nature of theories. Dogmatic falsificationism, on the other hand,
treats empirical testing as an infallible and purely objective means of arriving at certain
knowledge.

The first is the methodology of Popper, Gerrard declares; the second is Pop-
perian methodology. He concludes: ‘‘There seems a clear case for more of
the methodology of Popper in economics and the elimination of the bastar-
dized version that is Popperian method.”’

Among the books Gerrard reviews is Donald McCloskey’s Rhetoric of Eco-
nomics (1985), a witty and provocative book expressly designed to purge



xviii  Preface

economics of all prescriptive methodologies, such as falsificationism, verifi-
cationism, or what you will. Economists, argues McCloskey, pay obeisance
to an outmoded philosophy of science, which he labels as ‘‘modernism,”’
although it is usually labeled as ‘‘logical positivism.’’ This matter of labels is
not unimportant, for in no time at all he includes within modernism various
propositions that have gained currency among economists but that have ab-
solutely nothing to do with the philosophical movement known as logical
positivism. Modernism, McCloskey tells us, is characterized by ten com-
mandments, which include such notions as these: only the observable predic-
tions of a theory matter to its truth; facts and values belong to different realms
of discourse, so that positive propositions are always to be distinguished from
normative ones; any scientific explanation of an event subsumes the event
under a covering law; and introspection, metaphysical beliefs, aesthetic con-
siderations, and the like may well figure in the discovery of any hypothesis
but are irrelevant to its justification. Such notions, McCloskey points out, are
now discarded by many professional philosophers — but economists have paid
no attention to these reactions to ‘‘modernism’’ among philosophers and con-
tinue to believe that the only ‘‘fundamental’’ proof of an economic assertion
is an objective, quantitative test. It is this naive belief in empirical testing as
the hallmark of truth that is the real core of ‘*‘modernism’’ and hence the Big
Bad Wolf of McCloskey’s book. ‘‘It is hard to disbelieve the dominance of
modernism in economics,’’ he remarks, ‘‘although an objective, quantitative
test would of course make it, or any assertion, more believable and would be
worth doing”’ (McCloskey, 1985, p. 11).

On the one hand, he deplores all hints of a prescriptive methodology; that
is, no one is to lay down metatheoretical standards of what is to be considered
a good or bad argument. On the other hand, ‘‘an objective, quantitative test
would make it . . . more believable and would be worth doing’’ (my italics).
Yes, it might make a proposition more believable if only because unphilo-
sophical economists tend to take quantitative tests seriously. But why would
it be worth doing if it has no bearing on the validity of the assertion? And if
it has at least some bearing, why are we not told what bearing it has? Mc-
Closkey ridicules the reader who believes that there are some propositions in
economics that are either true or false, in which case it is difficult to see why
empirical testing should ever be worth doing.

If prescriptive methodology is out, what is left is descriptive methodology
or what McCloskey prefers to call the study of ‘‘rhetoric’’ or *‘conversation.”’
The word rhetoric has in recent years required a derogatory meaning, but at
one time (roughly up to the nineteenth century) it meant simply the ways of
producing an effect on one’s audience by the careful use of language; it is the
art of speaking or writing persuasively. McCloskey never gives a precise def-
inition of the term rhetoric but the general idea of what he is after is, surely,
plain enough. Moreover, he provides a number of worked examples of rhe-
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torical analysis in the latter half of the book, based on the writings of Paul
Samuelson, Robert Solow, John Muth, and Robert Fogel, which are instruc-
tive even if one does not share what McCloskey calls the ‘‘ Anarchistic Theory
of Knowledge in Economics.”’

The mystery is how McCloskey manages to examine the language used by
economists without some criteria of ‘‘good’” and ‘‘bad’’ language, some stan-
dards of what to look for in the linguistic devices employed by these econo-
mists to persuade their readers to believe them. The fact of the matter is, of
course, that he does not manage it: these case studies of rhetorical analysis
are filled with implicit metatheoretical judgments. As a case in point, Mc-
Closkey’s penultimate chapter attacks one of the worst characteristics of mod-
emn economics, the confusion between statistical significance tests and tests
of substantive effects. This chapter veritably bursts with advice on ‘‘good”’
statistical practice, all of which I personally applaud. But where does such
advice come from except from metatheoretical norms, otherwise known as
methodology, that is, the logic of the methods employed by the practitioners
of a subject. McCloskey is unalterably opposed to Methodology with a capital
M but much in favor of methodology with a lowercase m. What this seems to
mean is that you can prescribe many little things — don’t shout; be open-
minded; face up to the facts; don’t fall for your own rhetoric; don’t pronounce
on large or small effects without giving standards of comparison; don’t con-
fuse statistical with substantive significance; replace Neyman—Pearson infer-
ence with Bayesian methods; and so on — but you may not prescribe big
things, such as eschewing conclusions that are compatible with any and all
factual evidence; always comparing one’s conclusions with those of compet-
ing theories, if such exist; and avoiding changes to one’s theories that have
no other aim but to account for an empirical anomaly. Unfortunately, I fail to
see a rational basis for the implied distinction between deplorable Methodol-
ogy and salutary methodology, and McCloskey never provides such a basis.*

One can imagine a rhetorical analysis of the writings of Milton Friedman
on monetarism. Friedman uses some explicit and implicit literary devices that
seem to account for his enormous persuasive power and, hence, his influence
on modern economics. Having studied these devices, I will probably ask my-
self at some time whether it is actually true that control of the supply of money
is the key to the control of inflation in modern industrial economies. Silly
boy, I can hear McCloskey saying, there is no such thing as truth in econom-
ics: ‘‘Economics, like geology or evolutionary biology or history itself is a
historical rather than a predictive science’” (McCloskey, 1985, p. 18). But
geology, evolutionary biology, and history are retroactive sciences, that is,
the validity of these propositions do depend ex post facto on empirical data

* For other critiques of McCloskey making more or less the same point, see Caldwell
and Coats (1984), Rosenberg (1988), Gerrard (1990, pp. 208-12), and Backhouse
(1992).
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(consider the importance of fossil evidence to the debates on Darwinian the-
ory). Is the same true of economics? Does the validity of monetarism depend,
if not on the accuracy of its future productions, on the accuracy of its past
retrodictions? Friedman did after all co-author a book on the Monetary His-
tory of the United States, 1867—1960. Did he verify monetarism by means of
historical data on the money supply and the level of prices? Is this an impor-
tant question to ask? Silly boy, you’re doing Methodology again: off with
your head!

The idea of studying how economists actually go about persuading one
another is a good one, but it is false to assert that all reasons for believing an
economic theory are equally valid and that economists in fact regard them as
equally valid. However, this is precisely what McCloskey is saying.

Consider, for example, the sentence in economics, ‘‘The demand curve slopes down’’.
The official rhetoric says that economists believe this because of statistical evidence —
negative coefficients in demand curves for pig iron or negative diagonal items in mat-
rices of complete systems of demand — accumulating steadily in journal articles. These
are the tests ‘consistent with the hypothesis’. Yet more beliefs in the hypothesis come
from other sources: from introspection (what would I do?); from uncontrolled cases in
point (such as the oil crisis); from authority (Alfred Marshall believed it); from sym-
metry (a law of demand if there is a law of supply); from definition (a higher price
leaves less expenditure, including this one); and, above all, from analogy (if the de-
mand curve slopes down for chewing gum, why not for housing and love too?). As
may be seen in the classroom and seminar, the range of arguments in economics is
wider than the official rhetoric allows [McCloskey, 1987, p. 174].

No doubt, there are many reasons for believing that demand curves are neg-
atively inclined but there is little doubt that if the statistical evidence repeat-
edly ran the other way, none of these reasons would suffice to make econo-
mists believe in the ‘‘law of demand.’’” Most ‘‘beliefs in the hypothesis’’ do
not come from other sources, contrary to what McCloskey asserts, and, of
course, they should not. Description and prescriptions agree perfectly with
one another in this case as in so many others. And that is the gist of my
argument.

I document in this book a striking continuity in the methodological precepts
of modern economists, precepts that loosely correspond to Popper’s falsifi-
cationist strictures. But at the same time, there is no denying that the practice
of economists is at best an innocuous brand of falsificationism and at worst a
Millian style of verificationism.>

3 Canterberry and Burkhardt (1983), in an examination of 542 empirical articles in four
major economics journals over the years 19738, found that only three articles at-
tempted to falsify the hypotheses proposed; in all other cases the null hypothesis was
accepted, demonstrating that economists confirm rather than falsify. But is this not



Preface XXi

My fond belief that economists could be goaded into taking falsificationism
more seriously has received some hard knocks over the last ten years. A
number of general equilibrium and game theorists have in recent years ex-
pressed open hostility to falsificationism (see Chapter 8 below) and a confer-
ence on the application of Lakatos’s philosophy of science to economics held
in 1989 revealed a studious skepticism among the participants about the utility
of Popperian and Lakatosian ideas in a subject like economics and, particu-
larly, a disinclination to appraise economic theories in terms of their novel
empirical content (de Marchi, 1991, pp. 504-6, 509). It was clear that many
economists cannot abandon the notion that mere theoretical progress, a deeper
understanding of some economic problems, is of value in itself even if it does
not produce any substantive findings about the economy and even if it does
not enhance our ability to predict the consequences of economic policies. In
so doing, they reflect an increasing tendency in modern economics to pursue
theorizing like an intellectual game, making no pretense to refer to this as any
other possible world on the slim chance that something might be learned which
will one day throw light on an actual economy.

In a letter to Science, Wassily Leontief (1982) surveyed articles published
in the American Economic Review in the last decade and found that more than
50 percent consisted of mathematical models without any empirical data, while
some 15 percent consisted of nonmathematical theoretical analysis, likewise
without any empirical data, leaving 35 percent of the articles using empirical
analysis.

Articles published in the AER

1972-6 1977-81
(%) (%)
1. Mathematical models without any data 50.1 54.0
2. Theoretical models without
mathematical formulation and without data 21.2 11.6
3. Statistical methodology 0.6 0.5
4. Empirical analysis based on
data developed by the author 0.8 1.4
5. Empirical analysis using
statistical inference on published data 214 22.7
6. Other types of empirical analysis 5.4 7.9
7. Empirical analysis based on
artificial simulation and experiment 0.5 1.9

Source: Leontief (1982)

what some of the critics of falsificationism, like Hausman, say? Yes, but they wel-
come it or else regard it as inevitable, while I deplore it and argue that it is corrigible.
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Morgan (1988) has updated Leontief’s findings, showing once again that
half the articles published in the American Economic Review and the Eco-
nomic Journal do not use data of any kind, a ratio that vastly exceeds that
found in articles in physics and chemistry journals. Oswald (1991a) has con-
firmed Leontief’s and Morgan’s results in the area of microeconomics, con-
cluding quite rightly that a large number of economists treat the subject as it
if were ‘“‘a kind of mathematical philosophy.’’” Perhaps a better expression
would be ‘‘social mathematics,’’ that is, a brand of mathematics that appears
to deal with social problems but does so only in a formal sense. What we
have here is a species of formalism: the reveling in technique for technique’s
sake. Colander and Klamer (1987; 1988) have shown that students in Ameri-
can graduate schools perceive that analytical ability is the chief requirement
for professional advancement and not knowledge of the economy or acquain-
tance with the economic literature. Students are usually shrewd observers of
their own chosen profession and they have a sensitive nose for the ‘‘hidden
agenda’’ in their curriculum. It is clear that American graduate students have
correctly perceived that nothing succeeds in economics like mathematical pyro-
technics, supplemented on occasions by some fancy econometrics.

The fact that graduate education in economics emphasizes technical puzzle-
solving abilities at the expense of imparting substantial knowledge of the eco-
nomic system is simply a reflection of the empty formalism that has come
increasingly to characterize the whole of modern economics. And why not?
What after all is wrong with elegant economics practiced as an intellectual
pastime? There are, I suppose, two answers to this question. One is that some
of us suffer from ‘‘idle curiosity’’ about the economy. Much as we enjoy
abstract, mathematically formulated economics, we cannot help wondering
just how the economy actually works, and most of the lemmas of rigorous
pure theory do not really satisfy the desire to understand how things hang
together in the economic world. The second answer is that economics throughout
its long history has been intimately connected with economic policy, with the
desire to improve economic affairs, eradicate poverty, equalize the distribu-
tion of income and wealth, combat depressions, and so on, and never more
so than in the recent postwar period. But if economists are going to take a
stand on questions of economic policy, not to mention advising governments
what to do, they must have knowledge of how the economic system functions:
we know that privatization if accompanied by an increase in the numbers of
producers improves the quantity and quality of the goods privatized; we know
that a deficit on the balance of payments can be cured by devaluation and
even how quickly it can be cured; we know that inflation can be reduced by a
hard fiscal and monetary policy and even what it will take to cut inflation by
a given percentage — or do we? All this is to say that economics must be first
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and foremost an empirical science or else it must abandon its age-old concern
with ‘‘piecemeal social engineering.’’¢

Granted that economists must ultimately judge their ideas by the test of
empirical evidence — that analytical rigor may have to be traded off against
practical relevance — it does not follow that they need to endorse the Meth-
odology of falsificationism. The argument for an empirically minded econom-
ics might derive from methodological considerations with a lowercase m.” No
doubt, but the fact remains that any metatheoretical recommendation is no
better than the Methodology which underpins it. McCloskey notwithstanding,
there is no logical or philosophical distinction between methodology and
Methodology. And the Methodology which best supports the economist’s
striving for substantive knowledge of economic relationships is the philoso-
phy of science associated with the names of Karl Popper and Imre Lakatos.
To fully attain the ideal of falsifiability is, I still believe, the prime desidera-
tum in economics.

¢ This argument has been most forcefully expressed by Hutchison (1988, pp. 172-3;
1992).

7 Mayer (1992) argues this at some length in a new book whose title is its message:
Truth vs. Precision in Economics.
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A fatal ambiguity surrounds the expression *‘the methodology of . . .”” The
term methodology is sometimes taken to mean the technical procedures of a
discipline, being simply a more impressive-sounding synonym for methods.
More frequently, however, it denotes an investigation of the concepts, theo-
ries, and basic principles of reasoning of a subject, and it is with this wider
sense of the term that we are concerned in this book. To avoid misunderstand-
ing, I have added the subtitle, How Economists Explain, suggesting that ‘‘the
methodology of economics’’ is to be understood simply as philosophy of sci-
ence applied to economics.

To ask how economists explain the phenomena with which they are con-
cerned is in fact to ask in what sense economics is a science. In the words of
one prominent modern philosopher of science: ‘It is the desire for explana-
tions that are at once systematic and controlled by factual evidence that gen-
erates science; and it is the organization and classification of knowledge on
the basis of explanatory principles that is the distinctive goal of the sciences’’
(Nagel, 1961, p. 4). There can be no doubt that economics provides plenty of
examples of ‘‘explanations that are at once systematic and controlled by fac-
tual evidence,’’ and hence no time will be wasted defending the assertion that
economics is a science. However, economics is also a peculiar science, set
apart from, say, physics because it studies human actions and therefore in-
vokes the reasons and motives of human agents as the ‘‘causes of things’” and
from, say, sociology and political science because it manages somehow to
provide rigorous, deductive theories of human action that are almost wholly
lacking in these other behavioral sciences. In short, the explanations of econ-
omists are a particular species of a larger genus of scientific explanations, and
as such they present some problematic features.

What then is the nature of economic explanations? Insofar as these expla-
nations consist of definite theories, what is the structure of these theories, and

XXV
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in particular, what is the relationship between the assumptions and the predic-
tive implications of economic theories? If economists validate their theories
by invoking factual evidence, is that evidence pertinent only to the predictive
implications of these theories, or to their assumptions, or both? Besides, what
is it that counts as factual evidence for economists? How is it that economic
theories that purport to explain what is are also employed in almost identical
form to demonstrate what ought to be? In other words, what exactly is the
relationship between positive and normative economics or, in more old-fash-
ioned language, the relationship between economics as a science and political
economy as an art? These are the sort of questions that will preoccupy us in
this book.

Economists have been worrying about these questions ever since the days
of Nassau William Senior and John Stuart Mill, and much is to be learned by
going back to these nineteenth-century writers to see what economists them-
selves have rightly or wrongly thought they were doing when they practiced
economics. By 1891, John Neville Keynes managed to sum up the method-
ological thinking of a whole generation of economists in his deservedly fa-
mous Scope and Method of Political Economy, which may be regarded as a
sort of of benchmark in the history of economic methodology. The twentieth
century witnessed a similar summing-up in The Nature and Significance of
Economic Science (1932) by Lionel Robbins, followed a few years later by a
widely read book with a diametrically opposite thesis, The Significance and
Basic Postulates of Economic Theory (1938) by Terence Hutchison. In more
recent years, Milton Friedman, Paul Samuelson, Fritz Machlup, and Ludwig
von Mises have all contributed important pronouncements on the methodol-
ogy of economics. In short, economists have long been aware of the need to
defend *‘correct’’ principles of reasoning in their subject, and although actual
practice may bear little relationship to what is preached, the preaching is
worth considering on its own ground. That is the task of Part II. Part I is a
self-contained, brief introduction to current thinking in the philosophy of sci-
ence, which develops several distinctions that will be used throughout the rest
of the book (see Glossary at the back).

After surveying the literature on economic methodology in Part II, Chap-
ters 3 and 4, we turn in Chapter 5 to the troublesome question of the logical
status of welfare economics. At the end of that chapter, having gained a more
or less complete view of the outstanding issues in the methodology of eco-
nomics, we are ready to apply the conclusions we have reached to some lead-
ing economic controversies. Part III therefore provides a series of case stud-
ies, whose purpose is not to settle substantive questions on which economists
now disagree among themselves but rather to show how every controversy in
economics involves questions of economic methodology. The last chapter in
Part IV draws the strands together in an attempt to reach some final conclu-
sions; it is perhaps more personal than the rest of the book.
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Too many writers on economic methodology have seen their role as simply
rationalizing the traditional modes of argument of economists, and perhaps
this is why the average modern economist has little use for methodological
inquiries. To be perfectly frank, economic methodology has little place in the
training of modern economists. Possibly, all this is now changing. After many
years of complacency about the scientific status of their subject, more and
more economists are beginning to ask themselves deeper questions about what
they are doing. At any rate, there are growing numbers who suspect that all
is not well in the house that economics has built. It is not my purpose to coach
them to be better economists but, on the other hand, there is little point in
merely describing what economists do without drawing some object lessons;
at some stage, even the most impartial spectator must be willing to assume
the role of umpire. Like many other modern economists, I too have a view of
What's Wrong With Economics? to cite the title of a book by Benjamin Ward,
but my quarrel is less with the actual content of modern economics than with
the way economists go about validating their theories. I hold that there is
nothing much wrong with standard economic methodology as laid down in
the first chapter of almost every textbook in economic theory; what is wrong
is that economists do not practice what they preach.

When Laertes tells Ophelia not to yield to Hamlet’s advances, she replies:
*‘Do not as some ungracious pastors do, / Show me the steep and thorny way
to heaven, / Whiles like a puff’d and feckless libertine / Himself, the primrose
path of dalliance treads.”” Twentieth-century economists, I believe, are much
like those ‘‘ungracious pastors.”” I leave it to my readers to decide whether I
have made my case in this book, but at any rate, the wish to make that case
has been the principal motive for writing it.

The book is essentially addressed to undergraduate students of economics,
that is, those who have learned some substantive economics but find it diffi-
cult, if not impossible, to choose between alternative economic theories. Such
is the growing interest of professional economists in methodological problems
that, I dare say, even some of my colleagues will find the book of interest.
Other students of social science — sociologists, anthropologists, political sci-
entists, and historians — are inclined either to envy economists for their ap-
parent scientific rigor or else to despise them for being the lackeys of govern-
ments. It may be that they will find this book not so much an antidote to envy
as a reminder of the benefits that economics derives and always has derived
from its policy orientation.

This book has been too long in the making. The first chapter was
drafted at the Villa Serbelloni in Bellagio, Italy, where I spent the month of
November, 1976, thanks to the generosity of the Rockefeller Foundation.
After 1 left the idyllic atmosphere of the Bellagio Study and Conference Centre,
teaching and other research commitments kept me from getting back to the
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manuscript during the whole of the academic year 1976-7. Even then, it took
me all of the calendar year 1978 to finish it. I received valuable comments,
too numerous for comfort, on my first draft from Kurt Klappholz and Thanos
Skouras. In addition, Ruth Towse read the entire manuscript, removing most,
if not all, of my lapses from correct grammar. For this thankless task, I owe
her a debt of gratitude that can only be paid in like coin.
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PART 1

What you always wanted to know about the
philosophy of science but were afraid to ask






From the received view to the views
of Popper

The received view

Anyone consulting some current textbooks in the philosophy of sci-
ence will soon discover that the philosophy of science is a very strange sub-
ject: it is not, as might be expected, a study of the psychological and socio-
logical factors that promote and encourage the discovery of scientific hypothe-
ses; it is not an examination of the philosophical views of the world that are
implicit in leading scientific theories; it is not even a reflection on the princi-
ples, methods, and results of the physical and social sciences, describing
at the highest level of generality the pinnacles of scientific achievement. In-
stead, it appears to consist largely of a purely logical analysis of the formal
structure of scientific theories, which seem to be more concerned with pre-
scribing good scientific practice than with describing what it is that has ac-
tually passed as science; and when it mentions the history of science at all, it
is written as if classical physics were the prototype science to which all other
disciplines must sooner or later conform if they are to justify the title of ‘‘sci-
ence.”’

This characterization of the philosophy of science is now somewhat out of
date, reflecting as it does the heyday of logical positivism in the interwar
years. Between the 1920s and 1950s, philosophers of science did more or less
agree with what Frederick Suppe (1974) has called ‘“The Received View on
Theories.’” But the works of Popper, Polanyi, Hanson, Toulmin, Kuhn, Lak-
atos, and Feyerabend, to mention only the leading names, have largely de-
stroyed this received view without, however, putting any generally accepted
alternative conception in its place. In short, the philosophy of science has
been in something of a turmoil ever since the 1960s, which complicates the
task of providing a simple guide to the subject in the space of two chapters.
On balance, there is much to be said for beginning with some principal fea-
tures of the received view and only then moving on to the new heterodoxy,

3
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using the work of Karl Popper as a watershed between the old and the new
views of the philosophy of science.

The hypothetico-deductive model

The standard view of science in the middle of the nineteenth century
was that scientific investigations begin in the free and unprejudiced observa-
tion of facts, proceed by inductive inference to the formulation of universal
laws about these facts, and finally arrive by further induction at statements of
still wider generality known as theories; both laws and theories are ultimately
checked for their truth content by comparing their empirical consequences
with all the observed facts, including those with which they began. This in-
ductive view of science, perfectly summed up in John Stuart Mill’s System of
Logic, Ratiocinative and Inductive (1843) and remaining to this day the con-
ception of science of the man-in-the-street, gradually began to break down in
the last half of the nineteenth century under the influence of the writings of
Ernst Mach, Henri Poincaré, and Pierre Duhem, and to be almost entirely
reversed by the hypothetico-deductive model of scientific explanation that
emerged after the turn of the century in the work of the Vienna Circle and the
American pragmatists (see Alexander, 1964; Harré, 1967; and Losee, 1972,
chaps. 10, 11).

Nevertheless, it was not until 1948 that the hypothetico-deductive model
was written down in formal terms as the only valid type of explanation in
science. This authorized version first appeared in a now famous paper by Carl
Hempel and Peter Oppenheim (1965),! which argued that all truly scientific
explanations have a common logical structure: they involve at least one uni-
versal law plus a statement of relevant initial or boundary conditions that
together constitute the explanans or premises from which an explanandum, a
statement about some event whose explanation we are seeking, is deduced
with the aid of the rules of deductive logic. By a universal law, we mean
some such proposition as ‘‘in all cases where events A occur, events B also
occur,”” and such universal laws may be deterministic in form by referring to
individual events B or statistical in form by referring to classes of events B;
(thus, statistical laws take the form: ‘‘in all cases where events A occur, events
B also occur with a probability of p, where 0 <<p<<1”’). By the rules of de-
ductive logic, we mean some sort of infallible syllogistic reasoning like *‘if A

! This was a more guarded version of the same thesis announced by Hempel (1942),
which generated a great debate among historians about the meaning of historical ex-
planations (see footnote 5). Earlier, less formally precise statements of the hypothe-
tico-deductive model can be found in Popper’s The Logic of Scientific Discovery, first
published in German in 1934 and then in English in 1959 (1959, pp. 59, 68-9; also
Popper, 1962, I, pp. 262-3, 362-4; Popper, 1976, p. 117), and indeed as early as
1843 in Mill (1973, 7, pp. 471-2).
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is true, then B is true A is true; therefore B is true’ (this is an example of
what logicians call a hypothetical syllogism). It need hardly be added that
deductive logic is an abstract calculus and that the logical validity of deduc-
tive reasoning in no way depends on the material truth of either the major
premise ‘‘if A is true, then B is true,”’” or the minor premise, ‘‘A is true.”’

It follows from the common logical structure of all truly scientific expla-
nations, Hempel and Oppenheim went on to argue, that the operation called
explanation involves the same rules of logical inference as the operation called
prediction, the only difference being that explanations come after events and
predictions before events. In the case of explanation, we start with an event
to be explained and find at least one universal law plus a set of initial condi-
tions that logically imply the statement of the event in question. In other
words, to cite a particular cause as an explanation of an event is simply to
subsume the event in question under some universal law or set of laws; for
that reason one critic of the Hempel-Oppenheim thesis has called it ‘‘the
covering law model of explanation’” (Dray, 1957, chap. 1). In the case of
prediction, on the other hand, we start with a universal law plus a set of initial
conditions, and from them we deduce a statement about an unknown event;
the prediction is typically used to see whether the universal law is in fact
upheld. In short, explanation is simply ‘‘prediction written backwards.”’

This notion that there is a perfect, logical symmetry between the nature of
explanation and the nature of prediction has been labeled the symmetry thesis.
It constitutes the heart of the hypothetico-deductive or covering-law model of
scientific explanation. The point of the model is that it employs no other rules
of logical inference than that of deduction (the force of that remark will be-
come clear in a moment). The universal laws that are involved in explanations
are not derived by inductive generalization from individual instances; they are
merely hypotheses, inspired conjectures if you like, that may be tested by
using them to make predictions about particular events but which are not
themselves reducible to observations about events.

The symmetry thesis

The covering-law model of scientific explanation has been attacked
from a number of standpoints, and even Hempel himself, its most vigorous
proponent, has retreated somewhat over the years in response to these attacks
(Suppe, 1974, p. 28n). Most of the critics have seized on the symmetry thesis
as the butt of all their objections. It has been argued that prediction need not
imply explanation and even that explanation need not imply prediction. The
former proposition, at any rate, is plain sailing: prediction only requires a
correlation, whereas explanation cries out for something more. Thus, any
linear extrapolation of an ordinary least squares regression is a prediction of
sorts, and yet the regression itself may be based on no theory whatsoever of
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the relationship between the relevant variables, much less a notion of which
are causes and which are effects. No economist needs to be told that accurate
short-term economic forecasting, like accurate short-term weather forecast-
ing, is perfectly possible with the aid of rules-of-thumb that yield satisfactory
results, although we may have no idea why they do so. In short, it is only too
obvious that it is perfectly possible to predict well without explaining any-
thing.

This is not to say, however, that it is always easy to decide whether a
particular scientific theory with an impressive predictive record achieves its
results by fluke or by design. Some critics of the received view have argued
that the covering-law model of scientific explanation is ultimately based on
David Hume’s analysis of causation. For Hume, what is called causation is
nothing but the constant conjunction of two events that happen to be contin-
guous in time and space, the event that is prior in time being labeled the
‘‘cause’” of the later event labeled ‘‘effect,”” although there is actually no
necessary connection between them (see Losee, 1972, pp. 104—6). In other
words, we can never be sure that causation is not simply correlation between
event at time # and event at time ¢+ 1. The critics have dismissed this Humean
“‘billiard ball model of causation’’ and have instead insisted that genuine sci-
entific explanation must involve an intervening mechanism connecting cause
and effect, which guarantees that the relationship between the two events is
indeed a ‘‘necessary’’ one (e.g., Harré, 1970, pp. 104-26, 1972, pp. 92-5,
114-32; and Harré and Secord, 1972, chap. 2).

The example of Newton’s theory of gravitation, however, shows that the
insistent demand for a truly causal mechanism in scientific explanation, if
taken at face value, might well be harmful to scientific progress. Ignore every-
thing about moving bodies, Newton said, except their positions, point masses,
and velocities, and provide operational definitions for these terms; the result-
ing theory of gravity, incorporating the universal law that bodies attract each
other with a force that varies directly with the product of their masses and
inversely with the square of the distance between them, then enables us to
predict the behavior of such diverse phenomena as the elliptical paths of planets,
the phases of the moon, the occurrence of tides, the trajectory of missiles fired
out of cannons, and even the rate at which apples fall from trees. Neverthe-
less, Newton provided no push-or-pull mechanism to account for the action
of gravity — and none has ever been discovered — and he was unable to meet
the objection of many of his contemporaries that the very notion of gravity
acting instantaneously at a distance without any material medium to carry the
force — ghostly fingers clutching through the void! — is utterly metaphysical.?

2 We know that Newton was perfectly aware of this objection; as he wrote in a letter to
a friend: ‘‘Gravity must be caused by an agent acting constantly according to certain
laws, but whether this agent be material or immaterial I have left to the consideration
of my readers’” (quoted in Toulmin and Goodfield, 1963, pp. 281-2; see also Toulmin
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Yet who could deny the extraordinary predictive power of Newtonian theory,
particularly after the confirmation in 1758 of Edmond Halley’s prediction of
the return of ‘‘Halley’s comet,”’ topped in 1846 by Leverrier’s use of the
inverse-square law to predict the existence of a hitherto unknown planet, Nep-
tune, from the observed aberrations in the orbit of Uranus; the fact that New-
tonian theory sometimes scored misses as well as hits (witness Leverrier’s
fruitless search for another unknown ‘‘planet,’”’” Vulcan, to account for the
irregularities in the motion of Mercury) was conveniently forgotten. In short,
it can be argued that Newton’s theory of gravity is merely a highly efficient
instrument for generating predictions that are approximately correct for vir-
tually all practical purposes within our solar system but which nevertheless
fails really to ‘‘explain’’ the motion of bodies. Indeed, it was thoughts such
as these that led Mach and Poincaré in the nineteenth century to assert that all
scientific theories and hypotheses are merely condensed descriptions of natu-
ral events, neither true nor false in themselves but simply conventions for
storing empirical information, whose value is to be determined exclusively by
the principle of economy of thought — this is what is nowadays called the
methodology of conventionalism.

Suffice it to say that prediction, even from a highly systematic and rigor-
ously axiomatized theory, need not imply explanation. But what of the con-
verse proposition: can we provide an explanation without making any predic-
tion? The answer clearly depends on precisely what we mean by explanation,
a question that we have so far carefully dodged. In the widest sense of the
word, to explain is to answer a Why? question; it is to reduce the mysterious
and unfamiliar to something known and familiar, thus producing the excla-
mation: ‘‘Aha, so that is how it is!”’ If this deliberately loose use of language
is accepted, it would appear that there are scientific theories which generate a
sense of Aha-ness and yet produce little or nothing in the way of prediction
about the class of events with which they are concerned. A leading example,
frequently cited by critics of the received view (e.g., Kaplan, 1964, pp. 346—
51; Harré, 1972, pp. 56, 176-7), is Darwin’s theory of evolution, which
purports to explain how highly specialized biological forms develop from a
succession of less specialized ones by a process of natural selection that acts
to maximize reproductive capacity, without however being able to specify
beforehand precisely what highly specialized forms will emerge under which
particular environmental conditions.

Darwinian theory, say the critics, can tell us much about the evolutionary
process once it has occurred, but very little about that process before it occurs.

and Goodfield, 1965, pp. 217-20; Hanson, 1965, pp. 90-1; Losee, 1972, pp. 90-3).
Likewise, the history of the concept of hypnosis (through ‘‘animal magnetism’’ to
‘““mesmerism’’ to ‘‘hypnosis’’) demonstrates that many well-attested natural phenom-
ena, for example, the efficacious use of hypnosis as a medical anaesthetic, cannot be
explained even now in terms of an intervening, causal mechanism.
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It is not simply that Darwinian theory cannot spell out the initial conditions
required for the operation of natural selection, but that it cannot provide def-
inite universal laws about the survival rates of species under different envi-
ronmental circumstances. Insofar as the theory predicts at all, it predicts the
possibility of a certain outcome conditional on other events actually occurring
and not the likelihood of that outcome if those events did occur. For example,
it conjectures that a certain proportion of a species with the capacity to swim
will survive the sudden inundation of its previously arid habitat, but it cannot
predict what proportion will actually survive a real flooding and it cannot even
predict whether this proportion will be larger than zero (Scriven, 1959).

It would be wrong to say that Darwinian theory commits the famous fallacy
of post hoc, ergo propter hoc, that is, inferring causation from mere casual
conjunction, because Darwin did provide a mechanism to account for the
evolutionary process. The cause of the variation of species according to Dar-
win is natural selection, and natural selection expresses itself through a strug-
gle for existence that operates via reproduction and chance variations on what
he called ‘‘gemmules,”” much like domestic selection by animal breeders.
Darwin’s mechanism of inheritance was essentially a system whereby the
traits coming from each parent were blended in the offspring, the traits being
steadily diluted in successive generations. Unfortunately, the specified mech-
anism is faulty: no new species could so arise because any mutation, or ‘‘sport’’
as Darwin used to say, would fade away by blending within several genera-
tions to the point where it would cease to have any selective value. Darwin
himself came to appreciate this objection, and in the last edition of The Origin
of Species he made increasing concessions to the discredited Lamarckian con-
cept of the direct inheritance of acquired characteristics in the effort to provide
something like a tenable explanation of evolution.>

For Lamarck, the giraffe grows a longer neck because it wants to get at
leaves higher up the tree and this acquired characteristic is handed down to
its progeny, who in turn stretch their necks still further. According to Darwin,
giraffes have offspring with necks of different lengths and the scarcity of
leaves gives young giraffes with longer necks a better chance to survive,
mate, and thus produce more giraffes with long necks like themselves; over
generations this same effect eventually produces the long-necked giraffe we

3 It is with some satisfaction that we note that Darwin was inspired by one economist,
Thomas Malthus, and decisively criticized by another, Fleeming Jenkin, a professor
of engineering at the University of Edinburgh (Jenkin, incidentally, was the first Brit-
ish economist to draw demand and supply curves). It was Jenkin who first demon-
strated in an 1867 review of The Origin of Species (1859) that Darwin’s theory was
incorrect as Darwin stated it. It was this objection which may have caused Darwin to
insert a new chapter in the sixth edition of The Origin of Species, resuscitating the
ideas of Lamarck (see Jenkin, 1973, particularly pp. 344—5; Toulmin and Goodfield,
1967, chap. 9: Ghiselin, 1969, pp. 173—4; Lee, 1969; Mayr, 1982, pp. 512-14).
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know. The two evolutionary mechanisms are radically different and for Dar-
win to have conceded even a jot to Lamarck was a serious compromise of his
fundamental argument.

The irony is that by 1872, unknown to Darwin or to anyone else, Mendel
had already discovered the idea of genes, that is, discrete units of heredity
that are transmitted from generation to generation without blending or dilu-
tion. Mendelian genetics provided Darwinian theory with a convincing causal
mechanism, but from our point of view, it left the status of the theory of
evolution essentially where it was before: Darwinian theory seems to explain
what it cannot predict and offers few supports for its arguments except indi-
rect ones after the fact. Darwin was himself a self-declared advocate of the
hypothetico-deductive model of scientific explanation (Ghiselin, 1969, pp.
27-31, 59-76; George, 1982, pp. 140-50), but the fact remains that for some
he provides to this day ‘‘the paradigm of the explanatory but nonpredictive
scientist’’ (Scriven, 1959, p. 477).

This is perhaps to overstate the case because Darwinism does rest on a
number of specific contingent claims about reality — for example, that off-
spring vary in phenotypes, that such variations are systematically related to
the phenotypes of the parents, and that different phenotypes leave different
numbers of offspring in remote generations. And Darwinism does imply some
definite predictions, for example, that species never reappear; thus, if the
dodo came back, Darwinism would be refuted (Mayr, 1982, chap. 10; Rosen-
berg, 1985, chaps. 5-7). Similarly, to say that Darwinian evolution can ex-
plain the modern giraffe’s neck but could never have predicted it beforehand
is really to misunderstand Darwinian theory, which predicts, if it predicts at
all, not for individuals (like giraffes) or for organs (like necks) but rather for
traits or sets of traits. Darwin himself was keenly aware that certain facts,
such as the existence of neuter insects and sterile hybrids, appeared to contra-
dict his theory: a whole chapter of the Origin of Species was devoted to *“mis-
cellaneous objections to the theory of natural selection,’’ that is, traits which
could not have evolved by natural selection. In short, Darwinism is capable
of being refuted by observations, quite apart from the fact that in recent times
speciation a la Darwin has been directly observed (Ruse, 1982, pp. 97-108;
Ruse, 1986, pp. 20-6). In that sense Darwinian evolution is not a logically
different type of theory from, say, Newtonian mechanics or Einsteinian rela-
tivity (Williams, 1973; Flew, 1984, pp. 24-31; Caplan, 1985). Nevertheless,
it may be granted that the covering-law model of scientific explanation with
its corollary, the symmetry thesis, cannot easily accommodate the Darwinian
theory of evolution.*

4 Perhaps that is why Popper (1976, pp. 168, 171-80; aiso 1972a, pp. 69, 241-2, 267-
8) once argued that the Darwinian theory of evolution is not a testable scientific theory
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There are other examples of theories that appear to provide explanations
without making definite predictions, such as Freudian depth psychology and
Durkheim’s theory of suicide, although any of them are susceptible to the
retort that they are not truly scientific. But a still wider class of examples is
furnished by all manner of historical explanations, which at best yield suffi-
cient but not necessary conditions for a certain kind of event to occur or to
have occurred; what historians explain is almost never strictly deducible from
their explanans and hence does not result in anything like a strict prediction
(or rather retrodiction). Historical explanations are indeed controlled by fac-
tual evidence like scientific explanations but the evidence is usually so sparse
and so ambiguous as to be compatible with a large number of alternative and
even conflicting explanations. It is difficult therefore to resist Hempel’s (1942)
argument that virtually all historical explanations are pseudo-explanations:
they may be true or they may be false but we will rarely know which is the
case and the historian is not typically prepared to help us to distinguish one
from the other.

To sum up: we can make a case for the thesis of explanation-without-
prediction but it is not a strong case and I myself remain persuaded that the
covering-law model of scientific explanation survives all the criticisms it has
received. This is clearly a controversial position but suffice it to say that we
ought to be on our guard when offered an explanation that does not yield a
prediction, that is, when instead of an explanation we are offered ‘‘under-
standing.”’ ‘“We understand the causes of earthquakes,’’ Frank Hahn (1985,
p- 10) tells us, ‘‘but we cannot at the moment predict them.”” On the contrary,
however: geophysicists have made great progress in recent years in predicting
earthquakes because they have come better to understand their precise causes.
In any case, when understanding is not matched by predictability, we should
ask, Is it because we cannot secure all the relevant information about the
initial conditions, as with much of biological evolution, or is it because the
explanation does not rest in any way on a universal law or at least a loose
generalization of some kind, as with so many historical explanations? If the
latter, 1 would argue that we are definitely being handed chaff for wheat be-
cause it is not possible to explain anything without reference to some larger
set of things of which it is itself an element (see Elster, 1989).

Norms versus actual practice
We have seen that the covering-law model of scientific explanation
excludes much of what at least some people have regarded as science. But

but rather ‘‘a metaphysical research programme — a possible framework for testable
scientific theories.”
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this is precisely its aim: it seeks ‘to tell it like it should be’’ and not *‘to tell
it as it is.”” It is this prescriptive, normative function of the covering-law
model of explanation that its critics find so objectionable. They argue that,
instead of stating the logical requirements of a scientific explanation, or the
minimum conditions that scientific theories ideally should satisfy, our time
would be better spent in classifying and characterizing the theories that are
actually employed in scientific discourse.> When we do so, they contend,
what we shall find is that their diversity is more striking than their similarity;
scientific theories seem to lack properties common to them all.

In addition to deductive, lawlike, statistical, and historical explanations,
which we have already mentioned, biology and social science in general fur-
nish numerous examples of functional or teleological explanations, which take
the form of indicating either the instrumental role that a particular unit of an
organism performs in maintaining a given state of the organism, or that indi-
vidual human action plays in bringing about some collective goal (see Nagel,
1961, pp. 20—6). These four or five types of explanations appear in a variety
of scientific theories, and the theories themselves may in turn be further clas-
sified along various dimensions (e.g., Suppe, 1974, pp. 120-5; Kaplan, 1964,
pp- 298-302). But even such detailed typologies of scientific theories raise
difficulties because many theories combine different modes of explanation,
so that it is not even true that all the scientific theories classed together under
some common heading will reveal the same structural properties. In other
words, as soon as we take a comprehensive view of scientific practice, there
is simply too much material to permit a single ‘‘rational reconstruction’’ of
theories from which we might derive methodological norms that all proper
scientific theories are supposed to obey.

The tension between description and prescription in the philosophy of sci-
ence, between the history of science and the methodology of science, has
been a leading factor in the virtual overthrow of the received view in the
1960s (see Toulmin, 1977). That tension also makes itself felt in Karl Pop-
per’s treatment of the role of falsifiability in scientific progress, which has

3 In the same way, historians have argued that the covering-law model of historical
explanation misrepresents what historians actually do: history is an ‘‘idiographic’” not
a ‘‘nomothetic’’ subject, being concerned with the study of particular events and
particular persons, not with general laws of development (see Dray, 1957; 1966). But
the essence of Hempel’s original argument was that even individual events cannot be
explained except by invoking generalizations of some kind, however trivial, and that
historians typically provide no more than an *‘explanation sketch’’ because they either
fail to specify their generalizations, or else imply without warrant that they are well
attested. The debate about the received view among philosophers of science is thus
perfectly duplicated by the Hempel-Dray debate among philosophers of history (see
McClelland, 1975, chap. 2, for a judicious and pointed summary).
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proven to be one of the mainsprings of the opposition to the received view. A
discussion of Popper’s ideas will allow us to return to the symmetry thesis
with new insights.

Popper’s falsificationism

Popper begins with the distinction between science and nonscience,
his so-called demarcation criterion, and ends with the attempt to devise stan-
dards for appraising competing scientific hypotheses in terms of their degrees
of verisimilitude. In so doing, he moves steadily away from the received view
in which the aim of the philosophy of science is rationally to reconstruct the
untidy scientific theories of the past so as to make them conform with certain
canons of scientific explanation. With Popper, the philosophy of science in-
stead becomes a subject in which we seek methods of appraising scientific
theories once they have been proposed.

Popper’s starting point is a criticism of the philosophy of logical positivism
as espoused by the Vienna Circle and embodied in what has come to be called
the verifiability principle of meaning. This principle stipulates that all state-
ments are either analytic or synthetic — either true by virtue of the definition
of their own terms, or true, if true at all, by virtue of practical experience —
and then pronounces all synthetic statements as meaningful if and only if they
are capable, at least in principle, of being empirically verified (see Losee,
1972, pp. 184-90). Historically, the members of the Vienna Circle (Wittgen-
stein, Schlick, and Carnap) employed the verifiability principle of meaning
primarily as a needle to puncture metaphysical pretensions in science and
nonscience alike, implying that even some statements that passed as science
and certainly all statements that did not profess to be scientific could be dis-
missed as meaningless.® In practice, the verifiability principle bred a deep
suspicion of the use of nonobservable entities in scientific theories such as
absolute space and absolute time in Newtonian mechanics, electrons in parti-
cle physics, valence bonds in chemistry, and natural selection in the theory
of evolution. A typical product of this antimetaphysical bias of logical posi-
tivists was the methodology of operationalism, first advanced in 1927 and
later widely disseminated in a series of influential books by Percy Bridgman.
To discover the meaning of any scientific concept, Bridgman alleged, we
need only specify the physical operation performed to assign numerical values

6 By implication, statements like ‘‘God exists,”” *‘life is sacred,”” *‘war is evil,”” and
‘‘Rembrandts are beautiful’’ are all expressions of personal taste which have no logi-
cal or philosophical meaning. Clearly, they do have meaning of some sort and hence
the very choice of language to express the verifiability principle of meaning was de-
signed to inflame traditionalists of all kinds. The revolutionary flavor of logical posi-
tivism is perfectly captured by that all-time philosophical best-seller, Alfred Ayer’s
Language, Truth, and Logic (1936).
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to it: length is the measurement of objects in a single dimension and intelli-
gence is what is measured by intelligence tests (see Losee, 1972, pp. 181-
4).

Popper rejects all such attempts to demarcate the meaningful from the
meaningless and replaces them by a new demarcation criterion that divides
all human knowledge into two mutually exclusive classes, labeled *‘science”
and ‘““nonscience.”” Now, the traditional nineteenth-century answer to this
demarcation problem was that science differs from nonscience by virtue of
the use of the method of induction: science starts with experience and pro-
ceeds through observation and experiments to the framing of universal laws
with the aid of the rules of induction. Unfortunately, there is a logical problem
about the justification of induction, which has worried philosophers ever since
the time of David Hume. To take a concrete example: men infer the universal
law that the sun always rises in the morning from past experience of the sun
rising in the morning; nevertheless, this cannot be a logically conclusive de-
duction, in the sense of true premises necessarily implying true conclusions,
because there is absolutely no guarantee that what we have so far experienced
will persist in the future. To argue that the universal law of the sun’s rising is
grounded in invariant experience is, as Hume put it, to beg the question be-
cause it shifts the problem of induction from the case at hand to some other
case; the problem is precisely how logically to infer anything about future
experience on the basis of nothing but past experience. At some stage in the
argument, induction from particular instances to a universal law requires an
illogical leap in thought, an extra element that may well lead from true prem-
ises to false conclusions. Hume did not deny that we constantly generalize
from individual instances out of habit and the spontaneous association of ideas,
but what he denied was that such inferences were logically justifiable. This is
the famous problem of induction.

It follows from Hume’s argument that there is a fundamental asymmetry
between induction and deduction, between proving and disproving, between
verification and falsification, between asserting truth and denying it. No uni-
versal statement can be logically derived from, or conclusively established
by, singular statements however many, but any universal statement can be
logically contradicted or refuted with the aid of deductive logic by only one
singular statement. To illustrate with a favorite Popperian example (that ac-
tually originated with John Stuart Mill): no amount of observations of white
swans can allow the inference that all swans are white, but the observation of
a single black swan is enough to refute that conclusion. In short, you can
never demonstrate that anything is materially true but you can demonstrate
that some things are materially false, a statement which we may take to be
the first commandment of scientific methodology. Popper exploits this fun-
damental asymmetry in formulating his demarcation criterion: science is that
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body of synthetic propositions about the real world that can, at least in prin-
ciple, be falsified by empirical observations. Thus, science is characterized
by its method of formulating and testing propositions, not by its subject matter
or by its claim to certainty of knowledge; whatever certainty science provides
is instead certainty of ignorance.

The line that is hereby drawn between science and nonscience is, however,
not absolute: both falsifiability and testability are matters of degrees (Popper,
1959, p. 113; 1972b, p. 257; 1976, p. 42). In other words, we should think
of the demarcation criterion as describing a more or less continuous spectrum
of knowledge, at one end of which we find certain ‘‘hard’’ natural sciences
such as physics and chemistry (next to which we get the ‘‘softer’’ sciences
such as evolutionary biology, geology, and cosmology) and at the other end
of which we find poetry, the arts, literary criticism, etcetera, with history and
all the social sciences lying somewhere in between, hopefully nearer to the
science than to the nonscience end of the continuum.

A logical fallacy

Let us hammer home the distinction between verifiability and falsi-
fiability by a brief digression into the fascinating subject of logical fallacies.
Given the hypothetical syllogism, ‘‘If A is true, then B is true; A is true;
therefore B is true,’’ the hypothetical statement in the major premise can be
split up into the antecedent, ‘‘if A is true,”” and the consequent, ‘‘then B is
true.”’ In order to arrive at the conclusion, ‘‘B is true,”’ we must be able to
say that A is indeed true; in the technical language of logic, we must ‘‘affirm
the antecedent’” of the major premise in the hypothetical statement in order
for the conclusion, ‘‘B is true,”” to follow with logical necessity. Remember
the term frue in this entire argument refers to logical truth, not factual truth.

Consider what happens, however, if we slightly alter the minor premise in
our hypothetical syllogism to read: ‘‘if A is true, then B is true; B is true;
therefore A is true.’’ Instead of affirming the antecedent, we now ‘‘affirm the
consequent’’ and try to argue from the truth of the consequent, ‘B is true,”
to the truth of the antecedent, ‘‘A is true.”” But this is fallacious reasoning
because it is no longer the case that our conclusion must follow with logical
necessity from our premises. A single example will illustrate the point: if
Blaug is a trained philosopher, he knows how correctly to use the rules of
logic; Blaug knows how correctly to use the rules of logic; therefore Blaug is
a trained philosopher (alas, he is not).

It is logically correct to *‘affirm the antecedent’” (sometimes called modus
ponens), but it is a logical fallacy to *‘affirm the consequent.”” What we may
do, however, is to ‘‘deny the consequent’’ (modus tollens), and that is always
logically correct. If we express the hypothetical syllogism in its negative form,
we get: “‘if A is true, then B is true; B is not true; therefore A is not true.”” To
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continue our earlier illustration: if Blaug fails to use correctly the rules of
logic, we are indeed logically justified in concluding that he is not a trained
philosopher.

To express the same point in more colloquial language: modus ponens in
formal logic means that the truth of the premises is transmitted forward to the
conclusions but falsity is not; modus tollens, on the other hand, means that
the falsity of the conclusions is transmitted back to the premises but truth is
not. The former tells us that when premises are demonstrated to be false, the
truth or falsity of the conclusions is still an open question; the latter tells us
that when the conclusions are false one or more of the premises must be false
but that even if the premises were true, we still could not guarantee the truth
of the conclusions.

Here is one reason why Popper lays stress on the idea that there is an
asymmetry between verification and falsification. From a strictly logical point
of view, we can never assert that a hypothesis is necessarily true because it
agrees with the facts; in reasoning from the truth of the facts to the truth of
the hypothesis, we implicitly commit the logical fallacy of ‘‘affirming the
consequent.”’ On the other hand, we can deny the truth of a hypothesis with
reference to the facts because in reasoning from the absence of the facts to the
falseness of the hypothesis, we invoke the logically correct process of reason-
ing called ‘‘denying the consequent’’ or modus tollens. To sum up the entire
argument in a mnemonic formula, we might say: there is no logic of proof
but there is a logic of disproof.

The problem of induction

If science is to be characterized by the endless attempt to falsify
existing hypotheses and to replace them by ones that successfully resist falsi-
fication, it is natural to ask where these hypotheses come from. Popper (1959,
pp. 31-2) follows the received view in rejecting any interest in the so-called
““‘context of discovery’’ as distinct from the ‘‘context of justification’’ — the
problem of the genesis of scientific knowledge is consigned to the psychology
or sociology of knowledge — but he nevertheless insists that whatever is the
origin of scientific generalizations, it is not induction from particular in-
stances. Induction for him is simply a myth: not only are inductive inferences
invalid, as Hume showed long ago, they are actually impossible (Popper,
1972a, pp. 23-9, 1972b, p. 53). We cannot make inductive generalizations
from a series of observations because the moment we have selected certain
observations among the infinite number of possible ones, we have already
settled on a point of view and that point of view is itself a theory, however
crude and unsophisticated. In other words, there are no ‘‘brute facts’’ and all
facts are theory-laden — a fundamental idea to which we shall return. Popper,
like Hume, does not deny that daily life is full of prima facie examples of
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induction but, unlike Hume, he goes so far as to deny that these are really
bold generalizations strengthening what were previously mere hunches. In
ordinary life as in science itself, Popper would say, we acquire knowledge
and improve on it by a constant succession of conjectures and refutations,
using the familiar method of trial and error. In that sense, we might say that
Popper has not so much solved the problem of induction, one of his favorite
claims, as dissolved it. In short, his claim to have ‘‘solved’’ the problem of
induction is to some extent a play on words.”

To avoid misunderstanding, we need to spend a moment on the double
sense of the term induction in common parlance. So far, we have spoken of
induction in the strict logical sense as an argument that employs premises
containing information about some members of a class in order to support a
generalization about the whole class, thus including some unexamined mem-
bers of the class. In Popper, as in Hume, induction in this sense is not a valid
logical argument; only deductive logic affords what logicians call ‘‘demon-
strative’’ or compelling arguments whereby true premises always entail true
conclusions. But in science, and indeed in everyday thinking, we are contin-
ually confronted with arguments also labeled ‘‘inductive’” that purport to show
that particular hypotheses are supported by particular facts. Such arguments
may be called ‘‘nondemonstrative’” in the sense that the conclusions, al-
though in some sense ‘‘supported’’ by the premises, are not logically ‘‘en-
tailed’’ by them (Barker, 1957, pp. 3—4); even if the premises are true, a
nondemonstrative inductive inference cannot logically exclude the possibility
that the conclusion is false. Thus, ‘‘I have seen a large number of white
swans; I have never seen a black one; therefore all swans are white’’ is a
nondemonstrative, inductive inference that is not entailed by the major and
minor premises: both of these may be perfectly true and yet the conclusion
does not logically follow. In short, a nondemonstrative argument can at best
persuade a reasonable person, whereas a demonstrative argument must con-
vince even a stubborn person.

Popper’s assertion that ‘‘induction is a myth’’ refers to induction as a de-
monstrative logical argument, not to induction as a nondemonstrative attempt
to confirm some hypothesis, frequently involving an exercise in statistical
inference.® On the contrary, as we shall see, Popper has much to say about

7 The history of philosophy is simply littered with unsuccessful attempts to solve ‘the
problem of induction.”” Even economists have not been able to resist the game of
trying to refute Hume. For example, Roy Harrod (1956) wrote an entire book attempt-
ing to justify induction as a species of probability reasoning, probability being viewed
as a logical relationship and not as an objective characteristic of events. The question
at issue involves some deep conundrums in the very concept of probability that we
cannot take up here (but see Ayer, 1970).

The tendency to lose sight of the double meaning of the term ‘‘induction’’ is respon-
sible for some of the attacks that have been leveled at Popper’s strictures against

o
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nondemonstrative induction, or what is sometimes called the logic of confir-
mation. All of which is to say that there is hardly anything more misleading
than the common notion that deduction and induction are opposite mental
operations, with deduction taking us from the general to the particular and
induction from the particular to the general. The relevant contrast is never
between deduction and induction but between demonstrative inferences that
are certain and nondemonstrative inferences that are precarious (see Cohen,
1931, pp. 76—82; Cohen and Nagel, 1934, pp. 273—-84).

Enormous confusion might be avoided if we could only enforce the lin-
guistic usage of ‘‘adduction’’ for nondemonstrative styles of reasoning vul-
garly labeled *‘induction’’ (Black, 1970, p. 137). For example, it is common
to encounter statements like: all science is based on induction; deduction is
merely a tool for clear thinking that cannot serve as an instrument for gaining
new knowledge, being a kind of sausage machine that only produces at one
end what must have gone in at the other; only by induction can we learn
something new about the world and, after all, science is the accumulation of
new knowledge about the world. This point of view, which is virtually a
paraphrase from John Stuart Mill’s Logic, is simply a frightful muddle of
words. It supposes that induction is the opposite of deduction and that these
two are the only methods of logical thinking. But there is no such thing as
demonstrative induction, and adduction is by no means the opposite of deduc-
tion, but in fact is a totally different type of mental operation; adduction is the
nonlogical operation of leaping from the chaos that is the real world to a
hunch or tentative conjecture about the actual relationship that holds between
the set of relevant variables. How this leap is made belongs to the context of
discovery. Perhaps the study of this context ought not to be contemptuously
dismissed, as is the wont of positivists and even Popperians, but the fact
remains that the philosophy of science is and has been exclusively concerned
with the next step in the process, namely, how initial conjectures are con-
verted into scientific theories by stringing them together into a more or less
tightly knit deductive structure and how these theories are then tested against
observations. In short, let us not say that science is based on induction: it is
based on adduction followed by deduction.

Immunizing stratagems

To return to Popper. There is frequent reference in Popper, particu-
larly in his early writings, to the covering-law model of scientific explanation,
but there is also an initial and growing distrust of the symmetry thesis. Pre-
dictions have an overriding importance for him in the testing of explanatory

inductivism (see, e.g., Grunbaum, 1976). Barker (1957) provides a good treatment

of the issues, although his discussion of Popper leaves something to be desired; see
also Braithwaite (1960, chap. 8).
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theories, but this is not to say that he regards the explanans of a theory as
nothing but a machine for generating predictions: *‘I consider the theorist’s
interest in explanation — that is, in discovering explanatory theories — as
irreducible to the practical technological interest in the deduction of predic-
tions’’ (1959, p. 61n; also 1972a, pp. 191-5; Popper and Eccles, 1977, pp.
554-5; and footnote 1 above). Scientists seek to explain and they derive the
logical predictions that are inherent in their explanations in order to test their
theories; all ‘‘true’’ theories are merely provisionally true, having so far de-
fied falsification; alternatively expressed, all the material truth we possess is
packed into those theories that have not yet been falsified.

Everything hangs, therefore, on whether we can in fact falsify theories, and
even if we can, whether we can do so decisively. Long ago, Pierre Duhem
argued that no individual scientific hypothesis is conclusively falsifiable, be-
cause we always test the entire explanans, the particular hypothesis in con-
junction with auxiliary statements, and hence can never be sure that we have
confirmed or refuted the hypothesis itself. Thus, any hypothesis can be main-
tained in the face of contrary evidence and, therefore, its acceptance or rejec-
tion is to some extent conventional. By way of an example: if we want to test
Galileo’s law of freely falling bodies, we will necessarily end up testing Gal-
ileo’s law along with an auxiliary hypothesis about the effect of air resistance
because Galileo’s law applies to bodies falling in a perfect vacuum and perfect
vacuums are, in practice, impossible to obtain; there is nothing to stop us then
in setting aside a refutation of Galileo’s law on the grounds that the measuring
instruments failed to eliminate the effects of air resistance. In short,
Duhem concluded, there are no such things as ‘‘crucial experiments’’ (see
Harding, 1976). It was said of Herbert Spencer that his idea of tragedy was a
beautiful theory killed by one discordant fact. Actually, he need not have
worried: such tragedies never happen!

This conventionalist argument of Duhem is known nowadays as the
Duhem—Quine thesis because it has been restated by Willard Quine, a mod-
ern American philosopher. Popper is not only aware of the Duhem—Quine
thesis but indeed the whole of his methodology is conceived to deal with it.
Since Popper is still regarded in some circles as a naive falsificationist, that
is, as one who believes that a single refutation is sufficient to overthrow a
scientific theory, it is worth citing his own endorsement of the Duhem—-Quine
thesis:

In point of fact, no conclusive disproof of a theory can ever be produced; for it is
always possible to say that the experimental results are not reliable, or that the dis-
crepancies which are asserted to exist between the experimental result and the theory
are only apparent and that they will disappear with the advance of our understanding
[Popper, 1965, p. 50; see also pp. 42, 82-3, 108].
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It is because ‘‘no conclusive disproof of a theory can ever be produced’’
that we need methodological limits on the stratagems that may be adopted by
scientists to safeguard their theories against refutation. These methodological
limits are not superficial adjuncts to Popper’s philosophy of science; they are
absolutely essential to it. It is not always appreciated that it is not falsifiability
as such that distinguishes science from nonscience in Popper; what does de-
marcate science from nonscience is falsifiability plus the methodological rules
that forbid what he first called ‘‘ad-hoc auxiliary assumptions,’’ later ‘‘con-
ventionalist stratagems,’’ and finally ‘‘immunizing stratagems’’ (Popper, 1972a,
pp- 15-16, 30; 1976, pp. 42, 44).

If we read Popper’s The Logic of Scientific Discovery, looking for phrases
like ‘I propose the rule . . . ,”” ‘“we shall adopt the methodological rule

., etcetera, we shall find more than twenty such phrases. It is instructive
to set out a sample of these:’

(1) . . . adopt such rules as will ensure the testability of scientific statements;
which is to say, their falsifiability [1965, p. 49].

(2) . . . only such statements may be introduced in science as are inter-subjectively
testable [1965, p. 56].

(3) . . . in the case of a threat to our system we will not save it by any kind of
conventionalist stratagem [1965, p. 82].

(4) . . . only those [auxiliary hypotheses] are acceptable whose introduction

does not diminish the degree of falsifiability or testability of the system in
question, but on the contrary, increases it [1965, p. 83].

(5) Inter-subjectively tested experiments are either to be accepted, or to be re-
jected in the light of counter-experiments. The bare appeal to logical deri-
vations to be discovered in the future can be disregarded [1965, p. 8§4].

(6) We shall take it [a theory] as falsified only if we discover a reproducible
effect which refutes the theory. In other words, we only accept the falsifi-
cation if a lower-level empirical hypothesis which describes such an effect
is proposed and corroborated [1965, p. 86].

(7) . . . those theories should be given preference which can be most severely
tested [1965, p. 121].

(8) . . . auxiliary hypotheses should be used as sparingly as possible [1965, p.
273].

(9) . . . any new system of hypotheses should yield, or explain, the old, corrob-
orated, regularities [1965, p. 253].

It is these methodological rules, including that of falsifiability itself, that
constitute the criterion of demarcation between science and nonscience in

? For a complete list of the rules, see Johannson (1975, chaps. 2, 4-11), a useful book
by one who is, however, out of sympathy with all that passes nowadays as philosophy
of science.
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Popper. But why should anyone adopt such a demarcation criterion? ‘‘My
only reason for proposing my criterion of demarcation,”’ Popper declares, ‘‘is
that it is fruitful: that a great many points can be clarified and explained with
its help’” (1965, p. 55). But fruitful for what? For science? The apparent
circularity of the argument only disappears if we remind ourselves that the
pursuit of science can be justified only in nonscientific terms. We want to gain
knowledge of the world, even if it is only fallible knowledge, but why we
should want such knowledge remains a profound but as yet unanswered meta-
physical question about the nature of man (see Maxwell, 1972).
‘“Methodological rules,”” Popper (1959, p. 59) tells us, ‘‘are here regarded
as conventions.”” Notice that he does not seek to justify his rules by appeal to
the history of science, and indeed he specifically rejects the notion of meth-
odology as a subject that investigates the behavior of scientists at work (1959,
p- 52). It is true he makes frequent references to the history of science —
Einstein being a special source of inspiration (1959, pp. 35-6) — but he does
not assume that he has provided a rationale of what it is that scientists are
doing, whether they are aware of it or not.!® His aim appears to be to advise
scientists how to proceed so as to encourage scientific progress and his meth-
odological rules are frankly normative, like that famous rule of the medieval
scholastics, Occam’s Razor, which can be rationally discussed but which can-
not be overthrown by historical counterexamples. In that sense, the title of
Popper’s magnum opus, The Logic of Scientific Discovery, is misleading on
two scores.!! The logic of scientific discovery is not a pure logic, that is, a
series of analytic propositions; as he himself says, ‘‘the logic of scientific
discovery should be identified with the theory of scientific method’” (1959, p.
49), and that theory, as we have seen, consists of the falsifiability principle
plus the negative methodological rules strewn throughout his writings.!?
Moreover, the theory of scientific method, even if we loosely describe it as a
kind of logic, is not a logic of scientific discovery but rather a logic of justi-
fication, because the problem of how one discovers new fruitful scientific

1 Thus, Popper notes, Newton believed himself to have used the method of Baconian
induction, which makes his achievements ‘‘even more admirable: they are achieved
against the odds of false methodological beliefs’” (Popper and Eccles, 1977, p. 190;
also Popper, 1972b, pp. 106-7, 1983, pp. i—xxxi). Even Einstein, Popper (1976, pp.
96-7) grants, was for years a dogmatic positivist and operationalist. It is odd that
Popper rarely invokes the name of Darwin, who, as a matter of fact, is unique among
the great scientists of the past in being truly Popperian, going so far as to tell his
readers about ways in which his theory might be disproved (see note 14 below).

This may be a question of bad translation: the German title, Logik der Forschung, is
more accurately rendered as The Logic of Inquiry.

It is still common to find expositions of Popper that leave out the vital element of the
methodological rules that prohibit ‘‘immunizing stratagems’’: see, e.g., Ayer (1976,
pp. 157-9); Harré (1972, pp. 48-52); Williams (1975); and even Magee (1973).
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hypotheses has been ruled out by Popper from the very beginning as a psy-
chological puzzle.

Statistical inference

Many commentators have been deeply troubled by the notion of
methodological principles that are not in some sense generalizations grounded
in past scientific achievements. But economists are admirably equipped to
appreciate the value of purely normative methodological rules, because they
appeal to them every time they estimate a statistical relationship. As every
elementary textbook of statistics tells us, statistical inference involves the use
of sample observations to infer something about the unknown characteristics
of an entire population, and in making that inference we can either be too
stringent or too lax: we always run the risk of what is called Type I error, the
decision to reject a hypothesis that is in fact true, but we also always run the
risk of Type II error, the decision to accept a hypothesis that is in fact false,
and there is in general no way of setting up a statistical test that does not in
some degree involve both of these risks simultaneously. We are instructed to
test a statistical hypothesis indirectly by forming a negative version of the
hypothesis to be tested, the null hypothesis, Hg. The probability of Type I
error or ‘‘size’’ of the test then consists of the probability of mistakenly re-
jecting Hop, and the probability of Type II error consists of the probability of
mistakenly accepting it; the ‘‘power’’ of the test is the probability of correctly
rejecting a false hypothesis which is equal to (1 — Prob. Type II error). We
are further instructed to choose a small ‘‘size,”” say, 0.01 or 0.05, and then
to maximize ‘‘power’’ consistent with that ‘‘size’’ or, alternatively expressed,
to set the probability of Type I error at some arbitrary small figure and then
to minimize the probability of Type II error for that given probability of Type
I error. This finally produces a conclusion, such that a given hypothesis is
established at the 5 percent level of significance, meaning that we are willing
to take the risk of accepting that hypothesis as true when our test is so strin-
gent that there is actually a one-in-twenty chance that we will reject a true
hypothesis.

The object of this simple lesson in what has come to be known as the
Neyman—Pearson theory of statistical inference is to demonstrate that any
statistical test of a hypothesis always depends in an essential way on an alter-
native hypothesis with which it is being compared, even if the comparison is
only with an artifact, Ho. But that is true not only of statistical tests of hy-
potheses but of all tests of ‘‘adductions.”’ Is Smith guilty of murder? Well, it
depends on whether the jury presumes him to be innocent until proven guilty,
or guilty until he can prove himself to be innocent. The evidence itself, being
typically ‘‘circumstantial’’ as they say, cannot be evaluated unless the jury
first decides whether the risk of Type I error is smaller or greater than the risk
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of Type II error. Do we want a legal system in which we never convict inno-
cent people, which must come at the cost of occasionally allowing guilty
parties to go scot free, or do we ensure that guilty people are always punished,
in consequence of which we will of course occasionally convict innocent par-
ties?

Now, scientists typically have a greater fear of accepting a falsehood than
of failing to acknowledge a truth; that is, they behave as if the cost of Type II
errors were greater than that of Type I errors. We may deplore this attitude as
stodgy conservatism, a typical manifestation of the unwillingness of those
with vested interests in received doctrines to welcome new ideas, or we may
hail it as a manifestation of healthy skepticism, the hallmark of all that is
salutory in the scientific attitude. But whatever our point of view, we must
perforce conclude that in this way what are considered methodological rules
enter into the very question of whether a statistical fact is accepted as a fact.
Whenever we say a relationship is statistically significant at a level of signif-
icance as low as 5 or even 1 percent, we commit ourselves to the decision
that the risk of accepting a false hypothesis is greater than the risk of rejecting
a true one, and this decision is not itself a matter of logic, nor can it be
justified simply by pointing to the history of past scientific accomplishments
(see Braithwaite, 1960, pp. 174, 251; Kaplan, 1964, chap. 6).

In view of the inherently statistical character of modern quantum physics
(Nagel, 1961, pp. 295, 312), these are not idle remarks pertinent only to a
social science like economics. Whenever the predictions of a theory are prob-
abilistic in nature (and what predictions are not — any laboratory experiment
designed to confirm even so simple a relationship as Boyle’s law will never
find the product of pressure and volume an exact constant), the notion of
assessing evidence without invoking normative methodological principles is
an absurdity. Popper’s philosophy of science would have been much better
understood, much less attended with the misinterpretations that still abound
in the secondary literature, if he had made explicit reference from the outset
to the Neyman—Pearson theory of statistical inference.

It is true of course that this theory of hypothesis testing only emerged in
the writings of Jerzy Neyman and Egon Pearson between the years 1928 and
1935, becoming standard practice somewhere in the 1940s (Kendall, 1968),
and that Popper’s The Logic of Scientific Discovery was first published in
German in 1934, too early perhaps to take advantage of these developments.
But Ronald Fisher, in a famous paper of 1930, had already developed the
concept of fiducial inference, which is virtually identical to the modern Neyman-—
Pearson theory of hypothesis testing (Bartlett, 1968), and besides, Popper has
written a great deal on the philosophy of science since 1934. Popper’s neglect
of the implications of the modern theory of statistical inference for the philos-
ophy of science is the more surprising in that he begins his discussion of
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probability in The Logic of Scientific Discovery with the insight that probabil-
ity statements are inherently nonfalsifiable because they ‘‘do not rule out any-
thing observable’’ (1965, pp. 189-90). ‘It is fairly clear,”” he goes on to say,
“‘that ‘practical falsification’ can be obtained only through a methodological
decision to regard highly improbable events as ruled out — as prohibited’’
(1965, p. 191). There is the gist of the Neyman—Pearson theory and, when
put like that, it immediately becomes obvious that the principle of falsifiabil-
ity requires methodological norms to give it bite. Popper’s failure to exploit
the Neyman—Pearson theory, and particularly his apparent reluctance to men-
tion it, must thus be put down as one of those unsolved mysteries in the
history of ideas.!® I conjecture that it has something to do with his lifelong
opposition to the use of probability theory to assess the verisimilitude of a
hypothesis — a question too daunting to take up here — but that is only an
inspired guess.

Degrees of corroboration

Although Popper denies the view that scientific explanations are sim-
ply ‘‘inference tickets’” for making predictions, he nevertheless insists that
scientific explanations cannot be appraised except in terms of the predictions
which they imply. To verify the predictions of a theoretical explanation, to
show that observable phenomena are compatible with the explanation, is all
too easy: there are few theories, however absurd, that will not be found to be
verified by some observations. A scientific theory is only really put to the test
when a scientist specifies in advance the observable conditions that would
falsify the theory.!* The more exact the specification of those falsifying con-

13 Lakatos (1978, I, p. 25n) notes that Popper’s *‘falsificationism is the philosophical
basis of some of the most interesting developments in modern statistics. The Neyman-
Pearson approach rests completely on methodological falsificationism.’” But Lakatos
does not comment on the fact that Popper fails ever to notice the Neyman-Pearson
theory, which was developed independently of and largely prior to Popper’s falsifi-
cationism. See also Ackermann (1976, pp. 84-5). Braithwaite (1960, p. 199n), after
noting the intimate connection between the *‘problem of induction’’ and the early
work of Fisher on significance tests, culminating in the inference theory of Neyman
and Pearson, and, latterly, in the statistical decision theory of Abraham Wald, has a
revealing footnote that reads: ‘‘Though several writers on logic refer to Fisher’s ‘max-
imum likelihood’ method, I know of only two works on logic, C. W. Churchman,
Theory of Experimental Inference (New York, 1948), and Rudolf Carnap, Logical
Foundations of Probability, which refer to Wald’s work — or indeed to Neyman and
Pearson’s work which is as old as 1933.”"

It is interesting that Darwin (1859, pp. 228-9) offers precisely such a Popperian
specification: *‘If it could be proved that any part of the structure of any one species
had been formed for the exclusive good of another species, it would annihilate my
theory, for such could not have been produced through natural selection’’; he cites the
rattlesnake’s rattle as a case in point but immediately evades the issue of altruistic
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ditions and the more probable their occurrence, the greater are the risks that
the theory runs. If such a bold theory succeeds repeatedly in resisting falsifi-
cation and if, in addition, it successfully predicts results that do not follow
from competing theoretical explanations, it is judged to be highly confirmed
or, as Popper prefers to say, ‘‘well corroborated’” (1959, chap. 10). In short,
a theory is corroborated, not if it agrees with many facts, but if we are unable
to find any facts that refute it.

In traditional nineteenth-century philosophy of science, adequate scientific
theories should satisfy a whole list of criteria, such as internal consistency,
simplicity, completeness, generality of explanation (that is, the ability to im-
ply or at least to throw light on a wide variety of phenomena — what William
Whewell used to call “‘consilience of induction’’), fecundity (that is, the power
to stimulate further research), and perhaps even the practical relevance of the
implications. It is worth noting that Popper struggles to reduce most of these
traditional criteria to his overriding demand for falsifiable predictions. Ob-
viously, logical consistency is ‘‘the most general requirement’” for any theory
because a self-contradictory explanation is compatible with any event and
hence can never be refuted (Popper, 1959, p. 92). Likewise, it is obvious that
the greater the generality of a theory, the wider the scope of its implications,
the easier it is to falsify it; in that sense, the widespread preference for more
and more comprehensive scientific theories may be interpreted as an implicit
recognition of the fact that scientific progress is characterized by the accu-
mulation of theories that have withstood severe testing. More controversially,
Popper argues that theoretical simplicity may be equated to the degree of
falsifiability of a theory, in the sense that the simpler the theory, the stricter
its observable implications, and hence the greater its testability; it is because
simpler theories have these properties that we aim for simplicity in science
(Popper, 1965, chap. 7). It is doubtful that this is a convincing argument,
since the very notion of simplicity of a theory is itself highly conditioned by
the historical perspective of scientists. More than one historian of science has
noted that the elegant simplicity of Newton’s theory of gravitation, which so
impressed nineteenth-century thinkers, did not particularly strike seventeenth-
century contemporaries, and if modern quantum mechanics and relativity the-
ory are true, it must be conceded that they are not very simple theories.!®

behavior by adding ‘‘I have not space here to enter on this and other such cases.”” The
problem of how to account for altruism in animals remains an abiding concern of
modern sociobiologists.

As Polanyi (1958, p. 16) has observed, ‘‘great theories are rarely simple in the ordi-
nary sense of the term. Both quantum mechanics and relativity theory are very difficult
to understand; it takes only a few minutes to memorize the facts accounted for by
relativity, but years of study may not suffice to master the theory and to see these
facts in its context.”’
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Attempts to define precisely what is meant by a simpler theory have so far
failed (Hempel, 1966, pp. 40-5), and Oscar Wilde may have been right when
he quipped that the truth is rarely pure and never simple.

Be that as it may, Popper’s reference to ‘‘degrees of corroboration’” may
suggest a metric of comparison between theories, but in fact he explicitly
denies the possibility of giving a numerical expression to the degree of falsi-
fiability of a theoretical system. First of all, no theory can ever be decisively
falsified by any single experiment — the Duhem—Quine thesis. Second, al-
though we may urge scientists not to evade falsification of their theories by
‘‘immunizing stratagems,”’ we must recognize the functional value in certain
circumstances of clinging tenaciously to a refuted theory in the hope that it
can be repaired to cope with the newly discovered anomalies (Popper, 1972a,
p.- 30); in other words, the advice that Popperianism offers to scientists is by
no means unambiguous. Third, most problems of theoretical appraisal involve
not just a duel between a theory and a set of observations but a three-cornered
fight between two or more rival theories and a body of evidence that is more
or less satisfactorily explained by both theories (Popper, 1965, pp. 32-3, 53—
4, 108). All three considerations doom the concept of degrees of corrobora-
tion of a theory to that of an ex post ordinal comparison that is inherently
qualitative (Popper, 1972a, pp. 18, 59):

By the degree of corroboration of a theory I mean a concise report evaluating the state
(at a certain time ) of the critical discussion of a theory, with respect to the way it
solves its problems; its degree of testability; the severity of the tests it has undergone;
and the way it had stood up to these tests. Corroboration (or degree of corroboration)
is thus an evaluating report of past performance. Like preference, it is essentially
comparative: in general, one can only say that the theory A has a higher (or lower)
degree of corroboration than a competing theory B, in the light of the critical discus-
sion, which includes testing, up to some time t. Being a report of past performance
only, it has to do with a situation which may lead to preferring some theories to
others. But it says nothing whatever about future performances, or about the ‘‘reli-
ability’’ of a theory. . . I do not think that degrees of verisimilitude, or a measure of
truth content, or falsity content (or, say, degree of corroboration, or even of logical
probability) can ever be numerically determined, except in certain limiting cases (such
as 0 and 1).

The problem of giving some precision to the concept of corroboration is
further aggravated by the fact that rival theories may actually have slightly
different domains, in which case they are not even, strictly speaking, com-
mensurable. If, in addition, they each form part of a larger, interconnected
system of theories, the task of comparing them in terms of their degrees of
corroboration or verisimilitude becomes almost impossible. This central dif-
ficulty in Popperian methodology is well expressed by a somewhat mischie-
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vous ‘ ‘rational reconstruction’’ of his work, penned by one of his pupils, Imre
Lakatos (1978, I, pp. 93—4).

Popper is the dogmatic falsificationist who never published a word: he was invented —
and “‘criticized”” — first by Ayer and then by many others . . . Popper, is the naive
falsificationist, Popper, the sophisticated falsificationist. The real Popper developed
from dogmatic to a naive version of methodological falsificationism in the twenties;
he arrived at the “‘acceptance rules’’ of sophisticated falsificationism in the fifties. . .
But the real Popper never abandoned his earlier (naive) falsification rules. He has
demanded, until this day, that ‘‘criteria of refutation’’ have to be laid down before
hand: it must be agreed which observable situations, if actually observed, mean that
the theory is refuted. He still construes *‘falsification’’ as the result of a duel between
theory and observation, without another, better theory necessarily being involved. . .
Thus the real Popper consists of Popper, together with some elements of Popper,.

Lakatos’s characterization of Popper is perhaps unfair, but there is no doubt,
as we shall see, that the attempt to differentiate his own product from that of
Popper (Lakatos = Poppers) is warranted: Popper concedes that scientists
usually have a new theory up their sleeves before concluding that an old one
is falsified, but he does not insist that they should have or must have such a
new theory up their sleeves, which is Lakatos’s main point (Lakatos, 1978,
IL, pp. 184-5, 193-200; also Ackerman, 1976, chap. 5).

A central conclusion

We have now reached one of our central conclusions: just as there is
no logic of discovery, so there is no demonstrative logic of justification either;
there is no formal algorithm, no mechanical procedure of verification, falsi-
fication, confirmation, corroboration, or call it what you will. To the philo-
sophical question ‘‘How can we acquire apodictic knowledge of the world
when all we can rely on is our own unique experience?’”’ Popper replies that
there is no certain empirical knowledge, whether grounded in our own per-
sonal experience or in that of mankind in general. And more than that: there
is no sure method of guaranteeing that the fallible knowledge we do have of
the real world is positively the best we can possess under the circumstances.
A study of the philosophy of science can sharpen our appraisal of what con-
stitutes acceptable empirical knowledge, but it remains a provisional appraisal
nevertheless. We can invite the most severe criticism of this appraisal, but
what we cannot do is to pretend that there is on deposit somewhere a perfectly
objective method, that is, an intersubjectively demonstrative method, that will
positively compel agreement on what are or are not acceptable scientific the-
ories.
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Kuhn’s paradigms

We have seen that Popper’s methodology is plainly normative, pre-
scribing sound practice in science, possibly but not necessarily in the light of
the best science of the past. To that extent, the Popperian methodology of
falsificationism is in keeping with the received view on theories, although in
many other respects it points away from the received view. In Kuhn’s The
Structure of Scientific Revolutions (1962), however, the break with the re-
ceived view is almost total because his emphasis is not on normative prescrip-
tion but rather on positive description. Moreover, the inclination to preserve
theories and to render them immune to criticism, which Popper grudgingly
accepts as a departure from best-practice science, becomes the central issue
in Kuhn’s explanation of scientific behavior. Kuhn regards normal science,
that is, problem-solving activity in the context of an orthodox theoretical
framework, as the rule and revolutionary science, or the overthrow of one
framework by another in consequence of repeated refutations and mounting
anomalies, as the exception in the history of science. It is tempting to say that
for Popper science is always in a state of permanent revolution, the history of
science being a history of continuous conjectures and refutations; for Kuhn,
the history of science is marked by long periods during which the status quo
is preserved, interrupted on occasions by discontinuous jumps from one ruling
paradigm to another with no conceptual bridge for communicating between
them.

To take our bearings, we must begin by defining terms. In the first edition
of his book, Kuhn frequently employs the term paradigm in a dictionary sense
to stand for certain exemplary instances of past scientific achievement that
continue to serve as models for current practitioners. But he also employs the
term in quite a different sense to denote both the choice of problems and the
set of techniques for analyzing them, in places going so far as to give para-

27
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digm a still wider meaning as a general metaphysical world outlook; the last
sense of the term is, in fact, what most readers retain of the book. In the
second edition of The Structure of Scientific Revolutions (1970), Kuhn admits
to terminological imprecision in the earlier version'® and suggests replacing
the term paradigm by the term disciplinary matrix: ** ‘disciplinary’ because
it refers to the common possession of the practitioners of a particular disci-
pline; ‘matrix’ because it is composed of ordered elements of various sorts,
each requiring further specification”” (Kuhn, 1970a, p. 182). But whatever
language is employed, the focus of his argument remains that of ‘‘the entire
constellation of beliefs, values, techniques and so on shared by the members
of a given community,”” and he goes on to say that if he were to write his
book again, he would start with a discussion of the professionalization of
science before examining the shared ‘‘paradigms’’ or *‘disciplinary matrices”’
of scientists (1970a, p. 173).

These are not fatal concessions for the simple reason that the distinctive
feature of Kuhn’s ideas is not the concept of paradigms that everyone has
seized on, but rather that of ‘‘scientific revolutions’’ as sharp breaks in the
development of science, and particularly the notion of a pervasive failure of
communications during periods of ‘‘revolutionary crisis.’’ Let us remind our-
selves of the building bricks of Kuhn’s argument: the practitioners of normal
science form an invisible college in the sense that they are in agreement both
on the problems that require solution and on the general form that the solution
should take; moreover, only the judgment of colleagues is regarded as rele-
vant in defining problems and solutions, in consequence of which normal
science is a self-sustaining, cumulative process of puzzle solving within the
context of a common analytical framework; the breakdown of normal science,
when it does break down, is heralded by a proliferation of theories and the
appearance of methodological controversy; the new framework offers a deci-
sive solution to hitherto neglected puzzles, and this solution turns out in ret-
rospect to have long been recognized but previously ignored; the old and new
generations talk past each other as unsolved puzzles in the old framework
become corroborating examples in the new; since there is always loss of con-
tent as well as gain, conversion to the new approach takes on the nature of a
religious experience, involving a Gestalt switch; and as the new framework
conquers, it becomes in turn the normal science of the next generation.

The reader who is acquainted with the history of science thinks immedi-
ately of the Copernican revolution, the Newtonian revolution, the Darwinian
revolution, or the Einstein-Planck revolution. The so-called Copernican rev-
olution, however, took a hundred and fifty years to complete and was argued

16 Masterman (1970, pp. 60-5) has in fact identified 21 different definitions of the term
paradigm in the first edition of Kuhn’s book.
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out every step of the way;!” even the Newtonian revolution took more than a
generation to win acceptance throughout the scientific circles of Europe, dur-
ing which time the Cartesians, Leibnizians, and Newtonians engaged in bitter
disputes over every aspect of the new theory (Cohen, 1980, pp. 141ff,
1985, pp. 167-79).'8 Likewise, the Darwinian revolution fails to conform to
Kuhn’s description of scientific revolutions: there was no crisis in biology in
the 1850s; the conversion to Darwin was swift but by no means instant; there
was even something of a decline in Darwin’s reputation at the turn of the
century; and some two hundred years passed between the beginning of the
Darwinian revolution in the 1740s and its modern version in the evolutionary
synthesis of the 1940s (Mayr, 1972). Finally, the switch in the twentieth
century from classical to relativistic and quantum physics involved neither
mutual incomprehension nor quasi-religious conversions, that is, switches of
Gestalt, at least if the scientists directly involved in the ‘‘crisis of modern
physics’’ are to be believed (Toulmin, 1972, pp. 103-5)." It is hardly nec-
essary, however, to argue these points, because in the second edition of his
book Kuhn candidly admits that his earlier description of scientific revolutions
suffered from rhetorical exaggeration: paradigm changes during scientific rev-
olutions do not imply total discontinuities in scientific debate, that is, choices
between competing but totally incommensurate theories; mutual incompre-
hension between scientists during periods of intellectual crisis is only a matter
of degree; and the only point of calling paradigm changes ‘‘revolutions’’ is to
underline the fact that the arguments that are advanced to support a new par-
adigm always contain nonrational elements that go beyond logical or mathe-
matical proof (Kuhn, 1970a, pp. 199-200). As if this were not enough, he
goes on to complain that this theory of scientific revolutions was misunder-
stood as referring solely to major revolutions, such as the Copernican, New-
tonian, Darwinian, or Einsteinian; he now insists that the schema was just as
much directed at minor changes in particular scientific fields, which might not

'7 The Copernican heliocentric theory is, by the way, the best example in the history of
science of the abiding appeal of simplicity as a criterion of scientific progress: Co-
pernicus’ De Revolutionibus Orbium Caelestium failed to achieve the predictive ac-
curacy of Ptolemy’s Almagest, and it did not even get rid of all the epicycles and
eccentrics that cluttered the geocentric Ptolemaic theory, but it was a more economical
explanation of most, if not all, the known contemporary facts of planetary motion

(Kuhn, 1957, pp. 168-71; also Bynum et al., 1981, pp. 80-1, 348-52).

As Kuhn (1957, p. 259) himself pointed out in his earlier study of the Copernican

revolution: *‘It was forty years before Newtonian physics firmly supplanted Cartesian

physics, even in British universities.”’

19 Of all the many critiques that Kuhn’s book has received, none is more devastating
than that of Toulmin (1972, pp. 98-117), who traces the history of Kuhn’s ideas from
its first announcement in 1961 to its final version in 1970.For a deeply sympathetic
but in many ways equally critical reading of Kuhn, see Suppe (1974, pp. 135-51).

®
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seem to be revolutionary at all to those outside ‘‘a single community, con-
sisting perhaps of fewer than twenty-five people directly involved in it’” (1970a,
pp- 180-1).

In other words, in this later version of Kuhn any period of scientific devel-
opment is marked by a large number of overlapping and interpenetrating par-
adigms; some of these may be incommensurable but certainly not all of them
are; paradigms do not replace each other suddenly and, in any case, new
paradigms do not spring up full-blown but instead emerge as victorious in a
long process of intellectual competition.?° It is evident that these concessions
considerably dilute the apparently dramatic import of Kuhn’s original mes-
sage. What remains, however, is the emphasis on the role of normative judg-
ments in scientific controversies, particularly in respect of the choice between
competing approaches to science, together with a vaguely formulated but deeply
held suspicion of cognitive factors like epistemological rationality, rather than
sociological factors like authority, hierarchy, and reference groups, as deter-
minants of scientific behavior. What Kuhn appears to have done is to fuse
prescription and description, thus deducing his methodology of science from
the history of science.

In one sense, Kuhn’s The Structure of Scientific Revolutions is not a con-
tribution to methodology but rather a contribution to the sociology of science.
No wonder then that a confrontation between Kuhnians and Popperians pro-
duces something of an impasse. Thus, Kuhn (1970b, pp. 1-4, 19-21, 205-
7, 238, 252-3) himself underlines the similarities between his approach and
that of Popper, insisting that he is like Popper ‘‘a convinced believer in sci-
entific progress,”’ while nevertheless conceding the inherently sociological
nature of his own work. Likewise, Popperians admit as a matter of fact that
“‘there is much more Normal Science, measured in man-hours, than Extraor-
dinary Science’’ (Watkins, 1970, p. 32; also Ackermann, 1976, pp. 50-3),
but they regard such concessions to realism as irrelevant to the essentially
normative focus of the philosophy of science; in Popper’s own words, ‘‘to me
the idea of turning for enlightenment concerning the aims of science, and its
possible progress, to sociology or to psychology (or . . . to the history of
science) is surprising and disappointing’’ (Popper, 1970, p. 57).

20 In short, Kuhn eventually abandoned the four distinct theses that Watkins (1970, pp.
34-5) found embedded in his book, namely, (1) the paradigm-monopcly thesis — a
paradigm brooks no rivals; (2) the incompatibility thesis — new paradigms are incom-
patible and incommensurable with old ones; (3) the no-interregnum thesis — scientists
do not flounder between abandoning an old paradigm and embracing a new one; and

(4) the Gestalt-switch or instant-paradigm thesis — when scientists switch over to the
new paradigm, they do so instantly and totally.
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Methodology versus history

Our discussion of Kuhn’s book has brought us back full circle to the
old puzzle about the relationship between normative methodology of science
and positive history of science, a puzzle that has dogged the received view on
scientific theories for over a generation. The puzzle is this: to believe that it
is possible to write a history of science ‘‘as it actually happened’’ without in
any way prejudging the distinction between ‘‘good’” and “‘bad’’ science, without
any prior notions of sound scientific practice, is to commit the inductive fal-
lacy in the writing of intellectual history. If Popper is right about the myth of
induction, those who want “‘to tell it as it is’’ will find themselves driven ‘to
tell it as it should be’’: by telling the story of past developments one way
rather than another, they will necessarily be revealing their implicit view of
the nature of scientific explanation. In short, all statements in the history of
science are methodology-laden.

On the other hand, it would seem that all statements about the methodology
of science are likewise history-laden. To preach the virtues of the scientific
method, while utterly ignoring the question of whether scientists now or in
the past have actually practiced that method, is surely arbitrary; besides, in
practice even Popper finds it impossible to resist reference to the history of
science as a partial justification of his methodological views. We appear,
therefore, to be caught in a vicious circle, implying the impossibility both of
a methodology-free, totally descriptive historiography of science and an ahis-
torical, purely prescriptive methodology of science.?! From this vicious cir-
cle, there is, I think, no real escape. To justify this assertion, we need to
consider the work of Imre Lakatos, which is expressly designed to convert
the vicious circle into a virtuous one. In a series of papers, largely published
between 1968 and 1971, Lakatos developed and extended Popper’s philoso-
phy of science into a critical tool of historical research, taking as his maxim
a paraphrase of one of Kant’s dicta: ‘‘Philosophy of science without history
of science is empty; history of science without philosophy of science is blind”’
(Lakatos, 1978, I, p. 102). This maxim perfectly expresses the puzzle or
vicious circle in question.

2! The vicious circle is perfectly expressed by one scientist who has frequently acknowl-
edged his debt to Popper. Discussing the paradox of testing a scientific methodology
by the practices of scientists, Peter Medawar (1967, p. 169) notes: *‘If we assume that
the methodology is unsound, then so also will be our tests of its validity. If we assume
it to be sound, then there is no point in submitting it to test, for the test could not
invalidate it.”” For other evidence of the widespread recognition of the vicious circle
by both philosophers and historians of science, see Lakatos and Musgrave (1970, pp.
46, 50, 198, 233, 236-8); Achinstein (1974); Hesse (1973); and Laudan (1977,
chap. 5).
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Scientific research programs

Popper’s methodology of science is an aggressive methodology in
the sense that by its standards some of what is called ‘‘science’” can be dis-
missed as methodologically unsound. Kuhn’s methodology, however, is a
defensive methodology because it seeks to vindicate rather than criticize actual
scientific practice.?? The writings of Lakatos, on the other hand, may be
understood as striking a compromise between the ahistorical, if not antihis-
torical, aggressive methodology of Popper and the relativistic, defensive
methodology of Kuhn, a compromise that nevertheless stays firmly within the
Popperian camp.?? Lakatos is ‘‘softer’” on science than Popper but a great
deal ‘‘harder’’ than Kuhn, and he is always more inclined to criticize bad
science with the aid of good methodology than to qualify methodological
speculations by an appeal to scientific practice.

For Lakatos, as for Popper, methodology as such does not provide scien-
tists with a book of rules for solving scientific problems; it is concerned with
the logic of appraisal, a set of nonmechanical rules for appraising fully artic-
ulated theories. Where Lakatos differs from Popper, however, is that this
logic of appraisal is employed by him at one and the same time as a historical
theory that purports to retrodict the development of science. As a normative
methodology of science, it is empirically irrefutable because it is derived from
a particular view of epistemology. But as a historical theory, asserting that
scientists in the past frequently did behave in accordance with the methodol-
ogy of falsifiability, it is perfectly refutable. If the history of science fits the
normative methodology, Lakatos seems to be saying, we have reasons addi-
tional to philosophical ones for subscribing to falsificationism; if it fails to do
so, we are furnished with reasons for abandoning our normative principles.
In other words, Lakatos insists that we cannot ultimately evade the task of
examining the history of science with the aid of an explicit falsificationist
methodology to see how large the area of conflict actually is.?*

Lakatos begins by denying that individual theories are the appropriate units

22 ] owe the distinction between aggressive and defensive methodologies to Latsis (1974).
2 Bloor (1971, p. 104) is wide of the mark, as we shall see, in characterizing Lakatos’s
work as ‘‘a massive act of revision, amounting to a betrayal of the essentials of the
Popperian approach, and a wholesale absorption of some of the most characteristic
Kuhnian positions.”’ He is not alone, however, in seeing little difference between
Kuhn and Lakatos (e.g., Green, 1977, pp. 6-7), thus missing the entire object of
Lakatos’s argument.

This is, at any rate, how I read Lakatos. It must be said that he is not an easy author
to pin down to a precise interpretation. His tendency to make vital points in footnotes,
to proliferate labels for different intellectual positions, to coin new phrases and
expressions, and to refer back and forth to his own writings — as if it were impossible
to understand any part of them without understanding the whole — stands in the way
of ready comprehension.

24
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for making scientific appraisals; what ought to be appraised, and what inevi-
tably is appraised, are clusters of more or less interconnected theories or sci-
entific research programs (SRPs).?* As a particular research strategy or SRP
encounters falsifications, it undergoes changes in its auxiliary assumptions,
which, as Popper had argued, may be content increasing or content decreas-
ing, or as Lakatos prefers to say, represent either ‘‘progressive or degenerat-
ing problem shifts.”” An SRP is said to be theoretically progressive if a suc-
cessive formulation of the program contains ‘‘excess empirical content’” over
its predecessor, that is, predicts ‘‘some novel, hitherto unexpected fact’’; it is
empirically progressive if ‘‘this excess empirical content is corroborated’’
(Lakatos, 1978, I, pp. 33—4). Conversely, if the SRP is characterized by the
endless addition of ad hoc adjustments that merely accommodate whatever
new facts become available, it is labeled ‘‘degenerating.’’

Yes, but what is a ‘“novel fact’’? A hitherto totally unsuspected implication
of an SRP (such as the existence of the planet Neptune in the Newtonian
SRP), or a fact which, while known, had previously lacked any theoretical
explanation (such as Kepler’s first law of planetary motion, the elliptical or-
bits of planets around the sun, which proved to be a simple deduction of the
Newtonian formula for gravity). Clearly, the former is a much tougher crite-
rion than the latter and the choice between them would therefore affect our
Lakatosian judgment of the degree of progress of an SRP. Lakatos himself
weakened his novel fact requirement and his followers soon settled on the
loosest definition (Hands, 1991): a progressive SRP is one that succeeds more
or less continually in making novel predictions, accounting systematically for
new out-of-sample data; in short it does something more than to account,
however ingeniously, for phenomena already known before the SRP was for-
mulated, or worse, to account for only those that the SRP was expressly
designed to explain.

In any case, the distinction between a progressive and a degenerating SRP
is a relative, not absolute, distinction. Moreover, it is applicable, not at a
given point in time, but over a period of time. The forward-looking character
of a research strategy, as distinct from an isolated theory, defies instant ap-
praisal. For Lakatos, therefore, an SRP is not ‘‘scientific’” once and for all; it
may cease to be scientific as time passes, slipping from the status of being
‘‘progressive’’ to that of being ‘ ‘degenerating’’ (astrology is an example), but
the reverse may also happen (parapsychology?). We thus have a demarcation
criterion between science and nonscience that is itself historical, involving
the evolution of ideas over time as one of its necessary elements.

25 If the concept of scientific research programs strikes some readers as vague, it must
be remembered that the concept of theories is just as vague. It is in fact difficult to
define the notion of theory even when the term is employed in a narrow, technical
sense (Achinstein, 1968, chap. 4).
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The argument is now extended by dividing the components of an SRP into
rigid and flexible parts. ‘“The history of science,’” Lakatos (1978, I, pp. 49—
52) observes, “‘is the history of research programmes rather than of theories,’’
and “‘all scientific research programmes may be characterized by their ‘hard
core’, surrounded by a protective belt of auxiliary hypotheses which has to
bear the brunt of tests.”” The hard core is treated as irrefutable by ‘the meth-
odological decision of its protagonists’’ and it contains, besides purely meta-
physical beliefs, a ‘‘positive heuristic,”” and a ‘‘negative heuristic,”” consist-
ing in effect of a list of ““do’’s and a list of ‘““don’t’’s. The protective belt
contains the flexible parts of an SRP, and it is here that the hard core is
combined with auxiliary assumptions to form the specific testable theories
with which the SRP earns its scientific reputation.

Terms like hard core and protective belt are clearly chosen for their ironic
overtones. To some extent the distinction is a logical one: if SRPs are contin-
ually evolving in the effort to deal with anomalies and to encompass new
phenomena, it follows that some of their components must remain more or
less the same or else we are in fact confronting entirely new SRPs; in short,
there must be something like a ‘‘hard core’’ or relatively rigid part to an SRP.
That is not to say that the hard core of an SRP is set in concrete at the birth
of the program; on the contrary, it too evolves, but presumably much more
slowly than the protective belt. The hard core, as we have said, consists of
empirically irrefutable beliefs and hence amounts to what others have called
“‘metaphysics.’’?® In other words, there is no positivist obsession in Lakatos
to get rid of metaphysics once and for all. Like Popper (1959, p. 38), Lakatos
is convinced that scientific discoveries are impossible without metaphysical
commitments; it is simply that the metaphysics of science is deliberately kept
out of sight in the hard core, much like the playing cards in a game of poker
are kept out of sight in the hands of the dealer, while the real game of science
takes place in terms of the cards in the hands of the players, that is, the
falsifiable theories in the protective belt.

Lakatos argues that Popper’s falsifiability criterion requires not simply that
a scientific theory be testable but that it be independently testable, that is,

26 Lakatos’s ‘‘hard core’ expresses an idea virtually identical to that conveyed by
Schumpeter’s notion of ‘‘vision’’ in the history of economics — ‘‘the preanalytic cog-
nitive act that supplies the raw material for the analytic effort’” (Schumpeter, 1954,
pp- 41-3) — or Gouldner’s ‘‘world hypotheses,”” which figure heavily in his expla-
nation of why sociologists adopt certain theories and reject others (Gouldner, 1971,
chap. 2). Marx’s theory of ideology may be read as a particular theory about the nature
of Lakatos’s ‘‘hard core’’; Marx was quite right in believing that *‘ideology’’ plays a
significant role in scientific theorizing but he was quite wrong in thinking that the
class character of that ideology was decisive for the acceptance or rejection of scien-
tific theories (see Seliger, 1977, particularly pp. 26-45, 87-94).
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capable of predicting an outcome that is not also predicted by a rival theory.
In that case, Popperian ‘‘corroboration’’ requires at least two theories and as
much is true of SRPs. A particular SRP is judged superior to another if it
accounts for all the facts predicted by a rival SRP and, in addition, makes
extra predictions as well, some of which are empirically confirmed (Lakatos,
1978, I, pp. 69, 116-17). Lakatos illustrates the argument by analyzing New-
ton’s gravitational theory — ‘‘probably the most successful research pro-
gramme ever’’ — and then traces the tendency of physicists after 1905 to join
the camp of relativity theory, which subsumes Newton’s theory as a special
case. He labels this move from the Newtonian to the Einsteinian SRP an
‘“‘objective’’ one because most physicists acted as if they believed in the Lak-
atosian methodology of scientific research programs (MSRP).

It happens of course that this particular incident in the history of science
involved virtually no Kuhnian loss of content in moving from a degenerating
SRP to a progressive SRP: the Newtonian system may be taken to be a special
case of Einstein’s more comprehensive relativity theory. But not all history
of science fits so neatly into the notion of steady, cumulative scientific prog-
ress in which older theories are constantly being superseded by newer, more
general ones. Frequently, the gain of content in scientific progress comes at
the expense of some loss of content, in which case we are back to the familiar
Kuhnian problem of the incommensurability of successive research strategies.
Nevertheless, Lakatos goes on to advance the somewhat startling claim that
all history of science can be similarly described as the ‘‘rational’” preference
of scientists for progressive over degenerating SRPs, apparently because the
content gain always exceeds the content loss, and he defines any attempt to
do so as internal history of science (p. 102).

By way of contrast, external history is not just all the normal pressures of
the social and political environment that we usually associate with the word
external, but any failure of scientists to act according to MSRP; for example,
preferring a degenerating SRP to a progressive SRP on the grounds that the
former is simpler than the latter. Lakatos does not pretend for one moment
that internal history can ever be the whole story: to do so would imply that
scientists are always perfectly ‘‘rational,”” a proposition that he is too Kuhn-
ian to entertain (pp. 130, 133). He grants that the claim that all history of
science can be explained by a purely ‘‘internal’’ rational reconstruction may
not be sustainable in the light of historical evidence, but he recommends that
we give priority to internal history before resorting to external history. Alter-
natively, what we can do is ‘‘to relate the internal history in the text, and
indicate in the footnotes how actual history ‘misbehaved’ in the light of its
rational reconstruction’” (p. 120), advice that he himself followed in his fa-
mous history of Euler’s mathematical theorems on polyhedrons (Lakatos,
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1976).%7 History of science written along these lines, Lakatos conjectured,
would in fact need few footnotes referring to external history.

In reply to Lakatos’s aspersions on his own sociopsychological theory, Kuhn
(1970b, p. 256) minimizes the differences between them: ‘“Though his ter-
minology is different, his analytic apparatus is as close to mine as need be:
hard core, work in the protective belt, and degenerating phase are close par-
allels for my paradigms, normal science, and crisis.”” He insists, however,
that ‘‘what Lakatos conceives as history is not history at all but philosophy
fabricating examples. Done in that way, history could not in principle have
the slightest effect on the prior philosophical position which exclusively shaped
it”” (Kuhn, 1971, p. 143). Lakatos meets this argument by claiming that his
own approach to the historiography of science is perfectly capable of post-
dicting novel historical facts, that is, facts that are unexpected in the light of
the extant approaches of historians of science. In that sense, the ‘‘methodol-
ogy of historiographical research programmes’’ may be vindicated by MSRP
itself: it will prove ‘‘progressive’’ if and only if it promotes the discovery of
novel historical facts (Lakatos, 1978, I, pp. 131-6). The proof of the pudding
is therefore in the eating: it remains to be seen whether the history of science,
natural or social, is more fruitfully conceived, not as a steady series of para-
digmatic refinements punctured every few hundred years by a Kuhnian sci-
entific revolution, but as a succession of progressive Lakatosian research pro-
grams constantly superseding one another with theories of ever-increasing
empirical content.

Lakatos’s concepts of SRP and MSRP have already inspired a whole series
of reinterpretations of both familiar and unfamiliar episodes in the history of
science (see Urbach, 1974; Howson, 1976), including some applications in
economics that we will examine in some detail later in this book (see also de
Marchi and Blaug, 1991). Whether these studies in fact demonstrate the heu-
ristic power of Lakatos’s metahistorical research program must be left to oth-
ers to judge, but it is fair to say that Lakatos in the final analysis has the same
difficulty that Popper experienced in steering a middle course between pre-
scriptive arrogance and descriptive humility.

As we saw earlier, Popper would appear to advise scientists what to do —
without however ruling out the possibility that scientific progress may be
achieved by ignoring his advice. Similarly, Lakatos characterizes his MSRP

27 It would be truer to say that his advice was a rationalization of his history of Euler’s
theorems, first published in 1964. This scintillating work is in the form of a Platonic
dialogue, and all references to the history of mathematics are consigned to footnotes:
it demonstrates that such age-old mathematical concepts as ‘‘rigor,”” ‘‘elegance,’” and
“‘proof,”” which have long been considered to be matters of pure logic, have been
subject to as much historical development as their scientific counterparts, ‘‘cogency,”’
““simplicity,”” ‘‘deductive necessity,’’ etcetera.
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as an ex post appraisal of past scientific research programs that cannot be
simply equated with heuristic advice to living scientists to desert a degener-
ating SRP and to join a progressive one. He preaches tolerance towards bud-
ding SRPs that have as yet failed to predict novel facts, and refuses to con-
demn scientists who cling to degenerating SRPs, provided that they honestly
admit that their program is in fact degenerating. He adds, however, that edi-
tors of scientific journals are perfectly justified in refusing to publish the pa-
pers that result from degenerating SRPs and so are research foundations in
refusing to finance them (Lakatos, 1978, I, p. 117). It is not difficult to see
that these distinctions amount to a kind of intellectual schizophrenia, partic-
ularly as no time limits are specified for either scientists, learned journals, or
research foundations. Feyerabend (1976, p. 324n) maliciously remarks that
‘‘one might comment on the futility of a point of view where a thief can steal
as much as he wants, [and] is praised as an honest man by the police and by
the common folk alike provided he tells everyone that he is a thief.”’

It is clear that Lakatos’s effort to divorce appraisal from recommendation,
to retain a critical methodology of science that is frankly normative, but which
nevertheless is capable of serving as the basis of a research program in the
history of science, must be judged either a severely qualified success or else
a failure, albeit a magnificent failure.?®

Feyerabend’s anarchism

Many of the tendencies in Lakatos’s writings to soften the ‘‘aggres-
sive’’ features of Popperianism, to widen the limits of what is permissible, is
carried further by some of the other recent critics of the received view on
theories, such as Hanson, Polanyi, and Toulmin, and it is carried still further
by Paul Feyerabend.?

All of these writers deny the positivist distinction between ‘‘the context of
discovery’” and ‘‘the context of justification’’ (see, in particular, Toulmin,
1972, pp. 478-84; Feyerabend, 1975, chaps. 5, 14). Of course, they agree
that the logical and empirical justification of theories cannot be reduced to an
exposé of their historical origins, but they nevertheless refuse totally to di-
vorce ex post appraisals of validity from the study of the genesis of theories.
In other words, all of them follow Kuhn and Lakatos in rejecting the Popper-
ian program of a completely ahistorical philosophy of science, the more so as
each of them repeatedly emphasizes the essentially public and cooperative

28 The failure is confirmed by the valiant but unconvincing attempt of one of his pupils
to reformulate Lakatos’s MSRP: see Worrall (1976, pp. 161-76). For other cogent
criticisms of Lakatos, see Berkson (1976) and Toulmin (1976).

2% Gaston Bachelard, a French philosopher of science little known outside France, must
be coupled with the English and American critics of the received view. For a com-
mentary on Bachelard, see Bhaskar (1975).
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character of scientific knowledge: it is interpersonal testability, captured by
the notion of indefinitely replicable results, that is the hallmark of science and
that alone distinguishes it from other human conceptual activities. Even in
Michael Polanyi’s book with its pointed title, Personal Knowledge, the basic
argument about science contradicts the title: whatever scientific knowledge is,
it is not purely personal knowledge that cannot be conveyed to others (e.g.,
Polanyi, 1958, pp. 21, 153, 164, 183, 292-4; see also Ziman, 1967, 1978).
There may be disagreement as to what can be compellingly conveyed to oth-
ers but there is no disagreement about the idea that scientific theories must be
assessable in terms of observations that are at least in principle available to
all observers. Once this is granted, however, it is immediately obvious that
new observations will alter these assessments, in consequence of which an
inevitable evolutionary element creeps into the appraisal of scientific theories.
Thus, the Popperian assault on ‘‘the genetic fallacy,”’ the muddling of histor-
ical origins with empirical validity, falls to the ground.

Another persistent note in the new view on scientific theories is the idea
that all empirical observations are necessarily theory-laden and that even or-
dinary acts of perception, such as seeing, touching, and hearing, are pro-
foundly conditioned by prior conceptualizations; as Hanson (1965, p.. 7), for
whom this is virtually an idée fixe, expresses it: ‘‘there is more to seeing than
meets the eyeball.”’*° In this particular respect, the new view draws nearer to
Popper, who long ago appreciated the paradox of demanding the vigorous
testing of theories in terms of their observable predictions, while at the same
time granting that all observations are really interpretations in the light of a
theory. Far from evading an apparent contradiction, Popper wisely refused to
define the term observable: *‘I think it should be introduced as an undefined
term which becomes sufficiently precise in use’” (Popper, 1959, pp. 103; also
p. 107n). To some, this has always seemed a counsel of despair: we appear
to be provided with garments that later prove to be transparent.>! But those
who have absorbed the import of the Duhem-Quine thesis, as well as the
Lakatosian lesson that all testing involves a three-cornered fight between facts

30 Economists should be well acquainted with Hanson’s arguments: they are cited in the
first chapter of Samuelson’s Economics (1976, pp. 10-12). Some sociologists of sci-
ence (Collins, 1985) carry the notion of theory-laden evidence one step further. Since
experimentation is a skillful practice, it is never clear whether a second experiment
has been carried out sufficiently well to count as a replica of a first experiment; further
experiments are needed to test the quality of the second experiment — and so forth. In
this way we can show that there really is no such thing as replication of laboratory
experiments: every experiment is sui generis and thus the much-acclaimed replicabil-
ity of scientific findings is, according to this point of view, just a myth.

See the generally perceptive, but logic-chopping, nihilistic criticism of Popper along
these lines by one Marxist writer: Hindess (1977, chap. 6).

3
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and at least two rival theories, will take the theory-laden nature of empirical
observations in their stride.

Yes, facts are to a greater or lesser extent theory-laden, but they need not
be wholly constituted by the theories that they are adduced to support. Facts
seem to come in three kinds. There are facts that are observed events, where
the observations are so numerous or self-evident that the fact in question is
universally accepted as conclusive. But there are also inferred facts, such as
the existence of atoms and genes, that are not actually data of direct experi-
ence but that are, nevertheless, accorded the status of incontrovertible facts.
Finally, there are still more hypothetical facts, where the evidence is either
suspect or subject to competing interpretations (e.g., telepathy, poltergeists,
and UFO sightings); the world is certainly full of mysterious ‘‘facts’’ that still
await rational explanation (see Mitchell, 1974). In short, facts have at least
some independence from theories if only because they may be true although
the particular theory in question is false; they may be consistent at a lower
level with a number of theories whose higher-level propositions are neverthe-
less in conflict; and the process of scrutinizing facts always involves a relative
comparison between more or less fallible theories. Once we grant that com-
pletely certain knowledge is denied to us, there is nothing inherently uncom-
fortable about the profoundly theoretical nature of our very way of looking at
facts about the real world.

However, if we couple the concept of theory-laden facts with the Kuhnian
notion of content loss in successive theories, paradigms, or SRPs, so that
competing theoretical systems become difficult to compare if not literally in-
commensurable, we reach a position in which there would appear to be no
grounds whatsoever for a rational choice between conflicting scientific theo-
ries. It is this position of theoretical anarchism that Feyerabend argues with
great wit and eloquence in his book, Against Method, going so far as to say
that ‘‘flippant Dadaism’’ would be a better description of his stance than ‘se-
rious anarchism’’ (Feyerabend, 1975, pp. 21, 189-96). Feyerabend’s intel-
lectual development as a philosopher of science has been aptly characterized
as ‘‘a journey from an ultra-Popperian Popper to an ultra-Kuhnian Kuhn’’
(Bhaskar, 1975, p. 39).

Against Method argues, first of all, that there are no canons of scientific
methodology, however plausible and firmly grounded in epistemology, that
have not been violated with impunity at some point in the history of science;
furthermore, some of the greatest scientists only succeeded by deliberately
breaking every rule of sound procedure (Feyerabend, 1975, p. 23; also chap.
9). Second, the thesis that science grows by incorporating older theories as
special cases of newer, more general theories is a myth: the actual overlap
between rival and scientific theories is so small that even sophisticated falsi-
ficationism is deprived an anchorage in rational assessment (pp. 177-8). Third,
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scientific progress, however conceived or measured, only occurred in the past
because scientists were never fettered by any philosophy of science: philoso-
phy of science is one of those ‘‘bastard subjects . . . which have not a single
discovery to their credit’’ and ‘‘the only principle that does not inhibit prog-
ress is: anything goes’” (pp. 302, 23).

Science, Feyerabend insists, is ‘‘much more ‘sloppy’ and ‘irrational’ than
its methodological image’’; more than that, there is no demarcation criterion
that could usefully distinguish it from nonscience, ideology, or even myth
(pp- 179, 297). ‘*‘Anything goes,’’ he explains, ‘‘does not mean that there are
no rational methodological principles but only that if we are to have universal
methodological principles they will have to be as empty and indefinite as
‘anything goes’; ‘anything goes’ does not express any conviction of mine, it
is a jocular summary of the predicament of the rationalist’” (1978, p. 188;
also pp. 127-8, 1423, 186-8). In short, he is not against method in science
but rather against method in general, including his own advice to ignore meth-
ods (“‘to be a true Dadaist, one must also be an anti-Dadaist’”).

But it is not just methodology that Feyerabend wants to cut down to size;
the real target of his skeptical barbs is the repressive influence of science itself
and particularly the presumption of the scientific establishment that it alone
has discovered correct methods for discovering truth; state and science must
be separated, so that parents can exercise their right to have their children
learn magic rather than science in publicly owned schools if that is what they
wish (1975, p. 299). The only ultimate, higher-order value is freedom, not
science. As one critic has put it: ‘‘for Feyerabend the only freedom that de-
serves the name is that of doing one’s own thing in one’s own way’’ (Bhaskar,
1975, p. 42). In the end, Feyerabend’s book amounts to replacing the philos-
ophy of science by the philosophy of flower power.*

Back to first principles
What are we to make of a skepticism, relativism, and voluntarism as
extreme as that of Feyerabend, which succeeds in annihilating not only its

32 Nothing critical said of Feyerabend's Against Method, however, can detract from its
quality of outrageous ‘‘charm’’ in the best sense of that word: it is hilariously disre-
spectful of scientific academia, enamored of all underdogs, including Marxists, as-
trologers, and Jehovah’s Witnesses and laughs at itself as well as others; indeed, it is
difficult to know whether the author is not constantly pulling your leg. Against Method
was widely reviewed and in a new book, Feyerabend (1978) reacts characteristically
by answering his reviewers at twice the length of their original reviews, accusing them
of misunderstanding, misinterpretation, downright distortion, evasion of issues, and
worst of all lack of humour. He assures us that there are methods other than those
favored by scientists that could supplement rational scientific procedures, but what
they are, he does not say; his counterevidence largely consists of personal anecdotes
of successful experience with unorthodox medicine. In a more recent book, he contin-
ues to defend astrology and even witchcraft as exemplifications of radical pluralism
in all intellectual endeavors (Feyerabend, 1988).
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own analysis and recommendations but also the very subject to which it is
supposed to be contributing? Must we really conclude after centuries of sys-
tematic philosophizing about science that science equals myth and that any-
thing goes in science as it does in dreams? If so, astrology is no worse or
better than nuclear physics — after all, there is some confirming evidence for
genethliacal astrology, predicting the occupational choices of individuals from
the position of certain planets at their moment of birth;>* witches can be just
as real as electrons — the fact is that most educated people believed in witch-
craft for over two centuries (Trevor-Roper, 1969); we have indeed been vis-
ited by supermen from outer space because von Déniken says so, using the
age-old trick of verification without reference to well-attested alternative ex-
planations; the planet Venus was ejected by Jupiter around 1500 B.C., nearly
collided with Earth, and settled down to its present orbit only around 800
B.C., as Emmanuel Velikovsky would have us believe, thus vindicating the
Bible as a more or less accurate account of contemporary catastrophes;** plants
have emotions and can receive communications from human beings;35 faith
healing is on a par with modern medicine; and spiritualism is back in business
as the answer to atheism.

If we resist such radical implications, let us be perfectly clear that the re-
sistance cannot be grounded on the supposedly firm bedrock of epistemology.
Nor can it rely on praxis, as Leninists like to say, that is, the practical expe-
rience of social groups acting on the basis of certain ideas; praxis will justify
the anticommunism of McCarthy and the antisemitism of The Protocols of
Zion as easily as the belief of a Trotskyite conspiracy in the Moscow Trials,
being simply a fancy name for majority opinion.>® The only answer that we

3 See West and Toonder (1973, pp. 158, 162—74). Kuhn (1970b, pp. 7-10) for one has
argued that ‘‘genethliacal’’ astrology (predicting the future of individuals) as distinct
from ‘‘mundane’’ astrology (predicting the future of entire nations and races) must be
admitted under Popper’s demarcation criterion as a genuine science, albeit a refuted
one. See also Eysenck (1979).

Velikovsky’s argument would be more plausible if it were set back a million years or
so. His is a splendid example of a theory which fairly bristles with predictions, vir-
tually all of which are ad hoc; in addition, he scores misses as frequently as successes
(Goldsmith, 1977).

This particular conjecture lacks a theory and rests solely on a few suggestive experi-
mental results and, of course, its deep psychological appeal (see Tompkins and Bird,
1973).

As Polanyi (1958, p. 183) has observed: ‘‘Almost every major systematic error which
has deluded men for thousands of years relied on practical experience. Horoscopes,
incantations, oracles, magic witchcraft, the cures of witch doctors and of medical
practitioners before the advent of modem medicine, were all firmly established through
the centuries in the eyes of the public by their supposed practical success. The scien-
tific method was devised precisely for the purpose of elucidating the nature of things
under more carefully controlled conditions and by more rigorous criteria than are
present in the situations created by practical problems.”’

3.
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can give to the philosophy of anything goes is the discipline provided by the
ideals of science. Science, for all its shortcomings, is the only self-question-
ing and self-correcting ideological system that man has yet devised; despite
intellectual inertia, despite built-in conservatism, and despite the closing of
ranks to keep heretics at bay, the scientific community remains loyal to the
ideal of intellectual competition in which no weapons other than evidence and
argument are permitted. Individual scientists sometimes fall short of those
ideals but, nevertheless, the scientific community as a whole is the paradigm
case of the open society.

The case for methodological monism

So far, in speaking of science, we have hardly mentioned social
science, much less economics. To complete the groundwork for our later
analysis of economic methodology, however, we must now raise a famous
question in the philosophy of the social sciences: is there one scientific method
applicable to all the sciences whatever their subject matter, or must social
science employ a logic of inquiry that is uniquely its own? There are many
social scientists who look to the philosophy of science to tell them how better
to imitate physics, chemistry, and biology, but there are also some who are
convinced that social science is in possession of an intuitive understanding of
its subject matter that is somehow denied to the physical scientists. Even
philosophers of science who are adamant in insisting that all the sciences must
follow the same methodology sometimes lay down special requirements for
valid explanation in social science. Thus, Popper in The Poverty of Histori-
cism first announces the doctrine of methodological monism — “*all theoretical
or generalizing sciences [should] make use of the same method, whether they
are natural sciences or social sciences’” — and then prescribes a principle of
methodological individualism for the social sciences: *‘the task of social the-
ory is to construct and analyse our sociological models carefully in descriptive
or nominalist terms, that is to say, in terms of individuals, of their attitudes,
expectations, relations, etc.”” (Popper, 1957, pp. 130, 136). All this is, to say
the least, a little confusing to the beginner.

Let us begin by sorting out the argument for the doctrine of the unity of
sciences, or what we call Methodological Monism. No one denies that the
social sciences frequently employ different techniques of investigation from
those common in the natural sciences, for example, participant-observer tech-
niques in anthropology, social survey techniques in sociology, and multivar-
iate statistical analysis in psychology, sociology, and economics in contrast
to the technique of controlled laboratory experiments in many of the physical
sciences. It is worth noting, however, that techniques of investigation perhaps
differ no more between the social and natural sciences taken as a whole than
between the individual natural sciences taken separately. But methodological
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monism has nothing to do with techniques of inquiry but rather with ‘‘the
context of justification’’ of theories. The methodology of a science is its ratio-
nale for accepting or rejecting its theories or hypotheses. Thus, to hold that
the social sciences should employ a methodology distinct from the natural
sciences is to advocate the startling view that theories or hypotheses about
social questions should be validated in ways that are radically different from
those used to validate theories or hypotheses about natural phenomena. The
categorical denial of such methodological dualism constitutes what we call
methodological monism.

To this doctrine, there is an old and a new objection. The old objection is
that of certain nineteenth-century German philosophers of the neo-Kantian
school and revolves around the concept of Verstehen or ‘‘understanding.’’
The new objection derives from some of Wittgenstein’s later philosophical
work having to do with the meaning of human actions, governed as they
always are by social rules. Let us take these in turn.

The German term Verstehen denotes understanding from within by means
of intuition and empathy, as opposed to knowledge from without by means
of observation and calculation; in other words, first-person knowledge that is
intelligible to us as fellow human beings, instead of third-person knowledge
that may not correspond to anything that can be grasped in human terms. It is
clear that natural scientists are denied this sort of participant, first-person
knowledge because they cannot imagine what it would be like to be atoms or
molecules.?” But social scientists, concerned as they are with human actions,
can enter sympathetically into the position of the human actors being ana-
lyzed, can draw on introspection as a source of knowledge about the behavior
of these actors, and in this way can exercise an inherent advantage over the
student of natural phenomena. Not only is Verstehen a necessary characteris-
tic of adequate explanation in the social sciences, thus disqualifying such
brands of psychology as Skinner’s behaviorism, but it is also the source of
unique strength as compared to the outsider’s knowledge of physical scien-
tists.

The methodological difficulty with Verstehen doctrine is the same as that
with the use of introspection as a source of evidence about human behavior:
how do we know that a particular use of Verstehen is reliable? If we challenge
a specific act of empathy, how will the empathizer validate his method? If the
validity of the empathic method can be independently established, it will usu-
ally turn out to be redundant. Besides, we may doubt whether social scientists
are actually helped by the extra information gained by introspection and em-
pathy because first-hand knowledge creates the nuisance problem of how to

37 For an amusing defense of Verstehen doctrine under the heading “‘If Matter Could
Talk,”” see Machlup (1978, pp. 315-32).
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handle reports that are either deliberately or unwittingly misleading. Accord-
ingly, it is easy to make a case for intuition and empathy as extra sources of
knowledge available to social scientists that may aid the invention of suitable
hypotheses about human behavior, but it is difficult to sustain the argument
for verstehende social science in ‘‘the context of justification’” (see Nagel,
1961, pp. 473-6, 480-5; Rudner, 1966, pp. 72-3; Lesnoff, 1974, pp. 99—
104).

The new objection to methodological monism has been forcibly and even
fatuously stated by Peter Winch in his much discussed Idea of a Social Sci-
ence (1958) and it links up with some of Max Weber’s methodological ideas,
particularly the notion of ideal types that incorporate the meanings that human
agents attach to their actions.3® The central strand in this brand of thinking is
that meaning is not a category open to causal analysis and that, so long as
rule-guided human actions form the subject matter of social inquiry, expla-
nation in social science must run not in terms of physical cause and effect but
in terms of the motives and intentions of individuals. In other words, the kind
of knowledge appropriate to social inquiry can only be gained by coming to
‘‘learn the rules,”’ and coming to learn the rules in turn entails knowing the
phenomena from the inside, that is, having the experience of behaving in
conformity with those rules. Thus, the new objection to methodological mo-
nism ultimately blends into the old objection of Verstehen doctrine; both are
subject to the same criticism that we are offered no interpersonally testable
method of validating assertions about rule-governed behavior (Rudner, 1966,
pp- 81-3; Lesnoff, 1974, pp. 83-95; Ryan, 1970, chaps. 1, 6).

The question of Verstehen and the meaningfulness of rule-guided action is
intimately and indeed confusingly connected with the Popperian principle of
methodological individualism. This principle asserts that explanations of so-
cial, political, or economic phenomena can only be regarded as adequate if
they run in terms of the beliefs, attitudes, and decisions of individuals. This
principle is opposed to the allegedly untenable principle of methodological
holism, according to which social wholes are postulated to have purposes or
functions that cannot be reduced to the beliefs, attitudes, and actions of the
individuals that make them up. The force of Popper’s insistence on method-
ological individualism is by no means clear from his own writings (Acker-

3% Weber’s ideal types are not any abstract conception but particular kinds of constructs
specifically related to thinking, feeling human agents and the events resulting from
the action of these agents (e.g., economic man, capitalism, bureaucracy, etc.). In
short, Weber’s definition of ideal types involves Verstehen as one of its essential
elements. Weber’s meaning was widely misunderstood, in part because it was ob-
scurely expressed: ideal types are neither *‘ideal’’ nor ‘‘types.’’ Both Burger (1976)
and Machlup (1978, chaps. 8, 9) deal expertly with Weber’s much-abused theory of
ideal types.
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mann, 1976, p. 166), and the 1950s saw a great debate on the question in
which Popper himself did not participate.*®

The debate succeeded in clearing away certain confusions that inevitably
surround the imperative of methodological individualism. The expression
‘‘methodological individualism’® was apparently invented by Schumpeter as
early as 1908, and Schumpeter was also the first to distinguish methodological
individualism from *‘political individualism,’’ the former prescribing a mode
of economic analysis that always begins with the behavior of individuals,
while the latter expresses a political program in which the preservation of
individual liberty is made the touchstone of government action (Machlup,
1978, p. 472). Popper does not make this distinction as clearly as Schumpeter
did, and hence his defense of methodological individualism, or rather his
criticism of methodological holism, is sometimes illegitimately hitched to the
defense of political individualism (Popper, 1957, pp. 76—93); a similar ten-
dency is detectable in Friedrich Hayek’s (1973) earlier critique of ‘‘scien-
tism,’” the slavish imitation of the methods of the physical sciences (Machlup,
1978, pp. 514—16), which appears to have inspired Popper to formulate the
principle of methodological individualism.*® Similarly, many of Popper’s fol-
lowers, if not Popper himself, derive methodological individualism from what
has been called ‘‘ontological individualism,”” namely, the proposition that
individuals create all social institutions and hence that collective phenomena
are simply hypothetical abstractions derived from the decisions of real indi-
viduals. But although ontological individualism is trivially true, it has no
necessary connection with the manner in which we should or should not in-
vestigate collective phenomena, that is, with methodological individualism.

One obvious interpretation of what is meant by methodological individu-
alism is to equate it with the proposition that all the concepts of sociology are
reducible and should be reduced to those of psychology. But Popper de-
nounces this interpretation as psychologism. Popper’s attack on psycholo-
gism, however, has been found unconvincing, and much of the debate has in
fact turned on the distinction between irreducible ‘‘societal facts’” or institu-
tions and possibly reducible ‘‘societal laws,”” in the light of which Popper
may be interpreted as insisting on the reduction of social laws to individuals
and the relations between them. Unfortunately, Popper also argues that ‘‘the
main task of the theoretical social sciences . . . is to trace the unintended
social repercussions of intentional human action’” (1972b, p. 342; also pp.

3 Vintually the entire debate is reproduced in both Krimerman (1969, Pt. 7) and O’Neill
(1973); but see also Nagel (1961, pp. 535-44); Lukes (1973); Ryan (1970, chap. 8);
and Lesnoff (1974, chap. 4). In relation to economics, see Chapter 15 below.

40 Hayek has backtracked on much of his earlier opposition to methodological monism
and now takes up a stance that is Popper-with-a-difference: see Barry (1979, chap.
2), Hutchison (1992), Caldwell (1992).
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124-5, 1962, 11, p. 95; 1972a, p. 160n). But how is this possible if there is
no such thing as legitimate social laws, that is, propositions about wholes that
are more than the sum of propositions about their constituent parts? No doubt,
the theoretical individualism of economics and politics in the days of Hobbes
and Locke did culminate in the unintended-consequences doctrine of the eigh-
teenth-century Scottish philosophers — language, law, and even the market
mechanism are the unintended social consequences of individual actions un-
dertaken for purely selfish reasons — but that is, surely?, no reason why the
study of the unintended by products of individual actions should now be made
a necessary or even a principal feature of the social sciences. But if it were,
what then becomes of the imperative of methodological individualism?

At this point, it is helpful to note what methodological individualism strictly
interpreted (or Verstehen doctrine for that matter) would imply for economics.
In effect, it would rule out all macroeconomic propositions that cannot be
reduced to microeconomic ones, and since few have yet been so reduced, this
amounts in turn to saying goodbye to almost the whole of received macroeco-
nomics. There must be something wrong with a methodological principle that
has such devastating implications. The reference to economics is by no means
otiose because Popper himself has explained that methodological individual-
ism must be interpreted as the application to social questions of the ‘‘ratio-
nality principle,”” or ‘‘zero method’” applied to the ‘‘logic of the situation.”’
This method of situational analysis, he explains in his intellectual biography,

. was an attempt 1o generalize the method of economic theory (marginal utility
theory) so as to become applicable to the other theoretical social sciences . . . this
method consists of constructing a model of the social situation, including especially
the institutional situation, in which an agent is acting, in such a manner as to explain
the rationality (the zero-character) of his action. Such models, then, are the testable
hypotheses of the social sciences [Popper, 1976, pp. 117-18; also 1957, pp. 140-1;
1972a, pp. 178-9, 188].

Let us, by all means, commend methodological individualism as a heuristic
postulate: in principle, it is highly desirable to define all holistic concepts,
macroscopic factors, aggregate variables, or whatever they are called, in terms
of individual behavior if and when this is possible. But when it is not possible,
let us not lapse into silence on the grounds that we may not defy the principle
of methodological individualism. As one participant in the debate writes:

The most that we can ask of the social scientist . . . is that he keep the principle of
methodological individualism firmly in mind as a devoutly to be wished-for consum-
mation, an ideal to be approximated as closely as possible. This should at least help
assure that nevermore will he dally with suspect group-minds and impersonal ‘forces’,
economic or otherwise; nevermore will non-observable properties be attributed to equally
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non-observable group entities. At the same time, he will not by methodological fiat be
struck dumb about matters on which there is, no matter how imprecisely, a great deal
to be said [Brodbeck, 1958, p. 293].

Now that we have reasserted methodological monism, even against Pop-
per’s apparent dilution of the doctrine, we do not mean to deny the relative
immaturity of every social science, including economics compared to at least
some of the physical sciences. Even if the difference between ‘‘hard’’ physi-
cal and ‘‘soft”” social science is only one of degree, that degree is a large one.
No social science can boast of the universal laws of modern chemistry, the
numerical constants of particle physics, and the predictive accuracy of New-
tonian mechanics. The comparison between social and natural science looks
a little better in terms of biology, geology, physiology, and meteorology, but
even here there is still a long gap between our knowledge of human behavior
and our knowledge of natural phenomena.*' There may be nothing to choose
in principle between the methods of the physical and the social sciences, but
in practice the divide between them is almost as great as that between the
methods of social sciences and, say, the principles of literary criticism.

4! See Machlup (1978, pp. 345-67) for a judicious attempt to deal with the grand ques-
tion: are the social sciences really inferior? His answer is yes, but not as much as most
people seem to think. Anyone who thinks that economics is unique in the weakness
and indecisiveness of the evidence for its claims should look at ‘‘the Nemesis affair,”’
the history of the hypothesis that the impact of a large meteorite 65 million years ago
was the cause of the extinction of dinosaurs, that this was only one of many such
extinctions over the last 250 million years, and that these extinctions are periodic and
due to Nemesis, a companion star to our own sun that approaches the solar system
every 30 million years (Raup, 1986).
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The verificationists, a largely nineteenth-
century story

The prehistory of economic methodology

A subtle but significant difference separates the methodological writ-
ings of nineteenth-century economists from those of twentieth-century ones,
or rather from those of modern economists in the last forty years or so. The
great British nineteenth-century economic methodologists focused attention
on the premises of economic theory and continually warned their readers that
the verification of economic predictions was at best a hazardous enterprise.
The premises were said to be derived from introspection or the casual obser-
vation of one’s neighbors and in that sense constituted a priori truths, known,
so to speak, in advance of experience; a purely deductive process led from
premises to implications, but implications were true a posteriori only in the
absence of disturbing causes. Hence, the purpose of verifying implications
was to determine the applicability of economic reasoning and not really to
assess its validity. The ingenuity of these nineteenth-century writers knew no
bounds when it came to giving reasons for ignoring apparent refutations of an
economic prediction, but no grounds, empirical or otherwise, were ever stated
in terms of which one might reject a particular economic theory. In short, the
great British nineteenth-century methodologists of economics were verifica-
tionists, not falsificationists, and they preached a defensive methodology de-
signed to make the young science secure against any and all attacks.

If we count the publication of The Wealth of Nations in 1776 as marking
the “‘birth>’ of economics as a separate discipline, the burgeoning science of
political economy was just over fifty years old when Nassau William Senior
published his Introductory Lecture on Political Economy (1827), the first self-
conscious discussion of the problems of economic methodology, which he
elaborated and extended a decade later in his Outline of the Science of Politi-
cal Economy (1836). The year 1836 also saw the publication of John Stuart
Mill’s celebrated essay, On the Definition of Political Economy; and on the

51
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Method of Investigation Proper to It (1836), which established his reputation
as a leading commentator on economic questions, a reputation that he further
enhanced by a major work on the philosophy of science, A System of Logic
(1844), followed by the magisterial Principles of Political Economy (1848).
The next important landmark is John Elliot Cairnes’ Character and Logical
Method of Political Economy (1875) and the entire era of classical method-
ology was summed up in unmistakably authoritative terms by John Neville
Keynes in The Scope and Method of Political Economy (1890), a book that
appeared in the same year as Alfred Marshall’s Principles of Economics, with
which it shares a common conciliatory methodological outlook.

This is not to say that Adam Smith, David Ricardo, and Thomas Malthus
lacked methodological principles, but merely that they saw no need to state
them explicitly, regarding them perhaps as too obvious to require defense.
Adam Smith is a particularly striking case because he in fact employed radi-
cally different modes of reasoning in different parts of his works. Books I and
IT of The Wealth of Nations make liberal use of the method of comparative
statics later associated with the work of Ricardo, whereas Books III, IV, and
V of The Wealth of Nations, and most of The Theory of Moral Sentiments,
exemplify the very different methods of the so-called Scottish historical school.

It is not easy to characterize these Scottish historical methods because nei-
ther Adam Smith, nor any other member of the School, ever wrote them down
in so many words. In any case, they appear to consist, on the one hand, of a
firm belief in the stages theory of history, resting on the interaction between
definite ‘‘modes’’ or types of economic production and certain eternal prin-
ciples of human nature, and on the other hand, of a profound commitment to
simplicity and elegance as overriding criteria of adequate explanation in both
the physical and the social sciences (see Skinner, 1965; Macfie, 1967, chap.
2; and Smith, 1776, pp. 15-43). Adam Smith did contribute an amazingly
erudite essay in the philosophy of science, The Principles which Lead and
Direct Philosophical Enquiries; lllustrated by the History of Astronomy, writ-
ten around 1750, but only published posthumously in 1799.! Writing only
sixty years after the appearance of Newton’s Principia, Smith described the
Newtonian method as one in which we lay down *‘certain principles, primary
or proved, in the beginning, from whence we account for the several phenom-
ena, connecting all together by the same chain.”’ Given the pivotal role of
sympathy for other human beings in The Theory of Moral Sentiments and that
of self-interested behavior in The Wealth of Nations, both of these books must
be regarded as deliberate attempts by Smith to apply this Newtonian method
first to ethics and then to economics (Skinner, 1974, pp. 180-1), which is not

! Smith’s essay on astronomy is now available as Vol. III in The Glasgow Edition of
The Works and Correspondence of Adam Smith (1980).
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to deny that he had a naive view of what constituted Newton’s method. It is
a striking fact that Smith credited the origin of science in the essay on astron-
omy, not to men’s idle curiosity or the impulse to master nature, but to the
simple desire to assuage ‘‘wonder, surprise, and admiration.”’ Even his stan-
dard of judgment of scientific ideas was more often aesthetic than strictly
cognitive, and he stressed the advantage of being able to explain different
phenomena by a single familiar principle such as gravity almost as much, if
not more, than the capacity to make accurate predictions. There is much con-
ventionalism in Smith’s account of both the Copernican and Newtonian rev-
olutions, probably inspired by Hume’s equally incipient conventionalism; that
is to say, Smith refused to describe Newtonian mechanics as ‘the truth’, quite
contrary to the general view at the time (Thompson, 1965, pp. 223-3; Lind-
gren, 1969, p. 901; Hollander, 1977, pp. 134-7, 151-2; and Skinner, 1974).
However, there is little point in worrying about what Smith really meant to
imply by his view of scientific theories as ‘‘imaginary machines’’ because
his essay went entirely unnoticed by the English classical economists that
came after him and indeed seems to have exerted no influence whatsoever on
nineteenth-century philosophy of science.

In Ricardo, the historical, the institutional, and the factual, which had fig-
ured so prominently in the writings of Adam Smith, faded into the back-
ground, and even his social philosophy was discernible only in a number of
innuendos (Hutchison, 1978, pp. 7-10, chap. 2). Although his methodolog-
ical views can only be read between the lines, he was clearly a convinced
advocate of what we nowadays call ‘‘the hypothetico-deductive model of ex-
planation,’’ vigorously denying that facts can ever speak for themselves. It is
always difficult to know whether Ricardo regarded the predictions of his sys-
tem — the rising cost of growing food, the pressure of population on the food
supply, the rising share of income going to landlords, and the gradual disap-
pearance of investment opportunities — as statements of purely conditional
tendencies or as unconditional historical forecasts, because the hallmark of
his style of writing is to minimize the distinction between abstract conclusions
and concrete applications. Indeed, Schumpeter (1954, pp. 472-3) has labeled
this propensity of Ricardo to apply highly abstract economic models directly
to the complexity of the real world the ‘‘Ricardian Vice.”” On one hand,
Ricardo told Malthus that his object was to elucidate principles and, therefore,
he ‘‘imagined strong cases . . . that might show the operation of these prin-
ciples’’; on the other hand, he was forever telling Parliament that some of the
conclusions of economics were ‘‘as certain as the principles of gravitation.”’?
At any rate, there is no doubt that the message that his successors took from

2 For a collection of Ricardo’s throwaway remarks on methodology, see de Marchi
(1970, pp. 258-9) and Sowell (1974, pp. 118-20).



54 The verificationists, a largely nineteenth-century story

his writings was that economics is a science, not because of its methods of
investigation, but because of the certainty of its results.

Malthus had severe misgivings about Ricardo’s methodology, particularly
about Ricardo’s habit of directing exclusive attention to the long-run equilib-
rium implications of economic forces, and he suspected, although he was
never able clearly to express it, that there was in Smith an inductive method
that was diametrically opposed to Ricardo’s deductive approach. In practice,
however, Malthus’s style of reasoning was identical to that of Ricardo’s and
their wide disagreement on questions of value and the possibility of ‘‘general
gluts’’ involved no substantive differences in methodology.

Mill’s essay

Ricardo died in 1823, and the next decade saw a vigorous debate
over the validity of the Ricardian system, accompanied by an attempt on the
part of his chief disciples, James Mill and John Ramsay McCulloch, to iden-
tify Ricardianism with economics itself. Periods of intellectual controversy
are likely to engender methodological clarifications, and so it was in this
critical phase of English classical political economy. Both Senior and John
Stuart Mill now saw the need to formulate the principles that governed the
methods of investigation of political economists.

To Senior, we owe the first statement of the now familiar distinction be-
tween a pure and strictly positive science and an impure and inherently nor-
mative art of economics (a question that we will defer until Chapter 5), as
well as the first explicit formulation of the idea that scientific economics rests
essentially on ‘‘a very few general propositions, which are the result of ob-
servation, or consciousness, and which almost every man, as soon as he hears
them, admits, as familiar to his thoughts,”’ from which conclusions are then
drawn that hold true only in the absence of ‘particular disturbing causes™
(quoted by Bowley, 1949, p. 43). Senior went so far as to reduce these ‘‘very
few general propositions’’ to four, namely, (1) that every person desires to
maximize wealth with as little sacrifice as possible; (2) that population tends
to increase faster than the means of subsistence; (3) that labor working with
machines is capable of producing a positive net product; and (4) that agricul-
ture is subject to diminishing returns (see Bowley, 1949, pp. 46—8). Here, as
elsewhere in his writings, Senior was among the most original of the classical
economists. Nevertheless, Mill’s discussion of these same questions is at once
more careful and penetrating than Senior’s, and moreover, he paid much more
attention than Senior did to the problem of verifying the conclusions of pure
theory.

Mill’s 1836 essay On the Definition of Political Economy begins with Se-
nior’s distinction between the science and the art of political economy, which
is the distinction between a collection of material truths and a body of nor-
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mative rules, and goes on to categorize the subject of economics, once again
in the manner of Senior, as a ‘‘mental science,”” fundamentally concerned
with human motives and modes of conduct in economic life (Mill, 1967, pp.
312, 317-18). This leads straightaway to a famous passage in which the much
maligned concept of ‘‘economic man’’ is born. Long as it is, this passage
deserves to be quoted almost in full, to be read and reread:

What is now commonly understood by the term ‘‘Political Economy’’ . . . makes
entire abstraction of every other human passion or motive; except those which may be
regarded as perpetually antagonizing principles to the desire of wealth, namely, aver-
sion to labour, and desire of the present enjoyment of costly indulgences. These it
takes, to a certain extent, into its calculations, because these do not merely, like other
desires, occasionally conflict with the pursuit of wealth, but accompany it always as a
drag, or impediment, and are therefore inseparably mixed up in the consideration of
it. Political Economy considers mankind as occupied solely in acquiring and consum-
ing wealth; and aims at showing what is the course of action into which mankind,
living in a state of society, would be impelled, if that motive, except in the degree in
which it is checked by the two perpetual counter-motives above adverted to, were
absolute ruler of all their actions. . . . The science . . . proceeds . . . under the sup-
position that man is a being who is determined, by the necessity of his nature, to prefer
a greater portion of wealth to a smaller in all cases, without any other exception than
that constituted by the two counter-motives already specified. Not that any political
economist was ever so absurd as to suppose that mankind are really thus constituted,
but because this is the mode in which science must necessarily proceed. When an
effect depends upon a concurrence of causes, those causes must be studied one at a
time, and their laws separately investigated, if we wish, through the causes, to obtain
the power of either predicting or controlling the effect .. . . There is, perhaps, no
action of a man’s life in which he is neither under the immediate nor under the remote
influence of any impulse but the mere desire of wealth. With respect to those parts of
human conduct of which wealth is not even the principal object, to these Political
Economy does not pretend that its conclusions are applicable. But there are also certain
departments of human affairs, in which the acquisition of wealth is the main and
acknowledged end. It is only of these that Political Economy takes notice. The manner
in which it necessarily proceeds is that of treating the main and acknowledged end as
if it were the sole end; which, of all hypotheses equally simple, is the nearest to the
truth. The political economist inquires, what are the actions which would be produced
by this desire, if, within the departments in question, it were unimpeded by any other.
In this way a nearer approximation is obtained than would otherwise be practicable,
to the real order of human affairs in those departments. This approximation is then to
be corrected by making proper allowance for the effects of any impulses of a different
description, which can be shown to interfere with the result in any particular case.
Only in a few of the most striking cases (such as the important one of the principle of
population) are these corrections interpolated into the expositions of Political Economy
itself; the strictness of purely scientific arrangement being thereby somewhat departed
from, for the sake of practical utility. So far as it is known, or may be presumed, that
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the conduct of mankind in the pursuit of wealth is under the collateral influence of any
other of the properties of our nature than the desire of obtaining the greatest quantity
of wealth with the least labour and self-denial, the conclusions of Political Economy
will so far fail of being applicable to the explanation or prediction of real events, until
they are modified by a correct allowance for the degree of influence exercised by the
other cause [pp. 321-3].

Mill’s definition of economic man has features that need underlining. Mill
does not say that we should take the whole man as he is, staking our claim on
correctly predicting how he will actually behave in economic affairs. This is
a theory of ‘‘real man’’ that Senior held to throughout his life despite Mill’s
essay (see Bowley, 1949, pp. 47-8, 61-2) and that is also the standpoint that
was later adopted by Alfred Marshall and, one dares say, all modern econo-
mists (see Whitaker, 1975, pp. 1043, 1045n; Machlup, 1978, chap. 11).3
What Mill says is that we shall abstract certain economic motives, namely,
those of maximizing wealth subject to the constraints of a subsistence income
and the desire for leisure, while allowing for the presence of noneconomic
motives (such as habit and custom) even in those spheres of life that fall
within the ordinary purview of economics. In short, he operates with a theory
of ““fictional man.’” Moreover, he emphasizes the fact that the economic sphere
is only a part of the whole arena of human conduct. To that extent, political
economy abstracts twice: once for conduct that is actually motivated by money
income and a second time for conduct that involves ‘‘impulses of a different
description.”’

Notice too that the Malthusian theory of population is admitted to be one
of those ‘‘impulses of a different description.’” It is frequently forgotten that
the pressure of population on subsistence in Malthus rests essentially on what
he called man’s ‘‘irrational passion’’ to reproduce himself, which hardly tal-
lies with the classical notion of man as a calculating economic agent. As is
well known, Malthus admitted no checks to the pressures of population other
than the positive ones of ‘‘misery and vice’’ and the preventive one of ‘‘moral
restraint,”” meaning the postponement of marriage accompanied by strict con-
tinence before marriage: Malthus never could bring himself to contemplate
any voluntary limitation of family size after marriage. In later editions of his
Essay on Population, Malthus conceded that moral restraint had indeed be-
come an automatic check in the Britain of his day, being itself induced by

3 1t is just as well to remember that nothing like Mill’s construct of economic man is
found in the works of Adam Smith. In Smith, men certainly act on what they perceive
to be their self-interest, but that self-interest is never conceived as being directed
solely at pecuniary ends and as often as not is a matter of honor, ambition, social
esteem, and love of domination rather than mere money (see Hollander, 1977, pp.
139-43; Winch, 1978, pp. 167-8).
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population growth; in other words, he counterposed the *‘natural passion to
procreation’’ to the equally natural Smithian tendency of each individual ‘‘to
exert himself in bettering his condition’’ (see Blaug, 1978, pp. 74-5). Thus,
the great Malthusian difficulty might be said to turn on the empirical question
of whether married people in fact made rational calculations in respect of the
number of children they brought into the world. It is clear, therefore, that the
concept of economic man is intimately associated with the question of the
validity of the Malthusian doctrine, that linchpin of the Ricardian version of
classical economics.

It is also noteworthy that neither Mill nor Senior related the discussion of
economic man to the role of nonpecuniary motives in workers’ choices of
occupations, which Adam Smith had shown in that remarkable chapter 10 of
Book I of The Wealth of Nations to be a decisive element in the determination
of wages (see Blaug, 1978, pp. 48—50). When we realize that these nonpe-
cuniary motives involve much more than an ‘‘aversion to labour, and desire
of the present enjoyment of costly indulgences,”” consisting in fact of the
desire to maximize all kinds of psychic income even at the expense of money
income, and to minimize the variance of uncertain income and not just to
maximize its mean value, it is clear that the problem of specifying the com-
pelling motives of economic man is a little more difficult than Mill made out.
In modern language, it is not easy to decide even now what arguments should
or should not enter into the utility functions that economic agents are said to
maximize.

The pages on economic man in Mill’s essay are followed immediately by
the characterization of political economy as *‘essentially an abstract science’’
that employs ‘‘the method a priori’ (1976, p. 325). The method a priori is
contrasted with the method a posteriori, and Mill admits that the former term
is somewhat unfortunate because it is sometimes used to designate a mode of
philosophizing that is not founded on experience at all: ‘‘By the method a
posteriori we mean that which requires, as the basis of its conclusions, not
experience merely, but specific experience. By the method a priori we mean
(what has commonly been meant) reasoning from an assumed hypothesis’’
(pp. 324-5). The hypothesis of economic man therefore is grounded on a
kind of experience, namely, introspection and the observation of fellow men,
but it is not derived from specific observations or concrete events. Since the
hypothesis is an assumption, it might be totally ‘‘without foundation in fact,”’
and in this sense it can be said that ‘“The conclusions of Political Economy,
consequently, like those of geometry, are only true, as the common phrase is,
in the abstract, that is, they are only true under certain suppositions’” (pp.
325-6).

Thus, by the science of political economy, Mill means a body of deductive
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analysis, resting on assumed psychological premises, and abstracting, even
in respect of these premises, from all noneconomic aspects of human behav-
ior:

When the principles of Political Economy are to be applied to a particular case, then
it is necessary to take into account all the individual circumstances of that case; not
only examining to which of . . . the circumstances of the case in question correspond,
but likewise what other circumstances may exist in that case, which not being common
to it with any large and strongly-marked class of cases, have not fallen under the
cognizance of the science. These circumstances have been called disturbing causes.

This constitutes the only uncertainty of Political Economy; and not of it alone, but
of the moral sciences in general. When the disturbing causes are known, the allowance
necessary to be made for them detracts in no way from scientific precision, nor con-
stitutes any deviation from the a priori method. The disturbing causes are not handed
over to be dealt with by mere conjecture. Like friction in mechanics, to which they
have been often compared, they may at first have been considered merely as a non-
assignable deduction to be made by guess from the result given by the general princi-
ples of science; but in time many of them are brought within the pale of the abstract
science itself, and their effect is found to admit of as accurate an estimation as those
more striking effects which they modify. The disturbing causes have their laws, as the
causes which are thereby disturbed have theirs; and from the laws of the disturbing
causes, the nature and amount of the disturbance may be predicted a priori, like the
operation of the more general laws which they are said to modify or disturb, but with
which they might more properly be said to be concurrent. The effect of the special
causes is then to be added to, or subtracted from, the effect of the general ones [p.
330].

It is because of the influence of disturbing causes that ‘‘the mere political
economist, he who has studied no science but Political Economy, if he at-
tempt to apply his science to practice, will fail’’ (p. 331).

Because of the impossibility of conducting controlled experiments in hu-
man affairs, the mixed inductive-deductive method a priori is the only ‘‘le-
gitimate mode of philosophical investigation in the moral sciences’” (p. 327).
But the specifically inductive method a posteriori comes into its own, ‘‘not
as a means of discovering truth, but of verifying it’’:

We cannot, therefore, too carefully endeavour to verify our theory, by comparing, in
the particular cases to which we have access, the results which it would have led us to
predict, with the most trustworthy accounts we can obtain of those which have been
actually realized. The discrepancy between our anticipations and the actual fact is
often the only circumstance which would have drawn our attention to some important
disturbing cause which we had overlooked. Nay, it often discloses to us errors in
thought, still more serious than the omission of what can with any propriety be termed
a disturbing cause. It often reveals to us that the basis itself of our whole argument is
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insufficient; that the data, from which we had reasoned, comprise only a part, and not
always the most important part, of the circumstances by which the result is really
determined [p. 332].

Although this is in many ways an impeccable statement of verificationism,
it is noteworthy that Mill cannot bring himself to equate a failure to verify a
prediction with a refutation of the underlying theory: a ‘‘discrepancy between
our anticipation and the actual fact’” shows, not that the original statement is
wrong and therefore to be discarded, but only that it is ‘‘insufficient.”’

The passages on the need to verify our theories lead up to a superb state-
ment of tendency laws.

Doubtless, a man often asserts of an entire class what is only true of a part of it; but
his error generally consists not in making too wide an assertion, but in making the
wrong kind of assertion; he predicated an actual result, when he should only have
predicated a tendency to that result — a power acting with a certain intensity in that
direction. With regard to exceptions; in any tolerably advanced science there is prop-
erly no such thing as an exception. What is thought to be an exception to a principle
is always some other and distinct principle cutting into the former: some other force
which impinges against the first force, and deflects it from its direction. There are not
a law and an exception to that law — the law acting in ninety-nine cases, and the
exception in one. There are two laws, each possibly acting in the whole hundred cases,
and bringing about a common effect by their conjunct operation. If the force which,
being the less conspicuous of the two, is called the disturbing force, prevails suffi-
ciently over the other force in some one case, to constitute that case what is commonly
called an exception, the same disturbing force probably acts as a modifying cause in
many other cases which no one will call exceptions [p. 333].

Tendency laws

We have encountered tendency laws before, in Ricardo and in Mal-
thus, and we would do well to digress for a moment to consider their justifi-
cation in scientific work. The classical economists’ reference to disturbing
causes that were said to be capable of contradicting the conclusions of eco-
nomic theories is echoed in the modern economists’ appeal to ceteris paribus
clauses that are invariably attached to general economic propositions or state-
ments of economic *‘laws.’’* There is a widespread impression among lay-
men and students of science alike that ceteris paribus clauses abound in the
social sciences but rarely occur in physics, chemistry, and biology. Nothing
could be further from the truth, however. A scientific theory that could en-
tirely dispense with ceteris paribus clauses would in effect achieve perfect
closure: no variable that makes an important difference to the phenomena in

4 For a history of the economists’ use of the phrase ceteris paribus, see Rivett (1970,
pp. 144-8).
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question is omitted from the theory and the variables of the theory in effect
interact only with each other and not with outside variables. Perhaps only
celestial mechanics and nonatomic thermodynamics ever came near to achiev-
ing such perfect closure and completeness (Brodbeck, 1973, pp. 296-8). But
even in physics, such highly closed and complete theories are exceptional,
and outside of physics, there are few examples in natural science in which the
relevant cetera, far from having to be held constant, are in fact terms within
the theory.® Usually, ceteris paribus clauses appear in the natural sciences
just as much as in the social sciences whenever a causal relationship is being
tested: typically, they take the form of statements to the effect that other
relevant initial conditions and relevant causal relations besides those being
tested are assumed to be absent. In short, the natural sciences speak of auxil-
iary hypotheses that are present in every test of a scientific law — recall the
Duhem—Quine thesis — whereas the social sciences speak of laws or hy-
potheses holding true if the ceteris paribus condition is satisfied. But the
purpose in both cases is the same, namely, to exclude all variables other than
those that are specified by the theory.

It might be said, therefore, that just about all theoretical propositions in
both natural and social science are in fact tendency laws. But it is true that
there is a world of difference between most tendency statements in physics
and chemistry and virtually all such propositions in economics and sociology.
For example, Galileo’s quantitative law of falling bodies certainly carries with
it an implied ceteris paribus clause, because all cases of free fall involve the
resistance of air in which the body is falling. Galileo in fact employed the
idealization of a ‘‘perfect vacuum’’ to get rid of the effect of what he called
“‘accidents,”’ but he gave estimates of the magnitude of the amount of distor-
tion that results from factors such as friction, which the abstract law ignored.
As we have just seen, Mill was perfectly aware of this characteristic of ceteris
paribus clauses in classical mechanics: ‘‘Like friction in mechanics. . . . The
disturbing causes have their laws, as the causes which are thereby disturbed
have theirs’’ (Mill, 1976, p. 330). In the social sciences, however, and in
economics in particular, it is quite common to encounter tendency statements
with unspecified ceteris paribus clauses — a sort of catchall for everything that
is unknown — or if specified, specified only in qualitative rather than quanti-
tative terms. Thus, the Marxian ‘‘law’” of the tendency of the rate of profit to
decline is said to be subject to certain ‘‘counteracting causes’’ and, although
these are spelled out, they are held to be set into motion by the very fall in
the rate of profit which they counteract (Blaug, 1978, pp. 294—6). What we
have, therefore, is one negative rate of change, enshrined in the basic law,

5 ““One can easily argue,”” observes Lakatos (1978, I, p. 18), ‘‘that ceteris paribus
clauses are not exceptions, but the rule in science’ (see also Nagel, 1961, pp.
560-1).
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and several positive counteracting rates of change; the joint outcome of all
these forces clearly could be either negative or positive.® In short, unless we
somehow manage to restrict the meaning of a ceteris paribus clause, placing
definite limits on the operation of ‘‘disturbing’’ or ‘‘counteracting causes,’’
the entire argument fails to produce a refutable prediction even in terms of the
direction of the total change, much less in terms of the magnitude of that
change.

Mill had the benefit of a useful distinction made by Bishop Whately in 1831
between a tendency statement in the sense of (1) ‘‘the existence of a cause
which, if operating unimpeded, would produce a result,”’ and in the sense of
(2) “‘the existence of such a state of things, that that result may be expected
to take place,”’ despite the fact that it is actually impeded by disturbing
causes (quoted by Sowell, 1974, pp. 132-3). As Mill himself put it: we often
state a result when all we mean is ‘‘a tendency to that result — a power acting
with a certain intensity in that direction. With regard to exceptions; in any
tolerably advanced science there is properly no such thing as an exception’’
(Mill, 1976, p. 333). Whately’s distinction may be said to state the minimum
conditions that a justifiable tendency law must fulfill: it must be possible to
say of any legitimate tendency statement whether it conforms to the first or
the second of the two Whately definitions; otherwise, we will have failed to
produce a consequence that can even in principle be falsified. It is evident
that neither Marx’s ‘‘law’’ of the declining rate of profit nor Malthus’s *‘law”’
of population meet this requirement, and in both cases they made things even
worse by suggesting that the ‘‘disturbing’” or ‘‘counteracting’’ causes to the
basic tendency are themselves induced by the tendency, so that the first of
Whately’s sense of the term, tendency statement, could never in fact be ob-
served under any conceivable circumstances.

A tendency statement in economics may be regarded, therefore, as a prom-
issory note that is only redeemed when the ceteris paribus clause has been
spelled out and taken into account, preferably in quantitative terms.” After
the clarity of Mill’s exposition of these issues in his methodological essay,

6 1 have reexamined this Marxian debate in Blaug (1990, chap. 2) in the light of Marx’s
own ideas about economic methodology.

I am paraphrasing Kaplan (1964, pp. 97-8); as he put it, “‘A tendency law is one put
forward for a law in the strictest sense, to be achieved when the countervailing forces
have been identified and taken into account. It follows that the scientific value of a
tendency law depends on how effectively it serves to stimulate and guide the search
for those other determinants or forces. In itself, it is only a promissory note, circulat-
ing freely in the world of science so long as public confidence can be maintained that
it will eventually be redeemed for something like its face value. The clause ‘other
things being equal’ is not the redemption but another phrasing of the promise.”” [For
further discussion and illustrations of tendency laws in economics, see Fraser (1937,
chap. 3); Hutchison (1938, pp. 40-6); and Kaufmann (1944, pp. 215-17).]

7
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we can hardly refrain from asking whether he demonstrated the same clarity
in his actual analysis of economic problems. Schumpeter (1954, p. 537n)
once said: ‘‘The literal meaning of a methodological profession of faith is of
little interest except for the philosopher . . . any objectionable piece of meth-
odology is immaterial whenever it can be dropped without forcing us to drop
any result of the analysis that is associated with it,”” and as much is true of
any commendable piece of methodology. But before turning to Mill’s eco-
nomics to see if it exemplifies his methodological outlook, we must take a
quick look at Mill’s Logic, a work that first brought him to the wider attention
of the public. We do so because in assessing his economics, it is important to
remember that he was not only a considerable philosopher of science but also
a trained logician (not to mention a psychologist, a political scientist, and a
social philosopher).

Mill’s Logic

Mill’s System of Logic is not an easy book for modern readers to
comprehend. It embodies, as we have said earlier, a deliberate disparagement
of deductive logic (called ratiocination) as an intellectual sausage machine
and a eulogy to the logic of induction as the only path to new knowledge.
Underlying much of the argument is an attempt to demolish all beliefs in what
Kant called synthetic a priori propositions, that is, intuitionism writ large,
first in the area of moral beliefs and later in the area of logic and mathematics
— Mill’s view that mathematics is really a sort of quasi-experimental science
is distinctly old-fashioned. Finally, after devoting almost the whole of the
book to defending inductive methods in science and mathematics, Mill turns
in the closing section to the methodology of what he called the ‘‘moral sci-
ences’’ (meaning social sciences) where, surprisingly enough, he does allow
that inductive methods are generally unavailing because of the frequency of
composite causes from many forces. These three features of the book taken
together make it both difficult to place the work in context and to relate it to

his previous analysis of the methodology of economics.®
What Mill had to say about formal logic is largely spoiled by the indiscrim-
inate manner in which he plays fast and loose with the double sense of the
term induction, treating it sometimes as a logically demonstrative form of
causal proof and sometimes as a nondemonstrative method of confirming and
corroborating causal generalizations — adduction in our language — the latter
procedure being in turn confused with the problem of discovering new causal
laws.® But although Mill is forever entangling the origin of ideas with ques-

8 There are numerous commentaries on Mill’s Logic. 1 have found Nagel (1950), An-
schutz (1953), McRae's introduction to Mill (1973), Ryan (1974, chap. 3), and Ma-
watari (1982-83) most useful.

? As Medawar (1967, p. 133) remarks: ‘‘Unfortunately, we in England have been brought
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tions of their logical warrant, with him the theory of logic becomes essentially
an analysis of scientific method relating to the evaluation of evidence, and his
book is much better understood as a work on models and methods than a study
of symbolic logic in the twentieth-century sense of the term. The two things
for which Mill is best remembered by philosophers of science is his treatment
of the canons of induction, interpreted as a set of nondemonstrative rules of
confirmation — the four methods of agreement, difference, residues, and con-
comitant variations — and his analysis of causation, which attempted to solve
Hume’s ‘‘problem of induction’’ by introducing the principle of the uniform-
ity of nature as a major premise in every causal explanation. Mill’s four meth-
ods are still mentioned sometimes as a crude sketch of the logic of experi-
mental research design, but his treatment of causation is now only discussed
in order to show how difficult it is to fault Hume’s proof of the impossibility
of inductive certitude.!?

Having advanced his four methods as both aids to the discovery of causal
laws and ways of proving that they hold universally, he turns in the last sec-
tion of the Logic to the social sciences, where he candidly admits that the four
methods do not apply. They do not apply because of the plurality of causes at
work, the intermixture of separate effects, and the impossibility of conducting

up to believe that scientific discovery turns upon the use of a method analogous to,
and of the same logical stature as deduction, namely, the method of Induction — a
logically mechanized process of thought which, starting from simple declarations of
fact arising out of the evidence of the senses, can lead us with certainty to the truth of
general laws. This would be an intellectually disabling belief if anyone actually be-
lieved it, and it is one for which John Stuart Mill’s methodology of science must take
most of the blame. The chief weakness of Millian induction was its failure to distin-
guish between the acts of mind involved in discovery and in proof.”’

The method of agreement states that *‘If two or more instances of the phenomenon
under investigation have only one circumstance in common, the circumstance in which
alone all the instances agree, is the cause (or effect) of the given phenomenon’’; the
method of difference states that ‘‘If an instance in which the phenomenon under in-
vestigation occurs, and an instance in which it does not occur, have every circum-
stance in common save one, that one occurring only in the former; the circumstance
in which alone the two instances differ, is the effect or the cause, or an indispensable
part of the cause, of the phenomenon.’’ The method of residues states that ‘‘Subduct
from every phenomenon such part as is known by previous inductions to be the effect
of certain antecedents, and the residues of the phenomenon is the effect of the remain-
ing antecedents.’’ Finally, the method of concomitant variations states ‘‘Whatever
phenomenon varies in any manner when another phenomenon varies in some partic-
ular manner, is either a cause or an effect of that phenomenon, or is connected with it
through some fact of causation’’ (Mill, 1973, VII, pp. 390, 391, 398, 401). Despite
the plethora of commentaries on Mill’s four ‘‘methods,”’ it is difficult to improve on
the older treatment of Cohen and Nagel (1934, pp. 249-72); see also Losee (1972,
pp. 148-58). Mill’s canons of induction are an excellent introduction to modern treat-
ments of causal explanation, as for example Mackie’s INUS model (see Blaug, 1990,
p. 114, and Gordon, 1991, pp. 43—-4, 396-8, 648).



64 The verificationists, a largely nineteenth-century story

controlled experiments. Hence, for the social sciences he advocates instead
(1) the ‘‘geometrical or abstract method,’” (2) the ‘‘physical or concrete de-
ductive method,’’ and (3) the *‘historical or inverse deductive method.’” The
first is said to be of limited use, being applicable only where a single cause
produces all the effects. The third, after Auguste Comte, is concerned with
establishing genuine laws of historical change resting on certain universal
principles of human nature. It is the second ‘‘physical or concrete deductive
method’’ which is supposed to be exemplified by political economy. It is also,
we are told, the method used in astronomy whereby the laws of separate
causes acting additively are first determined with the aid of the four methods,
after which the deductions made from those laws are verified by reference to
empirical observations (Mill, 1973, pp. 895-6). At this point, Mill inserted
the passages on economic man from his 1836 essay, quoted earlier, and moved
on to discuss *‘political ethology,’’ the unborn but heralded deductive science
of the formation of national character that would someday, he fondly be-
lieved, become the foundation of all social science.

There is more in this last section of Mill’s Logic: a stout defense of meth-
odological monism; a firm adherence to the principle of methodological indi-
vidualism; and an insistence that positive and not normative analysis is the
key to science even in the social field. But the sudden support for deductive
methods after hundreds of pages extolling inductive ones, not to mention the
fact that most of the discussion in this last section is about the then infant
science of sociology and touches only incidentally on the already mature sci-
ence of economics, is well calculated to leave the reader utterly confused
about Mill’s final views on the philosophy of the social sciences.

Five years after finishing the System of Logic, Mill published his authori-
tative Principles of Political Economy, which contains neither an explicit dis-
cussion of methodology nor any harking back to the Logic to show that the
Principles exemplifies sound methodology. No wonder then that those who
attacked Mill’s views on logic made no attempt to see if he practiced in eco-
nomics what he preached for science in general. Both William Whewell and
Stanley Jevons championed the hypothetico-deductive model of scientific ex-
planation in direct opposition to Mill: Whewell wrote a lengthy reply to Mill’s
Logic that attempted to approach a philosophy of scientific discovery through
the history of science, drawing inspiration from Kant rather than Hume (Lo-
see, 1972, pp. 120-8); and Jevons in his own major contribution to the phi-
losophy of science, The Principles of Science: A Treatise on Logic and Sci-
entific Method (1873), continually criticized ‘‘Mill’s innovations in logical
science, and especially his doctrine of reasoning from particulars to particu-
lar,”” adding that induction was not a species of logical inference but simply
‘‘the marriage of hypothesis and experiment’’ (see Harré, 1967, pp. 289-90;
Medawar, 1967, pp. 149ff; Losee, 1972, p. 158; and MacLennan, 1972).
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But neither of them related their arguments against Mill’s Logic to Mill’s
Principles, despite the fact that Whewell was a pioneer in the mathematiza-
tion of Ricardian economics, while Jevons was of course one of the three
founders of marginalism and as firmly opposed to the influence of Mill in
economics as to the influence of Mill in logic.

One explanation of this curious phenomenon of treating the two Mills as if
they were two different writers is that neither the critics nor Mill himself saw
any relationship between the Logic and the Principles; for all practical pur-
poses, they might just as well have been written by two different authors. As
Jacob Viner (1958, p. 329) once said: ‘“The Principles has no single meth-
odological character. As is the case with the Wealth of Nations of Adam
Smith, some portions are predominantly abstract and a priori; in others, there
is a substantial measure of factual data and of inference from history.”

Mill’s economics in practice

Let us now spend a moment to examine what Mill actually did by
way of verifying the implications of his abstract, hypothetical Ricardian
premises. The doctrine that Ricardo bequeathed to his followers (in 1815,
1817, and 1819) gave rise to a number of testable propositions — a rising price
of corn, a rising rental share of national income, a constant level of real
wages, and a falling rate of profit on capital — and it depended on others,
especially the growth of population at a rate at least as fast as the growth of
foodstuffs. Moreover, given the absence of freely imported corn in contem-
porary Britain, these were all positive predictions, not hypothetical ones, be-
cause Ricardo boldly denied that countervailing forces could annul them ex-
cept ‘‘for a time’’ (see Blaug, 1973, pp. 31-3; Blaug, 1986, pp. xiii—xiv,
91-114). The Corn Laws were not repealed until 1846, and statistical evi-
dence available in the 1830s and 1840s falsified every one of these Ricardian
predictions. For example, diminishing returns in British agriculture were being
offset by technical improvements as evidenced by steadily declining wheat
prices from the high levels of 1818; rents probably did not rise in the 25 years
between the death of Ricardo in 1823 and the appearance of Mill’s Principles
in 1848, either per acre or as a relative share of income; real wages certainly
increased over the period; and population increased more slowly in Britain
from 1815-48 than from 1793-1815. All these facts, with the possible ex-
ception of the one about rents, were acknowledged in Mill’s Principles, and
yet that book retained the Ricardian system without qualifications. Mill re-
mained a faithful advocate of Ricardian economics not so much by ignoring
the gap between his theory and the facts, but by adopting various ‘‘immuniz-
ing stratagems,’’ of which the chief one was to empty the appropriate ceteris

paribus clauses of whatever specific content they may once have had.
Much of the difficulty goes back to Ricardo’s own ambiguous attitude to
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the time period required for the basic long-run forces of his system to assert
their dominance over certain short-run, counteracting influences. Agriculture
was said to be subject to historically diminishing returns, because technical
progress could only be expected to postpone the effects of the rising cost of
growing food without, however, being able permanently to overcome the
scarcity of fertile soil; Ricardo even went so far as to argue that landlords
would have no private incentive to introduce technical improvements in food
production. Similarly, Ricardo recognized that workers might in time come
to consume more manufactured goods rather than agricultural products, in
which case the rising costs of growing food would not necessarily raise real
wages and depress profits. Lastly, workers might also begin to practice ‘‘moral
restraint,”’ allowing capital to accumulate faster than the rate at which popu-
lation grew, which would once again stave off the onset of the ‘‘stationary
state.”” But all these were merely realistic concessions: Ricardo had no theory
to explain either technical progress, or changes in the composition of the
average worker’s household budget, or the disposition of families to control
their size. Nevertheless, it is probably fair to say that Ricardo’s tendency
statements were meant to be conditional predictions that might conceivably
be falsified by the course of events.

On the other hand, Ricardo clearly thought that his theories were of mate-
rial help to legislators because the various temporary checks would not in fact
counteract the basic forces at work over the foreseeable future. Under pres-
sure, he committed himself to a ‘‘short run’’ of about twenty-five years to
exemplify the long-run effects of the causes he postulated (de Marchi, 1970,
pp- 255-6, 263), which is not to say, however, that he would have advocated
waiting for twenty-five years to see if his theories were true. The whole tenor
of his approach was opposed to verification, at least if by verification we mean
checking whether a theory is confirmed by the evidence rather than simply
waiting to see whether some modifying circumstance has been left out of
account (see O’Brien, 1975, pp. 69-70).

It has been truly said that *‘J. S. Mill’s methodological position was no
different from Ricardo’s: Mill only formally enunciated the ‘rules’ which Ri-
cardo implicitly adopted’” (de Marchi, 1970, p. 266). As we have seen, Mill
was a verificationist, not a predictionist: the test of a theory in social science
is not ex ante predictive accuracy but ex post explanatory power — Mill was
no believer in the symmetry thesis. If a theory fails to predict accurately, Mill
would have said, a search should be made for sufficient supplementary causes
to close the gap between the facts and the causal antecedents laid down in the
theory because the theory is true in any case as far as it goes by the nature of
its true assumptions. And sure enough, we can see this attitude at work in the
pages of his Principles. When the book was published, twenty-five years had
elapsed since Ricardo’s death and the Corn Laws had been finally repealed
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two years earlier; over the next twenty-three years, Mill put the Principles
through as many as six editions, and with each successive edition it became
more and more difficult to deny the refutation of virtually every one of Ricar-
do’s historical predictions, conditioned as they were on the absence of free
trade (Blaug, 1973, pp. 179-82). The Malthusian theory of population, in
particular, was now glaringly contradicted by the evidence, a fact that most
economists of the period accepted (Blaug, 1973, pp. 111-20). But the Mal-
thusian difficulty loomed large in Mill’s social philosophy, and he managed
somehow to retain it in the Principles as a comparative static proposition — if
population were smaller, wages would be higher — while agreeing that the
tendency of population to outstrip the means of subsistence had not in fact
manifested itself (de Marchi, 1970, pp. 267—71). Similarly, he gave the same
twist to the Ricardian doctrine that protection would raise corn prices and the
rental share going to landlords (Blaug, 1973, pp. 181-2, 208), which made
it virtually impossible to treat the repeal of the Corn Laws as a social experi-
ment in the testing of the Ricardian system.

Even those who are most sympathetic to Mill’s economics agree that he
was at best a lukewarm verificationist.!! The real issue is whether Mill, hav-
ing conceded the increasing irrelevance of Ricardian theory as time passed,
ought to have admitted that Ricardian theory was now not merely irrelevant
but invalid. In successive editions of the Principles between 1848 and 1871,
Mill steadily stretched the length of the period during which technical prog-
ress was permitted to postpone the effects of the law of diminishing returns
in agriculture and hence the underlying tendency of the growth of population
to exceed the growth of subsistence. Nevertheless, if we stick to the first
edition of the Principles it can of course be argued that ‘‘the period from
Ricardo’s death to Mill’s Principles was too short to constitute a conclusive
test for Ricardo’s predictions,’” particularly as it is agreed that ‘‘the predictive
test was in any case not one on which either Ricardo or Mill was prepared to
reject his analysis’’ (de Marchi, 1970, p. 273). As for the later editions of the
Principles, is it not asking too much of any thinker, some would say, that he
should abandon a body of ideas to whose defense he had devoted a lifetime?
Mill did recant the wages fund doctrine and that, after all, is more than was
done by his immediate disciples such as Henry Fawcett or John Elliot Cairnes.

"' As de Marchi (1970, pp. 272-3) expresses it in his defense of Mill: “‘It cannot be
said that Mill always attempted to test his theory against the facts. . . . Mill was
sometimes willing to live with a gap between his deductive theory and the facts. . . .
He was prepared to use factual information in confirmation of theory; but historical
facts . . . were never allowed to rise above theory to take on a valid status of their
own.”” For a radically different view of both Ricardo and Mill, which denies that
either of them made even conditional predictions of the future, see Hollander (1985,
1, chap. 1, 2, particularly pp. 33, 126, 130).
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The point, however, is not to condemn or to exonerate Mill, but rather to
correctly depict both his methodological views and the way in which he ap-
plied them in practice.

Mill, together with all the writers in the classical tradition, appealed fun-
damentally to assumptions in judging validity, whereas modern economists,
as we shall see, appeal basically to predictions. This does not mean that clas-
sical writers were disinterested in predictions; obviously, being involved with
policy questions as they were, they could not have avoided making predic-
tions. Rather, they believed that as true assumptions result in true conclu-
sions, oversimplified assumptions, such as those of economic man, diminish-
ing returns at a given state of technology, infinite elastic labor supply at a
given wage rate, etcetera, lead necessarily to oversimplified predictions, which
in any case are never borne out exactly by the course of events even if serious
efforts are made to take account of the relevant disturbing causes. The dis-
turbing causes that are omitted from the explanation of events are, after all,
not just the relatively minor disturbing causes of an economic nature but also
substantive noneconomic causes. Thus, in economics, as Mill had explained,
we test the applications of theories to determine whether enough of the dis-
turbing economic causes have been taken into account to explain what ac-
tually happens in the real world after allowing, in addition, for noneconomic
causes. We never test the validity of theories, because the conclusions are true
as one aspect of human behavior by virtue of the assumptions, which in turn
are true by virtue of being based on self-evident facts of human experience.
We are miles away, therefore, from the popular modern position that assump-
tions do not need to be tested directly, although it might be useful if they
could be, that in the final analysis only predictions matter, and that the valid-
ity of an economic theory is established when the predictions to which it gives
rise are repeatedly corroborated by the evidence.!?

Cairnes’s Logical Method

If there are any doubts left as to what really is classical methodology,
they should be dispelled by an examination of John Elliot Cairnes’s Character
and Logical Method of Political Economy, published first in 1875 and then
revised in 1888 when the marginal revolution was in full swing (to which it,
nevertheless, makes only perfunctory reference). By this time of course we
are fifty to sixty years away from the death of Ricardo and yet, as we shall

12 See Hirsch (1980), who quite correctly raps a number of modern commentators, in-
cluding myself, over the knuckles for glossing over the difference between classical
verificationism and modern falsificationism. I now realize that my earlier characteri-
zation of classical methodology (Blaug, 1978, pp. 697-9) was misleading in this
respect. Hirsch also holds that classical methodology is a defensible one, which is of
course quite a different argument.
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see, Cairnes is as firmly convinced of the fundamental validity of the basic
Ricardian tendencies as was Mill. If there is any difference at all between Mill
and Cairnes — and it is only a hair’s breadth — it is that Cairnes is more strident
and dogmatic in denying that economic theories can ever be refuted by a
simple comparison between their implications and the facts. The explanation
for this may lie in the personalities of the two men, but in addition, Cairnes
had lived through the rise of the English historical school and was clearly
irritated by the endless scorn that members of the school had poured on the
unrealistic postulates of classical economics (see Coats, 1954; Koot, 1975,
1987).

Cairnes begins with the well-known proposition that political economy is a
hypothetical, deductive science: its conclusions ‘will correspond with facts
only in the absence of disturbing causes, which is, in other words, to say that
they represent not positive but hypothetic truths’’ (Cairnes, 1888, p. 64). He
quotes Senior as arguing that political economy should not be regarded as a
hypothetical science but as one based on real premises. There is nothing hy-
pothetical about the premises of political economy, avers Cairnes, because
they are based on ‘‘indubitable facts of human nature and of the world’’; *‘the
desire to obtain wealth at the least possible sacrifice’” and *‘the physical qual-
ities of the natural agents, more especially land, on which human industry is
exerted”’ are both facts, ‘‘the existence and character of which are easily
ascertainable’” (pp. 68, 73). In this respect, economics is actually at an ad-
vantage compared to the physical sciences: ‘‘The economist starts with a
knowledge of ultimate causes. He is already at the outset of his enterprise, in
the position which the physicist only obtains after ages of laborious research’’
(p- 87). It is true that the economist cannot generally conduct experiments,
but he can conduct thought experiments in his mind and he can even carry out
““direct physical experiment upon the soil’” (pp. 88-93). Thus, his assump-
tions are not ‘‘conjectures’’ but are drawn from observations of which we
have “‘direct and easy proof”’ (p. 95; also p. 100). What is meant, therefore,
by asserting that political economy is a hypothetical science, Cairnes proceeds
to explain, is that it is one which makes conditional predictions about events
that are always subject to a ceteris paribus clause: *‘the doctrines of Political
Economy are to be understood as asserting, not what will take place, but what
would or what tends to take place, and in this sense only are they true’” (p.
69; also p. 110).

There follow some excellent pages on the multiple meanings of the term
induction, including our own two senses of the term (already mentioned),
accompanied by the claim that the use of the hypothetico-deductive method
as distinct from the inductive-classifying method is an unmistakable sign of
the maturity of a discipline (pp. 74—-6, 83-7). Because of the multiplicity of
factors impinging upon economic life, the hypothetical truths of economics
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must always be supplemented by ‘‘such sorts of verification as economical
inquiry admits of *’: “‘verification can never in economic inquiry be otherwise
than very imperfectly performed; but this notwithstanding, if carefully con-
ducted it is often capable of furnishing sufficient corroboration to the process
of deductive reasoning to justify a high degree of confidence in the conclu-
sions thus obtained,’” a remark whose impact is unfortunately diluted by cit-
ing Ricardo as ‘‘The writer who has employed this resource most freely and
with the most effect’” (pp. 92-3).

Economists are always willing to consider ‘‘the influence of subordinate
principles in modifying the force of the more powerful causes,’”’ Cairnes claims,
provided that they can be established beyond doubt. As examples, he offers
Smith’s analysis of wage differentials for identical labor in geographically
contiguous labor markets and the theory of international prices in Ricardo and
Mill as arising in both cases from the effects of the ‘‘subordinate principle’’
that labor is relatively immobile (p. 101). For an even better illustration, he
goes to Tooke’s demonstration in his History of Prices that the price level in
Britain in the preceding decades had not varied in the same direction as the
quantity of money. The explanation for this phenomenon, Cairnes argues, is
the rise of deposit checks, which went so far as to reverse the causal relation-
ship between the circulation of bank notes and the general level of prices (pp.
101-4). Hammering his point home, he adds:

It is not to be supposed that the discrepancy alluded to (between prices and the note
circulation) goes the length of invalidating the elementary law that, ceteris paribus,
the value of money is inversely related to its quantity. This still rests upon the same
basis of mental and physical facts as every other doctrine of political economy, and
must always constitute the fundamental principle in the theory of money. It merely
showed that in the practical case the condition ceteris paribus was not fulfilled.
The fact in question is no more inconsistent with the economic law, than the non-
correspondence of a complex mechanical phenomenon with what a knowledge of the
elementary law of mechanics might lead a tyro to expect is inconsistent with these
elementary laws. A guinea dropped through the air from a height falls to the ground
more quickly than a feather; yet no one would on this account deny the doctrine that
the accelerating power of gravity is the same for all bodies [Cairnes, p. 103n].

A better illustration of the abuse of ceteris paribus clauses, when none of
the cetera are even specified, much less quantified, would be hard to find.

Economic laws, Cairnes concludes, ‘‘can be refuted only by showing either
that the principles and conditions assumed do not exist, or that the tendency
which the law affirms does not follow as a necessary consequence from this
assumption’” (p. 110; also p. 118). In short, either prove that the assumptions
are unrealistic or do not apply to the case in question, or else demonstrate a
logical inconsistency, but never take a refuted prediction as a reason for aban-



Cairnes’s Logical Method 71

doning an economic theory, particularly because only qualitative predictions
are possible in economics (pp. 119ff).!> To show that this is not a harsh
interpretation of Cairnes’s meaning, consider his stand on the Malthusian the-
ory of population: the Malthusian theory is a tendency law and hence ‘‘is not
inconsistent with the doctrine that subsistence should in fact be increased
much faster than population’’; indeed, he was perfectly willing to agree that
““further investigation showed that subsistence in most countries, and in all
improving countries, had in fact increased faster than population’ (pp. 158,
164). Nevertheless, the Malthusian theory is true. Besides, he added, without
it all the standard Ricardian theorems cannot be understood at all (pp. 176-
7), aremark which of course provides the key to his defensive methodological
attitude towards economic predictions. In other words, he espoused the Ri-
cardian scientific research program and, therefore, clung to the Malthusian
theory as an indispensable element in that program.

One more example will round off the argument. Ricardian rent theory,
Cairnes admitted, does not appear correctly to predict the order of cultivation
in new colonies. These sorts of ‘‘residual phenomena’’ may be fatal in phys-
ical science but not in economics.

It is always regarded as the strongest confirmation of the truth of a physical doctrine,
when it is found to explain facts which start up unexpectedly in the course of inquiry.
But the ultimate principles of Political Economy, not being established by evidence of
this circumstantial kind, but by direct appeals to our consciousness or to our senses,
cannot be affected by any phenomena which may present themselves in the course of
our subsequent inquiries . . . nor, assuming the reasoning process to be correct, can
the theory which may be founded on them. We have here no alternative but to assume
the existence of a disturbing cause. In the case before us, e.g. under what circum-
stances rent may be found to exist, this can never shake our faith in the facts that the
soil of the country is not equally fertile, and that the productive capacity of the best
soil is limited, nor weaken our confidence in the conclusions drawn from these facts
[pp. 202-3n].

Over and over again, in Senior, in Mill, in Cairnes, and even in Jevons,
we have found the notion that ‘‘verification’” is not a testing of economic
theories to see whether they are true or false, but only a method of establish-
ing the boundaries of application of theories deemed to be obviously true: one
verifies in order to discover whether ‘‘disturbing causes’” can account for the
discrepancies between stubborn facts and theoretically valid reasons; if they

'3 Cairnes belied his assertion about the impossibility of exact quantitative predictions
in economics with his own empirical work on the effects of the Australian gold dis-
coveries; see Bordo (1975), an essay which, however, attempts almost desperately to
assimilate Cairnes’s methodology to a modern falsificationist position (Hirsch, 1978;
Bordo, 1978).
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do, the theory has been wrongly applied, but the theory itself is still true. The
question of whether there is any way of showing a logically consistent theory
to be false is never even contemplated. '

John Neville Keynes sums up

The 1880s have gone down in the history of economic thought as the
decade of the famous Methodenstreit between Carl Menger and Gustav
Schmoller, when the influence of the German historical school reached British
shores and added to the charges of Cliffe Leslie and John Ingram, the most
vociferous of the native historists. The object of John Neville Keynes’s The
Scope and Method of Political Economy (1891) was to reconcile the Senior-
Mill-Cairnes tradition with the new claims of the historical school by taking
his cue from Henry Sidgwick’s tolerant methodological discussion in his
Principles of Political Economy (1883) and by complementing Marshall’s
equally conciliatory attitude to this and other long-standing doctrinal disputes
in his Principles of Economics (1891) (see Dean, 1983). But although Keynes
commended Adam Smith as the ideal economist because of the way in which
he combined abstract-deductive and historical-inductive reasoning, his book
reveals a subtly disguised attempt to vindicate the abstract-deductive view of
economics.'> He struggled to make that view more palatable by continually
emphasizing the fact that even the a priori method of classical political econ-
omy begins and ends with empirical observations, while reminding his read-
ers that such stalwarts of the abstract-deductive method as Mill and Cairnes
had both made important contributions to historical-inductive analysis by their
studies of peasant proprietorship in the one case and slave labor in the other.
Keynes might have pointed to a British heterodox tradition standing out against
the Senior—Mill—Cairnes view of economics,'® but instead he preferred to pit

14 This remark applies just as much to Marx as to mainstream classical economics (see

Blaug, 1990, chap. 21).

This may explain Marshall’s somewhat enigmatic comment in a letter to Foxwell, ‘‘as

regards method, I regard myself midway between Keynes + Sidgwick + Cairnes

and Schmoller + Ashley”’ (quoted by Coase, 1975, pp. 27-8). But then Marshall
was a case of an able theorist who in all his methodological writings emphasized the
collection and assembly of facts and consistently played down the role of abstract

theory (see Coase, 1975).

16 O’Brien (1975, pp. 66-8; also 1970, pp. 96-8) bundles Hume, Smith, Say, and
McCulloch together into an inductivist group and contrasts them with the orthodox
deductivists, namely, Ricardo, Senior, Torrens, Mill, and Cairnes. But it is doubtful
whether this schema will stand examination. It is noteworthy also that Keynes makes
only a passing reference to the isolated methodological protestations of Richard Jones
in the 1830s. Perhaps here his instinct was better than that of the members of the
English historical school who claimed Richard Jones as a forerunner: Jones’s actual
work on rents, as distinct from his programmatic announcements, reflected not so

15



John Nevile Keynes sums up 73

Smith and Mill against Ricardo as models of how to properly apply the
hypothetico-deductive method.

The book opens with a perfect summary of the Senior—Mill-Cairnes tra-
dition which Keynes (1891, pp. 12—-20) saw as made up of five distinct theses:
(1) that it is possible to distinguish between a positive science and a normative
art of political economy; (2) that economic events can be isolated at least to
some extent from other social phenomena; (3) that the direct induction of
concrete facts, or the method a posteriori, is inappropriate as a starting point
in economics; (4) that the right procedure is the a priori method of starting
from ‘‘a few and indispensable facts of human nature . . . taken in connexion
with the physiological properties of the soil, and man’s physiological consti-
tution’’; and (5) that economic man is an abstraction and hence that *‘political
economy is a science of tendencies only, not of matters of facts.”” Finally, he
adds — it might almost be called a sixth thesis —

Mill, Cairnes, and Bagehot, however, all insist that the appeal to observation and
experience must come in, before the hypothetic laws of the science can be applied to
the interpretation and explanation of concrete industrial facts. For it then has to be
ascertained how far . . . allowance needs to be made for the operation of the disturbing
causes. Comparison with observed facts provides a rest for conclusions deductively
obtained and enables the limits of their application to be determined [p. 17; my italics].

His summary of the historical school as holding an *‘ethical, realistic, and
inductive’’ view of economics is equally succinct: the historical school denies
each of the five Senior—Mill-Cairnes theses and, in addition, has a favorable
rather than a negative attitude to government intervention in economic affairs
(pp. 20-5).Y7

Keynes was fond of saying, as we have noted, that economics ‘‘must begin
with observation and end with observation’” (p. 227) and he had a keen sense
of the double meaning of the term induction, whereby ‘‘the inductive deter-
mination of premisses’’ at the beginning of an argument involves a different
logical operation from *‘the inductive verification of conclusions’’ at its end
(pp- 203—4n, 227). Although he sometimes observed that the premises of
economics ‘‘involve little more than the reflective contemplation of certain of
the most familiar of every-day facts’” (p. 229), his book serves to remind us

much a general inductive approach to economic questions as an explicit denial of
Ricardo’s assumption of perfect competition among landlords (see Miller, 1971).

'7 On the historical school in general, see Schumpeter (1954, pp. 107-24) and Hutchi-
son (1953, pp. 145-52). On the Methodenstreit in particular, see Hutchison (1973),
who concludes: *‘In fact the Methodenstreit was not basically a quarrel about methods
so much as a clash of interests regarding what was the most important and interesting
subject to study, pricing and allocation analysis, or the broad development and change
of national economies and industries’” (pp. 34-5).
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once again that, as Viner (1958, p. 328) once said, ‘‘introspection . . . was
universally regarded in the past, whatever may be the fashion today, as an
‘empirical’ technique of investigation, and sharply distinguished from intui-
tion or ‘innate ideas.” *” Not only is introspection for Keynes an empirically
grounded source of economic premises (pp. 173, 223) but *‘the law of dimin-
ishing returns can also be tested by experiment’” (p. 181). It is true of course
that Keynes never asked the question: how is it that introspection, which by
definition is not an interpersonally testable source of knowledge, can ever
constitute a truly empirical starting point for economic reasoning? Nor did he
ever cite a single example of an actual experimental test of diminishing re-
turns from the application of a variable input to a fixed quantity of land al-
though such tests had in fact been carried out much earlier by Johann von
Thiinen and several other German agronomists. Nevertheless, Keynes is proof
against the charge that the classical economists merely snatched their assump-
tions out of the air for purposes of analytical convenience and cared little if
they were realistic or not (see Rotwein, 1973, p. 365).

Keynes also provides additional evidence that the concept of economic man
in classical and neoclassical economics is an abstraction of ‘‘real man,’’ not
of ‘‘fictional man.”” Mill, as we have seen, was insistent on the notion that
economic man was a hypothetical simplification that isolated a selected set of
the motives that actually impel economic conduct. Senior was much closer to
the modern view that it is merely a postulate of rationality, an assumption of
maximizing behavior subject to constraints. Cairnes reinstated Mill’s posi-
tion, while emphasizing that the hypothesis of economic man is far from
arbitrary. And ever since, economic man has been variously described as an
axiom, an a priori truth, a self-evident proposition, a useful fiction, an ideal
type, a heuristic construct, an indisputable fact of experience, and a typical
behavior pattern of man under capitalism (Machlup, 1978, chap. 11). Now,
Keynes argues strongly for the realism of the concept of economic man in the
sense that self-interested economic behavior is said to actually dominate mo-
tives of altruism and benevolence under contemporary conditions (pp. 119—
25). The premises of economics, he argues, are not chosen on an ‘‘as-if”’
basis: ‘‘while theory assumes the operation of forces under artificially simpli-
fied conditions, it still claims that the forces whose effects it investigates are
verae causae in the sense that they do operate, and indeed operate in a pre-
dominating way, in the actual economic world’* (pp. 223—4; also pp. 228-
31, 240n).

However, no evidence except casual empiricism is offered in defense of
this proposition. Thus, phenomena that apparently contradict the hypothesis
of economic man are simply allowed to stand as exceptions to the rule. Thus,
“‘the love of a certain country or a certain locality, inertia, habit, the desire
for personal esteem, the love of independence or power, a preference for
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country life . . . are among the forces exerting an influence upon the distri-
bution of wealth, which the economist may find it necessary to recognise’’
(pp- 129-31), and the Mill-Cairnes doctrine of noncompeting grades of la-
bor, or as we would say nowadays, segmentation of labor markets, is com-
mended as *‘a modification of the received theory of value . . . suggested by
observation and having for its object to bring economic theories into closer
relation with actual facts’” (p. 227n).

To be sure, it is only when we come to verify the predictions of economic
theory that we can judge the degree of realism of a particular set of assump-
tions, at which point Keynes quotes Mill’s Logic: *‘the ground of confidence
in any concrete deductive science is not the a priori reasoning itself, but the
accordance between its results and those of observation a posteriori’” (p. 231).
But even then he hedges his bets: ‘‘we may have independent grounds for
believing that our premisses correspond with the facts . . . in spite of the fact
that there is difficulty in obtaining explicit verification’” (p. 233). Besides,
since ‘‘in all cases where the deductive method is used, it [the qualification
ceteris paribus] is present more or less,”” we must not ‘‘suppose theories
overthrown, because instances of their operation are not patent to observa-
tion”” (pp. 218, 233). To illustrate the pervasive influence of ‘‘disturbing
causes,”” he discusses the failure of the repeal of the Corn Laws to bring about
the immediate fall in wheat prices predicted by Ricardo, and he rounds off
the argument by condemning Ricardo for displaying ‘‘undue confidence in
the absolute and uniform validity of the conclusions reached’’ and for neglect-
ing ‘‘the element of time’” and ‘‘the periods of transition, during which the
ultimate effects of economic causes are working themselves out’” (pp. 235-
6, 238).

Throughout these crucial pages on the ‘‘Functions of Observation in the
Employment of the Deductive Method’’ in Keynes’s book, we get the sug-
gestion, undoubtedly derived from Marshall’s influence, that economic theory
as such cannot be expected to result in direct predictions, being instead an
‘‘engine of analysis’’ to be used in conjunction with a detailed investigation
of the relevant ‘‘disturbing causes’’ in every case (see Hutchison, 1953, pp.
71-4; Hirsch and Hirsch, 1975; Coase, 1975; and Hammond, 1991). Keynes
assures us that ‘‘the hypothesis of free competition . . . is approximately valid
in relation to a large number of economic phenomena’” (pp. 240—1), but he
provides no guidance on how we might determine what is a valid approxi-
mation in any particular instance. His chapter on ‘‘Political Economy and
Statistics’” is somewhat simplistic and mentions no statistical technique other
than diagrams. Of course, the modern phase of the history of statistics, asso-
ciated with such names as Karl Pearson, George Yule, William Gossett, and
Ronald Fisher, was just beginning in 1891 (Kendall, 1968). Keynes grants
that statistics is essential in the testing and verification of economic theories,
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but he provides not so much as a single example of any economic controversy
that was ever resolved by a statistical test, although such examples would not
have been hard to find in the works of Jevons, Cairnes, and Marshall. In
consequence, his readers are left with the overwhelming impression that since
the assumptions of economic theory are generally true, its predictions are also
generally true, and whenever they are not, diligent search of the facts will
always reveal some ad hoc disturbing causes that must bear the blame for the
discrepancy.

Robbins’s Essay

Keynes’s and Marshall’s hope of a final reconciliation of all meth-
odological differences was to be short-lived. The new century had hardly
begun before the first rumblings of the American Institutionalists were heard,
and by 1914 or thereabouts the writings of Veblen, Mitchell, and Commons
had spawned a whole school of heterodox inductivists across the Atlantic;
institutionalism rose to a crescendo some time in the 1920s, threatening at
one moment to become the dominant stream in American economic thought.
Nevertheless, by the early 1930s it was all but over, although more recently
there has been something of a revival.

It was at this point that Lionel Robbins decided that it was time to restate
the Senior—Mill-Cairnes position in modern language to show that what or-
thodox economists had done and were still doing made good sense. There
were elements in Robbins’s argument, however, such as the famous means-
ends definition of economics and the claim of the unscientific character of all
interpersonal comparisons of utility, which derived from the Austrian rather
than the Anglo-American tradition of economics.'® In a decade noted for great
controversies in economics, Robbins’s An Essay on the Nature and Signifi-
cance of Economic Science (1932) stands out as a polemical masterpiece that
generated a veritable furor. As the preface to the second edition in 1935 makes
clear, the bulk of contemporary reactions to Robbins’s Essay centered on
Chapter Six with its insistence on the purely conventional nature of interper-
sonal comparisons of welfare. Also, in arguing that the science of economics
is neutral with respect to the objectives of economic policy, Robbins was
widely and erroneously interpreted as issuing a self-denying ordinance in re-
gard to discussions of policy. On the other hand, his Austrian-type definition
of economics — ‘‘Economics is a science which studies human behaviour as
a relationship between [a given hierarchy of]] ends and scarce means which
have alternative uses’’ — seized on an aspect rather than a type of human

18 Robbins was unusual among British economists of the day in that he quoted Austrian
and German writers more frequently than English or American ones. However, he
was deeply influenced by Philip Wicksteed’s Common Sense of Political Economy
(1910), an earlier attempt to import Austrian ideas into British economics.
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behavior (Robbins, 1935, pp. 16—17; Fraser, 1937, chap. 2; Kirzner, 1960,
chap. 6) that soon won the field and that is now echoed in the first chapter of
every textbook on price theory.

“The main postulate of the theory of value,”” Robbins (1935, pp. 78-9)
announced, ‘‘is the fact that individuals can arrange their preferences in an
order, and in fact do so.”” This fundamental postulate is at once an a priori
analytic truth, ‘‘an essential constituent of our conception of conduct with an
economic aspect,”” and an ‘‘elementary fact of experience’’ (pp. 75, 76).
Similarly, the principle of diminishing marginal productivity, another funda-
mental proposition of value theory, follows both from the assumption that
there is more than one scarce factor of production and from ‘‘simple and
indisputable experience’’ (pp. 77, 78). Thus, neither of these are ‘‘postulates
the existence of whose counterpart in reality admits of extensive dispute. . . .
We do not need controlled experiments to establish their validity: they are so
much the stuff of our everyday experience that they have only to be stated to
be recognised as obvious’’ (p. 79; also pp. 68—9, 99-100, 104). Indeed, as
Cairnes had said long ago, in this respect economics actually has the edge on
physics: “‘In Economics, as we have seen, the ultimate constituents of our
fundamental generalisations are known to us by immediate acquaintance. In
the natural sciences they are known only inferentially. There is much less
reason to doubt the counterpart in reality of the assumption of individual pref-
erences than that of the assumption of the electron’’ (p. 105). This is of course
nothing but the familiar Verstehen doctrine, which was ever a favorite ingre-
dient of Austrian economics. The Verstehen doctrine always goes hand-in-
hand with a suspicion of methodological monism and this note too is found
in Robbins: “‘less harm is likely to be done by emphasizing the differences
between the social and the natural sciences than by emphasizing their similar-
ities”” (pp. 111-12).

Again, in the wake of Cairnes, Robbins denies that economic effects can
ever be predicted in quantitative terms; even estimates of the elasticity of
demand, which might appear to suggest the opposite, are in fact highly un-
stable (pp. 106—12). What the economist possesses is merely a qualitative
calculus, which of course may or may not apply in a particular case (pp. 79—
80). He emphatically rejects the allegation of the historical school that all
economic truths are relative to time and place, pours scorn on the American
institutionalists — ‘‘not one single ‘law’ deserving of the name, not one quan-
titative generalisation of permanent validity has emerged from their efforts’’
— and roundly endorses ‘‘the so-called ‘orthodox’ conception of the science
since the time of Senior and Cairnes’’ (pp. 114, 82).

Next, he poses a contrast between ‘‘realistic studies’” that ‘‘test the range
of applicability of the answer when it is forthcoming’’ and a theory, ‘‘which
is alone capable of supplying the solution’’ (p. 120), and sums up: ‘‘the va-
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lidity of a particular theory is a matter of its logical derivation from the general
assumptions which it makes. But its applicability to a given situation depends
upon the extent to which its concepts actually reflect the forces operating in
that situation,’’ a statement which is then illustrated in terms of the quantity
theory of money and the theory of business cycles (pp. 116—19). There fol-
lows, as we might expect, a number of pages on the dangers that are inherent
in all tests of economic predictions (pp. 123-7).

In the famous and controversial sixth chapter, Robbins denies the possibil-
ity of making objective interpersonal comparisons of utility because they ‘‘can
never be verified by observation or introspection’’ (pp. 136, 139-41). In a
devastating critique of the use of introspection as an empirical source of eco-
nomic knowledge, published a few years later in 1938, Hutchison (1938, pp.
138-9) points out the logical contradiction between adopting intrapersonal
comparisons of utility as a warranted basis of consumer theory, while denying
interpersonal comparisons of utility as a basis of welfare economics. And
certainly, it is peculiar to base so much in the theory of value on the assump-
tion that other people have much the same psychology as oneself, while de-
nying the same sort of reasoning in framing assumptions about other people’s
welfare. Alternatively expressed, if there are no objective methods for infer-
ring anything about the welfare of different economic agents, there are also
no objective methods for inferring anything about the preferences of different
economic agents. Thus, the assumption that ‘‘individuals can arrange their
preferences in an order, and in fact do so,”” while no doubt ‘‘the stuff of
everyday experience,’’ is contradicted by some consumer behavior that is also
“‘the stuff of everyday experience’’: consumption patterns rigidly maintained
out of habit, despite changing circumstances; shopping sprees and impulse
buying that may be wildly inconsistent with previous preference orderings;
consumption motivated solely by the desire to learn about one’s own prefer-
ences from experience, not to mention consumption motivated, not by one’s
own preferences, but by one’s perception of other people’s preferences, as in
so-called bandwagon and snob effects (Koopmans, 1957, pp. 136-7). In short,
the proposition that all economic agents have well-defined preference order-
ings — that they are rational maximizers — is clearly false (see Chapter 15
below). Apriorism, the belief that economic theories are grounded in intu-
itively obvious axioms, is actually no less dangerous in the theory of demand
than it is in the theory of welfare economics.

It is fortunate that in the case of Robbins we have for once a methodolo-
gist’s afterthoughts on his earlier methodological pronouncements. Almost
forty years after the Essay, Robbins published his autobiography in which he
glanced back at the reception of his own Essay on the Nature and Significance
of Economic Science. He remained unpersuaded by most of the criticisms that
the book received, but in retrospect he agreed that he had paid too little atten-
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tion to the problem of testing both the assumptions and the implications of
economic theory: ‘‘the chapter on the nature of economic generalizations
smacked too much of what nowadays is called essentialism . . . it was written
before the star of Karl Popper had risen above our horizon. If I had known
then of his pathbreaking exhibition of scientific method . . . this part of the
book would have been phrased very differently’’ (Robbins, 1971, pp. 149—
50; also 1979).

To show that Robbins’s earlier hostility to quantitative investigations were
by no means unique to him but were widely shared by many leading econo-
mists in the 1930s, consider the observations of John Maynard Keynes (1973,
pp- 296-7) in a letter to Roy Harrod, written in 1938 (the references to Schultz
are to Henry Schultz, whose Theory and Measurement of Demand [1938]
constitute a milestone in the early history of econometrics):

It seems to me that economics is a branch of logic, a way of thinking; and that you do
not repel sufficiently firmly attempts @ la Schultz to turn it into a pseudo-natural sci-
ence. One can make some quite worthwhile progress merely by using your axioms
and maxims. But one cannot get very far except by devising new and improved models.
This requires, as you say, ‘a vigilant observation of the actual working of our system’.
Progress in economics consists almost entirely in a progressive improvement in the
choice of models. . . .

But it is of the essence of a model that one does not fill in real values for the variable
functions. To do so would make it useless as a model. For as soon as this is done, the
model loses its generality and its value as a mode of thought. That is why Clapham
with his empty boxes was barking up the wrong tree and why Schultz’s results, if he
ever gets any, are not very interesting (for we know beforehand that they will not be
applicable to future cases). The object of statistical study is not so much to fill in
missing variables with a view to prediction, as to test the relevance and validity of the
model.

Economics is a science of thinking in terms of models joined to the art of choosing
models which are relevant to the contemporary world. It is compelled to be this,
because, unlike the typical natural science, the material to which it is applied is, in
too many respects, not homogeneous through time. The object of a model is to seg-
regate the semi-permanent or relatively constant factors from those which are transi-
tory of fluctuating so as to develop a logical way of thinking about the latter, and of
understanding the time sequence to which they give rise in particular cases.

Good economists are scarce because the gift for using ‘vigilant observation’ to choose
good models, although it does not require a highly specialised intellectual technique,
appears to be a very rare one.

In the second place, as against Robbins, economics is essentially a moral science
and not a natural science. That is to say, it employs introspection and judgements of
value.!?

19 For discussion of Keynes’s highly ambivalent attitude to econometrics, see Stone
(1980) and Patinkin (1982, chap. 7).
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Modern Austrians

The case for believing that economic truths — based as they are on
such innocent and plausible postulates as a maximizing consumer with a con-
sistent preference ordering, a maximizing entrepreneur facing a well-behaved
production function, and active competition in both product and factor mar-
kets — require verification only to check that they do apply in any particular
case was never stated with more verve and eloquence than in Robbins’s Es-
say. Nevertheless, this was also the last time in the history of economic thought
that the verificationist thesis was defended in these terms. Within a few years,
the new wind of falsificationism and even operationalism was to blow through
economics, encouraged by the growth of econometrics and the rise of Keynes-
ian economics (despite Keynes’s own lack of sympathy for quantitative re-
search). Of course, old-fashioned methodological principles, like old sol-
diers, never die — they only fade away. While the rest of the economics
profession since World War II has rejected the complacent stance of the ver-
ificationists, a small group of latter-day Austrian economists have returned to
a more extreme version of the Senior—Mill-Cairnes tradition.

This school of so-called modern Austrian economics takes as its patron
saints, not Carl Menger or Eugen von B6hm-Bawerk, but Ludwig von Mises
and Friedrich Hayek. They were inspired by Hayek’s attack on ‘‘scientism’’
or methodological monism and his emphasis of the principle of methodolog-
ical individualism. But a more direct inspiration was Mises’s Human Action:
A Treatise on Economics (1949) with its statement of praxeology, the general
theory of rational action, according to which the assumption of purposeful
individual action is an absolute prerequisite for explaining all behavior, in-
cluding economic behavior, constituting indeed a synthetic a priori principle
that speaks for itself.?° Mises’s statements of radical apriorism are so uncom-
promising that they have to be read to be believed: ‘“What assigns economics
its peculiar and unique position in the orbit of pure knowledge and of the
practical utilization of knowledge is the fact that its particular theorems are
not open to any verification or falsification on the ground of experience . . .
the ultimate yardstick of an economic theorem’s correctness or incorrectness
is solely reason unaided by experience’’ (Mises, 1949, p. 858, also pp. 32—
41, 237-8; 1978). Together with radical apriorism goes an insistence on what
Mises terms methodological dualism, the essential disparity in approach be-

20 The same view appeared earlier in his Grundprobleme der Nationaloekonomie (1933).
The appeal to Kantian synthetic a priori principles, that is, propositions that refer to
the real world but are nevertheless prior to and independent of experience (such as our
concept of time as being irreversible, so that an effect can never precede a cause,
etcetera) was deliberate and reflected Mises’s profound antipathy to logical positiv-
ism.
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tween social and natural science grounded in Verstehen doctrine and the rad-
ical rejection of any kind of quantification of either the premises or the impli-
cations of economic theories (Mises, 1949, pp. 55-6, 347-9, 863—4). Although
all this is said to be a continuation of Senior, Mill, and Cairnes, the notion
that even the verification of assumptions is unnecessary in economics is, as
we have seen, a travesty and not a restatement of classical methodology.

In short, the essential ingredients of the methodology of this new brand of
Austrian economics, numbering among its adherents such names as Murray
Rothbard, Israel Kirzner, and Ludwig Lachmann, appear to be (1) an absolute
insistence on methodological individualism as an a priori heuristic postulate;
(2) a deep suspicion of all macroeconomic aggregates, such as national in-
come or an index of prices in general; (3) a firm disavowal of quantitative
testing of economic predictions and, in particular, the categorical rejection of
anything that smacks of mathematical economics and econometrics; and lastly
(4) the belief that more is to be learned by studying how market processes
converge on equilibrium than by endlessly analyzing, as most modern econ-
mists do, the properties of final equilibrium states.?! There is much to be said
for the fourth and last of these methodological tenets, which derives from the
Hayekian influence on modern Austrian economics, but the first three
ing from Mises smack of an antiempirical undertone in the history of conti-
nental economics that is wholly alien to the very spirit of science. In the
1920s, Mises made important contributions to monetary economics, business
cycle theory and of course socialist economics, but his later writings on the
foundations of economic science are so idiosyncratic and dogmatically stated
that we can only wonder that they have been taken seriously by anyone. As
Paul Samuelson (1972, p. 761) once said:

In connection with slavery, Thomas Jefferson has said that, when he considered that
there is a just God in Heaven, he trembled for his country. Well, in connection with

2! For recent restatements and defenses of Mises’s praxeology, see Kirzner (1976), Rizzo

(1978), and Rothbart (1957, 1976). For a devastating critique of Misesian apriorism
by a modern Austrian, see Lavoie (1986), while Caldwell (1982, pp. 128-33) pro-
vides a criticism of Austrian methodology ‘‘from within its own framework."’ Finally,
Rizzo (1982) provides a fascinating but unconvincing attempt to reconstruct Austrian
methodology in Lakatosian terms.
The three dominant strands of Austrian economics — subjectivism, apriorism, and the
teleological mode of explanation in terms of the purposive choices of individual agents
— are not all integral to the Austrian position. O’Sullivan (1987) argues that a subjec-
tivist and teleological interpretation of human action does not entail a commitment to
apriorism and does not obviate the need to verify both the assumptions and the impli-
cations of economic theories. He thus advocates an Austrian methodology without the
Austrian prejudice against empirical testing.
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the exaggerated claims that used to be made in economics for the power of deduction
and a priori reasoning — by classical writers, by Carl Menger, by the 1932 Lionel
Robbins . . . , by disciples of Frank Knight, by Ludwig von Mises — I tremble for the
reputation of my subject. Fortunately, we have left that behind us.

Yes, I do believe that we have.
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The falsificationists, a wholly twentieth-
century story

Ultraempiricism?

The year 1938 saw the publication of The Significance and Basic
Postulates of Economic Theory by Terence Hutchison, and with it the explicit
introduction of Popper’s methodological criterion of falsifiability into eco-
nomic debates. That Hutchison should have recognized the significance of
Popper’s demarcation criterion as early as 1938 is itself remarkable: Popper’s
Logik der Forschung (1934) was then almost completely unknown, and even
so famous a popularization of the philosophical ideas of the Vienna circle as
Ayer’s Language, Truth, and Logic (1936) completely missed the signifi-
cance of Popper’s critique of the verifiability principle of meaning. To some
extent, even Hutchison failed to realize the novelty of Popper’s thinking: al-
though he cited Popper frequently, he laid down the fundamental criterion
that economic propositions that aspire to the status of ‘‘science’” must be
capable, at least conceivably, of being put to an interpersonal empirical test
without any acknowledgment to Popper (Hutchison, 1938, pp. 10, 19, 26-7,
48, 49, 126, 156).% Hutchison’s principal target of attack was apriorism in
all its varieties, but in assailing the postulates of orthodox economics that
were said by Mises and Robbins to be intuitively obvious, he overstated his
case and so spoiled what might have been a decisive effort to reorient the
methodology of interwar economics.

At the center of Hutchison’s argument is the notion that all economic prop-

22 When asked a few years later by Frank Knight to state his philosophical starting point,
it is significant that Hutchison (1941, p. 735) mentioned the British empiricists as well
as Mach, Schlick, and Carnap in Vienna without, however, referring to Popper. For
a later treatment of methodological issues in economics by a philosopher of the social
sciences that is simply Hutchison in different language, see Kaufmann (1944, chap.
16); he too makes no mention of Popper.

83
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ositions can be exhaustively classified into either tautological propositions or
empirical ones, the former being those that do not forbid any conceivable state
of the world and the latter those that do forbid at least some conceivable states
(1938, p. 13). Whatever we may think of such a dichotomous classification
of scientific propositions — some modern philosophers have questioned this
positivist dogma that all statements can be neatly divided into logically nec-
essary, ‘‘analytic’’ propositions and logically indeterminate, ‘‘synthetic’’ ones
(Nagel, 1961, p. 371) — the fact remains that Hutchison tended to characterize
most economic propositions as tautologies. In so doing, he blurred the vital
distinction in economics between assertions that are simply disguised defini-
tions and assertions that, while testable in principle, are so stated as to delib-
erately defy practical testing.

For example, metaphysical, ‘‘hard core’’ propositions in economics, such
as the belief that the price system invariably acts to harmonize the interests of
all economic agents or that all economic agents always act rationally in their
own interests, are indeed assertions about the real world but are nevertheless
irrefutable even in principle because they do not appear to forbid any events
from occurring. Similarly, Hutchison dismissed economic propositions with
unspecified ceteris paribus clauses as tautologies (1938, p. 42), whereas in
fact they are simply untestable empirical assertions about the real world. Con-
sider the two statements: the imposition of a tax on cigarettes will, ceferis
paribus, raise their price, and the imposition of a tax on cigarettes will, ceteris
paribus, lower their price; they cannot both be tautologies because they are
actually incompatible with each other. As they stand, both are ‘‘synthetic’’
propositions about reality and yet neither is testable even in principle because
the cetera are not enumerated. Thus, if a statement is in principle falsifiable,
it does forbid some conceivable event or set of events. But the obverse does
not hold: a statement may forbid some conceivable set of events and yet be
irrefutable even in principle, as indeed are all tendency statements with un-
specified ceteris paribus clauses.

This criticism of Hutchison originates with Klappholz and Agassi (1967).
Instead of Hutchison’s two-way classification into analytic-tautological prop-
ositions and synthetic-empirical ones, consigning most economic concepts to
the former category, Klappholz and Agassi propose a three-way classification
into (1) analytic-tautological propositions, (2) synthetic-empirical proposi-
tions that are nevertheless untestable even in principle, and (3) synthetic-
empirical propositions that are testable at least in principle, with the con-
sequence of reducing the number of economic concepts that fall into the
first category and increasing the number that fall into the second. Hutchison,
they contend, frequently criticizes economists for expressing tautologies
when in fact they are pronouncing untestable empirical assertions: ‘‘From



Ultraempiricism? 85

his surveys of economic theory one gets the impression that most economic
theorists of his day uttered almost nothing but tautologies, although his
book appeared two years after Keynes’s General Theory. Yet Keynes was
undoubtedly concerned with empirical issues’’ (Klappholz and Agassi, 1967,
p. 28).%

Hutchison’s principal methodological prescription is that scientific eco-
nomic inquiries should be confined to empirically testable statements. Unfor-
tunately, he is rather vague about the question of whether the requirement of
testability refers to the assumptions or to the predictions of economic theory.
On balance, he seems to emphasize the testing of postulates, or what we now
call assumptions, as suggested in the very title of his book, and this impres-
sion is strengthened by his response to Fritz Machlup’s subsequent accusation
of ultraempiricism: Machlup (1978, pp. 143—4) cites Hutchison as a prime
example of an ultraempiricist, meaning one who would *‘insist on indepen-
dent verification of all assumptions by objective data obtained through sense
observation,”’ thus proposing ‘‘a program that begins with facts rather than
assumptions.”’ Hutchison (1956) denies the charge of ultraempiricism and has
no difficulty in showing that many of the statements in his book about the
importance of testability referred, not to the assumptions, but to ‘‘the finished
propositions’’ of economics.

Nevertheless, the burden of the book suggests otherwise and even the re-
joinder to Machlup, written almost twenty years after the book, contains hints
of Hutchison’s long-standing conviction that empirical work in economics is
just as usefully applied to the assumptions as to the predictions of theory.
Thus, Machlup argues that the direct testing of such fundamental assumptions
as utility maximization on the part of households and profit maximization on
the part of business firms by, say, the interrogation of large numbers of con-
sumers and entrepreneurs is ‘‘gratuitous, if not misleading’’; to this remark
Hutchison (1956, p. 48) replies: ‘‘it does not matter in principle whether the
specification of the conditions of a test of this fundamental assumption [of
rationality] is obtained ‘directly’ and ‘independently’, or by working back
‘indirectly’ from the specified tests of the conclusions to the assumptions from
which the conclusions are deduced.”” Actually, it matters a great deal and it
matters ‘‘in principle’’: it is precisely on this issue that Hutchison parts com-
pany with Machlup and, as we shall see, with Friedman’s influential 1953

2 Hutchison was quite right in arguing that economists did (and do) protect substantive
empirical propositions by presenting them as if they were tautologies and definitions;
contrariwise, they sometimes manage miraculously to extract substantive economic
insights from what are in fact tautological identities (see Leontief, 1950; Klappholz
and Mishan, 1962; also Hutchison, 1960; Klappholz and Agassi, 1960; Hutchison,
1966; Latsis, 1972, pp. 239-41; Rosenberg, 1976, pp. 152-5).
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‘‘Essay on the Methodology of Positive Economics.”” Machlup is not far wrong
in labeling the Hutchison of 1956 and even more the Hutchison of 1938 as a
“‘reluctant ultra-empiricist’” (Machlup, 1978, pp. 493-503).

Apriorism once again

If we are to do historical justice to Hutchison’s book, however, we
need to remind ourselves once again of the strength of apriorism in the 1930s,
namely, the methodological view that economics is essentially a system of
pure deductions from a series of postulates derived from inner experience,
which are not themselves open to external verification. Thus, the publication
of Hutchison’s book was greeted by a wild and confusing essay-length review
by Frank Knight, expressing profound irritation with what he took to be
Hutchison’s ‘‘positivism,”” denying that truth in economics is anything like
truth in the natural sciences, affirming the Verstehen doctrine in economics,?*
and concluding: ‘It is not possible to ‘verify’ any proposition about ‘econom-
ics’ behaviour by any ‘empirical’ procedure, if the key words of this statement
are defined as they must be defined to be used with relevance and precision”’
(Knight, 1956, p. 163; also pp. 164, 168). When Hutchison (1941) restated
his position, Knight came back with the categorical denial that propositions
about economic behavior can be empirically tested because economic behav-
ior is goal-directed and, therefore, depends for its meaning on our intuitive
knowledge of its purposive character:

My point was and is that the categorical contrast drawn by Mr. Hutchison, and so
many others [?], between propositions which can be tested and the ‘‘value conceptions
of common sense”’, and the insistence that only propositions of the former character
are admissible in economic theory, is a false pretense and must simply be abandoned.
The testable facts are not really economics . . . This inability to test may or may not
be regarded as ‘‘too bad’’; anyhow, it is the truth [Knight, 1941, p. 753; see also
Latsis, 1972, pp. 235-6].

It is curious that Knight, who in the early 1930s had become one of the
principal opponents of the Austrian theory of capital, should have continued

24 Similarly, Machlup (1978, pp. 152-3), in attacking Hutchison’s ultraempiricism, de-
clares: ‘“This, indeed, is the essential difference between the natural and the social
sciences: that in the latter the facts, the data of ‘observation,’ are themselves results
of interpretations of human actions by human actors. And this imposes on the social
sciences a requirement which does not exist in the natural sciences: that all types of
action that are used in the abstract models constructed for purposes of analysis be
‘understandable’ to most of us in the sense that we could conceive of sensible men
acting (sometimes at least) in the way postulated by the ideal type in question.”
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throughout his life to take his methodological views straight from Mises and
company (see Gonce, 1972; Hirsch and Hirsch, 1976, pp. 61-5).

It remains only to say that Hutchison in recent years has continued to insist
on the relevance of Popper’s methodological prescriptions for economics, while
conceding that the advocacy of methodological monism is apt to be almost as
dangerous as the methodological dualism favored by advocates of Verstehen
doctrine.

Regarding the views expressed in that earlier essay [The Significance and Basic Pos-
tulates of Economic Theory], I would still support for economics the criterion of test-
ability and falsifiability. However, though this earlier essay could be claimed to have
been, in many ways, a sceptical work by the standards of 1938, its optimistic ‘‘natu-
ralism’’ seems now indefensible: that is, its suggestions that the ‘‘social sciences’”
could and would develop in the same manner as physics and the natural sciences . . .
It seems highly misleading to insist on certain general similarities between the natural
and social sciences (although such general similarities certainly exist), and to assert
that the differences are only ones “‘of degree,”” without making it clear how important
in practice these differences are [Hutchison, 1977, p. 151; see also pp. 57, 59-60;
and Hutchison, 1938, pp. vii-x].?

Operationalism

In the same year that Ayer popularized logical positivism in Lan-
guage, Truth, and Logic, Percy Bridgman reaffirmed the methodology of
operationalism in The Nature of Physical Theory (1936). A year later, Paul
Samuelson began writing his Ph.D. thesis on the Foundations of Economic
Analysis, which carried the subtitle The Operational Significance of Economic
Theory. The thesis was finally published in 1948 and was immediately rec-
ognized as a major landmark in economic theory, not so much because of its
methodology, but because of its demonstration that the standard assumptions
of constrained maximization are not sufficient to derive most economic pre-
dictions: the method of comparative statics is empty unless a corresponding
dynamic system is specified and shown to be stable — this is the so-called
correspondence principle (Samuelson, 1948, pp. 262, 284).

One of the central purposes of his book, Samuelson declares, is to derive
‘‘operationally meaningful theorems’’ in economics: ‘‘By a meaningful theo-
rem I mean simply a hypothesis about empirical data which could conceivably
be refuted if only under ideal conditions’’ (p. 4; also pp. 84, 91-2, 172, 220-
1, 257). Ironically enough, however, this is not operationalism as that term is
usually understood. The methodology of operationalism, as laid down by
Bridgman, is fundamentally concerned with the construction of certain cor-

% For a review of Hutchison’s entire career as a methodologist, see Coats (1983).
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respondence rules that are supposed to connect the abstract concepts of a
scientific theory to the experimental operations of physical measurement. What
Samuelson’s definition of operationally meaningful theorems amounts to,
however, is Popperian falsificationism expressed in the language of the Vi-
enna circle.

Samuelson goes on to draw a fundamental distinction in comparative static
reasoning between what has since come to be called the quantitative calculus
and the qualitative calculus. It is rarely possible in economics to specify the
magnitude of the change in the endogenous variables that results from a change
in one or more exogenous variables, but we must insist as a minimum require-
ment, Samuelson argues, that we can determine the algebraic sign of the
change: ‘“The usefulness of our theory emerges from the fact that by our
analysis we are often able to determine the nature of the changes in our un-
known variables resulting from a designated change in one or more parame-
ters. In fact, our theory is meaningless in the operational sense unless it does
imply some restrictions upon observable quantities, by which it could con-
ceivably be refuted’’ (p. 7; also pp. 19, 21, 24ff, 257, 350-1). By applying
the criterion of the qualitative calculus to some of the main pillars of received
theory, Samuelson concludes that there is little empirical content in the mod-
ern theory of consumer behavior (pp. 90, 92, 97-8, 117, 172), and he is
equally skeptical about the principal tenets of the ‘‘new welfare economics’”
which purport to make meaningful statements about welfare without resorting
to comparisons between individuals (pp. 244, 249).

The notion of an operationalist research program in economics has been
consistently ridiculed by Machlup. Reading Bridgman uncharitably (and
probably unfairly), Machlup interprets operationalism as ruling out all mental
constructs in theory formation, after which it is easy to show that this is
tantamount to eliminating all mathematical formulations of a theory. If, on
the other hand, we admit such mental operations as mathematical functions,
Machlup argues, the methodological force of operationalism is fatally com-
promised: theories made up only of operational concepts measurable in phys-
ical terms would amount to nothing more than lower-level generalizations
about empirical regularities (Machlup, 1978, chap. 6, especially pp. 179-
83). This is so obvious that it would hardly be worth saying were it not for
the emotive impact of the adjective in the expression ‘‘operational theory,”’
which, in Samuelson at any rate, is employed as a synonym for ‘‘empirical.”’
Machlup (1963, pp. 56—7) even goes so far as to deny that the concept of
equilibrium is deserving of the description ‘‘operational’” — ‘‘Equilibrium as
a tool for theoretical analysis is not an operational concept; and attempts to
develop operational counterparts to the construct have not been successful’’
— which seems to miss the significance of the qualitative calculus. The idea
of equilibrium is, surely, nothing more than the prediction that the real-world
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observable counterparts of the endogenous variables of economic models will
remain constant so long as the real-world counterparts of the exogenous vari-
ables remain constant (Finger, 1971). In short, an operational theory is simply
a falsifiable one. Without mentioning the name of Samuelson, Machlup him-
self seems to imply as much when he says:

It is not easy to know what the economists who have used the phrase ‘‘operational
theory’’ really meant by this designation. They have not furnished any illustrations or
examples for their designation . . . What the economists could have meant when they
called for ‘‘operational theory”’ is . . . that a theory ought to have sufficient links with
the practical domain, with data of observation. Links are ‘‘sufficient’’ if they allow us
. . . to subject the theoretical system to occasional verification against empirical evi-
dence [1963, p. 66).

Precisely!

Donald Gordon (1955) makes a more promising effort to pin down the
meaning of operationalism in economics. He begins very much in the manner
of Bridgman by defining an operational proposition as one that states or im-
plies an operation that could in principle be performed, the results of which
would constitute a test of the proposition. But he allows the *‘operation’” of
introspection in addition to the physical operations of recording, compiling,
and computing (1968, pp. 48-9) — just as Bridgman allowed pencil-and-
paper thought experiments — as a result of which his definition of operation-
alism is almost indistinguishable from Popper’s definition of falsifiability. He
then applies the correspondence principle to reinterpret Samuelson’s defini-
tion of operationally meaningful theorems: if a functional relationship among
observable variables is to have operational significance, the function must be
shown to be dynamically stable, that is, any departure from the equilibrium
solution of the endogenous variables motivates behavior that impels a return
to the original equilibrium solution; the test of the stability of a function is the
applicability of the qualitative calculus, implying in turn that the associated
ceteris paribus clause is subject to definite restrictions.

Thus, in the usual interpretation of ordinary demand curves, where we hold
constant the tastes of buyers as well as their incomes and the prices of closely
related commodities, the given incomes and prices are the cetera that restrict
the demand curve to certain empirically observable situations, whereas the
assumption of given tastes is an empirical hypothesis that the demand does
not shift, or shifts little, over the period of observation. It follows that, in
principle, there is no valid distinction between the quantitative and the qual-
itative calculus. If we can make qualitative predictions about the demand for
a product, it must be because its demand curve stays put over the period of
observation, in which case we may perhaps be able to predict its quantitative
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slope and elasticity. On the other hand, if we cannot make quantitative pre-
dictions about demand because the demand curve has shifted, we also cannot
derive qualitative predictions about the variations in demand. In practice,
however, the distinction between the quantitative calculus and qualitative cal-
culus is vital to the requirement of operational significance, or, as I would
prefer to say, to the requirement of falsifiability (Gordon, 1955, pp. 50-1).

The important principle that seems to be established by this argument is
that we can infer the existence of something like a well-defined, negatively
inclined demand function for butter (1) if we can correctly predict the alge-
braic sign of the change in the quantity of butter demanded consequent upon
a change in its price, and (2) if we can safely assume with the aid of the
correspondence principle that the butter market is dynamically stable. In the
Foundations, Samuelson frequently relies on casual empiricism to satisfy
condition (2), thus letting condition (1) do all the work in obtaining opera-
tionally meaningful theorems. To illustrate the point, consider the well-known
argument by which some teachers of first-year economics ‘‘prove’’ the prop-
osition that the marginal propensity to consume in a Keynesian macroeco-
nomic model must be less than unity: if it were equal to or greater than unity,
it follows by the definition of terms that the Keynesian multiplier would be
infinite, in which case the model would display the dynamic characteristic of
explosive instability; but the real world displays no such explosive instability;
therefore, the marginal propensity to consume must have a value of less than
unity. Q.E.D. Replying to Gordon in reference to all such arguments, Sam-
uelson (1966, pp. 1769-70) draws back from some of his earlier optimism in
the Foundations. The correspondence principle, he explains, is at best a heu-
ristic device and ‘‘In Foundations . . . , 1 stepped forward as a man of the
world and casual empiricist and stated my opinion that the hypothesis of dy-
namical stability was a ‘realistic’ one to make. I am no longer so sure of this
. . . your theoretical model or system will always be an idealized representa-
tion of the real world with many variables ignored; it may be precisely the
ignored variables that keep the real world stable.”’

The qualitative calculus and the correspondence principle have been further
developed and put to subsequent use in the testing of economic theories (e.g.,
Archibald, 1961; 1965; Lancaster, 1962, 1966a), but to say more of this now
is to run ahead of our story. At this point, we must turn to the centerpiece of
postwar economic methodology, the one essay on methodological questions
that virtually every modern economist has read at some stage in his or her
career: Milton Friedman’s ‘‘Essay on the Methodology of Positive Econom-
ics’’ (1953). Its central thesis that economists should not bother to make their
assumptions ‘realistic’’ aroused a storm of controversy that took almost a
decade to die down,? and so subtle is Friedman’s argument that even now it

26 So famous is Friedman’s thesis that it has even become the subject of widely dissem-
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is difficult to find two economists who will agree on precisely what it was that
Friedman said. In part, this is because the essay pursues two quite different
theses, which are presented as if one were the corollary of the other, though
they actually have very little to do with each other.

The irrelevance-of-assumptions thesis

Friedman opens his essay by setting out the old Senior—Cairnes—
Keynes distinction between normative and positive economics, after which
he asserts the essential methodological unity of all the physical and social
sciences, including economics in its positive part. There follows a statement
of the nature of that unified methodology (despite the Popperian ring of the
passage, it makes no explicit reference to Popper, or, for that matter, to any
other philosopher of science):

Viewed as a body of substantive hypotheses, theory is to be judged by its predictive
power for the class of phenomena which it is intended to ‘‘explain.”” Only factual
evidence can show whether it is ‘‘right’’ or ‘‘wrong’’ or, better, tentatively ‘‘ac-
cepted”’ as valid or ‘‘rejected.”” As I shall argue at greater length below, the only
relevant test of the validity of a hypothesis [notice that ‘‘only’’] is comparison of its
predictions with experience. The hypothesis is rejected if its predictions are contra-
dicted (“‘frequently’’ or more often than predictions from an alternative hypothesis);
it is accepted if its predictions are not contradicted; great confidence is attached to it if
it has survived many opportunities for contradictions. Factual evidence can never
“‘prove’” a hypothesis; it can only fail to disprove it, which is what we generally mean
when we say, somewhat inexactly, that the hypothesis has been ‘‘confirmed’” by ex-
perience [Friedman, 1953, pp. 8-9].

From here, Friedman moves swiftly to his main target, namely, the notion
that conformity of the assumptions of a theory with reality provides a test of
validity different from, or additional to, the test of its predictions. This widely
held view, he writes, ‘‘is fundamentally wrong and productive of much mis-
chief”’ (p. 14). Not only is it unnecessary for assumptions to be realistic, it is
a positive advantage if they are not: ‘‘to be important . . . a hypothesis must
be descriptively false in its assumptions’’ (p. 14). This flamboyant exaggera-
tion is what Samuelson later christened *‘the extreme version of the F-twist.”’

It is far from clear, as many commentators have noted (Rotwein, 1959, pp.

inated jokes. O’Brien (1974, p. 3) says that students at Belfast University told him
the following story (I heard the same story told at a party of economists in Bangkok
four years earlier): ‘‘An economist, an engineer and a chemist were stranded together
on a desert island with a large tin of ham but no tin-opener. After various unsuccessful
exercises in applied science by the engineer and the chemist aimed at opening the tin,
they turned in irritation to the economist who all the while had been wearing a superior
smile. ‘What would you do?’, they asked. ‘Let us assume we have a tin-opener’,
came the unruffled reply.”
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564-5; Melitz, 1965, pp. 40-1; Nagel, 1961, pp. 42—-4, 1968), what is meant
by “‘realism’’ of assumptions. The assumptions of economic theory are some-
times said to be ‘‘unrealistic’’ in the sense of being abstract. As we have just
seen, this is certainly one of Friedman’s meanings: ‘‘realistic’’ assumptions
are descriptively accurate in the sense that they take account of all the relevant
background variables and refuse to leave any of them out. Friedman has of
course no difficulty in showing that absolutely any theory that is not an exact
replica of reality idealizes the behavior of economic actors and oversimplifies
the assumed initial conditions and hence is descriptively inaccurate. Like-
wise, he also has no difficulty in showing that if simplicity is a desirable
criterion of good theory, all good theories idealize and oversimplify outra-
geously.

But there is another sense in which the assumptions of theories in a social
science like economics may be said to be ‘‘realistic,”’ namely, whether they
ascribe motives to economic actors that we, fellow human beings, find com-
prehensible. Verstehen doctrine tells us that this is a desideratum of adequate
theorizing in the social sciences. Friedman in later portions of his essay leans
heavily on this interpretation of the phrase ‘‘realism of assumptions,’’ and he
rejects it as categorically as he does the interpretation of descriptive accuracy:
whether businessmen testify that they strive to maximize returns, or even
whether they recognize the meaningfulness of the question being put to them,
is no test of the ‘‘realism’’ of what he calls ‘‘the maximization-of-returns
hypothesis’’ because a Darwinian process of competitive rivalry guarantees
that only those who actually maximize will survive. Under a wide range of
circumstances, he writes, ‘‘individuals behave as-if they were seeking ration-
ally to maximize their expected returns . . . and had full knowledge of the
data needed to succeed in this attempt’’ (p. 21). We may now rephrase Fried-
man to read: ‘‘to be important . . . a hypothesis must be descriptively false
in its assumptions’’ in the sense of imputing as-if motives to economic actors
that they could not possibly hold consciously (like assuming that billiard play-
ers calculate the angle and momentum of billiard balls every time they drive
a ball into a pocket); all that matters is whether the theory grounded on as-if
motives has predictive value. This is about as radical a rejection of Verstehen
doctrine as we could ask for and is tantamount to the methodology of instru-
mentalism: theories are only instruments for making predictions or, better
still, inference tickets that warrant the predictions that we make (Coddington
1972, pp. 12-13). Thus, the as-if formulation of economic hypotheses not
only refuses to offer any causal mechanism linking business behavior to the
maximization of returns; it positively rules out the possibility of such an ex-
planation.

But there is still a third sense in which the assumptions of theories may be
said to be ‘‘unrealistic,”’ and it is perhaps this interpretation that most of
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Friedman’s critics have had in mind. It is the case where the assumptions are
believed to be either false or highly improbable in the light of directly per-
ceived evidence about economic behavior (for example, when business firms
are observed to commit themselves to a fixed rule-of-thumb for pricing their
products irrespective of economic circumstances). However, while continu-
ing to deny the need to test assumptions directly, Friedman does allow for
““The Use of ‘Assumptions’ as an Indirect Test of a Theory,”” to cite the
heading of an important but frequently overlooked section of his essay (pp.
26-30). That is to say, the assumptions of one theory regarded as false on
grounds of casual empiricism may figure as the implications of a wider theory
whose consequences can be or have been tested, in which case these assump-
tions may be shown to be false in a particular domain but not in another.

This raises an important methodological point about the role of assumptions
in theorizing: it is, among other things, to specify the range of the intended
applications of a theory. As Friedman aptly observes: ‘‘the entirely valid use
of ‘assumptions’ in specifying the circumstances for which a theory holds is
frequently, and erroneously, interpreted to mean that the assumptions can be
used to determine the circumstances for which a theory holds’’ (p. 19). In
other words, we should not inspect the assumptions of the theory of perfect
competition to see whether it can be applied to the cigarette industry, because
if the theory is properly formulated, the circumstances under which it applies
are specified as among its essential components; we know before we begin
that the theory of perfect competition cannot apply to the highly concentrated
cigarette industry. Once we eliminate any reference to a theory’s domain of
application, we render it untestable because every refutation can be countered
by the argument that it has been incorrectly applied. But, having introduced
this important methodological clarification, Friedman immediately spoils the
point by allowing the theory of perfect competition to apply to any firm what-
soever, depending on circumstances: ‘‘there is no inconsistency in regarding
the same firm as if it were a perfect competitor for one problem and a monop-
olist for another’’ (p. 36; also p. 42). In other words, he reverts once again to
an extreme instrumentalist interpretation of economic theories.?’

27 We must, surely, agree with Archibald (1963, pp. 69—70) when he conjectures, sup-
pose ‘‘we can successfully predict some of the behaviour of an economic unity from
theory A and some from theory B; where A is right B would be wrong, and vice
versa. One way of interpreting the situation is: ‘different theories for different prob-
lems’. Another is: ‘A and B are both refuted’. How do we now proceed? My view is
that the correct predictions of both A and B constitute part of our stock of useful
knowledge, available for what I call engineering purposes, but that both A and B are,
as scientific hypotheses, refuted. We might now endeavour to construct a more gen-
eral theory, incorporating A and B. Part of such a theory would be the specification
of the circumstances in which each subtheory would hold. Such a theory would be
susceptible of refutation, since the specification might be wrong. In the case of the
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Having distinguished the three senses in which assumptions may be said to
be realistic or unrealistic, it must be added that Friedman considerably aggra-
vates the problem of gauging his meaning by writing throughout his essay
about ‘‘assumptions’’ in quotation marks without the slightest regard for the
different logical status of various kinds of assumptions. He does not even
explicitly distinguish between initial conditions, auxiliary hypotheses, and
boundary conditions. As Archibald (1959a, pp. 64-5) has pointed out, as-
sumptions in economics may refer to (1) statements of motivation such as
utility and profit maximization; (2) statements of overt behavior of economic
agents; (3) statements of the existence and stability of certain functional rela-
tionships; (4) restrictions on the range of variables to be taken into account;
and (5) boundary conditions under which the theory is held to apply. The
issue of realism of assumptions is clearly very different for each of these five
assumptions.

Likewise, Melitz (1965, p. 42) distinguishes between ‘‘auxiliary’’ assump-
tions, which are used in conjunction with a theoretical hypothesis in order to
deduce its logical consequences, and ‘‘generative’’ assumptions, which serve
to derive the hypothesis itself. Despite the fact that every assumption may
serve in either capacity, depending on the particular prediction in question,
some frequently employed assumptions in economics usually function in one
role rather than the other: ceteris paribus is typically an auxiliary assumption,
whereas profit maximization is typically a generative assumption. Although
the “‘realism’’ of both kinds of assumptions may be relevant, a discrepancy
between the auxiliary assumptions and reality is more serious for the test of a
theory than the lack of ‘‘realism’’ of the generative assumptions since the
latter are usually capable of a number of alternative interpretations. Suffice it
to say that the entire thesis of the irrelevance of assumptions has been bedev-
iled from the outset by the indiscriminate use of the term assumptions.

Machlup, coming to Friedman’s rescue, distinguishes a whole class of as-
sumptions, postulates, or fundamental hypotheses: ‘‘ ‘heuristic principles’
(because they serve as useful guides in the analysis), ‘basic postulates’ (be-
cause they are not challenged for the time being), ‘useful fictions’ (because
they need not conform to the ‘facts’ but only be useful in ‘as-if > reasoning),
‘procedural rules’ (because they are resolutions about the analytical proce-
dures to be followed), ‘definitions assumptions’ because they are treated like
purely analytical conventions)’’ (Machlup, 1978, p. 145; see also Musgrave,
1981). In any theory, these types of fundamental assumptions have to be
supplemented by what he calls ‘‘assumed conditions,’’ that is, initial condi-
tions specified as to type of case, type of setting, and type of economy to

monopoly-competition mixture my complaint is precisely that it is an ad hoc mixture

and not a general theory which includes the appropriate specification, and it is there-
fore nor susceptible of refutation.’’
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which the theory is to be applied and from which a deduced outcome is to be
inferred for purposes of testing (pp. 148—50). He agrees that to verify a theory
(he always speaks of verification rather than falsification), the *‘assumed con-
ditions’’> must correspond to observable situations, but he exempts all the
fundamental assumptions from such scrutiny. That consumers are able to rank
their preferences in a consistent order and that entrepreneurs prefer more profit
to less if each is equally risky are fundamental assumptions ‘‘which, though
empirically meaningful, require no independent empirical tests’” (p. 147).
Not only are such direct, independent tests ‘‘gratuitous,”’ Machlup adds, they
are even ‘‘misleading’’ because ‘‘the fundamental assumption [of maximiza-
tion] may be understood as an idealization with constructs so far removed
from operational concepts that contradiction by testimony is ruled out” (p.
147). That does not mean that it is inviolate, he grants, because it may be
rejected together with the theoretical system of which it is a part, if and when
a more satisfactory system is available.

In short, Machlup takes the view that a theory is never wholly discredited,
even in contexts where its fundamental assumptions are known to be false,
unless a better theory can be and perhaps has been offered. He concedes that
the assumption of consistent utility-maximizing and profit-maximizing behav-
ior are contrary to fact for some consumers and entrepreneurs (p. 498). The
problem as he sees it is that we cannot know how significant deviations from,
say, profit-maximizing conduct are except in the context of specific predic-
tions. Therefore, we ought ‘to accept maximizing conduct as a heuristic pos-
tulate and to bear in mind that the deduced consequences may sometimes be
considerably out of line with observed data. We can, to repeat, test empiri-
cally whether the outcome of people’s actions is most of the time reasonably
close to what one would expect if people always acted as they are unrealisti-
cally assumed to act’’ (p. 498).28 This divides the methodological arena, ac-
cording to Machlup, between extreme apriorists such as Mises, Knight, and
Robbins at one end and ultraempiricists such as Hutchison at the other end,
with the middle ground between these two extremes occupied by Zeuthen,
Samuelson, Lange, Friedman, and presumably himself: ‘‘none of them holds
that no conceivable kind of experience could ever cause him to give up his

28 Similarly, Bear and Orr (1967, p. 195), without endorsing the irrelevance-of-assump-
tions thesis, argue that assumptions are difficult to test in economics and hence it is
legitimate, as a second-best approach, to treat assumptions that do not flatly contradict
anything observable as correct and to proceed directly to a test of predictions. ‘It is
wrong categorically,”’ they say, ‘‘to disregard predictions from a perfectly competi-
tive model on the ground that any of the four or five inadequately rationalized inter-
mediate textbook conditions of perfect competition do not hold. Such a rejection is
erroneous because of the difficulty in establishing how widely or how significantly the
actual situation varies from the perfect competition ideal, or, indeed of establishing
what an appropriate ideal of perfect competition may be.”’
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theory, and none of them wants his fundamental assumptions empirically tested
independently of the propositions with which they are combined when the
theory is applied’” (p. 495).

The big bad wolf, therefore, is he who insists on the direct verification of
fundamental assumptions as the critical test of the validity of a theory in
advance of, or independently from, a test of its predictions. But was there
ever such a bad wolf? What the critics of Friedman have argued is (1) that
accurate predictions are not the only relevant test of the validity of a theory
and that if they were, it would be impossible to distinguish between genuine
and spurious correlations; (2) that direct evidence about assumptions is not
necessarily more difficult to obtain than data about market behavior used to
test predictions or, rather, that the results of examining assumptions are not
any more ambiguous than the results of testing predictions; (3) that the at-
tempt to test assumptions may yield important insights that help us to interpret
the results of predictive tests; and (4) that if predictive testing of theories with
patently counterfactual assumptions is indeed all that we can hope for, we
ought to demand that our theories be put to extremely severe tests.?

To underline points (2) and (3), let us spend a moment on what is meant
by a ‘‘test’’ of assumptions. Now, it may be agreed that any attempt to inter-
rogate businessmen as to whether they seek to maximize profits, or to equate
marginal revenue and marginal costs, or to discount the returns from a capital
project at the cost of capital to the firm, is bound to produce ambiguous an-
swers whose interpretation will usually beg the very same question that is
being investigated. But other inquiries are possible: not ‘‘what are the objec-
tives of the firm?*’ but ‘‘what are the bits of information that are collected
before making strategic decisions?”’ or ‘‘how are such decisions actually made
and how are conflicts within the firm about strategic output and investment
decisions actually resolved?’’ The traditional theory of the firm treats the firm
as if it were a ‘‘black box’’ without explicating its internal decision-making
machinery. An inquiry that seeks to throw light on the nature of the ‘‘black
box’’ must, surely, illuminate the attempt to test the predictions of the black-
box theory of business behavior and, in any case, without such an inquiry the
predictions of the theory are almost as difficult to test as are the assumptions.

Amazingly enough, Friedman actually concedes this argument: asking
businessmen what they do and why they do it, he notes at one point in his

2 See Koopmans, 1957, p. 140; Archibald, 1959a, pp. 61-9; Rotwein, 1959, p. 556,
1973, pp. 373-4; Winter, 1962, p. 233; Cyert and Grunberg, 1963, pp. 302-8; Mel-
itz, 1965, p. 39; De Alessi, 1965; Klappholz and Agassi, 1967, pp. 29-33; Rivett,
1970, p. 137; McClelland, 1975, pp. 136-9; Coddington, 1976a; Rosenberg, 1976,
pp- 155-70; Naughton, 1978; in defense, see Machlup, 1978, p. 153n; Pope and
Pope, 1972 a, 1972b. For a survey of some of Friedman’s critics, see Boland (1979),
which however gives the critics too little credit.
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essay, is ‘‘almost entirely useless as a means of testing the validity of eco-
nomic hypotheses,’’ although it may be useful in ‘‘suggesting leads to follow
in accounting for divergences between predicted and observed results’
(Friedman, 1953, p. 31n). So, apparently, the testing of motivational assump-
tions has some limited role to play in validating theories, point (1), and,
furthermore, it may prove productive in interpreting the results of predictive
tests, point (3), from which we may therefore infer point (2). Indeed, reread-
ing Friedman’s essay we are struck by the fact that he is careful never to say
that the realism of assumptions is irrelevant without preceding it by the
adverb largely. In other words, he avoids the extreme versions of the
irrelevance-of-assumptions thesis, or what Samuelson has dubbed the F-twist.

The F-twist
The debate surrounding Friedman’s essay was considerably confused
by Samuelson’s attempt to reduce Friedman’s argument to the ‘‘basic version
of the F-twist,”” in the course of which he dropped his earlier advocacy of
‘“‘operationalism’’ and instead opted for the methodology of ‘‘descriptivism,”’
which left most of the combatants with the feeling that Friedman’s method-
ology might be objectionable but Samuelson’s new methodology was worse.
According to Samuelson, the F-twist comes in two versions: a basic ver-
sion, which asserts that the lack of realism of a theory’s assumptions is rele-
vant to its validity, and an extreme version, which ascribes positive merit to
unrealistic assumptions on the grounds that a significant theory will always
account for complex reality by something simpler than itself. Ignoring the
extreme version, he concentrates his attack on the basic F-twist:

. . is fundamentally wrong in thinking that unrealism in the sense of factual inaccu-
racy even to a tolerable degree of approximation is anything but a demerit for a theory
or hypothesis [1966, p. 1774].

. . . the doughnut of empirical correctness in a theory constitutes its worth, while
its hole of untruth constitutes its weakness. I regard it as a monstrous perversion of
science to claim that a theory is all the better for its shortcomings; and I notice that in
the luckier exact sciences, no one dreams of making such a claim [1972, p. 761].

But admitting that we ought to worry about factually inaccurate assumptions,
the real question is whether we should discard a theory merely because its
assumptions are known to be unrealistic. However, on that question Samuel-
son is silent. When we recall that even Friedman only asserted that unrealistic
assumptions are ‘‘largely’’ irrelevant for assessing the validity of a theory,
and adding the fact that many of the motivational assumptions of economic
theories involve directly unobservable variables, we are not actually any the
wiser as a result of Samuelson’s vehement condemnation of the F-twist.
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Samuelson goes so far as to supply a logical proof of the error of the
F-twist (1966, pp. 1775-6), but that proof presupposes a perfectly axioma-
tized ‘‘Euclidean’’ theory whose wholly deductive structure ensures that as-
sumptions, theoretical propositions, and the consequences of those proposi-
tions all mutually imply one another. In fact, most economic theories are not
completely axiomatized and do not possess a simple logical structure, which
is precisely why there is some point in distinguishing the assumptions of the-
ories from their implications (see De Alessi, 1971, pp. 868—9; Machlup, 1978,
p. 481; Pope and Pope, 1972b, p. 236; Wong, 1973, p. 321). Moreover, even
a completely axiomatized theory that is in principle decomposable into its
assumptions cannot be empirically tested unless it is supplemented by initial
conditions and more or less ‘‘realistic’’ auxiliary assumptions that provide
measurable proxies for the analytical variables that appear in the theory. Thus,
the Samuelson proof of the fallacy of the F-twist seems to have reference only
to the formal role of theory as an analytical filing system for organizing our
ideas about reality and not to the substantive role of theory as an ‘‘explana-
tion’” of reality (see McClelland, 1975, pp. 139-41; Rosenberg, 1976, pp.
170-2).

We would have thought that the weakest link in Friedman’s argument is
his commitment to the methodology of instrumentalism. Once theories are
seen as nothing but instruments for generating predictions, the thesis of the
irrelevance of assumptions is irresistible. ‘‘The only relevant test of the valid-
ity of a hypothesis,”” Friedman tells us, ‘‘is comparison of its predictions with
experience.”” But such a comparison may show that a particular theory pre-
dicts extremely accurately although the theory as such provides no explana-
tion, in the sense of a casual mechanism, to account for the prediction. Sci-
ence, it might be argued, ought to do better than merely predict accurately.
But instead of questioning Friedman’s implicit recourse to the symmetry the-
sis, Samuelson himself invokes the symmetry thesis by opting for the meth-
odology of descriptivism:

A Gallup poll count of the mail would seem to show there is a widespread will to
disbelieve in my rather hardboiled insistence upon ‘‘theory’’ as (strategically simpli-
fied) description of observable and refutable empirical regularities . . . a description
(equational or otherwise) that works to describe well a wide range of observable reality
is all the ‘‘explanation’’ we can ever get (or need desire) here on earth . . . An expla-
nation, as used legitimately in science, is a better kind of description and not some-
thing that ultimately goes beyond description [Samuelson, 1972, pp. 765—6; also 1966,
p. 1778].

Apart from the fact that the methodology of descriptivism is a little old-fashioned
(Nagel, 1961, pp. 118-29), we wonder what is the purpose of this strenuous
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insistence that the answer to the question ‘‘why?’’ is always an answer to the
question ‘‘how?’’ In the final analysis, Samuelson is almost as defensive about
economics as is Friedman.

Instrumentalism is an excessively modest methodology, and so is descrip-
tivism, which is simply a poor man’s version of instrumentalism (Boland,
1970; Wong, 1973; Caldwell, 1980; but see Hammond, 1990). But apart from
excessive modesty, what is wrong with instrumentalism? Its weakness is that
of all black-box theorizing that makes predictions without being able to ex-
plain why the predictions work: the moment the predictions fail, the theory
has to be discarded in toto because it lacks an underlying structure of assump-
tions, an explanans that can be adjusted and improved to make better predic-
tions in the future. It is for this reason that scientists usually do worry when
the assumptions of their theories are blatantly unrealistic.

Both writers have been charged with saying the same thing in different
words. They have also been charged with failing to practice what they preach.
Machlup (1978, pp. 482—-3) refers to Samuelson’s international factor-price-
equalization theorem (see Chapter 11 below) to show that Samuelson is as
much an F-twister as Friedman, in the sense that he too infers apparently
significant real-world consequences from theoretical assumptions admitted to
be patently counterfactual. And Archibald (1961, 1963) has argued convinc-
ingly that Stigler and Friedman attack Chamberlin’s theory of monopolistic
competition, not on the grounds of its poor predictive record, but on grounds
of consistency, simplicity, relevance, etcetera, that is, on the basis of the
theory’s assumptions rather than its predictions. But waiving such debating
points, what is striking is that Friedman, Machlup, and Samuelson, each in
their own way, adopt what we have earlier called a defensive methodology
whose principal purpose seems to be to protect economics against the carping
criticism of unrealistic assumptions, on the one hand, and the strident demand
of severely tested predictions, on the other (Koopmans, 1957, pp. 141-2;
Latsis, 1976, p. 10; Diesing, 1985). We have dealt with the first half of this
defense, but we have as yet said nothing about the second half.

The Darwinian survival mechanism

Fritz Machlup, while urging the importance of empirical research in
economics, is nevertheless keen to underline the inconclusiveness of all tests
of economic hypotheses. We have already noted that he prefers the language
of verification to that of falsification, but he is perfectly aware of the Popper-
ian argument that verified theories are simply those that have so far resisted
falsification: ‘‘testing an empirical hypothesis results either in its disconfir-
mation or its non-disconfirmation, never in its definitive confirmation’’
(Machlup, 1978, p. 140). With the aid of this terminological clarification, we
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can now consider his skepticism about empirical testing in a field like eco-
nomics:

Where the economist’s prediction is conditional, that is, based upon specified condi-
tions, but where it is not possible to check the fulfillment of all the conditions stipu-
lated, the underlying theory cannot be disconfirmed whatever the outcome observed.
Nor is it possible to disconfirm a theory where the prediction is made with a stated
probability value of less than 100 per cent; for if an event is predicted with, say, 70
per cent probability, any kind of outcome is consistent with the prediction. Only if the
same ‘‘case’’ were to occur hundreds of times could we verify the stated probability
by the frequency of “‘hits’’ and ‘‘misses.’’ This does not mean complete frustration of
all attempts to verify our economic theory. But it does mean that the tests of most of
our theories will be more nearly of the character of illustrations than of verifications
of the kind possible in relation with repeatable controlled experiments or with recur-
ring fully-identified situations. And this implies that our tests cannot be convincing
enough to compel acceptance, even when a majority of reasonable men in the field
should be prepared to accept them as conclusive, and to approve the theory so tested
as *‘not disconfirmed,’” that is, as *‘O.K.”” [p. 155].

This passage may be read as a perfectly valid criticism of ‘‘naive falsifica-
tionism,’’ restating the Duhem—Quine thesis, but it may also be read as a plea
for still more ‘‘sophisticated falsificationism’’: it is precisely because tests of
economic theories are ‘‘more nearly of the character of illustrations than of
verifications’’ that we need as many illustrations as possible. But that implies
that economists should concentrate their intellectual resources on the task of
producing well-specified falsifiable predictions, that is, assigning less priority
to such standard criteria of appraisal as simplicity, elegance, and generality,
and more priority to such criteria as predictability and empirical fruitfulness.
It is fairly clear from the drift of Machlup’s argument here and elsewhere,
however, that he would order his priorities precisely the other way round (see
Melitz, 1965, pp. 52-60; Rotwein, 1973, pp. 368—72). Throughout his long
career, in which he has returned repeatedly to the methodological problems
of economics, Machlup has been singularly ingenious in discounting all tests
of economic theories that critics have devised, but he has never stated what
evidence, if it materialized, he would be willing to regard as a refutation of,
say, the neoclassical theory of business behavior or the marginal productivity
theory of the demand for factors (e.g., Machlup, 1963, pp. 190, 207). There
is little point in commending empirical work, as he certainly does, if it never
really makes a difference to the beliefs one holds.>

30 Machlup (1978, p. 46) has recently described himself as ‘‘a conventionalist — in the
sense of one who accepts as meaningful and useful basic propositions that make no
assertions but are conventions (resolutions, postulates) with regard to analytic proce-
dure.”’
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Friedman’s attitude to empirical testing is somewhat different from that of
Machlup: although he agrees that ‘‘There is never certainty in science, and
the evidence for or against a hypothesis can never be assessed completely
‘objectively’ *’ (Friedman, 1953, p. 30), he is convinced that the neoclassical
research program has been frequently tested and, moreover, that it has passed
most of these tests with flying colors. First of all, he argues, as we have seen,
that competition represents a Darwinian process that produces exactly the
same results that would ensue if all consumers maximized their utility and all
business firms maximized their profits, as a result of which the neoclassical
model predicts correctly even though its assumptions may be counterfactual.
(The classic statement of this argument is by Armen Alchian, and we will
therefore label it the Alchian thesis.) Furthermore,

An even more important body of evidence for the maximization-of-returns hypothesis
is experience from countless applications of the hypothesis to specific problems and
the repeated failure of its implications to be contradicted. This evidence is extremely
hard to document: it is scattered in numerous memorandums, articles and monographs
concerned primarily with specific concrete problems rather than with submitting the
hypothesis to test. Yet the continued use and acceptance of the hypothesis over a long
period, and the failure of any coherent, self-consistent alternative to be developed and
widely accepted, is strong indirect testimony to its worth [pp. 22-3].

This is without doubt the most frustrating passage in Friedman’s entire
essay because it is unaccompanied by even a single instance of these ‘count-
less applications.”’ No doubt, when the price of strawberries rises during a
dry summer, when an oil crisis is accompanied by a sharp rise in the price of
oil, when stock market prices tumble after the threat of a switch to a hard
money policy, we may take comfort in the fact that the implications of the
maximization-of-returns hypothesis have once again failed to be refuted.
However, given the multiplicity of hypotheses that could account for the same
phenomena, we can never be sure that the repeated failure to produce such
refutations is not a sign of the reluctance of economists to develop and test
unorthodox hypotheses. It would be far more convincing to be told what eco-
nomic events are excluded by the maximization-of-returns hypothesis, or bet-
ter still, what events, if they occurred, would impel us to abandon the hypoth-
esis. As Archibald (1959a, p. 62) has justly remarked, the true purport of the
passage about ‘‘countless applications’’ is ‘‘to encourage complacency and to
discourage that sceptical re-examination of the allegedly obvious that is the
prerequisite of progress.’’ It suggests that Friedman, despite what he says
elsewhere, is not really interested in testing the maximization-of-returns hy-
pothesis and is instead seeking to confirm it. As we know, there is no hypoth-
esis so strange but that it is confirmed by evidence all around us. Besides, the
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age of a maintained hypothesis and the absence of a widely accepted rival do
not provide ‘‘strong indirect testimony to its worth,”’ to quote Friedman’s
own words; every fallacious doctrine that was ever held has been defended on
such grounds.

There remains what I have labeled the Alchian thesis, that is, the notion
that all motivational assumptions in microeconomics may be construed as as-
if statements. This may be viewed as a knockdown version of the irrelevance-
of-assumptions thesis — it is pointless to debate the realism of as-if assump-
tions because such assumptions are by definition neither true nor false — or
else as a radical reinterpretation of the maximization-of-returns hypothesis
that in effect shifts the locus of rational action from the individual to the social
plane. By leaning heavily on the Alchian thesis, Friedman is in fact repudiat-
ing the methodological individualism that is commonly held to be embedded
in the neoclassical approach to economic questions: instead of deriving testa-
ble predictions in-the-large from the rational action of individual agents in-
the-small, the predictions of microeconomics are instead derived from a new
kind of causal mechanism, namely, a dynamic selection process that rewards
those businessmen who for whatever reasons act as if they were rational max-
imizers, while penalizing those who act in some other way by bankruptcy.
This is not a behaviorist reinterpretation of traditional theory but rather a new
theory. It is what I earlier referred to as Friedman’s second methodological
thesis whose theoretical implications are so far-reaching that it is amazing
how widely it has been accepted and how little its special features have been
noticed (but see Koopmans, 1957, pp. 140—1; Archibald, 1959a, pp. 61-3;
Winter, 1962; Diesing, 1971, pp. 59—60, 299-303; Nelson and Winter, 1982,
pp. 139-44.)3!

The reference to a dynamic selection process shows immediately what is
wrong with the appeal to the Alchian thesis: traditional microeconomics is
largely, if not entirely, an analysis of timeless, comparative statics, and as
such it is strong on equilibrium outcomes but weak on the process whereby
equilibrium is attained. ‘‘Let the apparent immediate determinant of business
behavior be anything at all - habitual reaction, random choice, or whatnot,”’
Friedman (1953, p. 22) tells us; ‘“Whenever this determinant happens to lead
to behavior consistent with rational and informed maximization of returns,

31 Thus, Harry Johnson (1968, p. 5), endorsing the irrelevance-of-assumptions thesis,
states without qualification: ‘‘it has been shown . . . that whether firms consciously
seek to maximize profits and minimize costs or not, competition will eliminate the
inefficient firms; and that whether consumer behaviour is rational or purely random,
the demand curves for a product will tend to slope downwards as in the Marshallian
analysis. In consequence, it is possible for economists to treat the economy as an
interdependent system responding to change according to certain general principles of
a rational kind, with considerably more confidence than appeared justifiable thirty
years ago.”’ For other echoes of the Darwinian thesis, see Winter (1962, p. 1n).
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the business will prosper and acquire resources with which to expand; and
whenever it does not, the business will tend to lose resources.”” But the pro-
cess whereby some firms prosper when their actual behavior approaches max-
imizing behavior takes time, and no reason has been given for believing that
those firms, having prospered in one period, will act consistently in the next
period; in other words, ‘habitual reaction’’ may, but ‘‘random chance’’ cer-
tainly will not, result in any cumulative tendency for profitable firms to grow
relative to those that are not profitable. As Sidney Winter (1962, p. 240)
expresses it in his systematic critique of the Alchian thesis:

There is then a basic difficulty in the existing statements of the selection argument, a
difficulty which is rooted in the fact that the relative deviations from profit maximi-
zation of different firms may change through time. Since there has been no careful
treatment of the dynamic process by which some patterns of behavior are shown to be
viable and others nonviable, it has escaped notice that firms cannot in general be
unambiguously ranked in terms of their closeness to maximising behavior. Such a
ranking must, in general, presume a particular state of the environment, but the envi-
ronment is changed by the dynamic process itself.

To vindicate the Alchian thesis, we need to be able to predict behavior in
disequilibrium situations, that is, we need to supplement the standard theory
of the firm by a so far missing theory of entry and exit relating to the appear-
ance and disappearance of firms in the economic environment. Suppose there
are increasing returns to scale in production, or any other technologically
based cost advantages; if a nonmaximizing firm gains an initial advantage
over a maximizer, say, by entering the industry earlier in time, the scale
advantage may allow that nonmaximizer to grow faster than the maximizer
and to do so irreversibly; in consequence, the only firms that we observe are
firms that fail to maximize profits and that indeed carry ‘‘slack’’ (Winter,
1962, p. 243). Even the mere presence of differentiated products and associ-
ated advertising in an industry may produce a similar result. Now, of course,
we can define a set of assumptions — constant returns to scale, identical prod-
ucts, perfect capital markets, reinvestment of all profits, etcetera — that will
support the Alchian thesis, but that procedure will only bring us back full
circle to the question of the ‘‘realism’’ of assumptions (pp. 242-5). In a
nutshell, the problem with the Alchian thesis is the same as the problem of
reading progress into ‘‘the survival of the fittest’” in Darwinian theory: to
survive, it is only necessary to be better adapted to the environment than one’s
rivals, and we can no more establish from natural selection that surviving
species are perfect than we can establish from economic selection that surviv-
ing firms are profit maximizers. What is true of firms is true of techniques:
once a technique gets a head start, an entire industry may be locked into a
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technique that is actually suboptimal. A beautiful example of this is the sur-
vival of the generally acknowledged nonoptimal typewriter keyboard with
which we are all familiar (David, 1985).

We sum up our long analysis of Friedman’s essay by reiterating its three
central arguments, all of which combine to provide a sweeping warrant for
economists of all persuasions to build abstract models without excessive anx-
iety on the grounds of implausible assumptions: (1) assumptions are ‘‘largely’’
irrelevant to the validation of theories, which ought to be judged ‘‘almost’
solely in terms of their instrumental value in generating accurate predictions;
(2) standard theory has an excellent predictive record as judged by *‘countless
applications . . . to specific problems’’; and (3) the dynamics of competition
over time accounts for this splendid track record, whatever are the facts of
either overt behavior or the motivation for behavior on the part of individuals.
No wonder that Friedman’s persuasively argued essay has been found ex-
tremely comforting to a whole generation of economists!

Looking back at the entire debate surrounding Friedman’s essay, we cannot
help being struck by the lack of methodological sophistication that it dis-
played. The notion that theories can be neatly divided into their essential
components and that the empirical searchlight is to be directed solely at the
implications and never at any other parts of a theory can only be understood
as a reaction to a century of critical bombardment of orthodox theory, first by
the German historical school and subsequently by the American institution-
alists. The style of this criticism, which was invariably accompanied by the
crudest of objections to the assumptions of standard theory, paying absolutely
no attention to its predictive content, inevitably produced the reaction among
defenders of received doctrine that ‘‘assumptions are largely irrelevant.”’ It is
as though generations of physicists had ridiculed Newton’s theory of gravity
on the grounds that he committed himself to the patently unrealistic assump-
tion that the masses of moving bodies are concentrated at their center, which
might well have induced Newton to reply that predictions are everything and
assumptions nothing. Faced with the accusation that no theory with counter-
factual assumptions can be taken seriously, the thesis of the irrelevance of
assumptions is almost excusable.

Friedman has done major work in his long career in monetary economics,
macroeconomics, microeconomics, and welfare economics. In addition, he
has written as much popular economics as ten financial journalists added to-
gether. Much of that work does exemplify his methodological principles but
some of it contradicts it, say, by leaning heavily on plausibility of assump-
tions as a reason for believing certain economic theories. That may be because
while sounding superficially as if he were indebted to Popper, in fact he owes
more to John Dewey than to Karl Popper: he is a pragmatist rather than a
falsificationist. This point of view is argued persuasively in a fascinating re-
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cent book by Hirsch and de Marchi (1990), a book which threatens to start
off a new round in the debate on ‘‘what Friedman really meant’’ in his essay
on the methodology of positive economics.

Naive versus sophisticated falsificationism

We are almost at the end of our story of explicit methodological
controversy in modern economics and the rest of it can be quickly told. The
late 1950s saw the publication of two books on economic methodology, both
of which denied that economics is a science. Sidney Schoeffler’s study of The
Failures of Economics (1955) is reminiscent of a prewar book by Barbara
Wootton, Lament for Economics (1938), although it goes much further in
denying the scientific claims of economics. Schoeffler’s central argument is
simplicity itself: the entire hypothetico-deductive tradition of economic theo-
rizing is a blind alley and economists must investigate the whole of the social
fabric, abandoning the pretension that there is such a thing as an autonomous
discipline of economics; scientific predictions are only possible when there
are universal laws unrestricted as to circumstances, and since the economic
system is always open to noneconomic forces and the play of chance, there
can be no economic laws and hence no economic predictions as such (Schoef-
fler, 1955, pp. 46, 162). All this is in fifty-four pages, after which the rest of
the book consists of a series of case studies of the failures of particular eco-
nomic models.

This wholly negative indictment is capped by a positive proposal for a new
kind of economics, which surprisingly enough turns out to be a general theory
of rational action based on inductive studies of decision making (pp. 189-
221). There is little point in separating the sense from the nonsense in Schoef-
fler’s argument (but see Klappholz and Agassi, 1967, pp. 35-8), because any
methodological prescription that amounts to wiping clean the entire slate of
received economics and to starting all over again from scratch may be dis-
missed out of hand as self-defeating: economists have always ignored and
will always continue to ignore the advice of those who claim that because one
cannot run, it is pointless to try to walk.

Andreas Papandreou’s Economics as a Science (1958) employs a somewhat
different but equally extreme argument that turns on a distinction between
models and theories: for Papandreou, models, unlike theories, cannot be re-
futed because their relevant ‘‘social space’’ is not adequately characterized;
but even ‘‘basic theories’’ in economics have to be supplemented by auxiliary
assumptions, or ‘‘correspondence rules’’ that relate the theoretical variables
of the theory to the actual world to become the ‘‘augmented theories’’ that
are genuinely refutable. His indictment of current practice in economics is
simply that economists rarely formulate ‘‘augmented theories’” and instead
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are satisfied either with ‘‘models’’ or with ‘‘basic theories,”” which are vir-
tually irrefutable ex post explanatory schema (Papandreou, 1958, pp. 9-11,
136, 139, 144-5; also 1963).

In essence, Papandreou is making a case by generalizing the Duhem—Quine
thesis, which he somehow interprets as a peculiar difficulty of economic the-
ories (see pp. 134-5). Although he emphasizes the importance of ‘‘empirical
meaningfulness,”” he seems to confine *‘basic theories’’ to quantitative com-
parative statics and to deny that economics can boast at least some confirmed
qualitative predictions. But it is never easy to decide just what he does mean
because the entire argument is buried beneath formal mountains of a new set-
theoretical language for economics (see Klappholz and Agassi, 1967, pp. 33—
5; Rosenberg, 1976, pp. 172—7). Papandreou’s strident positivism appears to
have spawned a disciple who applied the essentials of the argument to the
theory of consumer behavior (Clarkson, 1963), but of that more anon (see
Chapter 6 below).

The next item in our chronology is Joan Robinson’s Economic Philosophy
(1962), a puzzling little book that depicts economics as partly a scientific
study of society and partly a vehicle for propagating ideology, that is, special
pleading of a politically apologetic kind, but whose cumulative impact is to
suggest that received economics is much more the latter than the former.
Popper is mentioned as demarcating a metaphysical proposition from a sci-
entific one, and the inherent difficulties in social science of producing clinch-
ing evidence for theories are given as the reason that ideology so frequently
creeps into the argument: ‘‘economics limps along with one foot in untested
hypotheses and the other in untestable slogans’’ (Robinson, 1962, p. 25; also
pp- 3, 22-3). The book ends with a plea for not abandoning ‘‘the hope that
economics can make an advance towards science’’ (p. 146), but no guidance
is offered as to how this is to be achieved.

This brings us to the first edition of Richard Lipsey’s popular textbook, An
Introduction to Positive Economics (1963), whose opening chapter on scien-
tific method amounted to a frank espousal of Popperian falsificationism in its
‘‘naive’’ version, namely, the belief that scientific theories can be faulted by
a single decisive test. ‘‘Naive falsificationism’’ in the first edition gave way
to ‘‘sophisticated falsificationism’’ in the second edition: ‘I have abandoned
the Popperian notion of refutation and have gone over to a statistical view of
testing that accepts that neither refutation nor confirmation can ever be final,
and that all we can hope to do is to discover on the basis of finite amounts of
imperfect knowledge what is the balance of probabilities between competing
hypotheses”’ (Lipsey, 1966, p. xx; see also p. 52n).3? The viewpoint that this

32 The source of this volte-face was events at the London School of Economics, where

Lipsey taught at the time, in the years from 1957 to 1963, a story well told by de
Marchi (1988).
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passage exemplifies appears in all the subsequent editions of the book, and to
this day Lipsey’s textbook remains the outstanding Popper-inspired introduc-
tion to elementary economics, which continually emphasizes throughout all
its pages the need to assess empirical evidence in favor of a particular theory
relative to the evidence supporting rival theories.

Back to essentialism

At this point, we may be tempted to echo Hutchison’s recently ex-
pressed opinion that by now ‘‘Perhaps a majority of economists — but not all
— would agree that improved predictions of economic behaviour or events is
the main or primary task of the economist’’ (Hutchison, 1977, p. 8). It is
never easy to assess the balance of opinion on a matter such as this but suffice
it to say that there are plenty of indications that the majority, if it is a majority,
represents no more than 51 percent of modern economists. Radical econo-
mists, Marxists and neo-Marxists, post-Keynesian and neo-Keynesians, insti-
tutionalists, and heterodox economists of all kinds, who together constitute a
sizeable portion of the younger generation, would certainly not agree that
economic theories must ultimately stand or fall on the basis of their predic-
tions, or that empirical testing of hypotheses constitutes, as it were, the Mecca
of the modern economist (see Blaug, 1990, pp. 60-2). Even Benjamin Ward’s
aggressive catalog of What's Wrong With Economics? (1972), one of the best
efforts to date to reassess economics through Kuhnian spectacles, denies that
the failure to emphasize the empirically falsifiable consequences of theories
is one of the major flaws of modern economics (Ward, 1972, p. 173).

To show how far an anti-Popperian methodology actually prevails in some
quarters of the profession, we need only examine a radical methodological
contribution by Martin Hollis and Edward Nell, Rational Economic Man,
subtitled A Philosophical Critique of Neo-Classical Economics (1975).

This book examines the unholy alliance between neoclassical economics
and logical positivism, without however mentioning either Popper, Lakatos,
or any other positivist later than the young Ayer (some of Popper’s works are
cited in the bibliography but no explicit or implicit reference to his ideas
appears in the text). Positivism, they argue, is a false philosophy and neo-
classical economics must fall with it: the positivist thesis of the separability
of facts and values, on the one hand, and facts and theories, on the other, is
untenable because all facts are theory-laden and all theories are value-laden.
A more satisfactory epistemology can be built on rationalism by which they
mean the demonstration that there are Kantian ‘‘synthetic’’ a priori truths:
“‘Our strategy depends on being able to pick out what is essential and then to
insist that what is essential is therefore to be found in practice’” (Hollis and
Nell, 1975, p. 254; also p. 178). Economic systems must reproduce them-
selves and this fact of reproduction is therefore the ‘‘essence’’ of economic
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systems that alone can furnish a sound basis for economic theory. The trouble
with neoclassical economics, they say, is that there is nothing in the frame-
work that guarantees that firms and households will reconstitute themselves
on a period-to-period basis.

After this, we might have expected to learn that ‘‘sound’’ economic theory
is modern growth theory, which is of course fundamentally concerned with
the infinitely reproducible, steady-state properties of economic growth paths.
But no, the only alternative to neoclassical economics that incorporates the
essential aspect of ‘‘reproduction’’ is classical-Marxian economics, meaning
actually neo-Ricardian economics leaning heavily on the work of Sraffa rather
than Marx (Hollis and Nell, 1975, pp. 188, 195). The concluding chapter of
the book, giving a brief sketch of *‘Classical-Marxian Economics on Ration-
alist Foundations,’’ seems to retract much of what has gone before: suddenly
recalling that capitalism is subject to periodic business cycles and perhaps
even to final collapse, the authors concede that ‘‘systems in fact often fail to
reproduce themselves,’’ in which case it is difficult to see why so much was
made of ‘‘reproduction’’ as the essence of economic problems.

Hollis and Nell try to saddle ‘‘positive economists’’ with the problem of
induction; by demolishing induction they believe that they have scotched any
notion of a fruitful neoclassical research program. They inveigh against the
typical assumptions of neoclassical economics, particularly the perfect infor-
mation assumptions, in apparent ignorance of Hutchison who, as early as
1938, made many of their points, and they stress various genuine difficulties
in the attempt to test economic theories as if no one before them had ever
suspected such problems. In some mysterious sense, classical-Marxian eco-
nomics is supposed to escape all these difficulties, but of course it does so
only by evading the empirical yardstick for validating theories. Indeed, it is
clear that their rationalistic, essentialist approach to economic knowledge leaves
no role whatever for quantitative-empirical research. Their book simply wipes
out all the advances in methodological thinking in postwar economics that
Popperianism ushered in. We might almost say that if they had read Popper’s
many devastating comments on the philosophy of essentialism (Popper, 1957,
pp- 26-34; also Popper, 1976, pp. 18-21, 197-8; Popper and Eccles, 1977,
pp- 172-94), their book would have been deprived of its raison d’étre.

This is perhaps as good a place as any to say a few more words about the
philosophy of essentialism, which will raise its ugly head once or twice more
in the course of our discussion. Essentialism goes back to Plato and Aristotle
for whom knowledge or ‘‘science’’ begins with observations of individual
events and proceeds by simple inductive enumeration until grasping by intui-
tion that which is universal in the events — their ‘‘essence’” — which is then
enshrined in a definition of the phenomenon in question. The doctrine that it
is the aim of science to discover the true nature or essence of things and to
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describe them by means of definitions had an enormous influence on Western
thought right up to the nineteenth century. Popper contrasts this brand of
methodological essentialism with the methodological nominalism that came
into scientific debates with Newton, according to which the aim of science is
to describe how things behave in various circumstances with the aid of uni-
versal laws, and not to determine what they really are.

Popper has long argued that essentialism has damaging effects on social
theories because it encourages an antiempirical tendency to solve problems
by the use of definitions. Hollis and Nell never in fact tell us how to go about
selecting the ‘‘essence’’ of economic systems; they imply that it amounts to
abstracting ‘‘correctly’’ but they provide no criterion for assessing ‘‘correct’’
abstraction other than crude realism.>* Adherents of essentialism are inclined
to settle substantive questions by reaching for a dictionary of their own mak-
ing, and Hollis and Nell exemplify this tendency to perfection: reproduction
is the ‘‘essence’’ of economic systems because we tell you so!

Institutionalism and pattern modeling

Have I covered the entire menu of possible economic methodolo-
gies? Some would say not. They discern in the writings of the American
institutionalists a mode of explanation that is neither apriorism, convention-
alism, operationalism, instrumentalism, descriptivism, nor falsificationism: it
is what has been called pattern modeling because it seeks to explain events or
actions by identifying their place in a pattern of relationships that is said to
characterize the economic system as a whole (Wilber and Harrison, 1978).
Pattern modelers, we are told, reject all forms of ‘‘atomism’’ and refuse to
abstract from any part of the whole system; their working hypotheses are
relatively concrete and close to the system being described, and if they gen-
eralize at all, they do so by developing typologies; their explanations empha-
size ‘‘understanding’’ rather than ‘‘predictions,’” and they view an explana-
tion as contributing to understanding if new data fall into place according to
the stated patterns.

I have no doubt that this is a more or less accurate description of the meth-
ods of some institutionalists such as Thorstein Veblen, Clarence Ayers, and
perhaps Gunnar Myrdal. But it is difficult to find anything like pattern mod-
eling in the writings of John R. Commons, Wesley Clair Mitchell, and John
Kenneth Galbraith, whom some would regard as leading institutionalists. It is
clear that all of these writers are united in some respects: none of them will
have any truck with concepts of equilibrium, rational behavior, instantaneous

33 Thus, Nell (1972a, p. 94) writes elsewhere, ‘‘we must examine the definitions and
assumptions of our models for their realism, and for the extent to which they incor-
porate the essentials. If they are realistic, the working of the model should mirror that
of the economic system in a relatively simple and abstract form.”’
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adjustments, and perfect knowledge, and they all favor the idea of group
behavior under the influence of custom and habit, preferring to view the eco-
nomic system more as a biological organism than as a machine. But that is a
far cry from saying that they share a common methodology, that is, a common
method of validating their explanations (see Blaug, 1978, pp. 710-13, 726—
7). There may be such a thing as a school of institutionalism, but it clearly
has no unique methodology denied to orthodox economists.

A much better description of the working methodology of institutionalists
is what Ward (1972, chap. 12) labels storytelling, which he argues also de-
scribes much orthodox economics, particularly of the applied kind. Storytell-
ing makes use of the method of what historians call colligation, the binding
together of facts, low-level generalizations, high-level theories, and value
judgments in a coherent narrative, held together by a glue of an implicit set
of beliefs and attitudes that the author shares with his readers. In able hands,
it can be extremely persuasive, and yet it is never easy to explain afterwards
why it has persuaded.

How does one validate a particular piece of storytelling? One asks, of course,
if the facts are correctly stated; if other facts are omitted; if the lower-level
generalizations are subject to counterexamples; and if we can find competing
stories that will fit the facts. In short, we go through a process that is identical
to the one that we regularly employ to validate the hypothetico-deductive
explanations of orthodox economics. However, because storytelling lacks rigor,
lacks a definite logical structure, it is all too easy to verify and virtually im-
possible to falsify. It is or can be persuasive precisely because it never runs
the risk of being wrong.

Perhaps economic problems are so intractable that storytelling is the best
that we can do. But if such is the case, it is odd that we should actually
recommend the safe methodology of storytelling and deplore the risky meth-
odology of falsificationism. Surely, the more falsificationism, the better?

The current mainstream

Nothing like an overwhelming consensus has emerged from our sur-
vey of postwar economic methodology. But despite some blurring around the
edges, it is possible to discern something like a mainstream view. Despite the
embarrassment of the F-twist, Friedman and Machlup do seem to have per-
suaded most of their colleagues that direct verification of the postulates or
assumptions of economic theory is both unnecessary and misleading; eco-
nomic theories should be judged in the final analysis by their implications for
the phenomena that they are designed to explain. At the same time, econom-
ics is held to be only a ‘‘box of tools,”” and empirical testing can show, not
so much whether particular models are true or false, but whether or not they
are applicable in a given situation. The prevailing methodological mood is not
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only highly protective of received economic theory, it is also ultrapermissive
within the limits of the ‘‘rules of the game’’: almost any model will do pro-
vided it is rigorously formulated, elegantly constructed, and promising of
potential relevance of real-world situations. Some famous economists, like
the late John Hicks for example, even manage at one and the same time to
pooh-pooh empirical testing and to emphasize the policy implications of eco-
nomic theories, a patently schizophrenic position (see Blaug, 1990, chap. 5).
Modern economists frequently preach falsificationism, as we have seen, but
they rarely practice it: their working philosophy of science is aptly described
as ‘‘innocuous falsificationism.”*3*

To substantiate this charge, we will examine the empirical status of a se-
lected sample of ruling economic theories. Before we do so, however, we
need to digress to consider the troublesome question of welfare economics.
One of the features that distinguishes economics from physics, chemistry, and
biology is that propositions in economics frequently serve at one and the same
time as explanations of behavior and as stipulated norms for behavior. There
is little or nothing in the modern philosophy of science that helps us to judge
theories that deduce the nature of a social optimum from certain fundamental
value judgments. Is this perhaps why so many modern economists fail to take
falsificationism seriously?

34 1 owe this happy phrase to Coddington (1975, p. 542).
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The distinction between positive and
normative economics

Hume’s guillotine

The distinction between positive and normative economics, between
‘“scientific’” economics and practical advice on economic policy questions, is
now 150 years old, going back to the writings of Nassau Senior and John
Stuart Mill. Somewhere in the latter half of the nineteenth century, this fa-
miliar distinction in economics became entangled, and almost identified with,
a distinction among philosophical positivists between “‘is’” and ‘‘ought,’’ be-
tween facts and values, between supposedly objective, declarative statements
about the world and prescriptive evaluations of states of the world. Positive
economics was now said to be about facts and normative economics about
values.

Then in the 1930s, the new welfare economics came along to provide a
normative economics that was allegedly free of value judgments, after which
it appeared that the distinction between positive and normative economics was
one between noncontroversial facts and values, on the one hand, and contro-
versial values, on the other. The result was to enlarge traditional, positive
economics to include the whole of pure welfare economics, leaving normative
economics to deal with specific policy issues, where nothing much can be
said about values or ends apart from what politicians tell us. What is involved
here are some horrible, logical confusions that laid economists open to whole-
sale attack on the very idea of value-free, positive economics. There is clearly
much sorting out to be done here, after which we hope to reinstate the positive-
normative distinction as yet another Popperian methodological norm pecu-
liarly relevant to a policy science like economics.

It was David Hume in his Treatise of Human Nature who long ago laid
down the proposition that ‘‘one cannot deduce ought from is,’’ that purely
factual, descriptive statements by themselves can only entail or imply other
factual, descriptive statements and never norms, ethical pronouncements, or
112
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prescriptions to do something. This proposition has been aptly labeled ‘‘Hume’s
guillotine’’ (Black, 1970, p. 24), implying as it does a watertight logical
distinction between the realm of facts and the realm of values.

Hume’s guillotine:
equivalent antonyms

positive normative
is ought

facts values
objective subjective
descriptive prescriptive
science art
true/false good/bad

But how do we tell whether a given utterance is an is-statement or an ought-
statement? It is clearly not to be decided by whether the sentence containing
the statement is or is not grammatically formulated in the indicative mood,
because there are sentences in the indicative mood, like ‘‘murder is a sin,’’
which are thinly disguised ought-statements dressed up as is-statements. Nor
is it decided by the fact that people agree more readily to is-statements than
to ought-statements, since it is easy to see that there is far less agreement,
say, about the factual proposition that the universe originated without super-
natural intervention in a big bang eons ago than about the normative propo-
sition that, say, we should not eat babies. An is-statement is simply one that
is either materially true or false: it asserts something about the state of the
world — that it is such and such, and not otherwise — and we can employ
interpersonally testable methods to discover whether it is true or false. An
ought-statement expresses an evaluation of the state of the world — it approves
or disapproves, it praises or condemns, it extols or deplores — and we can
only employ arguments to persuade others to accept it.

Surely, it will be objected, the normative proposition that we should not
eat babies can likewise be tested by interpersonally testable methods, say, by
a political referendum? But all that a political referendum can establish is that
all of us agree that eating babies is wrong; it cannot establish that it is wrong.
But it will again be objected, this is just as true of every interpersonally test-
able verification or falsification of an is-statement. Ultimately, a factual, de-
scriptive is-statement is held to be true because we have agreed among our-
selves to abide by certain ‘‘scientific’’ rules that instruct us to regard that
statement as true, although it may in fact be false. To say that there are ‘‘brute
facts’’ that we must accept whether we like it or not is to commit the inductive
fallacy, and besides, the Neyman—Pearson theory of statistical inference should
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have taught us by now that the acceptance of every fact in science necessarily
implies a risky decision made under uncertainty, involving a definite, but
unknown, chance of being wrong. Thus, we accept or reject is-statements on
grounds that are themselves conventions and in this sense even ‘‘The Scientist
qua Scientist Makes Value Judgements,’’ to cite the title of a well-known
methodological paper (Rudner, 1953). Moral judgments are usually defined
as prescriptions enjoining a certain kind of behavior, which everyone is sup-
posed to comply with in the same circumstances. But are assertions about
facts not exactly the same kind of judgments, enjoining certain kinds of atti-
tude rather than certain kinds of behavior?

There have been persistent doubts among moral philosophers in recent years
about the is-ought dichotomy, largely along the lines that moral judgements
are not simply expressions of feelings, or imperatives commanding someone
to act, but actually special kinds of descriptive statements about the world
(Hudson, 1969; Black, 1970, chap. 3). The argument we have been devel-
oping against the implications of Hume’s guillotine, however, is rather dif-
ferent. I am not asserting for one moment that ought-statements are logically
equivalent to is-statements but rather that the acceptance or rejection of is-
statements is not a very different cognitive process from the acceptance or
rejection of ought-statements; my contention is that there are no empirical,
descriptive is-statements regarded as true that do not rely on a definite social
consensus that we ‘‘ought’’ to accept that is-statement.

Methodological judgments versus value judgments
Nagel (1961, pp. 492-5) seeks to protect Hume’s guillotine against
precisely this sort of objection by drawing a distinction in social science be-
tween two types of value judgments — characterizing value judgments and
appraising value judgments. Characterizing value judgments involve the choice
of subject matter to be investigated, the mode of investigation to be followed
and the criteria for judging the validity of the findings, such as adherence to
the canons of formal logic, the selection of data in terms of reliability, explicit
prior decisions about levels of statistical significance, etcetera; in short,
everything that we have earlier called methodological judgments. Appraising
value judgments, on the other hand, refer to evaluative assertions about states
of the world, including the desirability of certain kinds of human behavior
and the social outcomes that are produced by that behavior; thus, all state-
ments of the ‘‘good society’’ are appraising value judgments. Science as a
social enterprise cannot function without methodological judgments, but it
can free itself, at least in principle, Nagel contends, of any commitment to
appraising or normative value judgments.
At a deep philosophical level, this distinction is perhaps misleading. Ulti-
mately, we cannot escape the fact that all nontautological propositions rest
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for their acceptance on the willingness to abide by certain rules of the game,
that is, on judgments that we players have collectively adopted. An argument
about facts may appear to be resolvable by a compelling appeal to so-called
objective evidence, whereas an argument about moral values can only be
resolved by a hortatory appeal to the emotions, but at bottom both arguments
rest on certain definite techniques of persuasion, which in turn depend for
their effectiveness on shared values of one kind or another. But at the working
level of a scientific inquiry, Nagel’s distinction between methodological and
normative judgments is nevertheless real and significant.

Every economist recognizes that there is a world of difference between the
assertion that there is a Phillips curve, a definite functional relationship be-
tween the level of unemployment and the rate of change in wages or prices,
and the assertion that unemployment is so deplorable that we ought to be
willing to suffer any degree of inflation to get rid of it. When an economist
says that every individual should be allowed to spend his income as he or she
likes, or that no able person is entitled to the support of others, or that gov-
ernments must offer relief to the victims of inexorable economic forces, it is
not difficult to see that he or she is making normative value judgments. There
are long-established, well-tried methods for reconciling different methodolog-
ical judgments. There are no such methods for reconciling different normative
value judgments — other than political elections and shooting it out at the
barricades. It is this contrast in the methods of arbitrating disagreements that
gives relevance to Nagel’s distinction.

We have overstated the case in suggesting that normative judgments are
the sort of judgments that are never amenable to rational discussion designed
to reconcile whatever differences there are between people. Even if Hume is
right in denying that ‘‘ought’’ can be logically deduced from ‘‘is,”” and of
course ‘‘is’’ from *‘ought,’’ there is no denying that ‘‘oughts’’ are powerfully
influenced by ‘‘ises’” and that the values we hold almost always depend on a
whole series of factual beliefs. This indicates how a rational debate on a
disputed value judgment can proceed: we pose alternative factual circum-
stances and ask, should these circumstances prevail, would you be willing to
abandon your judgment? A famous and obvious example is the widespread
value judgment that economic growth, as measured by real national income,
is always desirable; but is it, we might ask, even if it made the bottom quar-
tile, decile, quintile of the size distribution of personal incomes absolutely
worse off ? Another example is the frequently expressed value judgment that
capital punishment is always wrong. But if there were incontrovertible evi-
dence that capital punishment deterred potential murderers, we might ask,
would you still adhere to your original opinion? And so on.

In thinking along these lines, we are led to a distinction between *‘basic’’
and ‘‘nonbasic’’ value judgments, or what I would prefer to call pure and
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impure value judgments: ‘‘A value judgment can be called ‘basic’ to a person
if the judgment is supposed to apply under all conceivable circumstances, and
it is ‘nonbasic’ otherwise’’ (Sen, 1970, p. 59). So long as a value judgment
is nonbasic or impure, a debate on value judgments can take the form of an
appeal to facts, and that is all to the good because our standard methods for
settling disputes about facts are less divisive than those for settling disputes
about values. It is only when we finally distill a pure value judgment — think
of a strict pacifist opposition to any and all wars, or the assertion that ‘‘I value
this for its own end’’ — that we have exhausted all the possibilities of rational
analysis and discussion.>® There is hardly any doubt that most value judg-
ments that are expressed on social questions are highly impure and hence
perfectly amenable to the attempt to influence values by persuading the parties
holding them that the facts are other than what they believe them to be.

Value-free social science?

Once we have cleansed the impurities in impure value judgment by
a rational debate, we are left with factual statements and pure value judgment
between which there is indeed an irreconcilable gulf on anyone’s interpreta-
tion of the concept of *‘facts’’ and the concept of *‘values.’” Even if we leave
value judgments to be as impure as they usually are, we have so far only
demonstrated that the difference between the methods of reaching agreement
on methodological judgments and value judgments is one of degree, not of
kind. Nothing that we have said should imply that this difference in degree is
not worth bothering about.

To argue that the difference is so small as to be negligible takes us straight
into the camp of certain radical critics who assert that absolutely all proposi-
tions about social phenomena are value-impregnated and hence lack *‘objec-
tivity.”” As Nagel (1961, p. 500) points out, this assertion proves too much:
it is either itself uniquely exempt from the charge, in which case there is at
least one objective statement that can be made about social questions, or it is
itself value-loaded, in which case we are locked into an infinite regress and
are driven towards extreme subjectivism in which simply all opinions count
equally. Moreover, the case against the very possibility of any value-free,
‘‘objective’’ social science is usually dressed up with all sorts of irrelevan-
cies, boiling down to the denial of any meaningful distinction between meth-
odological and normative judgments.

The doctrine of value-free social science asserts, first of all, that the logical

35 Roy (1989, pp. 30-1, 106-8) in a heavy-handed assault on moral skepticism — the
thesis that it is impossible to resolve all disagreements about normative economics by
reasoning or argument — seems to deny the claim that there are any pure value judg-
ments, which, surely?, goes too far. However, his insistence that economists should
not shy away from moral discourse as they usually do is well taken.



Value-free social science? 117

status of factual, descriptive is-statements is different in kind from that of
normative, prescriptive ought-statements, and second, that the methodologi-
cal judgments that are involved in reaching agreement on is-statements differ
in important ways from those used to reach a consensus on normative value
judgments. The claim that social science can be value-free in this sense does
not deny that ideological bias creeps into the very selection of the questions
that social scientists investigate, that the inferences that are drawn from fac-
tual evidence are sometimes influenced by values of a particular kind, nor
even that the practical advice that social scientists offer is frequently loaded
with concealed value judgments, the better to persuade rather than merely to
advise. The argument does not rest in any way on the supposed impersonal
detachment of individual social scientists but rather on the social aspects of
scientific activity, on the critical tradition of a scientific community that con-
stantly weeds out the competing biases of individual scientists. Max Weber
made all this perfectly clear over fifty years ago when he laid down the doc-
trine of Wertfreiheit (freedom from value) and there is really no excuse for
misunderstanding of his meaning at this late stage.?¢

Obviously, Weber did not deny that social science as it is actually practiced
is shot through with political bias; it is precisely for that reason that he preached
the possibility of value-free social science. Moreover, Wertfreiheit did not for
him imply that the valuations of human beings cannot be rationally analyzed.
On the contrary, he insisted that Wertungsdiskussionen (discussions on val-
ues) were not only possible but of the greatest utility. They could take the
form of (1) examining the internal consistency of the value premises from
which divergent normative judgments are derived; (2) deducing the implica-
tions of those value premises in the light of the practical circumstances to
which they are applied; and (3) tracing the factual consequences of alternative
ways of realizing normative judgments (Weber, 1949, pp. 20—1; and Runci-
man, 1968, pp. 564-5). It is clear, therefore, that Sen’s distinction between
basic and nonbasic, or pure and impure value judgments, inviting a rational
discourse on the value judgments that people actually hold, is completely
Weberian in spirit.%’

Few of those who attack the doctrine of Wertfreiheit have the courage of
their own convictions. After marshaling all the standard arguments against
the Wertfreiheit camp, they usually end up by saying that we are all in favor
of objective truth and ‘‘impartial science,’’ although how there can be such
things if “‘ises’” are inextricably tied up with ‘‘oughts’’ is not made clear. If
there are not at least some descriptive, factual assertions about social uniform-

3 See Runciman (1972); Cahnman (1964); Hutchison (1964, pp. 55-6, 58-9); and
Machlup (1978, pp. 349-53, 386-8).

37 At this point, it is instructive to read Ward (1972, chaps. 13—15) on the legal system
as a value-consensus-producing mechanism.
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ities that are value-free (apart from the characterizing value judgments im-
plied in methodological judgments), it seems difficult to escape the conclu-
sion that we have the license to assert whatever we please.

The denial of objectivity in social science is more common in sociology
than in economics. Indeed, economists are traditionally complacent about the
is-ought dichotomy, believing apparently that it needs only to be stated clearly
to be self-evident (see Klappholz, 1964). It has not been easy, therefore, to
find examples of economists tripping over themselves by first denying that
economics can be value free and then affirming that some economic opinions
are nevertheless more valid than others. But perhaps a single, instructive ex-
ample will suffice.

A sample of the attack on Wertfreiheit

Robert Heilbroner (1973) begins his attack by denying the doctrine
of methodological monism: the difference between the social and the physical
sciences is that human actions are subject to both latent willfulness and con-
scious purposiveness and without assumptions as to the meaning of those
actions no conclusions can be drawn from social facts. It is at this juncture,”’
he declares, ‘‘that value judgement enters the picture.”’ Enters how? One
example that he gives is ‘‘an obvious political bias observable in the choice
of research tasks arrogated to itself by the profession’” (p. 137). In Nagel’s

sense, however, this is a methodological and not a value judgment.
Conceding that these points have been made many times before, Heilbroner
goes on to say that he prefers to examine ‘a less well-explored aspect of the
problem lodged in the interstices of economic analysis itself, rather than in
the underlying premisses of economic thought’” (p. 138). Economists are not
scientifically detached in assessing economic theories, he declares, giving a
somewhat less than wholly convincing illustration: ‘‘the unwillingness of
economists to admit the phenomenon of imperialism as a proper subject for
economic investigation, or their dogged adherence to a benign theory of in-
ternational trade in the face of disquieting evidence that trade has failed to
benefit the poorer lands’’ (pp. 138—9). Economists, like all social investiga-
tors, he adds, cannot help being emotionally involved with the society of
which they are members: ‘‘every social scientist approaches his task with a
wish, consciously or unconsciously, to demonstrate the workability or un-
workability of the social order he is investigating’” (p. 139). In the face of
“‘this extreme vulnerability to value judgments,’” economists cannot be im-
partial or disinterested: ‘‘thus, value judgments, partly of a sociological kind,
partly with respect to behavior, have infused economics from its earliest state-

ments to its latest and most sophisticated representations’’ (p. 141).
At this point, we must digress briefly to comment on Heilbroner’s loose
use of the term value judgments to include any and all untestable metaphysical
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propositions that color the vision of an economist, making up what Lakatos
called the ‘‘hard core’’ of his theories. If I assert that capitalism has done and
will do more for the workers than any other alternative economic system, I
am not expressing a value judgment but rather revealing my hard-core vision.
Fortunately, I will not be judged on my vision but instead on the theories that
the vision generates in ‘the protective belt.”’ Unless some such distinction is
drawn, the thesis that social science is value-impregnated becomes trivial:
value impregnation is now a universal feature of all theoretical propositions
and hence not a special problem of the social sciences. To show that Heil-
broner is not alone in simply bundling all propositions other than purely fac-
tual assertions together under the indiscriminate label of ‘‘value judgments,”’
consider the widespread belief since Robbins that interpersonal comparisons
of utility are value judgments that have no place in ‘‘scientific’’ welfare eco-
nomics. But statements about interpersonal comparisons of utility are not value
judgments but merely untestable statements of fact: they are either true or
false, but to this day we know of no method of finding out which is the case
(Klappholz, 1964, p. 105; Barrett and Hausman, 1991). Value judgments
may be untestable but not all untestable statements are value judgments (Ng,
1972).

Similarly, there is a tendency to define value judgments as any persuasive
statement expressed in emotive language, utterly ignoring the fact that purely
descriptive assertions, or indeed definitions of terms, can be just as persuasive
as value judgments proper (Klappholz, 1964, pp. 102-3). Adding to the con-
fusion, there is the equally pronounced tendency to identify value judgments
with ideological statements (see, e.g., Samuels, 1977). Ideology is one of
those words that everyone defines for himself to express whatever ideas he
does not like. According to the Marxist doctrine of ideology, which we can
only vaguely discern in the unsystematic and sometimes contradictory asser-
tions of Marx and Engels (Seliger, 1977), men do not possess truths but merely
creeds that mask some set of material interests, and this is true of all men
except for the members of the privileged proletariat class and their self-con-
scious spokesmen (such as Marx and Engels). But if ideology is ‘‘false con-
sciousness,’’ the distortion of truth, we cannot recognize ideology for what it
is without some nonideological criterion for distinguishing truth from false-
hood, in which case it might be more helpful to be told what that criterion is
(Ryan, 1970, pp. 224—41; Barnes, 1974, chap. 5). Be that as it may, ideolog-
ical statements may be usefully defined as value judgments parading as state-
ments of facts (Bergmann, 1968), a definition which purges the Marxist the-
ory of ideology of its tendentious overtones and rescues what is valuable in
it. On this definition, value judgments themselves are not ideological state-
ments, although all ideological statements are disguised value judgments.

With these clarifications, we return to Heilbroner’s assault on the doctrine
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of value-free economics. ‘‘I do not believe that economists should aim at
value-free analysis,”” he declares. Nevertheless, he adds: *‘I must state with
all the force at my command that I do not believe that the economist has the
right, in the name of value-advocacy, to tamper with data, to promote or
promulgate policy recommendations without supporting evidence, or to pass
off his value-laden conclusions as possessing ‘scientific’ validity’’ (pp. 133,
142). He candidly admits that this sounds *‘like a contradiction in terms’’ (p.
138), but he believes that the circle can be squared by following the methods
of the natural sciences. These methods consist, he believes, in *‘the openness
of the procedures by which science goes about its task, exposing itself to . . .
painful self-scrutiny with regards to its premises, experiments, reasoning,
conclusions.”” And ‘‘since economists perform few experiments that can be
rerun in a laboratory, their results cannot be so easily falsified as those of the
natural scientists, but they can be equally subject to scrutiny and criticism in
the forum of expert opinion’’ (pp. 142-3).

These are sentiments we can only applaud. But why spend pages and pages
persuading us that the whole of economics is absolutely contaminated with
value judgments, the latter being indiscriminately defined to include untest-
able statements, emotively phrased propositions, and ideological assertions,
only to conclude at the end that it is possible to salvage a body of positive
economic findings that is apparently objective? And are we likely to accu-
mulate such a body of objective findings sooner rather than later if we go
around declaiming against the very possibility of value-free economics?

Solutions to the impossibility of Wertfreiheit
Heilbroner’s attack on value-free economics pales into insignificance
next to that of Gunnar Myrdal, who has made the concept of value-impreg-
nated social science one of the major themes of his lifetime’s work. But his
solution for the difficulties that value impregnation creates is quite different
from Heilbroner’s, or indeed from that of any other critic of Wertfreiheit.>
Myrdal’s solution is not to suppress value judgments in the interests of
science, nor to make it clear at which point they necessarily enter the argu-
ment, thus dividing positive from normative economics, but rather to declare
them boldly at the outset of the analysis. In this way, he supposes, our results
are mysteriously imbued with true objectivity: ‘“The only way in which we
can strive for ‘objectivity’ in theoretical analysis is to expose the valuations
into full light, make them conscious, specific and explicit, and permit them
to determine the theoretical research . . . there is nothing wrong, per se, with

38 See the sophisticated criticism of Wertfreiheit by Scott Gordon (1977), who, like
Heilbroner, concludes that social science is hopelessly value-impregnated but, never-
theless, argues for objectivity as a criterion of performance in scientific work, at least
as an unattainable ideal.
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value-loaded concepts if they are clearly defined in terms of explicitly stated
value premises’’ (Myrdal, 1970, pp. 55-6; see also Hutchison, 1964, pp. 44—
5, 48-9, 69n, 109, 115n). Like most critics of Wertfreiheit, Myrdal too de-
fines virtually everything that is not a statistic as a ‘‘value judgment’’ (pp.
73-6) but we must assume that he goes further in making the radical denial
that there are any ethically neutral, factual assertions whatever in economics.
Because if I can assert that the import elasticity of demand for automobiles in
Britain in, say, 1979 is 1.3 and this number is either true or false regardless
of my wishes or yours, I have produced at least one proposition in positive
economics whose objectivity does not depend on declaring my values.
According to Myrdal, it is impossible to distinguish positive from norma-
tive economics and to pretend to do so can only involve self-deception. But
is it really vain to try to separate the empirical testing of economic hypotheses
without overt recourse to our hopes and wishes, if only as an ideal at which
to aim, from the expression of approval or disapproval of certain states of the
world? It may be granted that there is no absolutely watertight distinction
between positive and normative economics, as there is no absolutely water-
tight distinction between means and ends; but to declare the ubiquity and
inevitability of value judgments, without examining precisely how and at what
point they enter a piece of economic reasoning, is well calculated to usher in
a style of relativism in which all economic opinions are simply a matter of
personal choice. The hour of the therapeutic influence of the positive-normative
distinction, forcing economists to explicate their value judgments, is not yet
past. ‘‘The normative-positive distinction,”” as Hutchison (1964, p. 191) has
rightly observed, ‘‘should be clearly maintained as far as it can be — even at
the cost, sometimes, of effective persuasion.’” Here is yet another Popperian
methodological norm to add to our previous list (see Chapter 1 above).

A brief historical sketch

We have now cleared most of the ground for approaching the heart
of the matter: how is it that certain economic propositions, like the famous
marginal equivalences of Pareto optimality, appear in subtly different guises
in both positive and normative economics?

A brief historical sketch of the positive-normative distinction will help to
set the stage for an analysis of this question. The distinction first makes its
appearance in the writings of Senior and the younger Mill in the form of a
distinction between the ‘‘science’” and the ‘“‘art’” of political economy. In
passing from the science to the art, they realized that extrascientific, ethical
premises necessarily make their appearance, and they also appreciated that

3 See Lesnoff (1974, pp. 156~8). Hutchison (1964, chap. 2) on ‘‘The Sources and
Roles of Value Judgments and Bias in Economics’’ says almost all that can be said
on the subject.
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noneconomic elements borrowed from other social sciences were required in
addition to value judgments to give meaningful advice on practical problems
(Hutchison, 1964, pp. 29-31). In short, they held the now surprising view
that the economist cannot advise qua economist, not even if the science of
economics is supplemented by appropriate value judgments, and Senior even
went so far at one point in his life as to deny that economists should ever give
advice (Bowley, 1949, pp. 49-55; Hutchison, 1964, p. 32; O’Brien, 1975,
pp- 55-6).

Cairnes followed in Senior’s and Mill’s footsteps, expressing himself, as
was his wont, more forcibly than ever they did: ‘‘Economic science has no
more connection with our present industrial system than the science of me-
chanics has with our present system of railways’’ (Cairnes, 1965, p. 38). John
Neville Keynes distinguished usefully, not just between a positive science and
a normative art, as his forebears had done, but between (1) a “‘positive sci-
ence,”’ (2) a “‘normative or regulative science,”” and (3) an “‘art,”’ that is, a
system of rules for the attainment of given ends: ‘“The object of a positive
science is the establishment of uniformities, of a normative science the deter-
mination of ideals, and of an art the formulation of precepts’’ (Keynes, 1955,
p. 35). The notion of a ‘‘normative science’’ as a bridge between the ‘posi-
tive science’’ and the ‘‘art’” of political economy comes very close, as we
shall see, to the aspiration of modern welfare economics.

But Neville Keynes’s trichotomous classification did not win acceptance,
and other English economists of the period simply echoed the old positive-
normative distinction without adding anything new to it (Hutchison, 1964,
pp- 32-41; Smyth, 1962). On the continent, however, both Walras and Pareto
drew the dividing line, not between positive and normative economics, but
between pure and applied economics (Hutchison, 1964, pp. 41-3); and for
Pareto, if not for Walras, pure economics included only positive economics
and excluded both what Neville Keynes called the ‘‘normative or regulative
science’” and the “‘art’” of economics.*® Pareto asserted, in his now famous
statement of the conditions for optimality, that perfect competition would
automatically maximize collective ophelimity (he despised the term utility for
its overtones of cardinality) in the sense that no reallocation of resources could
make anyone better off without at least making one person worse off. As far
as he was concerned, this was a proposition of pure economics, which was
completely independent of any ethical value judgments. Indeed, what we now
call Pareto optimality was for him simply a definition of maximum collective
ophelimity; but collective ophelimity was only a subset of a more general

40 Tarascio (1966, pp. 46-50, 127-36) contends that Pareto, like Weber, argued, not
for a rigid divorce between pure and applied studies, but only for the subjective min-
imization of normative judgments in the social sciences. But this is not how I read
Pareto.
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social ophelimity that belonged to the province of sociology, and Pareto was
always insistent that pure economics by itself can solve no practical problems
(Tarascio, 1966, p. 8).

For situations other than competitive equilibrium, Pareto offered no guid-
ance on changes that might increase or reduce collective ophelimity. In the
1930s, John Hicks and then Nicholas Kaldor provided compensation tests by
defining an improvement in economic welfare as any change that might make
someone better off in his own terms without making anyone else worse off.
To recommend that such a potential Pareto improvement (PPI) should actually
be paid to compensate a victim of an economic change was of course to make
a value judgment, but no value judgment whatsoever was involved if the
economist merely described a change as a PPI. On this slender foundation,
resting indeed on the subtle distinction between a possible improvement and
a desirable one, was reared the ‘‘new’’ value-free welfare economics, pow-
erfully assisted by the Robbinsian thesis that the arch villain of value judg-
ments was that of making cardinal comparisons between the utility of differ-
ent parties.*!

Pareto optimality, like the set of equilibrium prices generated by a regime
of perfect competition, is only defined with reference to a given initial distri-
bution of resources among the members of society, and what is true of Pareto
optimality is also true of PPI. This restriction is sometimes expressed by say-
ing that the Pareto rule provides only a partial ordering of states of the econ-
omy, lacking as it does a criterion for choosing among the infinite potential
distributions of resource endowments. The new value-free welfare economics
likewise took the prevailing distribution of factor services as given, thus in-
voking no value judgment so long as compensation payments are not actually
recommended. It was Bergson’s 1938 paper on the social welfare function,
given wider prominence by Samuelson in his Foundations, which first planted
the idea that society, expressing itself through its political representatives,
does in fact compare the utilities of different individuals; these comparisons
are, so to speak, recorded in a social welfare function that aggregates the
preferences of individuals in a social ranking of states of the economy. Once
in possession of such a function, the economist might assess a given change
in policy as a PPI, after which the social welfare function may be consulted
to determine whether compensation payments should actually be made. By
now it was difficult to resist the conclusion that welfare economics is avowedly
and unashamedly normative, a point of view which may be said to be the
dominant orthodox view (see Hennipman, 1976, pp. 40-1).

However, there have always been those who have gone back to Pareto

4! For a brief survey of the new welfare economics, see Blaug (1980, pp. 585-608,
611-13) and the references cited there.
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himself in regarding Paretian welfare economics as a branch of positive eco-
nomic theory, as neutral and objective as any other part. It is worth examining
this argument with some care.

Positive Paretian welfare economics

The heretical view that Paretian welfare economics does not depend
upon a foundation of value judgments was defended with great vigor by Ar-
chibald (1959b). His argument is basically a simple one: Paretian welfare
economics investigates the efficiency of alternative arrangements for satisfy-
ing given wants in the light of the choices that individuals themselves make
in their own interests; thus, no evaluation of these wants is required for the
Paretian theorems (pp. 320-1). An individual’s preference map is identical
with his welfare map, and to say that his welfare is higher in state B than in
state A is simply to say that he would choose B rather than A were he free and
able to do so. Paretian welfare economics simply asks: under what arrange-
ments will this individual’s choice be expanded from A to B without a con-
traction in someone else’s choices, or alternatively expressed, under what
arrangements will a PPI materialize? Value judgments only come into the
picture when the crucial step to prescription is taken (p. 327).4? Provided we
do not prescribe, our arguments do not rest at any point on approval or dis-
approval and are hence subject to empirical refutation like all other proposi-
tions in positive economics. Even ‘‘the familiar Paretian proposition, such
that: if a perfect market is in equilibrium, there is no change which permits
an expansion of choice of any consumer(s) without contracting the choice of
at least one other consumer’’ is empirically falsifiable, at least if stated in
terms of a falsifiable demand theory (p. 325).

Archibald sums up thus: ‘‘“The theorems of welfare economics are theorems
in positive economics; they are concerned with the relationship between given
ends and available means . . . We have a single dichotomy in economics,
between positive enquiries into how something may be done, and normative
recommendations that it should be done’’ (pp. 320-1).

Hennipman (1976) is another writer who espouses the technical, objective
interpretation of Pareto optimality: ‘‘Propositions like those that, under cer-
tain assumptions, perfect competition is a sufficient condition of Pareto opti-
mality, and that monopoly, tariffs and externalities cause a welfare loss are
positive statements, which are true or false, independently of ethical or ideo-

42 Archibald, therefore, avoids the mistake that Harrod (1950, pp. 389-90) made when
he expressed a similar line of argument: *‘If an individual prefers a commodity or
service X to Y, it is economically better that he should have it. . . . The economic
good is thus the preferred. . . . In appraising institutions and practices and making
recommendations, the economist has this criterion in mind; it constitutes his standard
of good and bad.”’
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logical beliefs’” (p. 47). Pareto optimality rests on three fundamental postu-
lates: (1) consumer sovereignty — only self-chosen preferences count as indi-
vidual preferences or yardsticks of individual welfare (in popular parlance: an
individual is the best judge of his welfare); (2) nonpaternalism — social wel-
fare comprises the welfare of every individual member of society (except
children and lunatics) and nothing else but the individual members of society;
and (3) unanimity — only unanimous reallocations of resources count as im-
provements in social welfare. On the basis of these three postulates, it is
possible to demonstrate what Samuelson has colorfully labeled the invisible
hand theorem, namely, the equivalence between an equilibrium in a perfectly
competitive economy and the conditions for a Pareto optimum.

Hennipman agrees that the three postulates of Paretian theory are usually
interpreted as value judgments, from which it follows that Pareto optimality
is a normative concept (p. 51). But like Archibald, he argues that the first
postulate may be interpreted in a positive sense as saying that individual pref-
erences are taken as given, without implying that everyone is actually the best
judge of what is good for him or her. Similarly, the second postulate may be
read as denying the existence of independent community interests (such as
the interest of the ‘‘State’’) and that is a matter of fact and not a matter of
liking or disliking: ‘it is an arithmetic truism that ‘every individual counts’
when the economic welfare of the members of society is the subject of in-
quiry”’ (p. 53). Finally, the third postulate, which Hennipman does not dis-
cuss, is simply a redefinition of Pareto optimality in terms of the meaning that
Pareto himself gave to the concept; hence, it raises no issues that are not
included in the first two.

For Hennipman, as for Archibald, the quintessential purpose of normative
economics is to make policy recommendations, and the contribution of Pareto
optimality in that context is at best a modest one: it provides only a partial
ranking of alternative social states; it is static and ignores the welfare of future
generations except insofar as they are taken into account by individuals in the
present generation; and it disregards all collective goals that are not somehow
the sum of individual goals. Nevertheless, Paretian theory, Hennipman in-
sists, also has a role to play in positive economics in spelling out the impli-
cations of economic behavior. Thus, the statement that monopoly, tariffs, and
externalities bring about welfare losses is not to be construed, he argues, as a
recommendation to take action to eliminate them; in short, to demonstrate the
existence of a PPI is one thing and to call for action to do something about it
is another (pp. 54-5).

All that is needed to reverse the objective interpretation of Pareto optimality
is to introduce the value judgment that it would be desirable to eliminate the
““inefficiency’’ implied by the existence of a PPI. “‘In this minute variation,”’
Hennipman remarks, “‘lies the core of the controversy’ (p. 58), a sentence
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that ought to be underlined. To sum up his argument: if we stick to the purely
neutral interpretation of Pareto optimality, the Pareto criterion lays down no
policy prescriptions; it merely asserts that, when a particular economic con-
figuration creates the opportunities to reap a PPI, there are goods and services
available for distribution that can make someone better off without making
anyone else worse off — there is in this case no such thing as a free lunch; but
it denies that such a distribution of extras is desirable and in cases where
someone is made worse off as a result of it, it cannot recommend compensa-
tion payments to the losers.

The invisible hand theorem

What are we to make of this somewhat strained argument that the
concept of Pareto optimality, so patently shot through with value judgments,
may nevertheless be given a perfectly objective, value-free interpretation? On
purely logical grounds, the Archibald—Hennipman argument is impeccable:
taking individual preferences for granted and treating social choice as being
made up entirely of individual choices are both methodological judgments,
not value judgments. Even so, to force children to attend school whether they
like it or not, to outlaw the sale of drugs but to permit the sale of alcohol, and
to prohibit the sale of human organs is to compromise consumer sovereignty
by a whole series of value judgments. Similarly, the insistence that the rain
forests of Brazil must be preserved against the declared interests of timber
producers and consumers is yet to commit oneself to another value judgment,
qualifying the nonpaternalism implied by the Pareto criterion. Even waiving
these points and accepting the Archibald—Hennipman thesis so far as it goes,
it requires simply superhuman detachment not to slip in the ‘‘simple’” as-
sumption that the elimination of a PPI is desirable, particularly if we go be-
yond Pareto himself by dropping the third unanimity postulate, thereby allow-
ing for potential compensation payments to the victims of an economic change.
Welfare economics is, after all, that branch of economics concerned with the
ethical criteria by which we decide that one economic state of the world is
more desirable than another, and to speak of positive welfare economics is
literally to revel in paradoxical language. No argument should be knocked
down merely because it abuses linguistic conventions, but the case for oper-
ating with two interpretations of Pareto optimality, one of which is value-free
and wholly within positive economics and the other of which is value-laden

and therefore part of normative economics, does seem to be splitting hairs.
The bedrock of the argument is the meaning of the invisible hand theorem.
It is true that the market mechanism allows individuals to be the best judge of
their own interests, positively encourages them to act independently of others
(“‘no tu-ism’’ as Wicksteed used to say), produces a collective result in which
only individual preferences count as arguments in the social welfare function,
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and grinds out a functional and personal distribution of income that is not
necessarily in conformity with ethical notions of distributive justice. We need
only add an appropriate underlying technology (excluding increasing returns
to scale) and some conditions about information and transaction costs (elimi-
nating such externalities as may arise as well as *‘public goods’’) to arrive at
an equilibrium under perfect competition that is Pareto-optimal. This is the
invisible hand theorem, and to state it or to prove it appears to involve only
the purely objective outcome of market processes. Thus, the invisible hand
theorem seems to be a theorem of positive economics, in which case Archi-
bald and Hennipman win the argument hands down.

If the invisible hand theorem is a theorem of positive economics, it is em-
pirically falsifiable because positive economics is that branch of economics
that contains all the falsifiable hypotheses of economics. But the invisible
hand theorem is not falsifiable. Archibald, as we have seen, claims that it is,
although he ingenuously adds that it is so only in terms of ‘‘a refutable theory
of demand,’”” meaning one which can rule out the existence of positively sloped
demand curves. But as we shall show (see Chapter 6 below), the received
theory of demand predicts positively inclined demand curves as happily as
negatively inclined ones. Thus, we cannot preclude the possibility that a per-
fectly competitive equilibrium would leave at least one consumer facing a
positively inclined demand curve for at least one Giffen good in consequence
of which there exists a PPI: a reduction in the price of the Giffen good ex-
pands his choices, and since he now buys less rather than more of the Giffen
good, it releases resources to expand rather than to contract the choices avail-
able to other consumers of normal goods. Thus, there does exist a reallocation
of resources that would make at least one consumer better off without making
anyone else worse off, which contradicts the invisible hand theorem. Since
the invisible hand theorem is not falsifiable, it does not belong to positive
economics but to normative economics.

The concept of Pareto optimality and the associated concept of PPIs should
not be confused with theorems of positive economics. If this implies that
economists must give up the notion that there are purely technical, value-free
efficiency arguments for certain economic changes, and indeed that the very
terms ‘‘efficient’” and ‘‘inefficient’’ are terms of normative and not positive
economics, so much the better: immense confusion has been sown by the
pretense that we can pronounce ‘‘scientifically’’ on matters of ‘‘efficiency’’
without committing ourselves to any value judgments.

The dictatorship of Paretian welfare economics

Having placed Paretian welfare economics firmly within the camp of
normative economics, I cannot resist a few comments on the more curious
features of modern welfare economics, although the subject is strictly speak-
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ing a digression from our main theme. The three postulates of Paretian wel-
fare economics (consumer sovereignty, nonpaternalism, and unanimity) are
frequently described as innocuous because they command either universal or
almost universal assent. The belief that almost everyone accepts the Paretian
postulates is sometimes interpreted to mean that Paretian welfare economics
is value-free. This is still another nonsense definition of value judgments:
value judgments are those ethical prescriptions that are controversial.

We will lose no time criticizing this definition but it is worth remarking
that the Paretian postulates by no means command universal assent. It cer-
tainly cannot be argued that absolutely everybody would regard a PPI as un-
equivocally desirable. It is not only those on the left of the political spectrum
who would reject postulate (1) on individual welfare and particularly postulate
(2) on social welfare. Even classical liberals have recently rebelled against
what they call “‘the dictatorship of Paretian welfare economics,’” which sanc-
tions a wide range of state interventions to achieve Pareto optimality, thus
repairing the defects of the invisible hand by the extremely visible hand of
government. Liberals, argue Rowley and Peacock (1975), accept a trade-off
between freedom and individualism; they are willing to brook infringement
of individual liberty, but only if the action secures greater freedom for others;
liberalism is essentially concerned with the maintenance and extension of neg-
ative freedom, in the sense of denying coercion of some individuals by others,
and this may conflict with consumer sovereignty, Paretian postulate (1). At
any rate, the value premises that underlie the philosophy of classical liberal-
ism cannot be reduced to the three postulates of Paretian welfare economics.
Without further exploring Rowley and Peacock’s argument, it serves to vin-
dicate the view that there is much less acceptance of the Paretian value judg-
ments than economists like to think. Actually, economists are rather poor at
assessing other people’s values: inasmuch as they have deliberately eschewed
Wertungsdiskussionen, they have largely denied themselves the analysis of
value judgments as a fruitful area of research. And the absurd thesis that
uncontroversial value judgments are not value judgments at all has not helped
matters.

The economist as a technocrat

Even those who reject the notion of Paretian welfare economics as
positive economics may nevertheless believe that there is much that the econ-
omist qua economist can usefully say on questions of public policy without
invoking value judgments. The case is usually made in terms of the distinction
between means and ends, between instruments and objectives, which imme-
diately reminds us of Robbins’s famous definition of economics as the science
that studies the allocation of scarce means among given but competing ends.
Let governments decide their ‘‘objective function’’ defined in terms of the
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multiple ends or goals of economic activity; it is the task of economists to
delineate the ‘‘possibility function,”’ the costs and benefits of alternative al-
locations of scarce means; provided the means-ends distinction is rigidly
maintained, economic advice to govemments is, or rather can be, value-free.*?
Thus runs the textbook message on the role of the economist as a technocratic
policy adviser.

In one sense, this is nothing but the is—ought, facts—values, positive—nor-
mative dichotomy all over again, and as such it is subject to the same diffi-
culties that these distinctions give rise to. Just as we earlier advocated the
divorce between positive and normative economics as a clarifying and thera-
peutic methodological convention, so we might similarly commend the text-
book picture of the economic consultant to governments, keeping his value
judgments scrupulously out of sight, as an ideal at which to aim rather than a
description of what actually takes place. This was indeed Robbins’s intent
when he warned the profession that economists qua economists cannot legit-
imately recommend a particular course of public action.

There are problems about this party line, however, that reach beyond the
difficulties of the positive-normative distinction. The notion is that the econ-
omist displays the menu of alternative possibilities, and then the decision
maker chooses from that menu in the light of his preference function. Unfor-
tunately, economic advice is typically sought, not just to elucidate the possi-
bility function, but also the preference function. The decision maker seeks
advice on both ends and means. How indeed is that economist supposed to
discover the decision maker’s preference function among objectives without
imposing his own? Asking him will usually produce a blank stare: if the de-
cision maker is a politician, he is committed first of all to maximizing elec-
toral support and that is best secured by blurring objectives, not by revealing
them. Nor can the economist deduce the politician’s preference function by
studying his past behavior: he may be inconsistent between one decision and
another; he may have altered his preference function over time as a result of
learning-by-doing; besides, circumstances themselves are changing and this
itself makes inference difficult. Furthermore, the concept of a single decision
maker is, in any case, a convenient fiction; typically, decision making in
respect of public policy is carried out by teams, whose members may well
disagree about ends; in consequence, successive policies may express con-
flicting ends, depending on which member of the team has the upper hand at

43 A single reference will suffice to document this traditional argument. Lange (1967, p.
8), after pointing out that it is necessary to reach an interpersonal agreement on the
objectives of economic policy, continues with ‘‘once the objectives are stated and
certain assumptions are made about empirical conditions, the rules of ‘ideal’ use of
resources are derived by the rules of logic and verified by the rules of verification.
This procedure is interpersonally objective.”’
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any moment of time. But if the economist cannot discover the preference
function that underlies policy decisions, neither can be evaluate past decisions
nor improve future ones.

Further reflections along these lines begin to suggest that there is indeed
something wrong with the purist view a la Robbins that draws a rigid distinc-
tion between the means and ends of public policy: it supposes that decision
makers first choose their goals and then hunt about for policies to achieve
them. In point of fact, any decision maker starts with on-going activities and
gradually begins to define his objective in the light of his experience with
policies. In other words, decision makers do not try to get what they want;
rather they learn to want by appraising what they get. Means and ends are
indissolubly related, and evaluation of past decisions, or technical advice about
future decisions, searches in vain for a social preference function that is not
there.

This view of decision making, so different from the classic textbook view,
has been forcefully argued in recent years by a number of economists and
political scientists. A single reference is Braybrooke and Lindblom, A Strat-
egy of Decision, with the revealing subtitle, Policy Evaluation as a Social
Process.* Braybrooke and Lindblom (1963) reject all comprehensive ap-
proaches to decision making, purporting to lay down global rules for arriving
at optimal decisions, and instead advocate what they call disjointed incremen-
talism: it is disjointed because decision making, far from being swallowed
whole, is repeatedly attacked in bits and pieces; it is incremental because it
considers only a limited range of policies that differ only incrementally from
existing ones; disjointed incrementalism does not merely adjust means to ends
but explores the ends while applying the means, in effect choosing means and
ends simultaneously.

It is perfectly clear that Braybrooke and Lindblom have achieved a much
more realistic view of the role of economic advice to decision makers. Ob-
viously, decision making, particularly public decision making, never achieves
more than a third-best solution, if only because the time required to collect
adequate information to secure an improvement in ‘‘fine tuning’’ is the ulti-
mate scarce resource. But can we not retain the textbook picture of value-
free, technical economic advice to governments as an ideal type, while ad-
mitting and even emphasizing that economic advice in the real world will
never closely correspond to the ideal? But here is an ideal type, which, if
Braybrooke and Lindblom are right, can never be approximated in reality,
and hence this very model of the advisory function contributes to systematic

4 See also Wildavsky (1964, particularly chap. 5); Churchman (1968, pp. 11-12), and
Dror (1968, 1971), the last of which contains a not altogether convincing critique of
Braybrooke and Lindblom. Lindblom (1965, 1968) has since continued the argument
further.
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self-deception among economists. We have seen this brand of self-deception
at work in encouraging the view that there is a promising field of positive
Paretian welfare economics, which is either entirely free of value judgments
or else rests on innocuous value judgments that allegedly command universal
assent.

Economic advice must ultimately rest on the falsifiable hypotheses of pos-
itive economics, on the demonstration that the empirical relationships be-
tween economic variables are this and not that.*> The moment economists go
beyond such demonstrations, they have entered the wholly different realm of
normative economics, where their skills, such as they are, are largely under-
developed because of a long-standing tradition in modern economics to deny
both the value aspects of economic beliefs and the realities of policy making.
The scope of positive economics is smaller and that of normative economics
larger than is frequently made out by economists.

Biases in assessing empirical evidence

All scientific hypotheses have philosophical, social and even politi-
cal undertones, which may prejudice scientists in evaluating the evidence for
and against a particular hypothesis (one need only think of the scientific
reactions to Darwin’s theory of natural selection and Einstein’s relativity the-
ory). Ideological biases and special pleading of all kinds are a universal fea-
ture of scientific work for which the only remedy is the public criticism of
other scientists relying on the shared professional standards of the subject. So
far, therefore, there is nothing to choose between economics and any other
scientific discipline.

However, there are special biases to which economists are prone that have
no parallel in the physical sciences. A potent source of these special biases
lies in the intimate association between certain propositions in positive eco-
nomics and something very like those same propositions in normative eco-
nomics. ‘‘At least from the time of the physiocrats and Adam Smith,”” Sam-
uelson (1948, p. 203) once observed, ‘‘there has never been absent from the
main body of economic literature the feeling that in some sense perfect com-
petition represented an optimal situation.”” The modern invisible hand theo-

45 Thus, Lowe (1977) argues at great length that positive economics has now lost what-
ever powers of prediction it once had because the modern industrial system is too
unstable to permit its behavior to be accurately predicted; he therefore proposes a
method of ‘‘instrumental inference’’ as the basis of a new science of political econom-
ics in which certain macroeconomic goals are first laid down by politicians and then
economists devote their efforts to studying the private incentives that are required to
keep the economic system on the path that will attain these goals. But he never ex-
plains how an economic advisor, deprived of positive economics, is supposed to throw
light on the relationship between private incentives and individual action. For a whole
volume devoted to criticizing Lowe’s proposal, see Heilbroner (1969).
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rem provides rigorous support for that feeling: given certain conditions, every
long-run, perfectly competitive equilibrium yields a Pareto-optimal allocation
of resources, and every Pareto-optimal allocation of resources is attainable
via a long-run, perfectly competitive equilibrium. Of course, this leaves out
the justice of the underlying distribution of endowments in competitive equi-
librium — and much besides. Nevertheless, every economist feels in his bones
that the invisible hand theorem is not just an abstract proof of hypothetical
significance in the stratosphere of ideas. Somehow, it seems just as relevant
to socialism as to capitalism, coming close indeed to providing a universal
justification for the price mechanism as a rationing device in literally any econ-
omy. If this is not what economics is ultimately about, why bother with it?

It is hardly surprising, therefore, that economists fight tooth and nail when
faced with an empirical refutation of a proposition in positive economics in-
volving the assumption of perfect competition. For what is threatened is not
just that particular proposition but the entire conception of economic *‘effi-
ciency’’ that gives raison d’ étre to the subject of economics. No wonder then
that intellectual tenacity in the face of empirical refutations, the tendency to
protect falsified theories by ad hoc immunizing stratagems (see Chapter 1),
has loomed and continues to loom so large in the history of economics.

Heilbroner, as we have seen, accused economists of lacking detachment in
the assessment of empirical evidence. But what scientist is ever so detached?
It is simply untrue that the study of the universe evokes no emotions, whereas
the study of society necessarily does. Religion is the oldest and deepest source
of ideological preconceptions, and science advances by rolling back the an-
swers of religion. Besides, when natural scientists express views on such
policy issues as biological warfare, global warming, nuclear energy, sterili-
zation, vivisection, etcetera, they are just as likely as anyone else to mix facts
and values and to misrepresent the actual state of the evidence. It is not in
these terms that we can distinguish between physics and economics.

The limitations of economics as an empirical science derive from other
sources. They stem principally from the fact that the theorems of welfare
economics are forever spilling over from normative economics into the ap-
praisal of evidence in positive economics. Economists tend to polarize into
‘‘planners’’ or ‘‘free marketeers,”’ and they are inclined to read the empirical
evidence for and against particular economic hypotheses in the light of these
polarized attitudes (Hutchison, 1964, pp. 63, 73—-82).46 The true state of af-

46 As Krupp (1966, p. 51) has aptly observed: ‘“The degree of confirmation of an entire
theory is highly intertwined with value judgements which reflect, among other things,
the selection of its constituent hypotheses. It is not coincidental, therefore, that the
advocates of the theories of competitive price will simultaneously defend diminishing
returns to scale, a low measure of economic concentration, the demand-pull explana-
tion of inflation, a high consumption function, the effectiveness of monetary policies
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fairs is almost the opposite of what Friedman (1953, p. 6) makes it out to be
when he ventures the opinion that ‘‘different predictions about the importance
of so-called ‘economies of scale’ account very largely for divergent views
about the desirability or necessity of detailed government regulation of indus-
try and even of socialism rather than private enterprises.”’

Was there ever an economist who came to believe in either socialism or
capitalism because of the compelling empirical evidence about economies of
scale? For that matter, it is probably not economic arguments at all that turn
economists into planners or free marketeers. We can look high and low in the
body of received economic doctrine without so much as encountering a well-
formulated attack on, or justification for, private ownership of the means of
production. There are economic arguments for private ownership having to
do with the built-in tendency towards technical dynamism in a regime of
atomistic competition but these must be set against a similarly built-in ten-
dency towards recurrent slumps, not to mention inequalities in the size distri-
bution of personal income. The fundamental link between economic freedom
and political freedom, however, is rarely discussed, possibly because main-
stream economists are embarrassed to admit that what really lies behind their
preference for private over public ownership of industry is a definite piece of
reasoning in political theory.*’ Joan Robinson (1962, pp. 138-9) hits the nail
on the head in a marvelously succinct passage:

It is possible to defend our economic system on the ground that, patched up with
Keynesian correctives, it is, as he put it, the ‘‘best in sight’’. Or at any rate that it is
not too bad, and that change is painful. In short, that our system is the best system
that we have got. Or it is possible to take the tough-minded line that Schumpeter
derived from Marx. The system is cruel, unjust, turbulent, but it does deliver the
goods, and, damn it all, it’s the goods that you want. Or, conceding its defects,
to defend it on political grounds — that democracy as we know it could not have grown
up under any other system and cannot survive without it. What is not possible, at
this time of day, is to defend it, in the neoclassical style, as a delicate self-regulating
mechanism, that has only to be left to itself to produce the greatest satisfaction for all.

I fancy that, wording apart, the four defenses Robinson offers do cover the
standard view and that the third of them outweighs all the others for those
who ‘‘defend our economic system.”’

Even among the majority of economists who believe in capitalism, ‘‘free

on full employment, the insignificance of externalities, and the general pervasiveness
of substitution rather than complementarity as a basic relation of the economic sys-
tem.”’

47 But not everyone is embarrassed, for example, Hayek (1960), Friedman (1962), and
Machlup (1978, p. 126). Also, Lipsey (1989, p. 390) frankly discusses the political
appeal of the invisible hand theorem.
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marketeers’’ of various kinds, there are profound differences of opinion on
the degree to which income inequalities in our society are remediable by or-
dinary economic policies. For example, in a survey of the views of academic,
business, and government economists in the United Kingdom, compared to
politicians and journalists, Samuel Brittan (1973) showed that economists as
a community tend to have distinctive views on public policy that set them
apart from others in any public discussion: they have an appreciation of the
functions of the price mechanism as a method of allocating resources in ac-
cordance with relative scarcities and the revealed preferences of consumers
that is lacking among noneconomists. Nevertheless, whether a particular
economist is willing to subscribe to the ‘‘liberal economic orthodoxy’’ fre-
quently depended on whether ‘‘he was prepared to treat questions of the al-
location of resources on their own merits, in the belief that any major unde-
sired effect on the distribution of income could be offset, or more than offset,
by the tax and social security system’’ (p. 23; see also Kearl, and others,
1979; Frey, and others, 1984; and Ricketts and Shoesmith, 1990). There is
little ground, therefore, for Friedman’s (1953, p. 5) optimistic view that all
of us are more divided about the predicted effects of policy actions by gov-
ernments than about questions of fundamental values.

Earlier, we argued that few people hold pure value judgments and that,
despite Hume’s guillotine, the realm of ‘‘ises’ continually invades the realm
of “‘oughts.’’ but now we have argued that is-statements are constantly being
assessed in the light of ought-statements. This is no paradox. The mutual
interplay of facts and values is precisely the fuel that fires scientific work, no
less in the social than in the physical sciences. Scientific progress comes only
when we strive to maximize the role of facts and minimize the role of values.
If economics is to progress, economists must give absolute priority to the task
of producing and testing falsifiable economic theories. In the final analysis, it
is only the mechanism of hypothesis testing that can be relied on to weed out
political and social prejudices at a rate faster than the one at which they are
being continually recreated by new circumstances. The Mecca of economics
is not, as Marshall thought, biology, or any other branch of science. The
Mecca of economics is the method of science itself.
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The theory of consumer behavior

Introduction

We are now ready to put our knowledge of methodology to practical
use in the appraisal of economic theories. In so doing, we must always begin
by stating what Popper calls the ‘‘problem-situation’’ to which the theory is
supposed to be a solution. This obvious point is all too frequently neglected.
Next, we must decide what it is that the theory actually predicts. This too is
an obvious point and yet, as we shall see, it may be a very difficult question
to answer. But since we have come so far, we must attempt to assess the
evidence bearing upon the theory’s predictions without, however, neglecting
the nature of the ‘‘explanation’’ that underlies these predictions. Does the
theory provide a causal mechanism that takes us systematically from the ac-
tions of economic agents and the operations of economic institutions to the
outcomes predicted by the theory?

None of these questions can be fruitfully discussed if all that is available to
us is a single theory. Scientific theories can only be meaningfully assessed in
terms of competing hypotheses for the simple reason that methodology pro-
vides no absolute standards to which all theories must conform: what it does
provide are criteria in terms of which theories may be ranked as more or less
promising. Thus, the appraisal of economic theories is essentially a matter of
asking: which of all the competing theories is the one best fitted to survive?

What follows constitutes a series of case studies, each of which illustrates
one or more methodological lessons. Sometimes the lesson is that the empir-
ical content of a theory has been exaggerated or completely misunderstood;
sometimes it is to show why there are good reasons for retaining a theory
despite the fact that it has been frequently refuted; and sometimes it is simply
to demonstrate that leading economists with well-defined methodological views
are nevertheless loath to follow their own precepts. These case studies are not
selected at random: each constitutes a satellite research program within a larger
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core program that is frequently called neoclassical economics, although
‘“‘mainstream, orthodox economics’” would be a better label. This is not to
say that we deal exhaustively with every aspect of the neoclassical research
program — it would take a whole series of books to do justice to that subject.
All that we can manage to do here is to suggest the flavor of such a compre-
hensive appraisal of neoclassical economics, to trace some of the interconnec-
tions between different but complementary subprograms, and to show how
every part of the larger core program draws strength from the other parts on
the frequently unchecked assumption that the other parts are highly corrobo-
rated.

Throughout the following chapters that make up Part III of the book, we
will keep asking ourselves: what indeed is the ultimate ‘‘hard core’” of the
neoclassical research program; that is, what is it that makes an analysis of,
say, crime or the supply of money a piece of neoclassical economics rather
than Marxist, radical, institutional, or what-have-you economics? Further-
more, in what circumstances should we contemplate an alternative research
program with a different ‘‘hard core’’ and a different set of positive and neg-
ative “‘heuristics,’” particularly when that alternative research program is ad-
dressed to a different range of questions and is associated with different meth-
odological standards? The answers to these momentous questions will emerge
gradually in the course of Part III. We will turn to them explicitly in the final
chapter of Part IV.

Is the law of demand a law?

The history of economics abounds in economics laws proclaimed
with capital letters: Gresham’s Law, Say’s Law, Engel’s Law, the Law of
Demand and Supply, the Law of Diminishing Returns, the Law of Diminish-
ing Marginal Utility, etcetera. The term law, however, has gradually acquired
a somewhat old-fashioned ring and economists now prefer to present their
most cherished general statements as ‘‘theorems’” rather than ‘‘laws.’’ At any
rate, if by laws we mean well-corroborated, universal relations between events
or classes of events deduced from independently tested initial conditions, few
modern economists would claim that economics has so far produced more
than one or two laws.! But such commendable methodological modesty may

! Samuelson (1966, p. 1539) remarks that years of experience have taught him **how
treacherous are economic ‘laws’ in economic life: e.g. Bowley’s Law of constant
relative wage share; Long’s Law of constant population participation in the labor
force: Pareto’s Law of unchangeable inequality of incomes; Denison’s Law of con-
stant private saving ratio; Colin Clark’s Law of a 25 per cent ceiling on government
expenditure and taxation; Modigliani’s Law of constant wealth—income ratio; Marx’s
Law of the falling rate of real wage and/or the falling rate of profit; Everybody’s Law
of a constant capital-output ratio. If these be Laws Mother Nature is a criminal by
nature’’ (see also Hutchison, 1964, pp. 94-5).
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be carried too far. After all, there is little agreement among philosophers of
science about the necessary and sufficient conditions that a scientific state-
ment must satisfy to qualify it as a law of science, and for that matter, there
are various kinds of laws that play different roles in different types of scien-
tific theories (see Chapter 1 above; also Rosenberg, 1976, chaps. 4-6). Thus,
whatever are the linguistic habits of economists, it is difficult to deny the
famous law of demand the status of a scientific law.

It is not easy to decide, however, whether the law of demand is a ‘‘deter-
ministic law,”” a ‘‘statistical law,”’ or a ‘‘causal law.”’ If the law of demand
refers to individuals, asserting that the quantity demanded of any commodity
by a consumer will always vary inversely with its money price, the claim that
it expresses an invariable concomitance of events can be dismissed out of
hand: the law will be contradicted if so much as one consumer judges the
quality of the commodity in question by its price. But if it refers to the market
conduct of a group of consumers of a homogeneous commodity, it is probably
true to say that it was, at least until the time of Marshall, regarded as a deter-
ministic law, that is, an empirical regularity that simply admitted of no excep-
tions. Since Marshall, however, it has in fact been regarded as a statistical
law of market behavior, having a probability of occurrence that is close to,
but by no means equal to, unity. Every first-year student of economics learns
that, subject to conditions regarding tastes, expectations, incomes, and other
prices, a rise in the price of a good is followed by a fall in the quantity
demanded unless, however, the good in question is either a Giffen or a snob
good; in short, market demand curves may be negatively or positively in-
clined. Nevertheless, there is overwhelming empirical evidence, as we shall
see, that most market demand curves are negatively inclined: the ‘‘law of
downward-sloping demand,’” as Samuelson (1976, p. 61) calls it, is in fact
one of the best-corroborated statistical ‘‘laws’’ of economics.

On the other hand, the law of demand may also be construed as a ‘‘causal
law,”” that is, one which explains human actions in terms of the reasons,
desires, and beliefs of ‘‘rational’” human agents, which form the causal mech-
anism that leads from a decline in price to an increase in quantity demanded
(Rosenberg, 1976, pp. 53-5, 73-7, 108-21). Be that as it may, economists
do not assert that human agents are ‘‘rational’’ by definition and to that extent
the law of demand remains a lawlike empirically refutable statement about
economic responses to changing prices.

Moreover, the law of demand is no simple inductive generalization from a
set of atheoretical observations. On the contrary, it is alleged to be a logical
deduction from what must be the nearest thing in economics to a completely
axiomatized theory, the modern static theory of consumer behavior. The the-
ory has a long and complex history that has been frequently told (see Blaug,
1980, pp. 328-55, 368-70), proceeding from the introspective cardinalism
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of Jevons, Menger, Walras, and Marshall to the introspective ordinalism of
Slutsky, Allen, and Hicks, to the behaviorist ordinalism of Samuelson’s re-
vealed preference theory, to the behaviorist cardinalism of the Neumann—
Morgenstern theory of expected utility, to Lancaster’s theory of commodity
characteristics, not to mention more recent stochastic theories of consumers’
behavior. All along, its purpose was to somehow justify the notion of a neg-
atively inclined demand curve from fundamental and compelling axioms of
individual behavior. After all, neither individual nor market demand curves
are directly observable entities; all that is observed at any time is a single
point on the market demand curve for a commodity. We are thus driven to
estimate demand curves statistically, and that is only possible in situations
where we can make strong assumptions about the conditions of supply in the
relevant market. This identification problem was first stated explicitly in the
1920s, but even nineteenth-century economists recognized the problem im-
plicitly. Thus, the early pioneers of demand theory really had only two choices:
to follow Augustin Cournot and Gustav Cassel in asserting downward-sloping
demand curves as a crude empirical generalization, or to deduce the law of
demand from a set of primitive assumptions about economic behavior. Given
the importance of negatively inclined demand curves as an essential element
in competitive price theory, it is hardly surprising that they chose the latter
course.

It was Marshall who first drew attention to the fact that the so-called uni-
versal law of demand is unfortunately subject to a possible exception, namely,
Giffen’ s paradox, the case where, to express it in modern language, the negative-
income effect of a price change is so large in absolute terms as to cancel out
the negative substitution effect of that change. The fact that Sir Robert Giffen
never actually stated Giffen’s paradox (Stigler, 1965, p. 379; also Mason,
1989, chaps. 6, 7) is of considerable significance: Marshall was looking, as
it were, for Giffen’s paradox and, therefore, was determined to find it. He
realized that for practical purposes, we must define individual demand curves
as subject to a ceteris paribus clause that includes tastes, expectations about
future prices, the money incomes of consumers, and all prices other than the
one under consideration. So defined, however, it was not possible to argue
that there is in fact one ‘‘universal’’ law of demand.

Marshall also flirted, as Friedman has shown (see Blaug, 1980, pp. 351—
3, 369), with a constant-real-income interpretation of demand curves in which
the prices of all closely related goods are varied inversely to the price of the
good in question (in practical terms, we divide money income by a Laspeyres
price index) so as to ‘‘compensate’’ the consumer for any change in real
income caused by the price change. Such a constant-real-income or compen-
sated demand curve must indeed be negatively inclined under the very con-
ditions implied in its construction, and hence, Friedman argued, we ought to
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choose this interpretation as the more preferable one because it alone has an
unambiguously testable implication. Alas, a compensated demand curve is
never observed, whereas we do at least observe one point on the constant-
money-income demand curve. The constant-real-income formulation of de-
mand curves is thus an evasion of issues: the income effect of a price change
is as integral a part of real-world consumer behavior as is the substitution
effect and to leave it out is to adjust the world to fit our theories rather than
the other way around.? So long as we are interested in the total change in
quantity demanded resulting from a given change in price, we want to mea-
sure both the income and the substitution effect.

From indifference to revealed preference

The Slutsky—Allen—Hicks decomposition of price responses into in-
come and substitution effects, and the invariably negative sign of the substi-
tution effect, are the only substantive achievements of the immense intellec-
tual efforts of literally hundreds of economists applied for over a century or
more to the pure theory of consumer behavior. This theory, as Lancaster
(1966b, p. 132) said, ‘‘now stands as an example of how to extract the mini-
mum of results from the minimum of assumptions.’’ It is silent on the deci-
sion of consumers to purchase durable goods, to save, and to hold wealth in
one form rather than another. It is addressed to the decision to buy perishable
goods, and in particular to the decision to allocate available income between
perishable goods, and yet it cannot even predict what particular goods will in
fact be consumed. Far from generating testable economic hypotheses about
demand behavior, inspiring and guiding empirical research, the theory has
almost consistently lagged behind, rather than led, statistical studies of de-
mand. Although family budget studies of the effect of income on consumers’
expenditures were well established by the 1870s, the role of income as a key
variable in demand was not theoretically recognized until the 1890s and it was
not systematically analyzed until the 1930s (Stigler, 1965, p. 211). Similarly,
the first modern statistical demand studies began in earnest just before World
War I (Stigler, 1965, p. 219 ff), and yet the development of Allen—Hicks
indifference theory in the 1930s owed absolutely nothing to the real advances

that had by then been made in the empirical understanding of demand.
Indifference theory, coming after a generation of hostile but ineffective

2 If only we could conveniently ignore the income effect of a price change, demand
theory would be so much simpler. Thus Becker (1976, pp. 159-60) demonstrates that
for a wide variety of household decision rules, including decisions determined by the
throw of a dice, market demand curves would still be negatively inclined (essentially
because price rises restrict, while price falls enlarge, the opportunity set). This dem-
onstration assumes a constant-real-income and not a Marshallian constant-money-income
demand curve.
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criticism of marginal utility theory by the leaders of American institutional-
ism,> reaffirmed the concept of economic man as possessed of what John
Maurice Clark called an *‘irrationally rational passion for dispassionate cal-
culation,”” while taking inordinate pride in deriving all the classical results
from an ordinal rather than a cardinal utility calculus. The concept of *‘indif-
ference,’” involving as it does pairwise comparisons between commodity bun-
dles that are infinitesimally close to each other, is just as introspective and
unobservable as the concept of cardinal comparisons between marginal utili-
ties.* This is of no consequence if the formulation makes it easier to generate
empirically significant predictions about consumer behavior. But as a matter
of fact, the apparatus of indifference curves is of no help in telling us before-
hand which demand curves have negative rather than positive slopes: since
we can never directly observe either the substitution or the income effect (the
income effect being defined with reference to an original level of total utility),
we cannot measure the size of one to add it to the other for purposes of
predicting the total change in the quantity demanded resulting from a change
in price. As before, the theory of consumer behavior remains an ex post facto
rationalization of all final demand outcomes, whatever they are. We can con-
firm the law of demand, but we can never disconfirm it.

The classic exposition of indifference theory was presented in the first three
chapters of Hicks’s Value and Capital (1939), by which time Samuelson had
already won the race to prove the same old results from a still smaller number
of assumptions. Samuelson’s revealed preference theory (RPT) proposed to
purge the theory of consumer behavior of the last vestiges of utility by restrict-
ing it to operational comparisons between value (quantity times price) sums.
If consumers prefer more goods to less, choose only one definite bundle of
goods in every budget situation, and behave consistently in successive choices,
they will buy less of a good when its price rises if they would have bought
more of that good when their incomes rose. This generalized law of demand,
or, ‘‘fundamental theorem of consumption theory’’ as Samuelson called it,
includes all of the observable implications of indifference theory and, in ad-
dition, has the advantage of inferring consumers’ preferences from their re-
vealed behavior, not the other way round. Moreover, the income effect in
RPT is measurable in principle, being the change in income opposite in sign

3 For a review of this great interwar debate on the psychological foundation of econom-
ics, see Coats (1976). A little book by Sargant Florence (1927) wonderfully recreates
the atmosphere of this old-fashioned controversy.

4 The derivation of indifference curves from simulated choice experiments has a long if
sparse history, going back to a pioneering attempt in 1931 by the psychologist Louis
Thurstone and repeated only twice since then. A recent, more sophisticated attempt
by MacCrimmon and Toda (1969) produced positive but mixed evidence for the three
familiar properties of indifference curves: (1) nonintersection, (2) negative slope, and
(3) curvature convex to the origin.
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to the change in price that is required to restore the original bundle of goods
that was purchased.

Nevertheless, RPT is just as difficult to refute as indifference curve analy-
sis: unless we have prior information about the income elasticity of demand
for a commodity, we cannot predict in advance from the fundamental theorem
of consumption theory that the quantity demanded of it will vary inversely
with price. Of course, we can infer that this outcome will be the more likely,
the smaller is the proportion of total expenditure accounted for by this com-
modity, but this inference is just as easily, if not more easily, drawn from the
older Marshallian theory of consumer behavior.

Subsequent developments succeeded in axiomatizing RPT to the point where
its assumptions and conclusions were so firmly connected that the established
truth of one was sufficient to establish the truth of the other and vice versa
(Houthakker, 1961, pp. 705-8). As such, it provides a perfect example of
our earlier contention (see Chapter 4) that the logical distinction between *‘as-
sumptions’” and ‘‘implications’’ disappears in a perfectly axiomatized theory.
RPT can be used to derive all the standard properties of demand curves that
were earlier derived via cardinal and ordinal utility theory. What is called
‘‘rational’’ choice in utility theory translates into ‘‘preferring more to less,”’
‘‘consistency,’’ and ‘* transitivity’” in RPT. In short , RPT and the theory of
utility are logically equivalent, and Samuelson’s original claims on behalf of
RPT as a new approach to the problem of consumer behavior must, therefore,
be rejected as unwarranted.® To that extent, the demand by some *‘aggres-
sive’” methodologists for the independent testing of the assumptions of RPT
(Clarkson, 1963, pp. 55-6, 62-3, 79, 83) misses the point. We do not have
to argue, a la Friedman, that Freud and Marx have taught us that people do
not know why they behave the way they do and that, in any case, the business
of social science is to trace the unintended social outcomes of individual ac-
tions, not to examine the degree of conscious awareness that individuals dis-

5 As Wong (1978) has shown, Samuelson has in fact changed his mind twice over in
respect of the aim of RPT: in the original 1938 article (Samuelson, 1966, chap. 1),
the point of the theory was to derive the main results of Hicksian ordinal utility theory
without resorting to the notion of indifference or indeed any other nonobservable
terms; in a 1948 paper (Samuelson, 1966, chap. 9), in which he actually christened
the new approach, RPT becomes the basis for an operational method of constructing
an individual ’s indifference map from observations of his market behavior, thus solv-
ing a problem that the earlier article had shown to be spurious; finally, in a 1950 paper
(Samuelson, 1966, chap. 10), RPT receives yet another interpretation, namely, to
explore and establish the observational equivalent of ordinal utility theory, which
again seems to conflict with the objectives of the first as well as with the objectives of
the second paper. To add to the confusion, Samuelson has also changed his mind at
least once about his basic methodology: in 1938, he was an ‘‘operationalist,”” whereas
by 1963 he had retreated to the more modest methodology of *‘descriptivism’” (see
Chapter 4 above).



144 The theory of consumer behavior

play. RPT is a case where a test of the *‘realism’’ of implications is logically
equivalent to a test of the ‘‘realism’’ of assumptions.

The predictive power of RPT in respect to demand relationships is of course
no better than the older theories of consumer behavior: it too is empirically
irrefutable unless reinterpreted as a statistical law because it relies on unre-
stricted universal statements. Although RPT is praised for promoting an em-
phasis on the observable implications of consumption theory (Houthakker,
1961, p. 713), it is difficult to find much evidence that it has inspired new
empirical research on demand. It asserts, for example, that the order of a
consumer’s preferences is revealed by the chronological sequences of his choices
when prices are changing, which immediately implies that it has little to con-
tribute to an explanation of the demand for durable goods — since the services
of durable goods are not necessarily consumed in any fixed relation to their
date of purchase, choices among durable goods may not disclose a consum-
er’s preferences (Morgenstern, 1972, p. 1168).

But apart from this limitation, there is the much more serious difficulty that
it is a theory of the choices of a single consumer, whereas the measurement
and testing of demand hypotheses is fundamentally concerned with market
behavior. The conventional theory of individual consumer behavior, whether
of the older or the newer variety, is in fact miles removed from the sort of
market demand data that economists typically work with. For empirical de-
mand analysis, the question of whether we may assume the very existence of
utility functions — a stable set of preference orderings among consumers —
looms much larger than the endlessly debated theoretical questions of cardi-
nality versus ordinality or indifference versus revealed preference.

Empirical work on demand

In their authoritative survey of empirical research on demand rela-
tionships since World War II, Brown and Deaton (1972) noted that much
empirical work on demand had been purely “‘pragmatic’’ and carried out with
very little reference to any theory of consumer behavior (pp. 1150-2). Even
where there was an attempt to draw on the conventional theory, many re-
search workers had simply ignored the problem of aggregating individual de-
mand into aggregate demand behavior, in effect treating average per capita
demand data as if they were generated by a single consumer with an average
per capita income. In general, they observed, the theory of consumer behav-
ior ‘‘does not provide what might have been expected, the ideal way of setting
up experiments in demand analysis’’ (p. 1154). The theory was of course
never meant to apply to a particular individual but rather to a statistical, av-
erage individual. ‘‘It is therefore reasonable to regard the theory as no more
than a fable (or in modern jargon, a paradigm) which suggests restrictions
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enabling the solution of an otherwise intractable problem of estimation and
interpretation’” (p. 1168). Indeed, if all consumers were to behave exactly
according to the pure theory of consumer behavior, the Engel curves of con-
sumers would be parallel straight lines and estimation of demand relationships
would become virtually impossible. Unfortunately, however, ‘‘we are not
aware of any thoroughgoing attempts to build truly aggregate systems of de-
mand relations’’ (p. 1170).

‘“Most applied work,”” Brown and Deaton went on to say, ‘‘has in fact
emphasised estimation rather than testing. . . . More rigorous testing had to
wait until it became possible to estimate complete systems of demand func-
tions’” (pp. 118—19). The assumption that demand functions are homoge-
neous of degree zero in prices and money incomes, which is one of their
standard properties assumed in price theory, has in fact been rejected in some
tests of complete systems of demand equations (pp. 1189-95; see also Gil-
bert, 1991). More generally, they concluded that there has been an ‘‘over-
emphasis on the substitution effects of price changes’’; ‘‘for many practical
purposes the effects of changes in income are of greater importance than those
of changes in prices’’ (pp. 1157, 1154). Finally, they observed that ‘‘the
problem of how changes in the distribution of income affect average per cap-
ita consumption behaviour . . . is perhaps . . . the most important missing
link in the construction of an adequate empirically applicable theory of con-
sumer demand’’ (p. 1158).

In the circumstances, there is a good deal to be said for Mishan’s proposal
to wipe the slate clean of the theory of consumer behavior: ‘‘after all the
display of technical virtuosity associated with such theorems, there is nothing
the practising economist can take away with him to help him come to grips
with the complexity of the real world. Indeed, he would be no worse off if he
remained ignorant of all theories of consumer’s behaviour accepting the ob-
viously indispensable ‘Law of Demand’ on trust’’ ( Mishan, 1967, pp. 82—
3). But on trust of what? Presumably, on trust of the evidence. And, indeed,
there is hardly any doubt that most economists, even those who would vio-
lently repudiate Mishan’s iconoclasm, affirm the law of demand because of
the weight of empirical evidence and not because of the theoretical dictates
of the pure theory of consumer behavior. Besides, as we have argued, the
pure theory of consumer behavior is not empirically refutable: the statistical
law of demand is only derivable from that theory by the addition of an extra
auxiliary assumption, asserting the likelihood that any negative income effect
will be too small to offset the negative substitution effect of a price change.

This is the decisive answer to such apriorists as Mises and Robbins, and
for that matter Keynes, who claim that economics must confine itself to qual-
itative predictions but rule out all quantitative predictions as pointless (see
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Chapter 3 above and Lipsey, 1989, p. 160). Actually, without empirical mea-
surement of income elasticities, even so basic a concept as the negative slope
of demand curves cannot be established as generally valid.

The importance of Giffen goods

A cursory glance at some leading textbooks in economics suffices to
establish the point that the law of demand is asserted as a law because of the
assessment of the evidence relating to income elasticities. Samuelson (1985,
p. 417n) simply ignores the evidence: the text assumes that all demand curves
are negatively inclined, while a footnote admits that some demand curves may
be positively sloped. Alchian and Allen (1964, pp. 54, 62—4) likewise ignore
the statistical evidence but mention some casual evidence for the law of de-
mand (e.g., lower prices of fruits and vegetables when they are in season),
declaring that it is ‘‘a law simply because it describes a universal, verified
truth about people’s consumption and market behavior.”” Lipsey (1989, p.
164) contains a thorough and characteristically frank discussion of the prob-
lem:

. . . the modem theory of demand makes an unequivocal prediction only when we
have extraneous information about income elasticities of demand . . . if we have no
knowledge about the income effect we can still hazard a probabilistic statement. The
great weight of existing evidence suggests that if we had to guess with no prior knowl-
edge whether the demand curve for some commodity X was downward or upward
sloping, the former choice would be the odds-on favourite.

Stigler (1966, pp. 24, 71-2) is even more emphatic: ‘‘all known demand
curves have negative slopes.”’

How can we convince a sceptic that this ‘‘law of demand’’ is really true of all consum-
ers, all times, all commodities? Not by a few (4 or 4,000) selected examples, surely.
Not by a rigorous theoretical proof, for none exists — it is an empirical rule. Not by
stating what is true, that economists believe it, for we could be wrong. Perhaps as
persuasive a proof as is readily summarized is this: if an economist were to demon-
strate its failure in a particular market, at a particular time, he would be assured of
immortality, professionally speaking, and rapid promotion. Since most economists
would not dislike either reward, we may -assume that the total absence of exceptions
is not from lack of trying to find them.

Hicks (1956, pp. 66—8, 93—-4) is perhaps the only modern economist to at-
tempt to rationalize the lack of evidence for upward-sloping demand curves
by a theoretical argument: Giffen goods, he contends, are rarely observed
because positive stretches in demand curves tend to produce unstable equilib-
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ria, implying apparently that most equilibria in the real world are patently
stable.

Enough has now been said to establish the contention that the general view
of Giffen goods as theoretical curiosities is based on nothing more than a
broad assessment of the empirical evidence about market demand. In view of
that fact, however, it is striking how many textbooks devote pages and pages
to expounding the intricacies of the theory of consumer behavior, while hardly
mentioning — much less teaching students to appreciate — the vast literature
on the empirical measurement of demand. To be sure, there are some notable
exceptions (e.g., Baumol, 1965, chap. 10; Green, 1976, chap. 9; Lipsey,
1989, chap. 9), but in general, the pedagogical inclination of modern econo-
mists is to assign overwhelming importance to the postulates or axioms of
consumer theory, while consigning its implications for demand behavior to
the higher reaches of the subject to be studied, if at all, at a later date. To
follow Mishan and to dismiss the axioms altogether smacks too much of re-
placing a theory by the empirical evidence for that theory. Nevertheless, the
intellectual effort that is traditionally devoted to the assumptions as distinct
from the consequences of the pure theory of consumer behavior is almost in
inverse proportion to their relative significance.

Lancaster’s theory of characteristics

The empirical evidence about market demand behavior is, as we have
seen, ambiguous and difficult to evaluate. For that reason alone, inspection
of the assumptions of the theory is never redundant. Besides, even at this late
stage, such a reexamination of assumptions may reveal unsuspected limita-
tions; a reworking of the assumptions may well produce surprisingly new
variations on old themes. A case in point is Kelvin Lancaster’s new approach
to consumer behavior, which takes as its starting point the old idea that con-
sumers do not value goods for their own sake; rather they value them for the
services that they render. The new element that Lancaster (1966b, 1971) adds
is that these services or ‘‘characteristics’’ are usefully conceived as objec-
tively measurable components, the same for all consumers, which are com-
bined in fixed proportions to make up an individual good, these goods being
in turn combined into a bundle of consumption ‘‘activities.”” The personal
element in consumer choice arises from the choice between these fixed vec-
tors of characteristics embodied in different bundles of goods. Thus, consum-
ers are depicted as maximizing, not a utility function, but a transformation
function, which depicts the utility derived by transforming a particular collec-

tion of characteristics into a particular collection of goods.
Lancaster (1966b, pp. 135, 152-3) is only too aware that the new theory
may be thought ‘‘to run the danger of adding to the economist’s extensive
collection of non-operational concepts’’: there are severe practical problems
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in assigning empirical coefficients to the consumption technology. But in
principle, he insists, the task is a manageable one and the result is ‘‘a model
very many times richer in heuristic explanatory and predictive power than the
conventional model of consumer behaviour’” (pp. 154-5). A major implica-
tion of Lancaster’s analysis is that consumers generally occupy corner equi-
libria in most dimensions of choice switching from corner to corner in re-
sponse to price changes, so that continuous adjustments along something like
an indifference curve are in fact never observed. In addition, the new theory
is said to throw light on the “‘intrinsic’” substitutability and complementarity
between goods, on occupational choices, on asset holdings and on the role of
advertising in promoting the introduction of new goods (pp. 144-51).

However, the examples that Lancaster provides of the empirical predictions
of the new theory that are said to be denied by orthodox doctrine are less than
wholly persuasive: (1) that wood will not be a close substitute for bread but
that red cars of a given make will be a close substitute for gray cars of the
same make; (2) that goods may be entirely displaced from the market by new
goods or by a change in price; (3) that the labor-leisure choices of workers
will have a marked occupational pattern; (4) that a monetary asset may en-
tirely disappear from the economy (Gresham’s law); (5) that individual choices
may be completely unaffected by price changes; and (6) that certain breaks in
the spectrum of cross-elasticities between goods, defining a commodity group,
may be intrinsic and impervious to price changes. What is in doubt is not that
these are genuine predictions of the new theory that cannot be derived from
traditional consumer theory, but whether these are well-confirmed predictions
and, furthermore, whether the two theories actually differ in their predictions
when they address the same range of phenomena.

The ‘‘problem-situation’” or critical empirical issue in the theory of con-
sumer behavior is, as we have seen, the sign of the slope of the market de-
mand curve for goods, and we may ask, therefore, whether Lancaster’s theory
casts further light on the famous question of the likelihood of Giffen goods.
Lancaster (1966b, p. 145) himself conjectured that his theory creates new
presumptions for the improbability of Giffen goods, that is, the greater like-
lihood of negatively inclined market demand curves. But some of his follow-
ers suggest the very opposite (Green, 1976, p. 161; Lipsey and Rosenbluth,
1971), adding that a new look at the existing evidence will bear them out.

The argument is that the demand for certain characteristics of goods may
be satiated in an affluent society; if goods have different characteristics, it
follows that any good may be a Giffen good at any level of income if it has a
comparative advantage in a satiated characteristic. Thus, Giffen-like effects
and hence positively sloped market demand curves may be more common
than has previously been thought. Curiously enough, something like this was
once asserted by Marshall in private correspondence when he used the ex-
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ample of consumer choice between two competing modes of transport within
a given travel budget in circumstances where railways had a comparative
advantage in time costs over canal boats but not in comfort, convenience,
etcetera; an increase in the price of canal travel might then increase rather
than decrease the demand for canal boats (Pigou, 1956, p. 441). Be that as it
may, the Lipsey—Rosenbluth thesis has been contested on the grounds that it
depends critically on the linear relationship between goods and characteristics
postulated in the Lancaster model (Mason, 1989, pp. 122—-6). We cannot
hope to adjudicate this issue here but such disagreements do begin to suggest
that it is too early to tell just what are the implications of the new theory of
consumer characteristics.

It would be a methodological error of the now familiar sort to insist that the
theory is not worth considering until it has been shown that the *‘characteris-
tics’> of goods are measurable in an operational sense — the assumptions of
theories must be ‘‘realistic,”” or else — and in any case the particularly trou-
blesome assumption of fixed proportions in the production of characteristics
is a convenient simplification that is not strictly necessary to its results. The
vital question remains: what are the refutable predictions about market behav-
ior that are generated by the new theory and are these in fact predictions of
“‘novel facts’’ that are capable of discriminating between the old and the new
theory? There is little doubt that the Lancaster theory is richer in content than
the old, which is hardly surprising since it includes the old as a special case,
but it is far from clear that this increase in generality is accompanied by new
substantive results of a testable kind. The fact that the new theory has received
little development since its original formulation, particularly in application to
empirical problems, creates further grounds for skepticism of its fecundity.
We can detect the impact of Lancaster’s theory in the common tendency to
calculate ‘‘hedonic indices’’ of price movements to allow for changes in the
quality of goods, but that is at best an indirect rather than a direct influence.
On balance, it remains true to say that the new theory has so far failed to take
off, and it is anybody’s guess whether it ever will.

There is nothing in economic methodology that will help us to improve on
that guess: methodology can sharpen the appraisal of new ideas but, in the
final analysis, budding research programs such as the Lancaster theory of
characteristics must prove their worth by their actual impact on the work of
economists.



The theory of the firm

The classic defense

If the function of the orthodox theory of consumer behavior is to
justify the notion of negatively inclined demand curves, the function of the
orthodox theory of the firm is to justify the notion of positively inclined sup-
ply curves. The orthodox or neoclassical theory of the single-product firm,
using only output or price as a strategic variable in a static but highly com-
petitive environment, has been with us for 140 years (ever since Cournot more
or less invented it in 1838), during which time it has been repeatedly criti-
cized, particularly in respect of its central assumption that businessmen strive
to maximize money profits subject to the constraints of technology and the
prevailing pattern of demand.

It has been argued that business firms actually maximize a multivariate
utility function that includes profits, leisure, prestige, liquidity, control, et-
cetera; that they maximize total sales subject to a minimum level of profits
rather than profits themselves; that they do not maximize at all but *‘satisfice’’
by adjusting their profit targets in the light of experience so as to reach aspira-
tion levels; that they cannot maximize because of prevailing uncertainty and,
therefore, adopt rules-of-thumb like full-cost pricing; and that they do not
want to maximize but instead to survive and hence operate in terms of admin-
istrative rules that serve to keep them one step ahead of their rivals. Such
criticisms and their associated proposals for reconstructions of the theory of
business behavior have greatly multiplied in the last thirty years, virtually
amounting to what some commentators have described as the breakup of the
traditional theory of the firm (Nordquist, 1967).

The classic defense of the traditional textbook theory, vigorously stated by
Machlup in the famous Lester—Machlup debate of 1946, is that marginal anal-
ysis in general and the neoclassical theory of the firm in particular does not
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aim to provide a complete explanation of business conduct in all its aspects
but rather to predict the effects of specific changes in market forces. The
battered and bruised neoclassical theory of the firm deserves to survive be-
cause of its ability to produce verifiable predictions of the qualitative kind
such as: “‘an increase in demand leads to a rise in both output and product
prices’’; ‘‘a rise in money wages causes a fall in employment’’; ‘‘a lump sum
tax on business profits will have no effect on output’’; and so forth. Most of
the alternative theories are not even capable of making such weak predictions,
and generally speaking, they tell a better story at the expense of indeterminate
results.

Admittedly, the textbook business firm is an ‘‘ideal type’’ that is patently
unrealistic: for example, instead of conceiving of entrepreneurs as maximiz-
ing an index of preferences that includes pecuniary and nonpecuniary returns,
on analogy with the consumer in the theory of demand, the utility function
of businessmen is reduced to directly observable monetary returns; more-
over, the elements of time, uncertainty, and the costs of obtaining informa-
tion are put aside as unnecessary complications. Nevertheless, the theory
is simple, elegant, internally consistent and it produces definite, qualitative
predictions that are well corroborated. Such is Machlup’s (1978, chaps, 16,
26) argument and, for that matter, the argument of Friedman in defense
of what he calls ‘‘the maximization-of-returns hypothesis’’ (see Chapter 4
above).

Such defenses might carry conviction if only they were accompanied by a
detailed examination of the predictive successes of traditional theory. We
need not embrace the methodology of ‘‘instrumentalism’’ to agree that any
simple theory that accurately predicts the direction of change of fundamental
economic variables should not be declared out of court simply because it
involves ‘‘unrealistic’’ assumptions; let us simply agree to work towards more
realistic assumptions in the future. But the difficulty is precisely that of as-
sessing the predictive record of the standard theory of the firm, and in making
that assessment we typically receive little help from the staunch partisans of
the theory. After all, the theory is as frequently contradicted as confirmed by
casual evidence. For example, the theory predicts unequivocally that a profit
maximizing firm in a perfectly competitive market will not advertise: it has
no incentive to do so because it faces a perfectly elastic demand curve and
can sell all it can produce. But many firms do advertise their differentiated
product from which we may conclude either that demand curves facing firms
are always downward sloping, in which case most of the standard predictions
of the theory do not follow, or that the prevailing market structure is one of
monopolistic rather than perfect competition; the theory of monopolistic com-
petition, however, does not provide unambiguous predictions of the effect of
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a change in costs or demand on the price of the product, the size of the plant,
or the number of firms in the industry (see Blaug, 1985, pp. 391-6, 423-4).5
We are thus left with the weak conclusion that the neoclassical theory of the
firm simply does not apply to most manufacturing firms producing final con-
sumer goods and not even to all firms producing intermediate goods.

Similarly, the prediction of traditional theory that a rise in money wages
ceteris paribus will lead to a fall in the volume of employment offered by
firms is not borne out by evidence on short-run employment functions, which
seem to exhibit remarkable stability in the face of wage inflation; on the other
hand, if employment always varied negatively with money wages in the long
run, we should observe well-behaved Phillips curves relating the rate of un-
employment to the rate of change of money wages, which in general we do
not observe. No doubt, we can relax the traditional theory by various ad hoc
adjustments of its assumptions so as to account for the stability of short-run
and the instability of long-run employment functions, but in so doing we lose
both the simplicity and sharpness of its standard predictions. Keynes asserted
in The General Theory that real wages varied countercyclically (rising as em-
ployment fell and vice versa), exactly as predicted by the orthodox theory of
the firm. Dunlop and Tarshis then showed that U.S. and U.K. real wages
fluctuated procyclically, a finding which Keynes was only too happy to ac-
cept; but further work has demonstrated that even Dunlop and Tarshis ana-
lyzed a special case and that, in general, procyclical product wages are just
as common as countercyclical ones (Michie, 1991; Fisher, 1991, p. 17).

To take a final example, the traditional theory of the firm predicts that a
proportionate tax on business income, such as the corporate income tax, is
not shifted by the firm to its customers in the short-run, because the tax re-
duces the level of profits but not the volume of output at which profits are

6 Samuelson (1967, pp. 108-9n), alarmed that criticism of Chamberlin’s monopolistic
competition theory might give comfort to the Friedman-Stigler view that there is no
real alternative to the theory of perfect competition, felt impelled to say: ‘‘although I
personally emphasized in my Foundations of Economic Analysis . . . the importance
of the empirically testable implications of second-order maximization inequalities, 1
must dissociate myself from Archibald’s criticism of the Chicago criticism, which
consists of Archibald’s demonstration that the Chamberlin theory has few unambigu-
ously signed implications of my Foundations type. If the real world displays the
variety of behavior that the Chamberlin—Robinson models permit — and I believe the
Chicago writers are simply wrong in denying that these important empirical deviations
exist — then reality will falsify many of the important qualitative and quantitative
predictions of the competitive model. Hence, by the pragmatic test of predictive ad-
equacy, the perfect-competition model fails to be an adequate approximation. . . .
The fact that the Chamberlin—Robinson model is ‘empty’ in the sense of ruling out
few empirical configurations and providing only formalistic descriptions, is not the
slightest reason for abandoning it in favor of a ‘full’ model of the competitive type if
reality is similarly ‘empty’ and ‘non-full.” >’
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maximized. There is considerable evidence, however, that the corporate in-
come tax is in fact shifted (Ward, 1972, p. 18), and this is relevant, although
not necessarily clinching, evidence against the neoclassical theory of the firm
(and, by the way, in favor of the sales-maximization hypothesis). Thus, there
is little doubt that the traditional theory of business behavior does not pass the
test of casual empiricism with flying colors. Of course, no theory ever does,
but perhaps we have now said enough to suggest that an evaluation of the
evidence for and against the standard theory of the firm cannot be settled
simply by a shrug of the shoulder and a finger pointed at the real world.

Despite the scores of assaults on the traditional theory of business behavior
over a period of more than thirty years, it has somehow managed to survive
in textbooks and in countless applications to applied problems in microeco-
nomics. How is this remarkable longevity to be explained? To attribute its
survival entirely to the stubborn influence of tradition is too easy. To attribute
that survival instead to its ability to produce empirically verified predictions
is to leave unexplained the curious lack of interest that most economists dis-
play in the actual predictive record of conventional theory. We cannot even
claim that the traditional theory predicts as well as or better than any of the
alternative theories of business behavior produced thus far, because Baumol’s
constrained sales maximization theory and Williamson’s managerial theory,
to cite only two of a number of alternative theories, imply quite different
comparative static predictions from standard theory — and yet few attempts
have been made to compare the respective track records of these competing
theories (but see Cyert and Hendrick, 1972). The basic problem is that we
simply cannot evaluate the traditional theory of the firm without evaluating
the whole of neoclassical price theory: the theory of the firm is only a single
strand in what is in fact a more comprehensive scientific research program in
microeconomics. In praising or condemning the conventional theory of the
firm, we necessarily pass judgment on the power of the larger research pro-
gram of which it forms an integral part.

By placing the theory of the firm in its appropriate theoretical context, we
do no more than borrow a leaf from Lakatos’s methodology of scientific re-
search programs (MSRP). Indeed, we can gain a much better appreciation of
the fecundity of MSRP by considering what it has to teach us about the eval-
uation of the traditional theory of business behavior. It is convenient to do so
by way of a critical examination of Spiro Latsis’s indictment of the traditional
theory of the firm, the first attempt in the literature to provide a case study of
MSRP in economics.

Situational determinism
Latsis begins with the proposition that all theories of perfect, imper-
fect, and monopolistic competition may be considered together as forming
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part of the same neoclassical research program in business behavior with one
identifiable ‘‘hard core,’’ one ‘‘protective belt,”” and one ‘‘positive heuristic’’
(see Chapter 1 above). The ‘‘hard core,’” he argues, is made up of *‘(1) profit-
maximisation, (2) perfect knowledge, (3) independence of decisions, and (4)
perfect markets’’ (Latsis, 1972, p. 209; 1976, p. 23). Without quarreling
about the choice of language, we must underline the fact that the ‘‘hard core’’
of an SRP is made up of metaphysical propositions, that is, empirically irre-
futable ones; hence, if items (1) to (4) are called the ‘‘assumptions’’ of the
theory of the firm, as in the common parlance of economists, any question of
their ‘‘realism’’ or lack of realism betrays a misunderstanding of their meth-
odological status. In order to convert this ‘‘hard core’’ into a theory of the
firm in the ‘‘protective belt’” of the research program, the core propositions
must be supplemented by auxiliary assumptions, such as ‘(1) product homo-
geneity, (2) large numbers, and (3) free entry and exit’’ (1972, p. 212; 1976,
p- 23), whose presence or absence in any particular case is subject to inde-
pendent verification; in short, we may legitimately ask whether the auxiliary
assumptions are ‘‘realistic,”” in the sense of being descriptively accurate, be-
cause they supply the criteria of applicability of the theory. The ‘‘positive
heuristic’” of the neoclassical SRP consists of a set of directives that reduce
to the single rule: derive the comparative static properties of theories. More
specifically, (1) divide markets into buyers and sellers; (2) specify the market
structure; (3) create ‘‘ideal type’’ definitions of the behavioral assumptions;
(4) set out the relevant ceteris paribus conditions; (5) translate the situation
into a mathematical extremum problem and examine first- and second-order
conditions; and so forth (1972, pp. 212-13; 1976, p. 22).

Latsis’s label for the neoclassical research program in business behavior is
‘“situational determinism’’ because ‘‘under the conditions characterising per-
fect competition the decision maker’s discretion in choosing among alterna-
tive courses of action is reduced simply to whether or not to remain in busi-
ness’’ (1972, p. 209; 1976, p. 25).7 This seems to ignore the fact that, apart
from remaining in business, the competitive firm also has to decide what
output to produce. But the nub of the argument is that competitive firms either
produce the profit-maximizing level of output or no output at all: ‘‘I shall call
situations where the obvious course of action (for a wide range of conceptions
of rational behavior) is determined uniquely by objective conditions (cost,
demand, technology, numbers, etc.), ‘single exit’ or ‘straightjacket’ situa-
tions’’ (1972, p. 211; 1976, p. 19).

In other words, once an independent decision maker with a well-behaved
profit function in a perfect competitive market is given perfect information

7 The phrase *‘situational determinism’” is derived from Popper’s Open Society where
the method of economic theory is described as ‘‘analysis of the situation, the situa-
tional logic.”’
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about the situation he faces, there is nothing left for him to do, according to
neoclassical theory, but to produce a unique level of output, or else to go out
of business. There is no internal decision-making machinery, no information
search, no rules for dealing with ignorance and uncertainty, and no entrepre-
neurship of any kind whatsoever: the problem of choice among alternative
lines of action is so far reduced to its simplest elements that the assumption
of profit maximization automatically singles out the best course of action. The
motivational assumptions of orthodox theory, Latsis concludes, could be
weakened from profit maximization to bankruptcy avoidance without affect-
ing its predictions (1972, p. 233; 1976, p. 24).

But what are these predictions? The purpose of the theory is to answer such
questions as ‘‘(1) Why do commodities exchange at given prices? (2) What
are the effects of changes in parameters (say, demand) on the variables of our
model once adjustment has taken place?”’ (1972, pp. 212-13). Latsis spends
little time considering such qualitative predictions of the theory under given
circumstances. Here and there, he does refer to evidence indicating that highly
competitive industries sometimes fail to behave in the way predicted by the
theory (1972, pp. 219-20; 1976, p. 28) but for the most part he takes it for
granted that traditional theory has a poor predictive record without even both-
ering to argue the case.

He has little difficulty in showing that the habitual appeal to conditions of
perfect competition as an approximation to reality fails to specify the limits
of applicability of the traditional theory of profit maximization, so that even
the behavior of oligopolists has come to be analyzed with the same tools. But
such criticism tells us nothing about ‘‘the degree of corroboration’’ of a the-
ory. For that, we need a report on the past performance of the theory in terms
of the severity of the tests it has faced and the extent to which it has passed
or failed these tests (see Chapter 1 above). Latsis provides no such report. In
part, this is because of his central argument that all the program’s successive
versions have failed to generate significant empirical results. But the fact of
the matter is that they were thought to do so. For example, the Chamberlin
tangency solution was supposed to predict excess capacity in the case of many
sellers with differentiated products. Similarly, theories of joint profit maxi-
mization under conditions of oligopoly were supposed to predict price rigid-
ity. We cannot avoid asking, therefore, whether these predictions are borne
out by the evidence.

Thus, it is difficult to escape the conclusion that Latsis’s characterization
of the neoclassical theory of the firm as ‘‘degenerating’’ (1972, p. 234; 1976,
p. 30) is actually based on an examination of the theory’s assumptions rather
than its testable implications. This conclusion is strengthened by considering
his discussion of the Carnegie school of business behavior as a research pro-
gram that rivals the neoclassical theory of the firm. He draws a useful distinc-



156 The theory of the firm

tion in the writings of Simon, Cyert and March, Williamson, and Baumol
between behavioralism proper and organizationalism, the former emphasizing
learning and slack in a constantly changing and only partially known environ-
ment, the latter emphasizing the survival needs of organizations. Behavior-
alism is applicable to a single decision maker but organizationalism denies
that there are such animals and insists that the objectives of decision makers
should not be postulated a priori but ascertained a posteriori by observation
of decision making in the real world. Traditional theory turns the decision
maker into a cipher, whereas both behavioral and organizational theories fo-
cus attention on the nature and characteristics of the decision-making agent or
agents; they do so by repudiating all ‘*hard core’’ concepts of optimization,
rejecting even the notion of a general analytical solution applicable to all
business firms facing the same market situation.

It would be premature, Latsis argues, to attempt an appraisal of the Car-
negie school as a budding research program. The approach may have potential
for problems to which the traditional theory is unsuited but ‘‘neoclassical
theory gives some simple answers to questions which we cannot even start
asking in terms of behaviouralism (namely, in the domain of market structure
and behaviour)’’ (1972, p. 233). Likewise, the Carnegie school has not *‘suc-
cessfully predicted any unexpected novel fact’” and ‘‘as a research pro-
gramme, it is much less rich and much less coherent than its neoclassical
opponent”” (1972, p. 234). But lest this imply the superiority of traditional
theory, Latsis hastens to add that these are incommensurable research pro-
grams: ‘‘the two approaches are, in my view, importantly different and mu-
tually exclusive over an extensive area’’ (1972, p. 233).%

In other words, the neoclassical research program is condemned as ‘‘de-
generating’’ although it has no rival in its own domain, and furthermore, the
condemnation is based on the logic of ‘‘situational determinism’” and not on
the track record of its empirical predictions. In the final analysis, therefore,
Latsis denies the essence of Lakatos’s MSRP: neoclassical theory is primarily
rejected because it is theoretically sterile and only secondarily because it fails
to be empirically corroborated. There is nothing wrong with such a criticism,

8 Loasby (1976, chaps. 7, 11) reaches the same conclusions, while relying on Kuhn
rather than Lakatos to provide a methodological framework, but he is even more
severe than Latsis in condemning the traditional theory of the firm for ignoring the
internal decision processes of business enterprises (see also Leibenstein, 1979, pp.
481-4). In reply to Latsis, Machlup (1978, p. 525) has seized eagerly on the admis-
sion of incommensurability between behavioralism and marginalism, claiming that ‘‘a
research programme designed to result in theories that explain and predict the actions
of particular firms can never compete with the simplicity and generality of the mar-
ginalist theory, which, being based on the constructs of a fictitious profit-maximiser,
cannot have the ambition to explain the behaviour of actual firms in the real world.”’
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but it is less than might have been expected from an application of MSRP to
economics.

Competitive results despite oligopoly

Modermn industrial economies are characterized by a manufacturing
sector that is almost entirely made up of a few, large producers, where the
typical market structure is one of oligopoly rather than of perfect or monop-
olistic competition. Competition among the few is not like competition among
the many, principally because fewness of numbers introduces the phenome-
non of interdependence of decision making, in consequence of which the
behavior of every firm depends critically on what it believes to be the behavior
of other firms, and so on ad infinitum. Here too the story starts with Cournot,
whose model of oligopolistic competition effectively banished all the inter-
esting complications of mutual interdependence. Since then, numerous spe-
cial theories of oligopoly have sought to produce determinate results despite
the phenomenon of mutual interdependence, but all with little success. Few
economists would disagree with Martin Shubik’s (1970, p. 415) cryptic sum-
mary of the status of oligopoly theory: ‘‘There is no oligopoly theory. There
are bits and pieces of models: some reasonably well analyzed, some scarcely
investigated. Our so-called theories are based upon a mixture of common
sense, uncommon sense, a few observations, a great amount of casual empir-
icism, and a certain amount of mathematics and logic.”’

The neoclassical theory of the firm is inapplicable to situations of oligop-
oly, not because its assumptions are ‘‘unrealistic’’ but because its antecedent
or boundary conditions are not satisfied. In principle, therefore, it is pointless
to attempt to test its predictions by examining the behavior of Unilever or
U.S. Steel, because whatever the outcome of such an investigation, it could
have no bearing on the empirical status of the neoclassical theory of the firm.
Nevertheless, the principal qualitative predictions of that theory are widely
employed in applied economics to provide rough-and-ready answers to ques-
tions that cut across the entire spectrum of business firms, including firms that
are clearly oligopolists. The notion is that, despite the existence of monopoly
and oligopoly, the dynamic process of rivalry between giant corporations pro-
duces results that approximate the outcome of a perfectly competitive process,
so that, lo and behold!, the neoclassical theory of the firm is a useful parable
and provides robust conclusions even in situations that violate virtually all the
auxiliary assumptions of the theory. It has been argued (Lipsey, 1989, pp.
281-2; also Nelson and Winter, 1982, pp. 356—65) that this belief is so
vague as to be of little use in making predictions and reaching policy deci-
sions. Vague it certainly is, but that is not to say that such a point of view
does not imply definite predictions about economic behavior. In truth, the



158 The theory of the firm

theoretical contention that the behavior of all firms approaches that of com-
petitive firms in the long run is a different theory of business behavior from
the static neoclassical one: it is a dynamic theory of the process of competition
as distinct from a static theory of the equilibrium end-state of competition —
this is a distinction we have met before when we discussed the Alchian thesis
(see Chapter 4 above).

In appraising that dynamic theory, we face the difficulty that it is rarely
stated in such a way as to be testable even in principle. On the one hand, the
process of competition implies that an industry is open to potential newcomers
— it is ‘‘contestable’’ in the language of Baumol, Panzar, and Willig (1986).
On the other hand, it is generally believed that large size and some barriers to
entry are required to provide the necessary risk insurance that induces inno-
vational investment — growth requires big business, as Schumpeter liked to
say; that a reduction of entry barriers to an oligopolistic industry nevertheless
reduces costs and prices; and that the larger the number of firms in an indus-
try, the greater is the degree of price flexibility and sometimes even the rate
of technical dynamism. But such notions are almost never tied together into
any coherent exposition of the theory of workable competition under condi-
tions of big business, although elements of that theory appear in Adam Smith,
in John Stuart Mill, and particularly in Alfred Marshall (see Loasby, 1990;
Williams, 1978, chap. 4; and Backhouse, 1990).

What we have, on the one hand, is a rigorous theory of business behavior
under conditions of perfect competition, which no longer commands universal
assent among modern economists and which in any case is not testable under
conditions of oligopoly and, on the other hand, a loosely constructed theory
of workable competition, which commands nearly universal assent but which
is insufficiently specified to be potentially falsifiable. We are left with an
almost perfect defense of the concept of competitive equilibrium: it does not
apply, strictly speaking, to most industrial situations in which we are inter-
ested, and yet even there it mysteriously gives us many of the same results
(see Yamey, 1972). As McClelland (1975, p. 125) puts it: ‘‘A cornerstone of
microeconomics, both theoretical and applied, is the belief that the marginal
equivalences of the neoclassical model are achieved to a tolerable degree, in
whatever economic situation is being analyzed. To date, that belief — for all
its importance — is largely an untested hypothesis.”’

To some this is a foregone conclusion because they have long doubted that
economic behavior is explicable in terms of a timeless equilibrium system.
Books such as Janos Kornai’s Anti-Equilibrium (1971), George Shackle’s Ep-
istemics and Economics (1973), Brian Loasby’s Choice, Complexity and Ig-
norance (1976), Alfred Eichner’s The Megacorp and Oligopoly (1976), Rich-
ard Nelson and Sidney Winter’s An Evolutionary Theory of Economic Change
(1982), and the writings of the new ‘‘Austrian economics’’ (see Chapter 4
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above) insist on the fact that economic decisions are made under conditions
of pervasive uncertainty and incomplete knowledge; the passage of time in-
volves learning and hence economic decisions are in principle irreversible;
thus, equilibrium economics with its concept of rational action cannot be ap-
plied to an explanation of economic behavior over time. It follows that any
precise, predictive economic science is impossible: the purpose of theory is
not to predict what will happen but only to classify various possible outcomes
(Shackle, 1973, pp. 72-3) or to simulate probable outcomes using preselected
parameter values and randomly generated data (Nelson and Winter, 1982,
chaps. 7, 8, 12-14).

Needless to say, we repudiate such radical anti-Popperian conclusions, and
we reassert the need to carry out Samuelson’s program of the ‘‘qualitative
calculus,”” not to mention the ‘‘quantitative calculus.’” If prediction of human
behavior were truly impossible, if none of us could predict anything about the
behavior of other people, economic life itself, not to mention theories about
economic life, would be unimaginable. Not only would the total incapacity to
predict economic events wipe out traditional economic theory: it would wipe
out every other type of economics, as well as all pretenses of offering advice
to governments and business enterprises.

No doubt, the postulate that economic agents act rationally in their own
interests with perfect knowledge and correct expectations only makes sense
when we are in equilibrium, while complicating the story of how we get there
from a situation of disequilibrium: in equilibrium, market prices carry all the
knowledge we need but out of equilibrium they systematically mislead us. On
the other hand, how are we to take account of incorrect expectations and
incomplete knowledge? There is one set of correct expectations based on
complete knowledge for each and every economic situation but there is an
endless variety of incorrect ones. To simply classify all types of incorrect
expectations and all possible states of ignorance is virtually to foresake gen-
eralization of any kind (Hutchison, 1977, pp. 70-80). Even Herbert Simon,
with his concept of ‘‘bounded rationality’’ as a constructive replacement for
the notion of ‘‘maximisation under certainty,’’ does not pretend to be capable
as yet of making general pronouncements on the decision-making process in
business organizations (see Simon, 1979). In short, the call to abandon the
maximization-under-certainty postulate has not so far been attended by any
really convincing proposal to put something else in its place.

In respect of the traditional theory of the firm, however, the vital question
remains that of testing its predictions in a world that rarely satisfies the con-
ditions required to apply it. It may be that the theory has little predictive
power outside agriculture and the stock market, in which case we ought per-
haps to clear our minds to consider nonequilibrium theories of the firm, pro-
vided, however, that these imply definite predictions about economic out-
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comes. What we cannot do is to continue to operate with equilibrium concepts
while denying that their consequences are ever observed in the real world. As
Hutchison (1965, pp. 105-6) said long ago: ‘“To justify special preoccupation
with the position of equilibrium it is necessary to assert as an empirically
testable truth that there is a tendency towards this position in our economic
system, or that readjustments in general come quicker than new disturbances
occur.”



General equilibrium theory

Testing GE theory

It was Léon Walras in 1874 who first suggested that the maximizing
behavior of consumers and producers can and, under certain conditions, will
result in an equilibrium between amounts demanded and supplied in every
product and factor market of the economy. This proposition of the possibility
and even the likelihood of general equilibrium (GE) was not rigorously proved
until the 1930s, but long before that date the sort of crude proof that Walras
himself had supplied carried conviction with an increasing number of econo-
mists. Insofar as Walrasian GE is a logical consequence of the maximizing
behavior of economic agents, rigorous existence proofs of GE seemed to pro-
vide an independent check on the validity of various partial equilibrium the-
ories. However, modern industrialized economies frequently display disequi-
librium and perhaps even chronic disequilibrium in labor markets. Can we
then infer that the manifest failure of an economy to exhibit an equilibrium in
all markets also falsifies such microeconomic theories as the utility-maximiz-
ing theory of consumer behavior and the profit-maximizing theory of the firm?
No, because the widespread occurrence of economies of scale in certain in-
dustries, not to mention the phenomenon of externalities, suggests straight-
away that some of the initial conditions of GE theory are not satisfied; GE
theory, therefore, is inapplicable rather than false.

It could be argued, however, that GE theory is simply inadequately for-
mulated for purposes of testing its central implication that there exists at least
one equilibrium configuration of prices in all markets of the economy. For
example, it has proved difficult to incorporate money into the GE schema
without introducing an assumption of pervasive uncertainty. But the theory of
consumer behavior, the theory of the firm, and the marginal productivity the-
ory of the demand for factors are all based on the assumption of certainty of
knowledge of future outcomes. In other words, any attempt to test GE theory
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as a whole involves something more than the traditional armory of micro-
economic propositions of the partial equilibrium variety.

However, to talk of testing GE theory at all seems to strike a false note.
Even if we observed conditions of full employment, we could hardly verify
the existence of GE in all markets simply by looking. In one sense, GE theory
makes no predictions: it attempts to establish the logical possibility of GE
without showing how it will come about and even without claiming that it
will actually come about as a result of spontaneous forces. To be sure, Walras
himself believed that he had provided an explanation of how real-world com-
petitive markets would reach equilibrium via the process of tdtonnement or
‘‘groping.’’ But there are serious deficiencies in the Walrasian notion of 4-
tonnement (see Blaug, 1980, pp. 578—80; and Walker, 1987), and to this day
it is not possible to show that a final equilibrium in the economy as a whole
is independent of the path taken towards equilibrium or that, of all the pos-
sible paths chosen, the one that is actually adopted will and must converge on
equilibrium. All modern work on GE theory of the Arrow—Debreu variety has
been confined to ‘‘existence theorems’” —~ theorems that state the conditions
under which a GE system has an unique solution — and to questions of the
stability of equilibrium once equilibrium is attained. In other words, we are
almost as far away as Walras was from discovering the real-world counterpart
of the equilibrating forces invoked by GE theory.

A theory or a framework?

Arrow—Debreu proofs of the existence of GE depend critically on
two assumptions: that consumption and production sets are convex and that
every economic agent owns some resources valued by other agents. The global
stability of such an equilibrium depends in turn on the presence of some dy-
namic process that guarantees that every economic agent has knowledge of
the level of aggregate demand and that no final transactions are actually car-
ried out except at equilibrium prices. Some of these assumptions may be
relaxed a little to accommodate increasing returns to scale in a minority of
industries and even a measure of monopolistic competition in all industries.
But the existence of oligopoly, not to mention the presence of externalities in
consumption and production, destroys all GE solutions as it does all other
notions of competitive equilibrium.

Since GE theory has no empirical content, it is difficult to justify the very
term theory, and its most prominent defenders have indeed been careful to
label it a framework or paradigm (see Hahn, 1984, pp. 44-5). The operative
question is not why we should need such a framework but why we should go
on investing scarce intellectual resources in continually refining and elaborat-
ing it. What if anything do we learn from the GE framework about the way
actual economic systems function? The traditional defense of the framework
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was that precise statements of the necessary and sufficient conditions required
to produce GE would somehow throw light on the way in which equilibrium
is actually attained in the real world. But, more recently, the GE framework
has been defended entirely in negative terms: what we are now told is that it
facilitates the decisive refutation of commonly held but invalid arguments
(Arrow and Hahn, 1971, pp. vi—vii).

There is by now a long and fairly imposing line of economists from Adam Smith to
the present who have sought to show that a decentralized economy motivated by self-
interest and guided by price signals would be compatible with a coherent disposition
of economic resources that could be regarded, in a well-defined sense, as superior to
a large class of possible alternative dispositions. Moreover, the price signals would
operate in a way to establish this degree of coherence. It is important to understand
how surprising this claim must be to anyone not exposed to this tradition . . . It is not
sufficient to assert that, while it is possible to invent a world in which the claims made
on behalf of the ‘‘invisible hand’’ are true, these claims fail in the actual world. It
must be shown just how the features of the world regarded as essential in any descrip-
tion of it also make it possible to substantiate these claims. In attempting to answer
the question ‘‘Could it be true?’’, we learn a good deal about why it might not be true.

The claim that GE ‘‘theory’’ is merely making precise an economic tradi-
tion that is as old as Adam Smith, thus enabling us to show just why Pareto-
optimal, competitive equilibrium may never actually materialize, is a histori-
cal travesty. To be sure, there are elements of the invisible hand theorem in
Adam Smith as well as in Alfred Marshall. Nevertheless, the Smith—Marshall
analysis of workable or free competition is essentially in a different tradition
from that of Walras and Pareto. If indeed ‘‘GE is strong on equilibrium and
very weak on how it comes about’’ (Hahn, 1984, p. 140), the Smith—~Mar-
shall analysis is, by way of contrast, weak on equilibrium and very strong on
how it comes about: it is more a study of the competitive process than of the
end-state of competitive equilibrium (Loasby, 1976, p. 47; Backhouse, 1990).
Adam Smith’s approval of ‘‘the invisible hand’’ of competition was based on
the notion that it promoted *‘the division of labor,’’ his name for technical
progress, and the expansion of wants; in short, it raised living standards even
of the poorest members of society. Similarly, Marshall’s guarded assertions
in favor of capitalism were based on the dynamic consequences of a compet-
itive economy and not on the efficient allocation of resources achieved by the
action of a static model of perfect competition. But historical pedigrees apart,
the connection between GE ‘‘theory’’ and the invisible hand theorem is a
tenuous one. The invisible hand theorem is either a descriptive or an evalua-
tive claim about the nature of perfect competition (see Chapter 5 above),
whereas the GE framework does not claim to describe the real world in any
sense whatsoever and certainly not to evaluate it.
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The GE construction, as Frank Hahn (1984, pp. 47—-8) frankly admits:

. . makes no formal or explicit causal claims at all: for instance it contains no pre-
sumption that a sequence of actual economic states will terminate in an equilibrium
state. However, it is motivated by a very weak causal proposition. This is that no
plausible sequence of economic states will terminate, if it does at all, in a state which
is not an equilibrium. . . . It will be seen that this is not a strong proposition in that
no description of any particular process is involved. It is also clear that weak as this
claim is, it may be false.

We can examine the internal consistency of the GE framework, conceived as
a purely logical exercise, but how would we demonstrate the falsity of the
‘‘very weak causal proposition’’ that if a sequence of economic states is plau-
sible, it will terminate in an equilibrium state? The word ‘‘plausible’” surely
suggests a reference to real-world conditions, and yet the GE framework would
seem to lack any bridge by which to cross over from the world of theory to
the world of facts.

It is important to recognize that the interpretation of the meaning of GE
theory has gone through a 180-degree revolution since Walras’s own times.
Walras himself seems to have conceived of his model as an admittedly ab-
stract but not misleading representation of the manner in which competition
drives prices to their equilibrium values in a capitalist society (Walker, 1984).
Similarly, when GE theory was revived in the 1930s by Hicks and Samuel-
son, having almost disappeared from view in the previous fifty years, it was
common to regard it as a reasonable description of an actual capitalist econ-
omy. Thus, in the Great Socialist Calculation Debate of the 1930s, Oskar
Lange argued that the planning bureau under socialism could employ a pro-
cedure for equilibrating prices that was similar to that ostensibly employed
under capitalism, namely the method of trial-and-error enshrined in Walras’s
tdtonnement (Lavoie, 1985, pp. 120-1). Lange’s Economic Theory of So-
cialism (1936) was a work in which many prewar economists first learned of
the Walrasian system but, more importantly, they learned of it as having
immense significance for coming to grips with substantive economic issues,
whereas nowadays it is defended as a purely formal statement of the concept
of GE, telling us what we meant by a logically consistent equilibrium model.
Not even the most enthusiastic modern advocates of GE theory pretended for
one moment that it provides any kind of description of, or prescription for, a
capitalist economy.

Practical relevance
Nevertheless, Hahn (1984, pp. 44—15; 1985, pp. 19-20) assures us
the GE framework is of ‘‘great practical significance’’ because it can be used
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to refute all sorts of ill-considered policy views about exhaustible resources,
floating exchange rates, and foreign aid. But after claiming practical rele-
vance for Arrow—Debreu GE ‘‘theory,”” Hahn (1984, p. 69) concedes that
‘‘the paradigm is of course of ambitious generality and for very many impor-
tant purposes a much more modest Marshallian apparatus will do very well.”’
And again but more damagingly:

We thus find it reasonable to require of our equilibrium notion that it should reflect the
sequential character of actual economies. . . . This in turn requires that information
processes and costs, transactions and transaction costs and also expectations and un-
certainty be explicitly and essentially included in the equilibrium notion. This is what
the Arrow—Debreu construction does not do. I do not believe that therefore it is quite
useless. But certainly it is the case that it must relinquish the claim of providing
necessary descriptions of terminal states of economic processes [Hahn, 1984, p. 53].

Much more could be said about Hahn’s densely argued defense of GE ‘‘the-
ory,”” which at times seems to conflate equilibrium analysis in general and
GE analysis as a particular version thereof.® ‘“The student of GE believes,”’
Hahn ( 1984, p. 137) observes, ‘‘that he has a starting point from which it is
possible to advance towards a descriptive theory.”” Nevertheless, the contin-
uous refinements in GE ‘‘theory’’ in recent decades, steadily weakening its
axioms and generalizing its boundary conditions (see Weintraub, 1977), have
failed to bring us any closer to such a descriptive theory. In sum, it is difficult
to resist Loasby’s (1976, p. 50) conclusion that the GE research program has
generally combined *‘fierce rigour in the theory and unheeding slackness in
its application.”’

The empirical content of GE theory is nil because no theoretical system
couched in such completely general terms could possibly predict any eco-
nomic event or, to use Popperian language, forbid any economic event that
might conceivably occur. It is true that the Walrasian system can be simplified
by aggregation, as for example the famous Hicks—Hansen IS-LM version of
Keynesian economics reduced to four equations; it is also true that the quali-
tative or comparative static properties of such simplified GE systems can be
checked against empirical observations (does investment increase when the
interest rate declines? , and so forth). Likewise, Herbert Scarf’s (1987) com-
putational algorithm for solving GE systems has encouraged a number of
economists in recent years to employ large-scale GE models to provide nu-
merical estimates of the impact of policy changes, such as amendments of the
tax system. But few of these models have been tested to check whether they
actually give more accurate answers than much simpler partial equilibrium

® For other commentaries on Hahn’s arguments, see Coddington (1975); Loasby (1976,
pp. 44-50, 1990, chap. 8) ; and Hutchison (1977, pp. 81-7).
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models. The superiority of such applied GE models is fundamentally an em-
pirical question because their construction is costly. Taking account of all
interdependencies is of course better than ignoring them but it is also much
harder work and the payoff in predictability may not warrant the extra effort.

It is clear that we must distinguish between radically different theoretical
conceptions traveling under the same label. We can speak of GE theory in at
least two senses. The first is Walras’s original notion of multimarket equilib-
rium: Does it exist? Is it unique? Is it stable? Is it path-independent? Let us
agree from now on to call this the Walras—Arrow—Debreu GE theory or Wal-
rasian GE theory for short. The second is the wider notion of an economic
model expressed as a set of simultaneous equations defined in terms of a large
number of endogenous variables. Let us agree to call this the GE model as
distinct from the Walrasian GE theory.

There can be no question that the GE model as distinct from the GE theory
has definite empirical content. Indeed, its only raison d’ étre is to demonstrate
the difference it makes to assume that everything else remains constant in a
partial equilibrium treatment of an economic problem. At the same time we
need constantly to remind ourselves that there is nothing obvious or common-
place about a GE view of a problem: all-round multimarket equilibrium is a
feature of certain models of the economy and not necessarily a reflection of
how that economy is constituted. Thus we assume too readily after studying
GE theory that prices are actually determined simultaneously in the real world
when in fact a sequential process of price determination — first the price of
coal, then the price of steel, and then the price of automobiles — is a more
plausible representation of how prices come to be set in the course of com-
petitive rivalry.

In any case, the question is not one of approving or condemning the Wal-
rasian apparatus in toto but of deciding whether GE theory deserves the pre-
cedence over GE models in the pecking order of professional economics which
it currently enjoys; in particular, whether it does not constitute something like
a blind alley, an intellectual game, from the standpoint of generating substan-
tive hypotheses about economic behavior. As Franklin Fischer has said:

the very power and elegance of [general] equilibrium analysis often obscures the fact
that it rests on a very uncertain foundation. We have no similarly elegant theory of
what happens out of equilibrium, of how agents behave when their plans are frustrated.
As a result we have no rigorous basis for believing that equilibrium can be achieved
or maintained if disturbed [Fischer, 1987, p. 26; see also De Vroey, 1990].

This lacuna in GE theory produces the curious anomaly that perfect competi-
tion is possible only when a market is in equilibrium. It is impossible when a
market is out of equilibrium. It is impossible when a market is out of equilib-
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rium for the simple reason that perfectly competitive producers are price-
takers, not price-makers. But if no one can make the price, how do prices
ever change to produce convergence on equilibrium? This problem is perhaps
a minor blemish in an apparatus which has no role for money, for stock mar-
kets, for bankruptcies, or for true entrepreneurship (Geanakoplos, 1987).

Nevertheless, despite the acknowledgments of such limitations of GE the-
ory, its leading protagonists continue to insist on its usefulness. Thus, both
Arrow (Feiwel, 1987, pp. 197-8, 281-2, 331-2) and Hahn (1985, pp. 19—
22) defend GE theory as a benchmark of rigorous foundation from which to
judge such un-Walrasian phenomena as increasing returns to scale, external-
ities, imperfect competition, and Keynesian underemployment equilibrium.
But all of these phenomena were discovered and investigated independently
of the Walrasian tradition, and apart from the realization that they are not
capable of being incorporated in something as rigorous as GE theory, it is
difficult to see what GE reasoning has contributed to their analysis.

One problem in such arguments is the apparently irresistible appeal to the
notion of analytical rigor. Alas, there is a trade-off in economics (and not
only in economics) between rigor and relevance. Theories that are truly rig-
orous are rarely practically relevant and theories that are eminently relevant
are rarely analytically rigorous. If we argue in favor of a market economy
compared to a command economy because of the dynamic characteristics of
a competitive regime in fostering technical dynamism and cost-cutting inno-
vations, and perhaps even political freedom to match economic freedom, our
argument is anything but rigorous; it is, however, extremely relevant. On the
other hand, if we prove that multimarket equilibrium is possible no matter
how large the number of markets, our demonstration is rigorous but has no
relevance whatsoever.

When GE theory is questioned along these lines, its advocates invariably
fall back on GE models as accounting for the value of GE reasoning (see
Arrow in Feiwel, 1987, pp. 201-2, 205-6; also Hausman, 1981, 1981a). But
the undoubted value of GE models in no way justifies GE theory. On the
contrary, excessive concern about the latter threatens to demote economics to
a peculiarly degraded type of social mathematics. Economists are sometimes
accused of physics envy — “‘scientism’’ as Hayek called it — but it would be
nearer the mark to say that economists suffer from mathematics envy. The
point has been strikingly asserted in an exhilarating essay by Donald Mc-
Closkey:

From everywhere outside of economics except the Department of Mathematics the
proofs of existence of competitive equilibrium, just to take them as concrete examples,
will seem strange. They do not claim to show that an actual existing economy is in
equilibrium, or that the equilibrium of an existing economy is desirable. The black-
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board problem thus solved derives more or less vaguely from Adam Smith’s assertion
that capitalism is self-regulating and good. But proofs of existence do not prove or
disprove Smith’s assertion. They show that certain equations describing a certain
blackboard economy have a solution but they do not give the solution to the blackboard
problem, much less to an extant economy. Indeed the problem is framed in such
general terms that no specific solution even to the toy economy on the blackboard
could reasonably be expected [McCloskey, 1991, p. 8; see also Morishima, 1991].

Precisely, Roy Weintraub (1985) has argued at book length: GE theory
must be appraised as any research line in mathematics and not as a theory that
could conceivably be falsified. Indeed, GE theory must be construed as the
Lakatosian ‘‘hard core’’ of the neoclassical SRP and as such it is of course
empirically empty. He then proceeds to tell the story of the development of
GE existence proofs over the years 1930 to 1954, presented as a case study
in the ‘‘hardening’’ of that hard core. He never questions the significance of
existence proofs or the fact that some of the best minds of modern economics
devoted a quarter of a century to an achievement which is, to say the least, of
somewhat dubious value. Besides, the notion that GE theory is the hard core
of the neoclassical SRP is questionable on both conceptual and historical
grounds. There was neoclassical economics long before the revival of GE
theory in the 1930s. Surely ?, Marshallian economics is neoclassical eco-
nomics and yet Marshall relegated GE to a brief appendix in his Principles.
Similarly, modern economics is full of partial equilibrium theories that draw
little even on GE models and certainly not at all on GE theory. In short, there
is something wrong with Weintraub’s story. What seems to have happened
historically is that GE theory invaded neoclassical economics and in the pro-
cess transformed it into an increasingly technical, highly formal apparatus for
talking about an economy as if that talk corresponds to a real economy.

Once an economist has committed himself to the meaningfulness of GE
theory, it is a striking fact that in no time at all he or she will be found
damning the methodology of falsificationism as outmoded positivism. Thus,
Weintraub (1985, pp. 169-71; 1989) insists that all economics facts are theory-
laden and hence that all notions of theories being created to rationalize facts,
and facts being used to corroborate theories, are just methodological confu-
sions. Likewise, Hahn (1984, pp. 4-5; 1985, pp. 10-11) pours cold water on
falsifiability and insists that there is ‘‘understanding’’ without predictability.
Arrow (1987, p. 242) is less categorical in reflecting falsificationism but even
he draws back from the relentless demand for empirical validation. Asked in
an interview ‘“What criteria would you use to evaluate the soundness of an
alternative theory?,”” he replied:

Persuasiveness. Does it correspond to our understanding of the economic world? I
think it is foolish to say that we rely on hard empirical evidence completely. A very
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important part of it is just our perception of the economic world. If you find a new
concept, the question is does it illuminate your perception? Do you feel you understand
what is going on in everyday life? Of course, whether it fits empirical and other tests
is also important [see also Aumann in Feiwel, 1987, pp. 313-15].

But so what? Not all economists are engaged in GE theory, so why decry
the work of Arrow, Debreu, McKenzie, Hurwicz, Sonnenschein, etcetera? It
is only one kind of economics after all. On the contrary, however: it is the
most prestigious economics of all and has set standards that all economists
aspire to reach. Enormous intellectual resources have been invested in its
endless refinements, none of which has even provided a fruitful starting point
from which to approach a substantive explanation of the workings of an eco-
nomic system. Its leading characteristic has been the endless formalization of
purely logical problems without the slightest regard for the production of fal-
sifiable theorems about actual economic behavior, which, we insist, remains
the fundamental task of economics. The widespread belief that every eco-
nomic theory must be fitted into the GE mold if it is to qualify as rigorous
science has perhaps been more responsible than any other intellectual force
for the purely abstract and nonempirical character of so much of modern eco-
nomic reasoning.



Marginal productivity theory

Production functions

The orthodox theory of the firm makes the strong assumption that it
is always possible to specify a function, the so-called production function,
which expresses the maximum volume of physical output that can be obtained
from all technically feasible combinations of physical inputs, given the pre-
vailing level of freely available technical knowledge about the relationship
between inputs and output. It is customary to classify the inputs into more or
less homogeneous classes, which ought to carry the labels ‘‘man-hours,”’
‘‘machine-hours,’” and ‘‘acres-per-year,”” and not ‘‘labor,”’ ‘capital,”” and
‘“‘land,’” because the inputs in question are supposed to be flow and not stock
variables. On the further convenient assumption that the microproduction
function so defined is smoothly differentiable and the strictly necessary as-
sumption that the firm is profit maximizing (no value being placed on the
psychic income of entrepreneurs), the theory then proceeds to derive the input
demand functions as inverse forms of the marginal productivity equations. If
factor and product markets are competitive, firms will hire workers, ma-
chines, and space until wage rates, machine rentals, and land rentals are equal
to their respective marginal value or marginal revenue products.

If the supplies of these factor services are exogenously determined, this
theory may be said to ‘‘determine’’ wage and rental rates. For the firm, it
would be truer to say that factor prices ‘‘determine’’ marginal products than
that marginal products ‘‘determine’’ factor prices. Even for factor markets as
a whole, this is only a so-called marginal productivity theory of factor prices
on the assumption that factor supplies are given. As Denis Robertson used to
say, factor prices ‘‘measure’’ the marginal products, and what *‘determines’’
factor prices is not so much the first derivatives of the production function as
the maximizing behavior of producers. The equality of factor prices and mar-
ginal products is an equilibrium solution of a set of simultaneous equations,
170
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and it seems pointless to select ‘‘marginal productivity’’ as a sort of prime
mover. For this and other reasons, it would be a great advantage if the phrase
““marginal productivity theory of distribution’’” were banished from the liter-
ature.

Most of the great neoclassical economists of the nineteenth century refused
to aggregate the microproduction functions of firms into an aggregate produc-
tion function for the economy as a whole and instead used marginal produc-
tivity theory to tackle special problems in the spirit of partial equilibrium
economics, or else, like Walras, they operated with the notion of the entire
disaggregated array of n production functions. Furthermore, they went out of
their way to deny the belief that marginal productivity theory provided ready-
made answers to the great questions of property ownership and distributive
justice; all of them had learned the lesson taught by John Stuart Mill: the laws
of distribution, unlike the laws of production, are capable of being decisively
affected by collective action.

The notion that the functional distribution of income may be explained
simply by invoking the principles of marginal productivity, as enshrined in
an aggregate production function of the simple Cobb—Douglas variety, was
broached virtually for the first time in Hicks’s Theory of Wages (1932), in
particular Chapter 6 of that book. After some years largely devoted to explor-
ing Hicks’s invention of the elasticity of substitution, the Keynesian revolu-
tion caused the range of issues Hicks had opened up to fall into disfavor. It
was only after World War II that what Samuelson had called the neo-neoclas-
sical theory of production and distribution caught the imagination of econo-
mists. After Solow’s seminal article of 1957, estimation of aggregate produc-
tion functions for purposes of measuring the sources of growth and drawing
inferences about the nature of technical change became a widespread practice
in economic research, ignoring the profound difficulties that surround the en-
tire concept of an aggregate production function (see Blaug, 1980, pp. 469—
71).

Much of this empirical work was little more than ‘‘measurement without
theory.”’!® What emerged in the process was the simpliste marginal produc-
tivity theory that characterized a large number of journal articles in the 1960s:
one or two outputs, two inputs, twice differentiable, aggregate production
functions obeying constant returns to scale, malleable homogeneous capital,

19 In an authoritative review of the literature on production functions, Walters (1963, p.
11) concluded: ‘‘After surveying the problems of aggregation, one may easily doubt
whether there is much point in employing such a concept as an aggregate production
function. The variety of competitive and technological conditions we find in modern
economies suggests that we cannot approximate the basic requirements of sensible
aggregation except, perhaps, over firms in the same industry or for narrow sections of
the economy.”’
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a monotonic relationship between the capital—labor ratio and the rate of return
on capital, disembodied technical progress classified as neutral or factor sav-
ing, perfect competition, instantaneous adjustments, and costless informa-
tion. Even ‘‘the new quantitative economic history’’ of that decade became
thoroughly infected by this style of theorizing in which dramatic conclusions
about the past were derived from the global measurement of a few well-selected
microeconomic variables (see McClelland, 1975, pp. 194— 201, 230-7).
What practical inferences can be drawn from a simpliste marginal produc-
tivity theory of distribution? Radical critics of orthodox economics are per-
suaded that questions of unions, the corporate power structure, the state of
aggregate demand, and government policies toward incomes and prices, all
of which seem to be relevant to problems of income distribution, are some-
how relegated to ‘‘sociology’’ by neo-neoclassical theory, which explains
wages and profits simply by technology, consumers’ preferences, and given
factor supplies. This criticism should not be lightly shrugged off but it does
involve a certain confusion of language. By a theory of distribution, the critics
mean a theory of distributive shares, whereas in orthodox economics, the
theory of income distribution is a theory of factor pricing: until Hicks there
was in fact no theory of the share of wages and profits in national income that
commanded universal assent. Since Hicks we have such a theory, but its
precise significance is frequently misunderstood. For better or for worse, it
does not prohibit the belief that the ‘class struggle’” has a lot to do with the
determination of distributive shares and even with the rate of wages and profit.

The Hicksian theory of relative shares

The Hicksian theory grafted a three-way classification of innovation
in terms of relative shares on a standard marginal productivity theory of factor
pricing, deliberately gearing the argument to the economy as a whole. Ac-
cording to Hicks, ‘‘neutral’’ technical change leads to an unchanged capital—
labor ratio at constant relative factor prices; but according to Harrod, it leads
instead to a constant capital—output ratio at a given rate of interest; both agree
that it would leave the relative shares of wages and profits unaffected (see
Blaug, 1980, pp. 472-8). In subsequent years, a great deal of energy was
spent in the effort to show that these two definitions only come to the same
thing if the aggregate production function is of the type that involves an elas-
ticity of substitution of unity such as, for example, the Cobb—Douglas pro-
duction function. Measurement with aggregate data usually confirmed the Cobb—
Douglas hypothesis but at the industry level it soon proved necessary to fit
production functions with nonunitary elasticities of substitution, such as the
so-called CES (constant elasticity of substitution) production function. In all
such cases, the evidence lends itself only too readily to Hicksian interpreta-
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tions for the simple reason that the Hicksian theory is entirely taxonomic,
capable of accounting for anything and everything.

In a comprehensive survey of the literature on technical progress, Kennedy
and Thirlwall (1972, p. 49) conclude: ‘‘Neither the finely competitive model
nor the minor monopoly-oligopoly departures prepare us for predicting the
distributive influences of technical change; at best we have definitions of
‘Harrod-neutral’ and ‘Hicks-neutral’ technical progress . They permit us to be
wise in explanation, ex post, but ex ante all seems obscure.”” Similarly, re-
viewing the theory of income distribution, Johnson (1973, p. 42) minces no
words in making the same point, that ‘‘the elasticity of substitution, as em-
ployed in distributive theory, is a tautology, in the same way as the Marshal-
lian concept of elasticity of demand is a tautology . . . in both cases, the
economic problem is measurement, not statements about the implications of
hypothetical measurement.”” He goes on to observe that ‘‘no theoretical ap-
paratus will explain functional shares . . . in fundamental causal terms, but
what can be done is to measure changes in observable inputs and then, in the
light of theoretical concepts, interpret the outcome’’ (1973, p. 191). Unfor-
tunately, when the theoretical concepts themselves, such as the aggregate
production function, are only tenuously related to microeconomic behavior,
interpretation of the outcome may not carry us any further. Even the theory
of induced innovations, which for a while seemed to offer the exciting pros-
pect of explaining technical change endogenously as a process whereby firms
“‘learn”’ to extrapolate past trends in the factor-saving bias of technology, has
gradually petered out for lack of coherent microeconomic foundation (Bron-
fenbrenner, 1971, pp. 160-2; Blaug, 1980, pp. 481-4; Nordhaus, 1973).
No wonder a leading book on income distribution by a ‘‘cautious supporter”’
of neoclassical economics eventually arrives at the conclusion that ‘‘In the
present state of the science, prediction of income shares is beyond our capa-
bilities”” (Pen, 1971, p. 214)."!

In some ways, it is difficult to understand why anyone should want to
predict relative shares. Such predictions have virtually no practical relevance
for collective bargaining because, depending on how the shares are measured,
we can make the figures come out almost as we like (Blaug, 1980, p. 511).
Nor are relative shares a particularly interesting theoretical problem. It is of
course true by definition that labor’s share of total income is equal to the
average rate of wages and salaries divided by the average product of labor in
the entire economy; likewise, the profit share is by definition equal to the

' Lipsey (1989, pp. 339-40), almost alone among textbook writers, agrees with Pen
and doubts that a testable theory of macrodistribution, if and when it comes along,
will be a marginal productivity theory. Hicks (1965, p. 172), however, remained
persuaded that there is some life left in the old apparatus.
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average rate of profit on capital invested divided by the average product of
capital (or multiplied by the capital-output ratio). But the average products of
labor and capital are not behavioral variables in standard theory; economic
agents do not maximize or minimize them; no producers or consumers, no
workers or capitalists, respond to them; they are just ex post magnitudes that
can be and have been measured, but which nevertheless lack a definite theo-
retical status. It is perfectly possible, therefore, to have a theory of wages or
a theory of the rate of profit, without having a theory of the share of wages
and profits, and vice versa. The fact of the matter is that the distributive shares
are the outcome of a wide variety of forces and any theory that attempts to
tackle them directly finds itself making so many heroic, simplifying assump-
tions that the results are simply analytical curiosities. Apart from obeisance
to past traditions, and particularly some of the questions posed by Ricardo, I
personally can find no persuasive reasons to justify the obsessive preoccupa-
tion with distributive shares in the writings of both critics and defenders of
marginal productivity theory.

So long as we stick to the orthodox theory of functional income distribution
cast in general equilibrium terms, we are unlikely to come up with answers
that will shake the world. In that theory, I repeat, the functional distribution
of income may be said to be ‘‘determined’’ by the initial distribution of re-
sources among households, their preferences, the production functions of firms,
and the behavioral motives of both households and firms. But the theory does
not ‘‘explain’’ why equilibrium obtains, if indeed it does obtain, or why it
should continue to obtain, and in that sense it fails to provide a causal expla-
nation of the functional distribution of incomes. In short, the neoclassical, as
well as the neo-neoclassical theory of functional income distribution, is a
much more modest theory than many of its enemies would have us believe.
As Hahn (1972, p. 2) rightly says:

I call a theory of distribution neoclassical if it employs a model of perfect competition
in permanent equilibrium . . . This theory has nothing simple to offer in answer to the
question why is the share of wages, or of profits, what it is. The question is prompted
by our interest in the distribution of income between social classes, and social class is
not an explanatory variable of neo-classical theory . . . On the one hand, neo-classical
practitioners have not been able to resist the temptation to make the theory yield simple
answers to sociologically motivated questions. On the other hand, economists im-
pressed by the inadequacy of the model for such questions . . . have criticized it on
logical grounds where, as it happens, it is particularly robust.

Testing marginal productivity theory

The marginal productivity theory of factor pricing is a modest the-
ory. It is also a highly abstract theory: it is formulated in terms so general as
to make it virtually useless for answering specific questions about, say, the
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structure of wages in labor markets. This is nicely illustrated by a series of
questions posed by Lester Thurow (1975, pp. 211-30) in his ‘‘Do-It-Yourself
Guide to Marginal Productivity.”’

Are workers paid their marginal product at each instant of time, or are they
only paid their marginal product over the course of an entire working life? If
Gary Becker’s distinction between ‘‘general training’” and *‘specific training”’
is to be believed (see Blaug, 1972, pp. 192-9), the earnings of workers re-
ceiving general training is necessarily less than their current marginal product,
the opposite being true of workers receiving specific training. General train-
ing is defined as training that raises the trainee’s productivity irrespective of
which firm he works for, whereas specific training is defined as training that
only enhances the future productivity of trainees in the firm providing it.
Firms operating under competitive conditions have no incentive to pay the
costs of general training because they cannot guarantee that they will be able
to retain trained workers. As a result, the costs of general training programs
are passed on to trainees in the form of reduced earnings during the training
period. On the other hand, workers receiving specific training must earn as
much as they could earn elsewhere if they are to have an incentive to stay
with the firm in question; firms recoup these specific training expenses by
paying trained workers less than their marginal product. Thus, if we examine
the wages of young workers, it is only those receiving specific training who
can be expected to earn their current marginal product; if we look at old
workers, however, it is only those who earlier received general training who
can be expected to earn their current marginal product; in general, few work-
ers in a perfectly competitive labor market earn their current marginal prod-
uct. Clearly, in these circumstances it is not going to be easy to test the
marginal productivity theory of wages.

Next, we may ask whether it is individual workers who are paid their mar-
ginal product, or whether instead it is groups of workers with identical skills
who are all paid alike, say, because of the difficulty of identifying better and
worse workers with a common skill, in consequence of which some workers
in that skill category will be paid more and some will be paid less than their
individual marginal products would warrant. Similar arguments apply to other
ways of grouping workers such as workers of a given sex, age, and educa-
tional qualification in a particular industry, where again firms may pay these
groups the same wage at least initially because of the problem of accurately
measuring the marginal product of individuals. If, as is frequently asserted,
much industrial work is carried out by teams of workers coordinating their
efforts, members of the team may be paid their average marginal product not
only initially but throughout their working lives simply because their individ-
ual contribution to output cannot be identified; here too no individual worker
will earn precisely his own particular marginal product. Once again, we see
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how formidable are the problems of testing the comparative static predictions
of marginal productivity theory.

All these difficulties would exist even under conditions of perfect compe-
tition in both product and factor markets. In the real world, many of the wages
we will observe will be earned in industries that are not competitive, produc-
ing under conditions of increasing returns to scale, in which case some inputs
must be paid less than their marginal products and these may well be labor
inputs. Furthermore, the observed wages may be disequilibrium wages and in
any case they will be influenced by labor supply conditions in different local
labor markets, not to mention the unequal distribution of preferences for psychic
income among workers.

Next, there are the nonmarket clearing theories of Keynesian macroeco-
nomics that purport to explain the persistence of involuntary unemployment
even in cyclical booms (see Lindbeck and Snower, 1985). One of these is the
so-called ‘‘efficiency wage theory,”’ according to which employers are will-
ing to pay workers a premium over and above the competitive wage, that is,
more than their marginal value or marginal revenue product and more than
the wage for which workers as a whole are prepared to work. They do so
because they find it difficult to distinguish high-quality from low-quality workers
and know that a wage equal to the average marginal product of all workers
will give high-quality workers an incentive to quit in order to locate better
offers elsewhere. Furthermore, workers must be monitored to prevent shirk-
ing and malingering and the higher the wage, the larger the penalty of being
fired after being caught shirking. In either case, wages are set above compet-
itive levels as a method of retaining superior labor and providing workers with
an incentive to work diligently. In short, we should not expect to observe
wages equal to the marginal productivity of labor under normal circumstances
(Fisher, 1991, pp. 27-8; Nickell, 1991, pp. 153-7).

Perhaps we have now said enough to suggest that the famous or infamous
marginal productivity theory of wages has never been spelled out in sufficient
detail to be of much use in accounting for the observed pattern of relative
wages. No wonder, therefore, that it has rarely been tested, and even where
efforts have been made to put it to the test, the results have been inconclusive.
If any one-sentence summary of the evidence is possible, the most we can say
is that marginal productivity theory is fairly successful in correctly predicting
extremely long-run changes in interindustry and interoccupational wage dif-
ferentials; on the other hand, it is singularly unsuccessful in correctly predict-
ing short-run movements in wage differentials (see Burton and others, 1971,
particularly pp. 275-80; Perlman, 1969, chaps. 4, 5).!? The empirical status

12 Perlman’s textbook in labor economics stands out among many of its rivals for its
thoroughly Popperian flavor.
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of the marginal productivity theory of factor pricing, therefore, remains un-
certain. Of course, this is just as true of many other economic theories. Never-
theless, marginal productivity theory has suffered more than most theories
from the failure to specify its range of application to concrete problems. It has
largely remained, throughout its long history, a perfectly general thesis with-
out specific content.
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Switching, reswitching, and all that

Measurement of capital

The marginal productivity theory of wages has never lacked critics
at any stage in its history but, at least until recently, the marginal productivity
theory of interest was allowed to pass more or less unscathed. In the 1950s,
however, Joan Robinson, soon followed by a number of other Cambridge
economists (Cambridge, United Kingdom, that is), launched an entirely new
attack on the so-called marginal productivity theory of distribution, directed
in particular at the Hicksian two-inputs-one-output simplification of the neo-
classical theory of factor pricing. The stock of capital in an economy, it was
argued, being a collection of heterogeneous machines rather than a homoge-
neous fund of purchasing power, cannot be valued in its own technical units,
although apparently ‘‘labor’” and ‘‘land’’ can be so measured; the valuation
of capital necessarily presupposes a particular rate of interest, and this means
that the rate of interest cannot be determined by the marginal product of cap-
ital without reasoning in a circle; hence, marginal productivity theory cannot
explain how the rate of interest is determined.

Much of this criticism falls to the ground if we replace the simpliste for-
mulation of marginal productivity theory by the disaggregated Walrasian ver-
sion, which neither invokes nor implies the concept of aggregate production
function, nor indeed the notion of the aggregate capital stock as an economic
variable. Moreover, the idea that the aggregation of capital goods poses unique
difficulties not encountered in the aggregation of labor inputs, not to mention
the aggregation of physical outputs, is simply a popular misunderstanding
(Blaug, 1980, p. 408). Even if it is necessary to measure capital in its own
technical units in order to make gross comparisons between economies in
different stationary equilibrium states, the issue of finding a natural unit in
which to measure capital does not arise if we are only concerned, as we
always are for purposes of the qualitative calculus, with marginal variations
178
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around an equilibrium position. For such variations, different capital goods
are indeed aggregated into a fund of purchasing power; the uniform equilib-
rium rate of interest on money capital invested in competing activities only
emerges because investors care nothing about the actual physical variety of
capital goods.

The existence of a demand function for capital

But the Cambridge critics have another string to their bow. In sim-
pliste marginal productivity theory, the capital intensity of an economy is
uniquely related to relative factor prices; in particular, a decline in the rate of
interest or a rise in the rate of wages necessarily raises the average capital—
labor ratio of the economy. But whatever version of marginal productivity
theory we adopt, argue the Cambridge critics, it is not possible to demonstrate
that a fall in the rate of interest will always alter the rankings of the most
profitable of all currently available techniques in a unidirectional manner so
as to increase the overall capital intensity of the economy. This is because of
the phenomenon of double switching or reswitching, which may occur even
under strictly neoclassical conditions of perfect competition, perfect infor-
mation, instantaneous adjustments, smoothly differentiable microproduction
functions, and profit-maximizing behavior. The phenomenon of reswitching
is said to destroy the logical coherence of the neoclassical theory of distribu-
tion: if there is no strict monotonic relationship between a change in the rate
of interest and the capital-labor ratio, we must give up the idea of explaining
the rate of interest in terms of the relative scarcity of capital in an economy,
which is after all the essence of the marginal productivity theory of interest,
and indeed, we must abandon all notions of drawing up the demand for capital
as an inverse function of the interest rate.

The 1960s witnessed a great debate on the validity of the concept of re-
switching. There is no need to review the history of the ‘‘great reswitching
debate,’”’ which culminated in the unconditional surrender of Samuelson who
had earlier denied the possibility of reswitching except in unusual circum-
stances, because Geoffrey Harcourt (1972, chap. 4) has already provided a
blow-by-blow description of this extraordinarily instructive episode in mod-
ern economic thought. What exactly is reswitching? The simplest illustration
of it is the one given by Samuelson in his 1966 declaration of unconditional
surrender involving two processes that require the same length of time to
manufacture a given product with the aid of unequal amounts of labor, but
without any machines (see Blaug, 1980, p. 523). It is easy to show that the
process with less labor will not necessarily be the more profitable one at all
rates of interest: if its labor is applied at an earlier date in the production cycle,
it will become the more expensive of the two processes at high rates of interest
because its wage bill accumulates faster at compound interest. It is also easy
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to show that there exist patterns in the application of labor to the two pro-
cesses at which the one with less labor is the more profitable of the two at low
rates of interest, the less profitable of the two at somewhat higher rates of
interest, and then, at still higher rates of interest, once again the more profit-
able of the two processes. This is the phenomenon of reswitching. It arises in
this simple example from the compound-interest effect of changes in the in-
terest rate on the comparative costs of labor inputs applied at different dates
in various technical processes of identical length producing the same good; in
more complex examples, it arises both from the staggered application of in-
puts to identical productive processes, from the different gestation periods of
alternative technical processes, and from the fact that the output of such pro-
cesses sometimes enter as inputs into other processes.

The empirical significance of reswitching

Everyone has now agreed that reswitching is perfectly possible, and
everyone has also agreed that its possible occurrence destroys the concept of
a necessarily monotonic relationship between capital intensity and relative
factor prices. But how likely is it for reswitching to occur? Samuelson, in
conceding the validity of the switching theorem, has expressed some doubt
about its empirical importance, and Hicks (1973, p. 44) has conjectured that
“‘reswitching looks like being on the edge of the things that could happen.”’
Cambridge economists, on the other hand, have insisted that reswitching and
the associated phenomenon of capital reversing (lower instead of higher capital—
labor ratios as the rate of interest rises) are extremely likely and indeed the
general rule, but they have neither attempted to measure the empirical signif-
icance of switching in actual economies nor discussed the problem of how we
might go about measuring it. It is clear that it would not be an easy task.
Strictly speaking, changes in capital-labor ratios as a consequence of changes
in relative factor prices involve instantaneous movements among alternative
equilibrium stationary states, which is a far cry from the process of substitut-
ing capital for labor in historical time, which we all think of when confronted
with the proposition that a capital-abundant economy like America will have
a lower rate of interest than a labor-abundant one like India.

Faced with the familiar problem of testing comparative static propositions,
and loath to investigate the scope for reswitching by tedious microstudies of
the length of production processes and the associated time patterns of inputs,
the Cambridge economists have instead taken refuge in analytical theorems
about the conditions that are required to rule out switching. The most famous
of these shows that to preclude switching in an n-sector model of fixed coef-
ficients techniques, we need at least one capital good in our model that is
exceptional in the sense that (1) all inputs in the economy enter into the pro-
duction of that capital good, and (2) it is itself produced by a smooth neoclas-
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sical production function with variable coefficients. Cambridge economists
appear to find these conditions so strict as to be unlikely to occur in the real
world, on which grounds they conclude that reswitching is the rule and not
the exception (Harcourt, 1972, p. 171n), but others have followed the same
route only to emerge in the end with exactly the opposite conclusion (Eltis,
1973, pp. 115-16, 123-5). Similarly, it has been shown that the empirical
significance of switching depends on (1) whether the rate of interest falls
below a critical level and (2) whether product prices decline as firms readopt
some previously used techniques (Ferguson and Allen, 1970). The upshot of
the controversy in the literature so far seems to be that measurement of the
likelihood of switching rests on measurement of the degree of input substitut-
ability in an economy and this is an issue that is unlikely to be decisively
resolved in the near future.

The favorite models of the Cambridge school always involve linear Leon-
tief technologies — each product in each sector is produced with only one
fixed coefficients technique — and this naturally throws the entire burden of
factor substitutability on consumers choosing one mix of output rather than
another, the different mixes implying different techniques and hence input
substitution through the backdoor. In other words, even in the worst case,
where input substitution is excluded by assumption, some degree of input
substitution in the large is reintroduced by the pattern of final demand, includ-
ing the demand of overseas buyers. This result is even more likely if we adopt
activity analysis as a mode of describing the technical possibilities open to
business firms representing a halfway house between completely fixed and
completely variable production coefficients (see Blaug, 1980, pp. 431-5). It
is not obvious, therefore, that switching among techniques does in fact occur.
If reswitching does not occur, it is still possible to have capital reversing
(Harcourt, 1972, pp. 128-9, 145-6) but it takes even more tortuous assump-
tions about technology — such as wide gaps in the input coefficients of differ-
ent techniques — to obtain that result. If we cannot get ourselves to believe
that switching is a common occurrence, it is even more difficult to persuade
ourselves that capital reversing is ever likely to happen.

There is, therefore, nothing absurd in Ferguson’s (1969, pp. xvii, 266)
famous declaration of ‘‘faith’’ in the neoclassical parables until such a time
that ‘‘the econometricians have the answers for us.”” Samuelson (1976, p.
618), in the tenth edition of his elementary textbook, voices similar senti-
ments: ‘‘the science of political economy has not yet the empirical knowledge
to decide whether the real world is nearer to the idealized polar case repre-
sented by (a) the neoclassical parable or (b) the simple reswitching para-
digm.”” Both Joan Robinson (1975, p. 82) and Harcourt (1972, pp. 25, 29,
122; 1976, pp. 37, 58), however, deny that the question can ever be settled
by empirical evidence: reswitching and capital reversing, they say, are prop-



182 Switching, reswitching, and all that

ositions about alternative equilibrium states and such counterfactual possibil-
ities never can be observed in the real world even in principle.

If this fantastic claim were to be taken seriously, it would succeed in ren-
dering the whole of the neoclassical research program as impervious to em-
pirical refutation. Take the simplest possible example of a standard neoclas-
sical prediction: a tax on butter producers will raise the price of butter because
it shifts the butter supply curve to the left; let us take a look at butter prices
to verify this prediction, making sure by all means at our disposal that the
demand curve for butter has not shifted during the time period of observation.
Oh no, we are told by Robinson and Harcourt, you are comparing two alter-
native equilibrium positions involving the passage of logical and not actual
time, and hence your prediction is not capable, strictly speaking, of being
empirically falsified. This dodge would certainly make neoclassical econom-
ics easier to defend, but only at the cost of exchanging the methodology of
falsificationism for the methodology of essentialism (see Chapter 4 above).
As a matter of fact, despite Joan Robinson’s lip service paid to Popperian
ideas (1977, pp. 1318-20, 1323), the writings of the Cambridge school con-
tinually lapse into essentialist arguments.

To declare one’s faith that the econometricians will one day deliver the
goods is quite another matter. The history of both the physical and the social
sciences is replete with such examples of ‘‘faith,”’ that is, a determination to
ignore logical anomalies in a theory until they are shown to be empirically
important, rather than to leave whole areas of intellectual endeavor devoid of
any theoretical framework. There is nothing irrational, as Popper and Lakatos
have shown, about the tendency of scientists to hang on to a research program
despite anomalies if no better rival program is available. To continue our
earlier example, it is as if one economist, arguing that a specific tax on butter
producers is very likely to raise the price of butter, were to be told by another
that his reasoning is based on the orthodox idea that all demand curves are
negatively inclined and all supply curves positively inclined, equilibrium being
found at the intersection of the two curves; the modern theory of consumer
behavior shows that demand curves may be positively as well as negatively
inclined; therefore, the initial proposition about the specific tax on butter pro-
ducers is just as likely to be false as true. Most economists when confronted
with this argument would reply that positively inclined demand curves, while
perfectly possible, are few and far between and that empirical work on statis-
tical demand curves has never in fact produced a single convincing example
of one (see Chapter 6 above). Similarly, it may be conceded that reswitching
and capital reversing are perfectly possible phenomena, but until they are
shown to actually occur, economists are ill-advised to throw away their text-
books on price theory, labor economics, growth theory, and development
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economics just because the models in them contain some indigestible anom-
alies.!?

Hausman (1981b, pp. 81-2) denies that there is an analogy between the
existence of Giffen goods and upward-sloping demand curves in the theory of
demand, on the one hand, and reswitching and capital reversing in the theory
of capital and interest, on the other: ‘‘ Demand theorists know there are few
Giffen goods. They know why there are Giffen goods. They can successfully
predict that certain goods in certain economies . . . are likely to be Giffen
goods. Capital theorists, on the other hand do not know whether capital re-
versing is common or rare. Until recently they possessed no theory which
made sense of the phenomenon. . . . Capital theorists are also unable to pre-
dict when capital reversing will occur. . . . There is no justification for the
claim that capital reversing depends only on minor qualifications in simplified
capital theories.”” No doubt, but the fact remains that the issue is essentially
one of quantifying the significance of reswitching and capital reversing; we
now know that they may happen but not that they do happen. Members of the
Cambridge school agree but deny that the burden of proof rests with them:
“‘the logical possibility of reswitching and capital reversing having been es-
tablished, it is for those who ignore such possibilities to justify themselves
empirically”’ (Steedman, 1991, p. 441)." That is to say, if I demonstrate that
green swans may well exist and you deny that they actually exist, the burden
of proof is on you to travel the world to investigate every siting of swans.
What a convenient stance to adopt and what a license to reject every rule that
has any exception whatsoever!

Do the Cambridge critics truly believe their avowed agnosticism about cap-
ital theory? Would they go as far to deny that, in general, India and China are
well-advised to favor labor-intensive techniques? (Sen, 1974). No doubt, in
particular cases, we would still have to carry out detailed project appraisals
but, surely?, we would be surprised to find a labor-surplus economy adopting
the same capital intensive technology as America or Britain. If so, are we not
conceding the real-world insignificance of reswitching and capital reversing,
at least in gross economic comparisons? In short, we are perfectly justified in
retaining the neoclassical theory of distribution, so far as it goes, provided
we add that it does not go very far.

Burmeister (1991, pp. 470—1), a neoclassical economist if there ever was
one, notes the failure of the economics profession in recent years to take much

13 However, some Cambridge critics believe the matter is already settled. Thus, Nell
(1972b, p. 511) observes: *‘Giffen goods and backward-bending labour-supply curves
are obviously special cases. By contrast, in a multi-sector economy, reswitching and
capital-reversing appear to be the general rule, not the exception.”” No empirical evi-
dence is supplied to justify either assertion.
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notice of the phenomenon of reswitching. Heterogeneous capital models are
treated as if they were single-capital models, which is strictly speaking incor-
rect, on the grounds that one-capital goods models give approximately good
answers to certain kinds of questions. However, it is not at all clear what
these questions are other than purely logical puzzles about one economic model
or another. Hausman (1981b, p. 191), in yet another survey of the great re-
switching debate, concludes: ‘‘Economists do not understand the phenomena
of capital and interest. They do not understand why the rate of interest is
generally positive (and thus how it is that capitalism can work).”” If so, it is a
damning indictment of one of the most acrimonious controversies of modern
economics. But in point of fact, it is not so. Rather, the reason the rate of
interest is positive has little if anything to do with static equilibrium theory,
which is the domain of the great reswitching debate; it rests on the presence
of uncertainty in a dynamic model of price determination a la Knight and
Schumpeter. But that is another story.
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The Heckscher—Ohlin theory of
international trade

The Heckscher—Ohlin theorem

Ricardo found the cause of foreign trade in the relative immobility
of capital across national frontiers and he explained the commodity composi-
tion of world trade by persistent differences in the productivity of labor be-
tween nations; by assuming that relative commodity prices vary proportion-
ately with relative labor costs, he showed that free trade will cause each country
to export those goods in which it possessed a comparative price advantage
and that such trade will result in mutual gain as compared to a state of self-
sufficiency.

Ricardian theory made no attempt to explain the underlying productivity
differences that give rise to intercountry variations in comparative costs, which
in turn give rise to international trade. In the modern Heckscher-Ohlin theory,
these productivity differences themselves are traced to intercountry differ-
ences in initial factor endowments, which indeed are made to carry the entire
burden of the explanation: the more obvious causes of the commodity com-
position of foreign trade, such as international differences in the quality of
factors, as well as differences in production functions for given products, are
deliberately excluded by assumption. The Heckscher—Ohlin theory culmi-
nates in what is now generally known as the Heckscher—Ohlin theorem (HOT)
of the pattern of international trade: a country exports those goods whose
production is intensive in the country’s relatively abundant factor and imports
other goods that use intensively the country’s relatively scarce factor. This
theorem is plausible but it is also very daring: it explains the commodity
composition of foreign trade entirely in terms of supply conditions; if, for
example, a country’s demand is biased towards those goods that use the abun-
dant factor more intensively, the HOT may fail.

185
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Samuelson’s factor-price-equalization theorem

In its present form, the Heckscher—Ohlin model owes more to a number
of articles published by Samuelson in the late 1940s and early 1950s than to
Heckscher’s seminal 1919 article, refurbished and expanded in Ohlin’s In-
terregional and International Trade (1933): many of the variables that Heckscher
and Ohlin regarded as significant, such as demand conditions and economies
of scale, were dropped from the discussion and further developments of the
theory departed considerably from the task that the two pioneers set for them-
selves of explaining the actual observed commodity composition of foreign
trade. Inasmuch as international trade is a substitute for international fac-
tor movements, both Heckscher and Ohlin conjectured that free trade would
work to equalize factor scarcities and hence factor prices around the world but
Ohlin, at any rate, also found good reasons why this process would neverthe-
less fall short of perfect equalization. Samuelson, however, devoted much
of his effort to spelling out a corollary of the HOT, namely, the factor-price-
equalization theorem (FPET): under a number of special conditions (perfect
competition, zero transport costs, incomplete specialization, identical linearly
homogeneous production functions, identical homothetic preferences, ab-
sence of external economies, constant relative factor intensities at all relative
factor prices, factors homogeneous in quality, and the number of factors no
greater than the number of commodities), free trade will bring about com-
plete and not just partial equalization of factor prices. This elegant formula-
tion was eventually generalized to n countries, n factors, and n goods. The
same thing is not true of the HOT, which remains to this day a theorem about
the case of two countries, two factors, and two goods (Bhagwati, 1965, pp.
175-6).

The Leontief paradox

Although empirical tests of the ‘‘monetary’’ theory of international
trade (or classical theory of the transfer mechanism) go back to the 1920s, the
pure or ‘‘real’’ theory of international trade in either its Ricardian or Ohlinian
version remained virtually untested until 1951.} In that year, Donald
MacDougall carried out the first test of Ricardian trade theory and a few years
later Wassily Leontief, applying his 1947 input-output table to United States
trade patterns, discovered that the country’s exports were relatively labor in-
tensive, while its imports were relatively capital intensive, the very opposite
of what the HOT would lead us to expect. Neil de Marchi (1976, pp. 114—
23) has shown that the reactions to Leontief’s apparent refutation of the HOT

!4 There are, of course, older descriptive studies of trade patterns and Ohlin himself
repeatedly drew attention to trade patterns and land-labor ratios in nineteenth-century
Europe that confirmed the predictions of his factor-proportions theory.
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can be divided into four categories. (1) There were those who criticized Leon-
tief’s methods, the quality of his data, the exclusion of both natural resources
and human capital embodied in skilled labor, all of which taken together are
capable of reversing his results. (2) There were some who explained away the
findings by a variety of ad hoc arguments: factors and techniques are not
everywhere the same, demand conditions differ between countries just enough
to offset the factor biases in production, factor-intensity reversal is likely within
the relevant range of factor prices, and so on. (3) Others, including Samuel-
son himself, more or less ignored the Leontief paradox because they pursued
what might be called ‘‘the Ohlin-Samuelson research program,’” whose aim
was to reduce the pure theory of international trade to a special case of general
equilibrium (GE) theory. From their point of view, the factual accuracy of the
HOT was a minor question because it was regarded anyway as only a first
approximation to the real-world conditions of different taxes, tariffs, transport
costs, economies of scale, demand conditions, factor mobilities, and imper-
fections of competition. Finally, (4) there was a group of mainly business
economists who rejected both the HOT and the Ohlin—Samuelson program;
they seized on the Leontief paradox to support their own loosely constructed
‘‘product cycle’” and ‘technological gap’’ models, accounting for the pattern
of trade in manufactured goods in terms of the dynamics of product innova-
tions and the information and marketing advantages of producers in high-
income countries.

Very few economists reacted as did Charles Kindleberger: ‘‘what he [Leon-
tief] proves is not that the USA is capital-scarce and labour-abundant, but that
the Heckscher—Ohlin theorem is wrong’’ (cited by de Marchi, 1976, p. 124).
Most trade theorists continued to refine the apparently refuted factor-propor-
tions theory, becoming increasingly preoccupied with the stream of technical
puzzles generated by the Leontief paradox, for example: What is a factor and
how many separate factors enter into production processes? Can factor-inten-
sity reversal be excluded in a multifactor world? What conditions are neces-
sary to ensure the FPET as the number of factors increases?

Earlier in 1941, Samuelson and Stolper had endeavored to establish the
theorem that protective tariffs may benefit the relatively scarcer factor in both
absolute and relative terms. This theorem proved to be a milestone in the
history of the Ohlin—Samuelson research program. Subsequent work on FPET
was intended to demonstrate the uniqueness of a one-to-one relation between
commodity prices and corresponding factor prices in a world of many factors
and many goods, traded in separate but related markets, thus completing the
articulation of a GE framework in which the Ricardian and the Ohlinian models
are viewed simply as special cases, the former arguing forward from given
factor prices to commodity prices, while the latter instead argues from given
commodity prices back to factor prices.
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The Ohlin—Samuelson research program

How much would have been lost if the Leontief paradox had been
allowed to put a stop to the Ohlin—Samuelson research program? Obviously,
the answer to that question is a matter of judgment. Suffice it to say that most
trade theorists did not behave as if they were ‘‘naive falsificationists’’: they
clung to the ‘‘hard core’’ of the Ohlin—Samuelson program, proscribing all
attempts to explain the pattern of world trade without appeal to the GE factor-
proportions theory of pricing. Whether the Ohlin—Samuelson program was
and continues to be a fruitful, ‘‘progressive’’ research program in the Laka-
tosian sense of generating a harvest of novel facts is again a difficult matter
of judgment; most of the novel insights turned up by the Ohlin—Samuelson
approach were less matters of facts than analytical connections between the
phenomena of international and domestic trade (de Marchi, 1976, p. 123).
What is certain is that the program did much to popularize the simpliste mar-
ginal productivity theory that has dogged all postwar discussions of distribu-
tion problems: the factor-proportions model of international trade encouraged
the teaching of parables invoking two countries, two goods, and two factors
in the context of aggregate production functions obeying constant returns to
scale, thus unifying the treatment of both domestic and international trade by
means of a highly simplified, aggregate GE theory that promised more than it
was capable of delivering. The assessment of the Ohlin-Samuelson research
program thus cannot be separated from the assessment of the wider Hicks—
Samuelson—Arrow—-Debreu GE research program of which it forms an inte-
gral part.

It is ironic that so much of this work was fostered and promoted by the
efforts of Samuelson, the supreme advocate of operationalism in economic
theory, at least in his early days (see Chapter 4 above). ‘“The whole discus-
sion [of factor-price equalization],”” one commentator observed, ‘is, for bet-
ter or worse, a supreme example of nonoperational theorizing’’ (Caves, 1960,
p- 92). Samuelson frankly conceded that the factor-price differentials actually
observed in the real world must be expected to diverge considerably from the
idealized equalization of factor prices under static, competitive conditions.
Nevertheless, he pressed his investigation of the FPET in the fond belief that
it somehow ‘‘does convey insights into the forces shaping world trade’’ (cited
by de Marchi, 1976, p. 118), a contention reminiscent of the methodology of
apriorism that he professed to despise (see Chapter 4 above).

In retrospect, it is difficult to resist the conclusion that:

The factor-price equalisation discussion has been an intellectual game. While it has
yielded some incidentally useful results by clarifying the structure of pure theory . . .
bringing out the interesting conclusion that in some circumstances trade may not even
tend to equalise factor prices, the fact remains that no policy-maker has ever expressed
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a desire to know whether free trade would find the answers of any value in explaining
any facts, statistical or otherwise, observable in the real world [Corden, 1965, p. 31].

Further tests
The FPET is clearly violated by the sizable differences in factor prices
that are actually observed among countries. But if factor prices around the
world are in fact not equalized, it must imply that one or more of the assump-
tions underlying the Heckscher—Ohlin factor-proportions model of trade is not
applicable. We return in the final analysis, therefore, to the empirical validity
of the HOT, which rests essentially on the question of whether the commodity
composition of trade is more decisively influenced by factor endowments, on
the one hand, or by differences in techniques, differences in demand patterns,
economies of scale and marketing imperfections, on the other. This issue has
been intensively studied in a large number of empirical studies since Leontief,
the bulk of which tend in fact to refute the HOT. In the words of the latest
survey of these attempts to test trade theories,'® *‘the simple Heckscher—Ohlin
model does not rest on strong empirical foundations. When natural resources
and human capital are taken explicitly into account, the model affords greater
insight. . . . [Nevertheless,] intercountry differences in efficiency seem suf-
ficiently well-established to make it most unlikely that the factor-endowments
hypothesis is empirically valid universally’’ (Stern, 1965, pp. 20-1).
Product-cycle, technological-gap, and scale-economies explanations of trade
have a somewhat better record but the familiar problems of comparing the
looser predictions of quasi-dynamic models with the rigorous predictions of
static models, particularly when the latter are accompanied by various ad hoc
elaborations, prevents us from awarding a decisive victory to either side. The
problem of making the comparison, as Robert Stern (p. 30) says:

. . is in part a question of theory and also one of empirical methodology. As far as
theory is concerned, the issue is that the factor-endowments model has yet to be inte-
grated systematically with an endogenous mechanism of technological change and
diffusion. Until more progress is made along these lines, it will be difficult to sort out
the various determinants of trade. The methodological issue is to devise ways of dis-
criminating among the various theories and choosing the ‘‘best’” explanation in the
face of highly collinear data sets.

International trade is among the oldest topics studied by economists, and
the pure theory of international trade has long been one of the most rigorous
branches of economics. Nevertheless, it has also been one of the last areas of

15 The pure theory of international trade has been repeatedly surveyed in recent years

with varying emphases on testing: see the annotated listing in Bhagwati (1969, p. 8)
and the fuller listing in Caves and Johnson (1968, p. xii).
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economic research to come under the influence of falsificationism and even
now it remains a field of economic specialization that seems peculiarly prone
to the disease of formalism. Peter Kenen (1975, p. xii), an eminent trade
theorist in his own right, summed up the situation circa 1970 in these words:

A full decade after other specialties had been transformed by the application of econ-
ometric methods, international trade and finance displayed a stubborn immunity to
quantification. They became the last refuge of the speculative theorist. . . . One can
cite several significant exceptions. . . . But little was done to verify the fundamental
propositions of trade theory or to measure the effects of trade restrictions. The theory
was deemed to be immutably true. The task of the trade theorist, then, was merely to
spell out its implications for welfare and policy.

The Heckscher—Ohlin—Vanek theorem

Such was the state of play in the late 1970s. Since then, however,
Leamer (1984) has contributed a powerful reexamination of the HOT, re-
solved the Leontief paradox, reinterpreted the HOT for purposes of econo-
metric testing, and provided new support for the factor-proportions theory of
international trade. Leamer begins by noting that Leontief himself did not
actually measure the factor endowments of trading countries but instead in-
ferred factor proportions in one country, the United States, from measures of
trade and the factor intensities of imports and exports. He showed that the
United States was a net exporter of both capital and labor services (hence the
‘‘paradox’’) but he did so by assuming that the U.S. balance of trade was in
balance; that is, he compared the factor contents of imports with those of an
equal value of exports.

However, the U.S. balance of trade in 1947 was in surplus and, Leamer
argues, in those circumstances what must be estimated are the factors embod-
ied in net exports or, what amounts to the same thing, the difference between
domestic production and domestic consumption. The HOT states that a coun-
try will export those goods produced intensively by its relatively abundant
factor and import those produced by its relatively scarcer factor. But when
the balance of trade is unbalanced, what must be tested is what Leamer calls
the Heckscher—Ohlin—Vanek theorem (HOVT), which states that a country
will export the services of abundant factors and import the services of scarce
factors. Since Leontief showed that U.S. production in 1947 was more capital-
intensive than its consumption and also that the capital-intensity of net Amer-
ican exports exceeded the capital-intensity of domestically consumed goods,
his data revealed the United States to be capital-abundant, exactly as we would
expect. In other words, the Leontief paradox rests on a conceptual misunder-
standing and hence on an inappropriate empirical test.

Leamer’s monograph is accompanied by econometric evidence that net ex-
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port commodity trade across a large sample of countries can be accurately
represented as a linear function of national resource endowments, vindicating
the HOVT and hence the factor-proportions theory of international trade.
However, more comprehensive tests by others have produced negative results
and have indeed reinstated Leontief ’s paradox.'® Moreover, it does appear
that the replacement of the HOT by the HOVT has subtly altered the question
being asked: instead of explaining the trade flows in actual commodities, we
end up explaining the factor-content of trade patterns, a harmless procedure
if the factor-proportions theory is true but not otherwise.

It would in fact be very surprising if one really could explain all or most of
the commodity composition of trade by means only of differences in factor
endowments. Consider, for example, the influence of the directly ascertaina-
ble noncompetitive market structures in most tradable goods (product differ-
entiation, advertising, maintenance guaranties, price collusion, etcetera), the
national differences in patterns of demand at identical income levels, the na-
tional differences in domestic taxation, and finally, the more controversial
phenomena of static and dynamic scale economies in different countries. The
debate surrounding the Leontief paradox provides one of the best examples in
economics of the importance of the Duhem—Quine thesis (see Chapter 1 above),
repudiating the notion that one can ever decisively and compellingly reject
something like the HOT or HOVT by even the most sophisticated statistical
test: every test will involve, besides the factor-proportions theory, a whole
host of auxiliary hypotheses. That is not a counsel of despair. Here, as else-
where, we must perforce pass a qualitative judgment on the evidence for and
against the theory in question.

16 See Gomes (1990, pp. 127-31) for a succinct review of the recent literature and
further references.
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Keynesians versus monetarists

Fruitless debate?

In taking up this topic, we go to the heart of the furious controversies
that have surrounded questions of macroeconomic policy in recent years. The
great debate between Keynesian and monetarists over the respective potency
of fiscal and monetary policy has divided the economic profession, accumu-
lating what is by now a simply enormous literature. I have no intention of
surveying this literature in order to define the differences between the two
parties so as to pose the question whether these differences are or are not
reconcilable.!” I shall not even attempt to appraise the degree to which either
the Keynesian or the monetarist research program is showing signs of ‘‘de-
generacy,’’ although it must be said that a steady weakening of the earlier
formulations of the monetarist position and an increasing willingness of mon-
etarists to adopt Keynesian modes of analysis provide signs of breakdown in
the monetarist counterrevolution. My aim in this section is a more limited
one: it is to draw two fundamental, methodological lessons from the Keynes-
ian—monetarist debate. The first is that the methodology of instrumentalism
espoused by Friedman (see Chapter 4 above) tends all too easily to turn into
naive empiricism, or theory after measurement instead of measurement after
theory. The second is that the attempt to establish a theoretical position by
falsifying a competing theory always produces a sharpening of the issues, as
it did in this controversy, that gradually does resolve the outstanding differ-
ences.

The last twenty years have seen an unending series of efforts to produce a
decisive empirical test of the Keynesian and the monetarist view of the causes
of economic fluctuations. A detached observer might be forgiven for thinking

7 Among numerous surveys at various stages in the debate, I have personally found
Chick (1973), Selden (1977), Mayer (1978; 1990, chap. 4), Wood (1981), and Desai
(1981) most useful: all contain substantial bibliographies.
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that this discussion has proved nothing but that empirical evidence is appar-
ently incapable of making any economist change his mind. But a closer look
at the literature reveals a steady tendency towards a narrowing of the gap
between different points of view and, in particular, a growing appreciation of
the limitations of all the current statistical tests of the relative effectiveness of
fiscal and monetary policies. The debate is not simply an endless carousel
resulting in stalemate but an ongoing discussion with a definite momentum in
which the successive positions taken up steadily improve on earlier ones aban-
doned. At the same time, it must be admitted that the persistence of this
controversy, despite all the moves and countermoves in both camps, can only
be explained in terms of certain deep-seated ‘‘hard core’’ disagreements about
the self-adjusting capacity of the private sector in mixed economies and, hence,
the extent to which fiscal and monetary policy is in fact stabilizing or desta-
bilizing (Leijonhufvud, 1976, pp. 70-1). Once again, the debate between
Keynesians and monetarists shows that economists (like all other scientists)
will characteristically defend their core of central beliefs from the threat of
observed anomalies by first adjusting the auxiliary hypotheses surrounding
that central core; they will continue to do so as long as it is possible and only
on rare occasions, when they have been repeatedly refuted on every battle
ground that they have occupied, will they rethink their basic ‘hard core’” and
start afresh.

Friedman’s successive versions of monetarism

Let us consider first Friedman’s own position in the controversy. His
essay on ‘‘the methodology of positive economics’’ preceded his first restate-
ment of the quantity theory of money by several years (Friedman, 1956). A
year after launching monetarism, he published The Theory of the Consump-
tion Function (1957). That book may be said to exemplify his methodology
at its best: after framing a new theory of the consumption function in terms of
permanent rather than annual income, implying a number of specific, refuta-
ble predictions about aggregate consumption expenditures, Friedman reex-
amined all the available cross-section and time series data on consumption
behavior to show that his theory accounted neatly for evidence that defeated
the standard Keynesian doctrine. Whatever may be the ultimate verdict of The
Theory of the Consumption Function,'® it must rank as one of the most mas-
terful treatments of the relationship between theory and data in the whole of

18 Mayer (1972) provides a comprehensive summary and evaluation of all the numerous
tests of the permanent income hypothesis, concluding that Friedman is at least par-
tially right: the income elasticity of consumption is greater for permanent than for
transitory income but, on the other hand, the propensity to consume transitory income
is not zero as implied by Friedman’s theory.



194 Keynesians versus monetarists

the economic literature. The story of Friedman’s advocacy of monetarism,
however, is by way of contrast a caricature of his own methodology.

First came the restatement of the old quantity theory of money as a theory,
not of the long-run relationship between the aggregate volume of spending
and the total output of an economy — a type of primitive macroeconomics —
but of the demand for money on the part of business firms and households.
Next came an empirical investigation of the demand for money in the United
States over the period 1869-1957, followed by a massive Monetary History
of the United States 1867—1960 (1963) with Anna Schwartz, as well as a
number of studies of the lags in the economic effects of monetary policy. At
this point in the argument, much was made of the empirical demonstration
that the money demand function was relatively stable and that, furthermore,
it was insensitive to variations in interest rates (Laidler, 1985, pp. 125-26).
In the same year, 1963, there also appeared the famous paper by Fried-
man and David Meiselman, which produced the first of a number of single-
equation or ‘‘reduced form’’ estimates of a simple Keynesian and a simple
monetarist model, purporting to show that the income velocity of money was
a more stable variable than the Keynesian investment multiplier. This result
was reversed by Albert Ando and Franco Modigliani among others, and an
entire issue of the 1965 American Economic Review was devoted to various
comparisons between single-equation Keynesian and monetarist formula-
tions, demonstrating to everyone’s satisfaction that reduced-form models,
lacking a specification of the underlying set of structural equations, were in-
capable of discriminating between the two competing models (Brainard and
Cooper, 1975, pp. 169-70).

Friedman’s theory

We have now arrived at the high point of the debate some seven
years after the birth of monetarism, by which time, however, Friedman had
still not supplied an explicit theory capable of generating the empirical regu-
larities that were said to support the monetarist position. The publication in
1970 of Friedman’s ‘‘Theoretical Framework for Monetary Analysis’’ ush-
ered in what might be called Phase II of monetarism.'® Alas, some monetar-
ists, such as Brunner and Meltzer (1972, pp. 838-9, 848-9), repudiated
Friedman’s framework, expressed surprise that Friedman chose to present his
argument in terms of the Hicksian IS-LM model, an example of comparative
static equilibrium analysis, while arguing at the same time that questions of
timing and the relative speed of adjustment of prices and quantities provided
the key to the difference in approach of Keynesians and monetarists, in which
case the IS-LM model was inadequate to the discussion. And, indeed, apart

1% Phase I is summed up in Friedman (1968).
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from repeatedly insisting that monetarists approach economic problems in the
spirit of Marshallian partial equilibrium analysis, while Keynesians do so in
a Walrasian GE framework, Friedman denied that there were any theoretical
or even ideological differences between the two camps.

The point of adopting the IS-LM model, Friedman argued, is to demon-
strate the common ground between them, all differences having to do with
different dynamic assumptions about the path of adjustment to discrepancies
between the quantity of money the public wants to hold and the amount it
actually holds: ‘‘the relative speed of adjustment of prices and quantity is still
the key to the difference in approach and analysis between those economists
who regard themselves as Keynesians and those who do not’’ (Friedman,
1970, pp. 210-11; also pp. 234-5). Nevertheless, Friedman failed to explain
how price and quantity decisions are actually reached in an economy such as
that of the United States and in that sense he failed to provide any theory of
how the effects of monetary changes are divided between prices and real
output (Chick, 1973, pp. 111-13). In consequence, the suggestion that the
dynamics of ‘‘the transmission mechanism’’ between money and economic
activity holds the key to the dispute between Keynesians and monetarists is
untestable, or rather, Friedman himself provided no method of testing it.
Monetarists have been accused of holding a *‘black-box theory’’ of the trans-
mission mechanism, whereas in fact they view the transmission mechanism
as being a matter of adjusting portfolio holdings but they define portfolios so
comprehensively that no single variable stands out as dominating the rest. In
short, they model the transmission mechanism but they do not provide a the-
ory of it.

The qualitative calculus is, as we know, a powerful method for establishing
the directional nature of a postulated causal relationship. But it is a blunt
instrument for measuring the actual magnitudes involved in that relationship.
If the Keynesian-monetarist debate is fundamentally a matter of the speed of
adjustment to changes in various parameters, as Friedman has argued, what
is needed is a quantitative calculus. Economic policy seeks to control the
economy and not merely to predict its behavior. Controlling an economy usu-
ally implies knowledge, not just of the sign of economic effects, but of the
precise magnitudes of these effects; some control is possible on the basis of a
qualitative calculus but certainly ‘‘fine tuning’’ demands more than a knowl-
edge of the sign of economic changes. The failure to provide anything like a
quantitative calculus of monetary changes in effect heralded the demise of the
monetarist standpoint.

Phase III of monetarism
In Phases I and II of monetarism, the framework of the discussion is
largely that of the Keynesian short run, but the long run enters the argument
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in Phase II and comes to dominate the scene in Phase III, dating roughly from
1972. Now the argument is that, whatever are the short-run effects of mone-
tary changes on both prices and quantities, economic expectations will auto-
matically adjust themselves to changes in the money supply as a result of
which monetary policy has little or no effect on output in the long run — this
is Friedman’s theory of the ‘‘natural’’ rate of unemployment.

Meanwhile, large econometric models were built that spelled out the var-
ious channels by which money influences nominal GNP, real GNP, and the
price level. Both ‘‘Neanderthal Keynesianism,’’ denying that the monetary
authorities have any control over the money supply, and ‘‘Neanderthal mon-
etarism,’” denying any efficacy of fiscal policy even in the short run, have
been left far behind. In one sense, to be sure, the monetarists have won:
governments now pay far more attention to the money supply than they did a
decade ago and a more sophisticated Keynesianism, taking account of the
impact effects of monetary policy through several different channels and not
just through the effects of interest rate changes on investment, has taken the
place of the Mickey Mouse versions of Keynes in the 1950s. In a more pro-
found sense, the monetarists have lost: monetarism never succeeded in clari-
fying the causal mechanism that produced its empirical results, sometimes
even denying that these results required interpretation in the light of a sup-
porting causal theory, and it failed to refute any but a crude travesty of the
Keynesian theory it opposed (Johnson, 1971, pp. 10, 13). Keynesianism, on
the other hand, proved to be capable of absorbing monetarist ideas in a more
sophisticated brand of macroeconomics that appears to be emerging from the
fifteen-year-old melee. It is perfectly true that controversy persisted, and still
persists, despite mountains of evidence: clearly, economists are not easily
swayed by empirical refutations. On the other hand, the debate has shown
definite signs of progress, gradually surmounting both simple-minded
Keynesianism and simple-minded monetarism, so that by now it is much more
difficult to classify macroeconomists neatly into either Keynesians or mone-
tarists.

Recovering the message of Keynes

In retrospect, the Keynesian—monetarist debate of the last two de-
cades must rank as one of the most frustrating and irritating controversies in
the entire history of economic thought, frequently resembling medieval dis-
putations at their worst. Again and again, violent polemical claims are made,
which are subsequently withdrawn — the quantity theory of money is a theory
of the demand for money that is embedded in a neglected Chicago oral tradi-
tion; the demand for money is interest-inelastic and the supply of money is an
exogenously determined variable; substantial changes in prices and nominal
incomes are always the result of changes in the money supply; turning points
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in the growth of the money supply invariably precede the upper and lower
turning points of the business cycle; etcetera — and criticisms are reserved for
strawman versions of the opposition. Much of the debate consists of talking
at cross-purposes and at times it is difficult to remember what it is that is
actually in dispute, a difficulty that is even felt by the main protagonists them-
selves.?’ Running right through the debate is a continuing quarrel about what
Keynes really meant, as if it were impossible to settle substantive issues of
economic policy without first deciding how Keynes differed from ‘the clas-
sics.”” Since The General Theory contains at least three, and perhaps more,
versions of Keynesian theory,?! there are endless ways in which its elements
can be combined into something called ‘‘Keynesianism.’’ Arguments about
Keynes’s central message thus constitute a doctrinal fog that must be pierced
before considering the respective merits of Keynesian and monetarist argu-
ments. Reading this debate, one sometimes gets the feeling that macroecon-
omists are more concerned with exegesis of The General Theory than with
advancing knowledge of how the economy actually works.

We come back at the close of this discussion to the first of the two funda-
mental lessons that can be drawn from the Keynesian—monetarist debate.
Friedman indeed followed the methodology of ‘‘instrumentalism’’ in Phase I
of the debate, that is, he produced predictions without producing any theoret-
ical explanations of these predictions; in Phase II of the debate, however,
even he finally capitulated to the demand for a theory to support his predic-
tions. The theory he supplied proved inadequate to the task and so, in Phase
I1I, he adopted a wholly new theory, resting on the distinction between antic-
ipated and unanticipated inflation. Thus, in the final analysis, Friedman’s
monetarism abandons the methodology of instrumentalism, apparently not
because it is inherently defective but because it is unpersuasive.

2 Consider, for example, Friedman’s (1970, p. 217) summing up: *‘I regard the descrip-
tion of our position as ‘money is all that matters for changes in nominal income and
for short-run changes in real income’ as an exaggeration that gives the right flavour
of our conclusions. I regard the statement that ‘money is all that matters’, period, as
a basic misrepresentation of our conclusions.”’

Coddington (1976b) discerns at least three strands in the interpretation of Keynes: (1)
hydraulic Keynesianism — the 45° diagram type of income-expenditure theory and the
IS-LM interpretation, which treats the Keynesian model as a special case rather than
a general theory — also known as the ‘‘neoclassical synthesis’’ or *‘bastard Keynes-
ianism,’’ depending on your point of view; (2) fundamentalist Keynesianism — an
emphasis on shifting expectations and pervasive uncertainty, as found in chap. 12 of
The General Theory and Keynes’s 1937 article on ‘“The General Theory of Employ-
ment,”’ implying that Keynes’s approach cannot be reconciled with the neoclassical
tradition; and (3) disequilibrium Keynesianism — a GE reformulation of Keynes with-
out a Walrasian auctioneer, incomplete and imperfect information, false price signals,
and income-constrained quantity as well as price adjustments. See also Blaug (1985,
pp. 668-71, 693).

2
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The rise and fall of monetarism

This is what I said in 1980. It is not quite what I would say in 1991
were I to start afresh: still, on balance I would add to, rather than detract
from, my earlier remarks. Nevertheless, so much has happened in macroeco-
nomics in the 1980s as to make anything written on monetarism at the begin-
ning of the decade obsolete at the end of it. First of all, monetarism in its
Friedmanian version — let us call it Mark I monetarism — came and went in
the 1980s. Furthermore, the new classical macroeconomics — let us call it
Mark II monetarism — likewise faded in appeal during the 1980s and may
well have entered a terminal decline. Finally, there has been a simply amazing
resurgence of a new Keynesian economics in the spirit rather than the letter
of Keynes: the Keynesian revolution of the 1930s has turned out, in the full-
ness of time, to have been something of a ‘‘permanent revolution’’ (see Shaw,
1988).

Earlier I characterized Friedman’s work on monetarism as standing the
methodology of instrumentalism on its head, that is, predicting first and ex-
plaining afterwards. Hirsch and de Marchi (1990, p. 204), in their new study
of Friedman’s methodology, take exception to my claim: ‘‘Friedman’s prag-
matic approach in fact so integrates observation and theorizing that it is some-
what misleading to identify an order in the ongoing process of inquiry.”’ Cer-
tainly, they remind us that what divides Friedman from much of the economic
mainstream is not just an insistence on policy relevance rather than analytical
rigor but also a market antipathy to multiple regression as the premier method
of validating theoretical propositions. Friedman prefers instead to rely on a
wide array of evidence, some historical and some econometric, frequently
testing results from one data set on other data sets; not for him the painstaking
derivation of hypotheses from the rational, maximizing behavior of economic
agents, followed by an elaborate statistical confirmation of results based upon
a single sample.?? One can only welcome the release from the econometric
incubus which this approach offers, emphasizing that historical analysis is a
perfectly legitimate method of testing theories, but nevertheless the very di-
versity of the evidence that Friedman provides makes appraisal of his argu-
ment more difficult (see, for example, Hirsch and de Marchi, 1986; 1990,
chap. 10).

If that were not bad enough, there is the very complexity of the many
strands of argument that go to make up monetarism (see Mayer, 1978). There

22 This is strikingly illustrated by the savage review of Friedman and Schwartz’s Mone-
tary Trends in the United States and the United Kingdom (1982) by Hendry and
Ericsson (1991), exemplifying their own ‘‘encompassing’’ approach to regression
analysis, followed by an effective rejoinder by Friedman and Schwartz (1991, espe-
cially pp. 48-9).
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is (1) the quantity theory of money, in the sense of the causative influence of
changes in high-powered money on the level of prices, implying a stable
demand function for money, a level of output largely or entirely determined
by real forces, and an exogenous money supply under effective control by the
government; in consequence, the appropriate target for monetary policy is the
growth rate of money and not the rate of interest. Next is (2) the assertion that
a monetary growth rule, such that the money supply will grow at the same
rate as the long-run trend rate of real output, would be more stabilizing than
any discretionary monetary or fiscal policy, which is part and parcel of Fried-
man’s hostility towards all forms of government intervention and a belief in
the inherent stability of the private sector. Finally, there is (3) the rejection of
an unemployment—inflation trade-off (except for brief transitional periods) in
favor of a real, vertical Phillips curve, which can only be altered by supply-
side policies.

To assess the track record of all these multiple claims would be no small
task and it is perhaps significant that no one has yet attempted to provide such
a comprehensive evaluation of monetarism (but see Cross, 1982). On the
other hand, it is to Friedman’s credit that, unlike so many of his contempo-
ries, he has never hedged his predictions with endless ifs and buts, thus facil-
itating an appraisal of his ideas. In a recent comprehensive essay on the quan-
tity theory of money, which is in effect a retrospective survey of monetarism,
Friedman (1987, pp. 16-17) declares: ‘‘For most Western countries, a change
in the rate of monetary growth produces a change in the rate of growth of
nominal income about six to nine months later. . . . The change in the rate of
growth in nominal income typically shows up first in output and hardly at all
in prices. . . . The effect on prices, like that on income and output, is distrib-
uted over time, but comes some 12 to 18 months later, so that the total delay
between a change in monetary growth and a change in the rate of inflation
averages something like two years. . . . In the short run, which may be as
long as three to ten years, monetary changes affect primarily output’’; and so
forth. One would have thought that such statements are sufficiently precise to
permit a more or less definite assessment of the validity of monetarism.

Be that as it may, there is a good deal of evidence that monetarism of the
Mark I Friedmanite variety has had its day. In the opinion of Mayer (1990,
p- 61), a writer who not so long ago would have been considered a monetarist,
‘‘casual observation suggests that, at least in the United States, the number
of economists who consider themselves monetarists, or who are sympathetic
to monetarism, has shrunk. And what is just as (if not more) serious is that
monetarism does not seem to attract as many able recruits as it once did.”’
Mayer advances as many as four different explanations of what he calls the
“twilight”” of monetarism, of which the most important is the failure of mon-
etarists to corroborate their crucial hypotheses. There is, first of all, the fact
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that the U.S. demand for money began to grow much more slowly in the
1970s than could have been expected on the basis of past trends, followed by
a surprising upward shift in 1981-2 (Laidler, 1985, pp. 146-51; Judd and
Scadding, 1982; Roley, 1985). No matter how money is defined, the income-
velocity of money exhibited greater instability in the 1980s in both the United
States and the United Kingdom than it had ever done before (Mayer, 1990,
pp- 70-6) and, of course, a stable money demand function, or what is almost
the same thing, a stable velocity of money, is the linchpin of the entire mon-
etarist program. The inability to predict velocity since 1982 was undoubtedly
the reason for the abandonment of money supply targets by the Thatcher gov-
ernment in 1985-6, which marked the high point of Friedman’s political in-
fluence in Whitehall (Goodhart, 1991, pp. 94—100). Similarly, the ability of
the Federal Reserve system to control either M-1, M-2, or M-3 came increas-
ingly to be doubted after the so-called ‘‘monetarist experiment”’ of 1979-82
(Mayer, 1990, pp. 81-4).

Secondly, there is the acknowledged shortcoming of the 1963 Friedman—
Meiselman single-equation assault on Keynesianism mentioned above, fol-
lowed thereafter by the battering received by the equally simple 1968 St.
Louis Equation of Andersen and Jordan (Mayer, 1990, pp. 76—7). Thirdly,
there is the inconclusive historical evidence for the exogeneity of the money
supply at the turning points of the business cycle, summed up by the much-
contested Friedman—Schwartz claim that the Fed caused the Great Depression
of the 1930s (see Temin, 1976, especially pp. 174-8; Fearon, 1979, pp. 36—
9). Lastly, there is the checkered career of Friedman’s natural-rate hypothe-
sis, which began as a Phillips curve augmented by adaptive expectations per-
mitting a temporary trade-off between inflation and unemployment, but soon
graduated into a Phillips curve augmented by rational expectations, which
closed the door to any trade-off between inflation and unemployment even in
the short run.

I have elsewhere told the story of the Phillips curve and the natural rate of
unemployment (NRU) (Blaug, 1985, pp. 678-88, 695-6) and will therefore
note only that the existence of a well-defined vertical Phillips curve — the
NRU - and particularly the stability of such a relationship is as much in doubt
today as it ever was. No one denies that there is some rate of unemployment
below which demand pressures will cause prices to rise, so that there is some-
thing to the idea of an NRU, whatever terminology we employ. What is in
question is whether this is not a very thin band rather than a line and whether
it does not in fact move about with every change in the institutions affecting
labor market as well as the patterns of price-setting by firms. The central
implication of Friedman’s natural-rate hypothesis was that any attempt by
governments to force the unemployment rate below the NRU would simply
produce inflation at an ever-increasing rate; indeed, this was his explanation
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of why the 1970s had seen ‘‘stagflation,”” the simultaneous occurrence of
unemployment and inflation. Furthermore, since the NRU was the only level
of unemployment at which people’s expected rate of inflation was equal to
the actual rate of inflation, the way to cure inflation was to keep capacity low
and unemployment high for as long as it took to induce people to revise their
inflationary expectations downward to the continuously falling inflation rate.
Such a period of high unemployment, Friedman promised, need not last very
long: at most two years, as we have seen, or in some cases three years, was
all that was required to get back completely to the NRU. The Thatcher gov-
ernment of the 1980s came as close to testing this bold prediction as any
policy ever can: the fact that despite ten years of deflation, the UK unemploy-
ment rate never fell below 8 percent and in five out of the ten years stood
above 10 percent had much to do with the collapse of the monetarist cause in
Britain. The U.S. government never performed a similar ‘‘crucial experi-
ment’’ but, nevertheless, news travels fast even across oceans.

Yet another nail in the coffin of monetarism was the discovery on both
sides of the Atlantic that statistical estimates of the NRU trail behind past
rates of unemployment, rising and falling as they do; in the now fashionable
language of physics, the NRU shows *‘hysteresis’’: its level depends on the
path taken to reach it (Cross, 1991). Whether this is a real phenomenon — the
larger the proportion of unemployment that is long-term unemployment, the
larger is the proportion of the labor force that has become unemployable by
virtue of the loss of skills and work habits — or simply a statistical artifact is
still an open question but it does undermine the notion that the NRU is a
stable bedrock capable of serving as a guide to antiinflationary policies.

New classical macroeconomics

This brings us to the next round in the monetarist saga, the new
classical macroeconomics or the theory of rational expectations (RE). The
persistence of inflation in the 1970s made it difficult to sustain the notion of
an adaptive-expectations mechanism, according to which people persistently
underestimate the actual rate of inflation. Surely a rational economic agent
would form price expectations on the basis of all available information, whether
past or present data, including declared policy intentions? In short, all system-
atic and predictable elements influencing the rate of inflation will quickly
become known and incorporated into price expectations, implying paradoxi-
cally that people’s price expectations are on average identical to the move-
ment of actual prices. Of course, the economy is subject to random and un-
foreseen ‘‘shocks’” — sudden changes i tastes, new technological discoveries,
natural disasters, etcetera — and these lead to forecasting errors that take time
to be corrected. It is these shocks which alone account for the momentary
appearance of short-run Phillips curves. But for them the economy would
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always stick to its vertical long-run Phillips curve, that is, Friedman’s NRU.
No wonder then that the theory of RE has been labeled as the new classical
macroeconomics because the principal implication of RE is that Keynesian
stabilization policies can influence nominal variables like the inflation rate but
are impotent with respect to real variables, like output and employment.

It is tempting to dismiss the RE revolution as invoking unrealistic assump-
tions. Are we really to believe that private agents have the same access to
economic information as government agencies or that they face identical in-
formation processing costs? Can we seriously contend that consumers facing
a bewildering variety of conflicting information in, say, the housing market
form expectations of future house prices in the same way as professional
traders in the financial market form expectations of future interest rates? But
systematic forecasting errors in any market, RE theorists point out, create
profit opportunities to supply information that will improve private forecast-
ing to the point where all forecasting errors are purely random. Whether this
is a convincing reply is besides the point. It would be a serious methodologi-
cal error to judge the new classical macroeconomics solely on the basis of the
realism or plausibility of its assumptions. The history of science (and the
history of economics) is littered with powerful, influential and long-lived the-
ories based on assumptions that only came to be regarded as plausible by dint
of age and repetition. After all, we hardly ever question the utter implausibil-
ity of the heliocentric theory of the solar system: why don’t we fall off the
earth as it travels around the sun rotating at 1,000 miles an hour? Galileo
spent many pages in his Dialogue on The Two Chief Systems of the World
(1632) explaining away all the common-sense objections of his day to the
idea of a rotating, revolving earth but we simply take all that for granted now.
The realism or plausibility of assumptions is a highly subjective and histori-
cally conditioned reason for rejecting any theory.

This is not to say that the descriptive accuracy of a theory’s assumptions is
of no consequence whatsoever, for that would be to fall back on the method-
ology of instrumentalism. Expectations cannot be directly observed but they
can be investigated via survey techniques. Studies of this kind have been
carried out in a number of markets (Sheffrin, 1983, chap. 4) and their results,
while not conclusive, sharpen our notion of how expectations are actually
formed. More telling, however, are tests of the implications of RE. One of
the central implications of RE — its ‘‘novel fact’ so to speak — is that the
growth path of real output or unemployment should not be correlated with
systematic changes in the money supply, the volume of government expen-
ditures, the size of budgetary deficits, the rate of interest, the exchange rate,
or policy pronouncements about any of these variables — if they were so
correlated, private agents would have incorporated these correlations in their
pricing forecasts, in which case they would have appeared as purely nominal
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adjustments to wages and prices. This is the so-called ‘‘policy-neutral’’ hy-
pothesis, the ultimate radical anti-Keynesian conclusion of the new classical
macroeconomics research program. A great many tests of this central impli-
cation have been carried out by RE theorists, largely with negative results
(Maddock, 1984).

It is true, however, that even these refutations are inconclusive — the Duhem—
Quine thesis once again. All the tests involve the joint implication of (1) RE;
(2) the notion that all markets clear instantly, so that all variables, both real
and nominal, are equilibrium variables; and (3) the proposition that all infor-
mation is available at the same cost to all economic agents. It may be that (3)
is reducible to (2) because there is an ‘‘information industry,’” which is also
assumed to clear at every moment of time. In any case, the failure to corrob-
orate the policy-neutral implication of the new classical macroeconomics may
mean that expectations are not rational or that some or all markets do not clear
during the period of observation. In short, it may be that the insistence on
market clearance, or equilibrium everywhere even in labor markets, is more
essential to the conclusions of the new classical macroeconomics than is the
concept of RE.

Macroeconomics seen through Lakatosian spectacles

Let me now paint with a broad brush to depict the whole history of
macroeconomics since the publication of The General Theory in 1936 with
the aid of the apparatus created by Lakatos. The Keynesian revolution was a
sea change unparalleled in the history of economic thought: never before had
a new research program conquered the economics profession so quickly and
so completely. It’s child’s play to spell out the ‘‘hard core’’ and the ‘‘posi-
tive’” and ‘‘negative’’ heuristic of Keynesian economics (Blaug, 1986, pp.
243-4) and there is not much doubt that it was not just a theory but a research
program for working with a distinct point of view in a large number of differ-
ent areas in economics. Moreover, as I have argued at length (Blaug, 1990,
chap. 4), it was throughout the 1930s, 1940s, and 1950s a ‘‘progressive’’
research program in the strict sense defined by Lakatos: it predicted a whole
series of novel facts, which were corroborated by his followers almost as soon
as they were announced. The principal novel prediction of Keynesian eco-
nomics was that the value of the instantaneous expenditure multiplier is greater
than unity independent of the public or private character of that expenditure
and independent of whether the expenditure is for extra investment or extra
consumption. This was a novel prediction, not in the sense that it was totally
unknown before Keynes’s General Theory, but that it was an unsuspected
implication of the concept of the consumption function combined with the
peculiar Keynesian definition of saving and investment; and not just any con-
sumption function but one in which the marginal propensity to consume lies
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between zero and one, is smaller than the average propensity to consume, and
declines as income rises. Other novel facts predicted by The General Theory
were that (1) there are significant differences in the marginal propensities to
consume of different households defined by their income levels (so that a
redistribution of income is capable of raising aggregate demand); (2) the interest-
elasticity of investment is very low; (3) the interest-elasticity of the demand
for money is very high; and (4) the community’s average propensity to con-
sume tends to decline as national income rises (indicating that the threat of
secular stagnation in mature economies will get worse as they grow richer).
Even this list does not exhaust the novel facts that Keynes’s followers pre-
dicted as Keynesian economics was further refined in the 1940s. It was this
series of successfully corroborated predictions which accounted for the ex-
traordinary ascendancy of Keynesian economics in the years before and dur-
ing World War II.

The Keynesian research program, however, began to degenerate in the 1950s.
It was work on the saving rate and hence the consumption function where the
trouble first showed up. The contradiction between cross-section and time-
series evidence of the savings—income ratio, the former yielding a declining
and the latter a constant average propensity to save, spawned a series of re-
visions in Keynesian economics from Duesenberry’s relative income hypoth-
esis to Friedman’s permanent income hypothesis to Modigliani’s life-cycle
theory of saving. Simultaneously, Harrod and Dormar converted static
Keynesian analysis into a primitive theory of growth, while Tobin, Baumol,
and Friedman reinterpreted Keynes’s liquidity-preference function to bring it
into line with a more elegant portfolio theory. Then came the Phillips curve,
which at first complemented Keynesian economics with a theory of inflation.
The early 1960s saw the profession hopelessly enamored with the Phillips
curve. But within a few years doubts about its stability began to accumulate.
Empirical studies of inflation-unemployment data increasingly revealed a large
degree of variance of actual inflation-unemployment observations about the
fitted Phillips curve and the number of variables that had to be introduced to
improve the statistical fit soon exhausted the available degrees of freedom in
the data. In addition, the last year of the decade of the 1960s produced rising
inflation in many countries without any reduction in unemployment, giving
way in the early 1970s to ‘‘slumpflation,’’ the simultaneous occurrence of
rising unemployment and rising inflation rates. Clearly, there was not one
stable Phillips curve but rather a whole family of short-run Phillips curves,
which shifted over time as a result of influences yet to be determined. One
answer to what these influences were was offered by Milton Friedman in his
1968 paper, ‘‘The Role of Monetary Policy,”’ which announced the natural-
rate hypothesis and thus completed the last strand in his then ten-year-old
monetarist counterrevolution.
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I have said enough to suggest that monetarism was a progressive research
program in the 1960s which produced its own ‘‘novel facts,’’ such that de-
mand management affects real output only in the short run; that this short run
is typically two years long; that in the longer run only supply-side policies
can lower the unemployment rate; and that the firm adoption of money growth
targets will cure inflation within two to three years. As Mark I monetarism
degenerated in the 1970s, Mark II monetarism took over in the 1980s with
the prediction of even more dramatic novel facts bringing with it a new hard
core and a new set of positive and negative heuristics.

To sum up 56 years of macroeconomics in one bold generalization is no
doubt presumptuous but I remain convinced that the driving force in this long
saga was the pursuit of empirical validation. I do not for a moment deny that
macroeconomists would like to adopt ideas that suit their ideological and po-
litical preconceptions — they are human, after all. There is little doubt that
many economists in the 1930s were immediately attracted to Keynesian eco-
nomics because they wanted to believe in a kind of economics that held out
prospects for combating the depression. However, if Keynes’s empirical pre-
dictions had been refuted, not once but again and again, they would soon
have ceased to subscribe to Keynesianism despite all its attractive trappings.
In the same way, Friedman’s strong defense of free markets, as well as his
general political stance, biased right-wing economists in favor of his work on
money, just as it biased left-wing economists against his monetarist views.
But despite the strong resurgence of right-wing politics in the era of Reagan
and Thatcher, monetarism lost support in the 1980s because of its poor em-
pirical track record. Similarly, I would contend that if the new classical mac-
roeconomics had been able to exhibit a series of striking confirmations of its
principal predictions, it would by now have earned the allegiance of many
economists who might have preferred otherwise.

I cannot claim that this is how everyone views the story of macroeconomics
since Keynes. For example, Backhouse (1991) and Maddock (1991) see it
roughly as I do but Hoover (1988, 1991) prefers Kuhn to Lakatos and gives
greater prominence than I would to the purely technical puzzles generated by
successive macroeconomic models. It is no wonder that there should be such
disagreements. We are only now beginning to get the Keynesian revolution
into perspective. We are only two decades away from the heyday of monetar-
ism and hence will almost certainly revise our view of its rise and fall in the
years to come.
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Human capital theory

Hard core versus protective belt

We turn next to a theory that requires the sort of full-scale treatment
that it has rarely received. The birth of human capital theory was announced
in 1960 by Theodore Schultz. The birth itself may be said to have taken place
two years later when the Journal of Political Economy published its October
1962 supplement volume on ‘‘Investment in Human Beings.’” This volume
included, among several other path-breaking papers, the preliminary chapters
of Gary Becker’s 1964 monograph, Human Capital, which has ever since
served as the locus classicus of the subject. Thus, the theory of human capital
has been with us for more than twenty-five years, during which time the flood
of literature in the field has never abated, at least not until the 1980s. The first
textbook exclusively devoted to the subject appeared in 1963 (Schultz, 1963).
After a Iull in the mid-sixties, the textbook industry started in earnest: be-
tween 1970 and 1973 as many as eight authors tried their hand at the task,
accompanied by the publication in rapid succession of seven anthologies of
classic articles on human-capital-and-all-that; more recent years have seen
three more textbooks (Psacharopoulos and Woodhall, 1985; Psacharopoulos,
1985; and Cohn and Geske, 1990). It may be time, therefore, to ask what all
this adds up to. Has the theory lived up to the high expectations of its foun-
ders? Has it progressed, in the sense of grappling ever more deeply and pro-
foundly with the problems to which it was addressed, or are there signs of
stagnation and malaise?

Here is a golden opportunity to apply the MSRP of Lakatos to see what, if
anything, it has to teach us about the evaluation of the body of ideas known
as human capital theory. Armed with Lakatosian concepts, we may begin by
asking: what is the ‘‘hard core’’ of the human capital research program, that
set of purely metaphysical beliefs whose abandonment is tantamount to aban-
doning the program itself? Next, we can ask: what refutations have been
206
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encountered in the ‘ ‘protective belt’” of the program, and how have the ad-
vocates of the program responded to these refutations? Lastly, we may pose
the question: is the human capital research program a ‘‘progressive’” or a
‘‘degenerating’’ research program, which is virtually like asking, has the em-
pirical content of the program increased or decreased over time?

It is easy to show that the so-called theory of human capital is in fact a
perfect example of a research program: it cannot be reduced to one single
theory, being simply an application of standard capital theory to certain eco-
nomic phenomena; at the same time, it is itself a subprogram within the more
comprehensive neoclassical research program, inasmuch as it is simply an
application of standard neoclassical concepts to phenomena not previously
taken into account by neoclassical economists. The concept of human capital,
or the ‘‘hard core’’ of the human capital research program, is the idea that
people spend on themselves in diverse ways, not only for the sake of present
enjoyments but also for the sake of future pecuniary and nonpecuniary re-
turns. They may purchase health care; they may voluntarily acquire additional
education; they may spend time searching for a job with the highest possible
rate of pay instead of accepting the first offer that comes along; they may
purchase information about job opportunities; they may migrate to take ad-
vantage of better employment opportunities; and they may choose jobs with
low pay but high learning potential in preference to dead-end jobs with high
pay. All these phenomena — health, education, job search, information re-
trieval, migration, and in-service training — may be viewed as investment
rather than as consumption, whether undertaken by individuals on their own
behalf or undertaken by society on behalf of its members. What knits these
phenomena together is not the question of who undertakes what, but rather
the fact that the decision maker, whoever he or she is, looks forward to the
future for the justification of present actions.

It takes only an additional assumption, namely, that the decision maker is
a household rather than an individual, to extend the analogy to family plan-
ning and even to decisions to marry and to divorce.?* We are not surprised to
see life cycle considerations applied to the theory of saving but prior to what
Mary Jean Bowman aptly called ‘‘the human investment revolution in eco-
nomic thought’” of the 1960s, it was not common to treat expenditures on
such social services as health and education as analogous to investment in
physical capital; certainly no one dreamed in those days of finding common
analytical grounds between labor economics and the economics of the social
services.

There is hardly any doubt, therefore, about the genuine novelty of the ‘‘hard

23 The human capital research program has indeed been extended by Becker and others
to ‘‘the economics of the family’’; see Chapter 14 below.
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core’’ of the human capital research program. Nor is there any doubt of the
rich research possibilities created by a commitment to this ‘‘hard core.”” The
“‘protective belt”” of the human capital research program is replete with hu-
man capital ‘‘theories,”” properly so labeled, and indeed the list is so large
that we can hardly hope to give an exhaustive account of them. But few
human capital theorists would, I think, quarrel with those we have selected
for emphasis.

In the field of education, the principal theoretical implication of the human
capital research program is that the demand for postcompulsory education is
responsive both to variations in the direct and indirect private costs of school-
ing and to variations in the earnings differentials associated with additional
years of schooling. The traditional pre-1960 view among economists was that
the demand for postcompulsory schooling is a demand for a type of consump-
tion good and as such depends on given tastes, family incomes, and the *‘price’’
of schooling in the form of tuition costs. There was the complication that this
consumption demand also involved an *‘ability’’ to consume the good in question
but most economists were satisfied to leave it to sociologists and social psy-
chologists to show that this ‘‘ability’’ depended in turn on the social class
background of students and particularly on the levels of education achieved
by their parents. Since this pre-1960 theory of the consumption demand for
education was never used to explain real-world attendance rates in high schools
and colleges, it makes little difference what particular formulation of it we
adopt.

The point is that the notion that earnings forgone constitute an important
element in the private costs of schooling and that students take a systematic,
forward-looking view of earnings prospects in the labor market would have
been dismissed in the pre-1960 days as implausible, on the grounds that stu-
dents lack the necessary information to make that prediction and that the
available information is in any case known to be unreliable. The human cap-
ital research program, on the other hand, while also taking the ‘‘tastes’’ and
‘“‘abilities’’ referred to above as given, emphasizes the role of present and
future earnings and argues in addition that these earnings are much more
likely to exhibit variations in the short term than is the distribution of family
background characteristics between successive cohorts of students.

The difference between the old and the new view is, therefore, fundamental
and the auxiliary assumptions that convert the ‘‘hard core’’ of the human
capital research program into a testable theory of the demand for postcompul-
sory schooling are almost too obvious to require elaboration: because of im-
perfections in the capital market, students cannot easily finance the present
costs of additional schooling out of future earnings; they are perfectly aware
of the earnings they forgo while studying and hence demand more schooling
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when there is a rise in youth unemployment rates; current salary differentials
by years of schooling provide them with fairly accurate estimates of the salary
differentials that will prevail when they enter the labor market several years
later; etcetera. Furthermore, the theory comes in two versions: it claims mod-
estly to predict total enrollments in postcompulsory schooling and, more am-
bitiously, to predict enrollments in specific fields of study in higher education
and even enrollments in different types of institutions at the tertiary level.

Methodological individualism

As originally formulated by Schultz, Becker, and Mincer, the human
capital research program was characterized by methodological individualism,
that is, the view that all social phenomena should be traced back to their
foundation in individual behavior (see Chapter 2 above). For Schultz, Becker,
and Mincer, human capital formation is typically conceived as being carried
out by individuals acting in their own interests.?* This is the natural view to
take in respect of job search and migration, but health care, education, infor-
mation retrieval, and labor training are either wholly or in part carried out by
governments in many countries.

Familiarity with private medicine and private education, and the almost
total absence of government-sponsored training schemes in the American con-
text (at least before 1968), gave support to an emphasis on the private calcu-
lus. Whenever health and education are largely in the public sector, however,
as is the case in most of Europe and in the Third World, it is tempting to ask
the question of whether the human capital research program is also capable
of providing new normative criteria for public action. In education, at any
rate, the human capital research program did indeed furnish a new social
investment criterion: resources are to be allocated to years of schooling and
to levels of education so as to equalize the marginal ‘‘social’’ rate of return
on educational investment and, going one step further, this equalized yield on
educational investment should not fall below the yield on alternative private
investments. However, this normative criterion was not advocated with the
same degree of conviction by all adherents of the human capital research
program. Furthermore, the so-called social rate of return on educational in-
vestment is necessarily calculated exclusively on the basis of observable pe-

24 Note that the emphasis on individual choice is the quintessence of the human capital
research program. It has been argued that education improves allocative efficiency in
both production and consumption, accelerates technical progress, raises the saving
rate, reduces the birthrate, and affects the level as well as the nature of crime (see
Juster, 1975, chaps. 9-14). But unless these effects motivate individuals to demand
additional education, they have nothing whatever to do with the human capital re-
search program.
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cuniary values; the nonpecuniary returns to education, as well as the exter-
nalities associated with schooling, are invariably accommodated by qualitative
judgments and these differ from author to author (Blaug, 1972, pp. 202-5).
Thus, the same observed social rates of return to investment in education
frequently produced quite different conclusions about the optimal educational
strategy.

Being normative, the cry to equalize the social rate of return to education
raises no questions of empirical testing. In the mood of positive economics,
it may be interesting to ask whether governments do indeed allocate resources
to the educational system so as to equalize the social yield to all levels and
types of education, but few human capital theorists would commit themselves
to a definite prediction about the outcome of such a calculation.? In the ab-
sence of any generally accepted theory of government behavior, the advocates
of the human capital research program may be forgiven for slighting the nor-
mative implications of their doctrines. Unfortunately, it seems difficult to test
any positive prediction about the demand for postcompulsory schooling with-
out taking a view of the norms that underlie government action in the field of
education. The world provides few examples of countries in which the de-
mand for postcompulsory education is not constrained by the supply of places
that governments decide to make available. In testing predictions about pri-
vate demand, therefore, we end up testing predictions about the supply func-
tion as well as the demand function. To give the human capital research pro-
gram a run for its money, we must go to such open-door systems of higher
education as those of the United States, Japan, India, and the Philippines.

These comments no doubt help to explain why almost all empirical work
about the demand for education has been confined to the United States.
Nevertheless, even with respect to that country, it is surprising how little
attention has actually been devoted to an explanation of the private demand
for schooling. Almost nothing with any cutting edge was accomplished before
1970 or thereabouts and even now the demand for education remains a curi-
ously neglected subject in the vast empirical literature exemplifying the hu-
man capital approach.

We turn now from formal schooling to labor training. Almost from the

25 Similarly, it is interesting to ask what impact education has on economic growth,
irrespective of the motives that lie behind the provision of formal schooling. The
attempt to answer this question was at the center of the burgeoning literature on growth
accounting in the early 1960s, but recent doubts about the concept of aggregate pro-
duction functions have virtually dried up all further interest in the question: see Nelson
(1973) but also Denison (1974). In retrospect, it seems doubtful in any case whether
growth accounting of the Denison type had much to do with the crucial issues in
human capital theory (Blaug, 1972, pp. 99-100).
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outset, the human capital research program was as much preoccupied with
the phenomenon of training as with that of education. Becker’s fundamental
distinction between general and specific training produced the startling pre-
diction that workers themselves pay for general training via reduced earnings
during the training period (see Chapter 9 above), thus contradicting the older
Marshallian view that a competitive market mechanism fails to provide em-
ployers with adequate incentives to offer optimum levels of in-service train-
ing. Predictions about the demand for training fitted neatly with predictions
about the demand for education, because formal schooling is an almost per-
fect example of general training; indeed, Becker’s model has the virtue of
correctly predicting that employers will rarely pay directly for the schooling
acquired by their employees, a generally observed real-world phenomenon
unexplained by any alternative research program (except perhaps the Marxist
one).

The distinction between two kinds of postschool learning soon led to fruit-
ful discussion about the extent to which training is or is not fully vested in
individual workers but it largely failed to inspire new empirical work on labor
training in industry (Blaug, 1972, pp. 191-9). In part, this was accounted for
by the inherent difficulty of distinguishing costless on-the-job learning from
both informal on-the-job and formal off-the-job-but-in-plant training (formal
off-the-job-out-of-plant training, or a manpower retraining program, is yet
another category of ‘‘training’’). For the rest, Becker’s emphasis on training
as the outcome of an occupational choice by workers seemed to ignore com-
plex questions about the supply of training by firms with well-developed “‘in-
ternal labor markets.”” All in all, it can hardly be said that the human capital
approach to labor training has yet been put to a decisive empirical test.

The subject of migration gives rise to similar difficulties in assessing de-
grees of success or failure. There is a rich economic and sociological literature
on geographical migration going back to the nineteenth and even to the eigh-
teenth century, to which the human capital approach adds little except a pro-
nounced emphasis on the role of geographical disparities in real incomes.
There is little doubt that recent empirical work on migration has been deeply
influenced by human capital considerations but an appraisal of the empirical
status of the human capital research program in the field of migration is by no
means straightforward (but see Greenwood, 1975).

This leaves us with health care, job search, and labor market information
networks. The virtual explosion of health economics in recent years and de-
velopments in labor market search theory, or ‘‘the microeconomic founda-
tions of employment theory,”’ both have their roots in the human capital re-
search program. Nevertheless, they have quickly grown into independent areas
of activity that are now only tenuously related to ‘‘the human investment
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revolution in economic thought.”” We will, therefore, pass them by (but see
Culyer, Wiseman, and Walker, 1977; Santomero and Seater, 1978, pp. 518-
25; and Kim, 1990).

The scope of the program

If we take all these topics together, the program adds up to an almost
total explanation of the determinants of earnings from employment; it predicts
declining investments in human capital formation with increasing age and
hence lifetime age-earnings profiles that are concave from below. No wonder
the bulk of empirical work inspired by the human capital framework has taken
the form of regressing the earnings of individuals on such variables as native
ability, family background, place of residence, years of schooling, years of
work experience, occupational status, and the like — the so-called earnings
function.

It is sometimes difficult in all this research to see precisely what hypothesis
is being tested, other than that schooling and work experience are more im-
portant factors than native ability and family background. Work experience
has in turn been reduced to human capital formation by arguing that individ-
uals tend to invest in themselves after completing schooling by choosing oc-
cupations that promise general training; in so doing, they lower their starting
salaries below alternative opportunities in exchange for higher future salaries
as the training begins to pay off. In short, the rate at which earnings rise with
additional years of work experience is itself a matter of individual choice.
Unfortunately, it is impossible in practice to disentangle the effects of such
postschool investments from investment in formal schooling unless it is as-
sumed that all private rates of return to postschool and in-school investments
are equalized at the margin. There is simply overwhelming evidence, how-
ever, that rates of return to different types of human capital are not in fact
equalized, or, alternatively expressed, that equilibrium is never actually at-
tained in human capital markets. All in all, it remains true to say that to this
day we have had to make do with rates of return to human capital formation
that are actually averages of rates of return to formal schooling and rates of
return to different forms of labor training.

In summary, it may be said that the human capital research program has
displayed a simply amazing fecundity, spawning new research projects in
almost every branch of economics. Nevertheless, a survey of its accomplish-
ments to date shows that the program is actually not very well corroborated
in the Popperian sense (Blaug, 1976; Rosen, 1977). That is of course no
reason for abandoning the human capital research program. To believe that
scientific research programs are given up the moment a refutation is encoun-
tered is to fall victim to ‘‘naive falsificationism.’” What is required to elimi-
nate a scientific research program is, first of all, repeated refutations, second,
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an embarrassing proliferation of ad hoc adjustments designed to avoid these
refutations, and third, a rival program that purports to account for the same
evidence by a different but equally powerful theoretical framework. Such a
rival to the human capital research program may now have made its appear-
ance: it travels under the name of the screening hypothesis or credentialism
and it is linked up in some of its versions to the new theory of dual labor
markets, or labor market segmentation. Its origins lie in the theory of decision
making under uncertainty and its impact derives from the discovery that the
process of hiring workers is merely a species of a larger genus, namely, the
problem of selecting buyers or sellers in the presence of inadequate informa-
tion about their characteristics.

The screening hypothesis

According to human capital theory, the labor market is capable of
continually absorbing workers with ever higher levels of education, provided
that education specific earnings are flexible downwards. Since the educational
hiring standards for occupations are not technical constants but rather decision
variables, it matters little whether better educated workers are absorbed into
lower-paying occupations, while average earnings per occupation remain con-
stant, or into the same occupations as before at reduced earnings; the mecha-
nism works equally well for the case where wages are determined by the
characteristics of jobs as for the case where they are determined by the char-
acteristics of workers. In any case, there is sufficient variance of earnings
within occupations to suggest that both of these effects occur simultaneously;
in addition, occupations can be redesigned so as to destroy any basis of com-
parison between old and new occupations. In short, nothing is more alien to
the human capital research program than the manpower forecaster’s notion of
technically determined educational requirements for jobs.

These self-regulating labor markets may or may not work smoothly, in the
sense of keeping the demand for educated manpower continuously in line with
its supply, but they will not work at all unless employers prefer more educated
to less educated workers, everything else being the same. The human capital
research program is silent on why there should be such a persistent bias in the
preferences of employers: it may be because educated workers possess scarce
cognitive skills, it may be because they possess desirable personality traits
such as self-reliance and achievement drive, and it may be because they dis-
play compliance with organizational rules. But whatever the reason for the
preference the fact remains that all of these desirable attributes cannot be
known with certainty at the time of hiring. The employer is, therefore, faced
with a selection problem: given the difficulties of accurately predicting the
future performance of job applicants, he is tempted to treat educational qual-
ifications as a screening device to distinguish new workers in terms of ability,
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achievement motivation, and possibly family origins, that is, in terms of per-
sonality traits rather than cognitive skills; cognitive skills are largely acquired
by on-the-job training and employers are, therefore, fundamentally concerned
with selecting job applicants in terms of their trainability. This may not be the
whole story but it is, surely, a good deal of the story. If so, the observed
correlation between earnings and length of schooling, which figures so prom-
inently in the writings of human capital theorists, may disguise a more fun-
damental correlation between schooling and the attributes that characterize
trainability. The contribution of education to economic growth, therefore, is
simply that of providing a selection device for employers and the way is now
open to consider the question of whether formal schooling is indeed the most
efficient selection mechanism that we could design for the purpose. This is
the so-called screening hypothesis or theory of credentialism, which in one
form or another, has now been expounded by a large number of writers (see
Blaug, 1976, p. 846).

This thesis runs into the objection that it accounts with ease for starting
salaries but with difficulty for the earnings of long-time employees. Earnings
are not only highly correlated with length of schooling but also with years of
work experience. An employer has ample opportunity with long-time employ-
ees to acquire independent evidence of job performance without continuing to
rely on educational qualifications. Besides, the evidence suggests that the
correlation between earnings and length of schooling actually increases in the
first ten to fifteen years of work experience, a fact difficult to explain by this
weak version of the screening hypothesis (see Blaug 1976, p. 846).

A stronger version of credentialism, however, surmounts these difficulties
by adding the consideration that job performance is typically judged within
firms on a departmental basis. Each hierarchically organized department op-
erates its own ‘‘internal labor market,”” whose principal function is to main-
tain output in the face of unpredictable variations in demand, while minimiz-
ing the costs of labor turnover to the firm as a whole. In consequence,
departments operate with enough manpower slack to ensure every new recruit
a well-defined sequence of promotions throughout his working life. In this
way, the kind of statistical discrimination based on paper qualifications that
operates to determine starting salaries in the weak version of credentialism is
hereby extended to lifetime earnings. The argument is strengthened by the
introduction of various ‘‘institutional’’ factors such as the tendency of mon-
opsonistic employers to share the costs of specific training with workers, the
lagged response of firms to cyclical contractions, the effects of collective
bargaining in promoting substitution of more educated for less educated work-
ers and the phenomenon of seller’s credentialism, whereby professional as-
sociations press for increased educational requirements under state licensing
laws.
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The theory of credentialism, especially in its stronger version, appears to
have radical implications for educational policy. It suggests, for example, that
educational expansion is unlikely to have much impact on earnings differen-
tials because an increased flow of college graduates will simply promote up-
grading of hiring standards: college graduates will be worse off in absolute
terms but so will high school graduates, and hence earnings differentials by
education will remain more or less the same. However, there is nothing about
this argument that is incompatible with human capital theory. The question at
issue is whether upgrading can be carried on indefinitely, implying that col-
lege graduates are perfect substitutes for high school graduates and high school
graduates for elementary school leavers and, therefore, that the educational
system is merely an arbitrary sorting mechanism. Even in this extreme version
of credentialism, we are still left with an explanation of the demand for schooling
that is the same as that of human capital theory: screening by employers in
terms of educational credentials creates an incentive on the part of employees
to produce the ‘‘signal’’ that maximizes the probability of being selected,
namely, the possession of an educational qualification, and this signaling in-
centive is in fact conveyed by the private rate of return to educational invest-
ment.

If college graduates are not perfect substitutes for high school graduates
and so on down the line, there is a genuine social return to educational in-
vestment and not just a private return. In that case, what the theory of creden-
tialism amounts to is the charge that human capital theorists have been mea-
suring the wrong thing: the social rate of return to educational investment is a
rate of return to a particular occupational selection mechanism and not the
yield on resources invested in improving the quality of the labor force. How-
ever, no advocate of credentialism has so far succeeded in quantifying the
social rate of return understood in this sense.

The screening hypothesis is clearly much less ambitious than the human
capital research program: it is silent on questions of health care and geograph-
ical migration. It is also obvious that the screening hypothesis concentrates
its fire on the demand side in the labor market, whereas the human capital
research program is strong, where it is strong, on the supply side. Thus, it
may well be true that the two research programs are complements, not substi-
tutes. Indeed, Finis Welch (1975, p. 65) has observed that ‘‘the fundamental
notion of human capital, of forgoing current income for the prospect of in-
creased future earnings, assumes only that the schooling-income association
is not spurious. As such, it is fully consistent with the screening view that
schools primarily identify preexistent skills and with the view that market
skills are produced in school.’’ If the difference between the two explanations
is indeed that of discovering whether schools produce or merely identify those
attributes that employers value, the empirical evidence that would be capable
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of distinguishing between them is presumably evidence about what actually
happens in classrooms. However, both sides have instead looked to labor
market data with which to assail their opponents. But no market test is likely
to discriminate between human capital and screening explanations, because
the question is not whether schooling explains earnings but rather why it does.

It would be difficult to find a better example of the difference between
merely predicting a result and explaining it by a convincing causal mecha-
nism. For some purposes, this difference does not matter but for others it is
vital. Moreover, the widespread belief that it is not the business of economists
to examine the internal workings of economic institutions, such as firms and
school systems, combined with scruples about not exceeding the proper scope
of economics, may effectively bar the way to the development of a genuine
explanation for an observable correlation like the one between education and
earnings considered here.

Meanwhile, we are left with the uneasy feeling that the advocates of cre-
dentialism are largely content to verify their theory by pointing to ‘‘educa-
tional inflation’’ without committing themselves to a decisive prediction that
might falsify it. The point of a testable theory is to define states of the world
that cannot occur if the theory is true. It is sometimes difficult to see what
states of the world are excluded by credentialism, particularly as credentialists
have so far studiously avoided any investigation of ‘‘educational production
functions.”” But this is not to say that the debate is merely a tempest in a
teapot. What is at issue is whether the labor market generates private signals
to individuals that are totally at variance with social signals. The debate is
about the meaning of the social rather than the private rate of return on in-
vestment in human capital. In this sense, the argument is about normative
values: do we want to select individuals for the world of work by means of
educational credentials? If not, surely, it is not beyond the wit of man to
concoct other devices for sorting workers for purposes of assigning them to
particular occupations. But as is so often the case with normative problems,
there is an underlying positive issue to be settled first: how efficient is the
educational system in assigning people to jobs? Before joining Ivan Illitch in
Deschooling Society (1971), we ought to try to answer that question.

I do not doubt that the following social experiment would settle the validity
of the screening hypothesis once and for all. Let us pass a law prohibiting
employers from demanding any evidence of educational qualifications at the
point of hiring. If the screening hypothesis is to be believed, this would im-
mediately cause employers to finance the creation of a National Aptitude Test-
ing Center; they would then ask every new recruit to submit themselves to the
center for a graded certificate of competence and this would then serve as the
hiring screen. If such a center were cheaper to operate than the present edu-
cational system (or rather the difference between that system and the school-
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ing system that would survive to satisfy education-as-consumption) and if the
productivity of labor were no less under the new arrangement than under
credentialism as it now exists, it would follow that we have all been overes-
timating the social rate of return to formal education. What a pity that the
experiment will never be performed!

A final appraisal

The aim of our discussion was to ask: is the human capital research
program ‘‘progressing’’ or ‘‘degenerating’’? Now that we have rapidly re-
viewed the development of the program over the last decade, are we any
nearer to an answer?

The evaluation of a scientific research program can never be absolute: re-
search programs can only be judged in relation to their rivals purporting to
explain a similar range of phenomena. The human capital research program,
however, has no genuine rivals of roughly equal scope. The standard, time-
less theories of consumer behavior and profit-maximizing firms provide some
explanation of such phenomena as school enrollments and on-the-job training
but they are powerless to account for the sharing of training costs between
employers and workers. Classical sociology certainly furnishes alternative
explanations of the correlation between education and earnings; and quasi-
sociological theories of dual or segmented labor markets undoubtedly poach
in the territory staked out by human capital theorists. The difficulty here is
one of lack of precision in formulating hypotheses and, in particular, of com-
mitment to new, falsifiable hypotheses outside the range of the human capital
research program. The screening hypothesis presents similar difficulties be-
cause its advocates seem largely satisfied with providing different causal ex-
planations for facts discovered by the human capital research program. The
Marxist research program, on the other hand, has hardly begun to attack the
question of earnings differentials and thus in effect fails to compete in the
same terrain with human capital theory (see Blaug, 1986, chap. 10).

We are thus condemned to judge the human capital research program largely
in its own terms, which is strictly speaking impossible — even the flat-earth
research program, judged in its own terms, is not faring too badly! There are
certainly grounds for thinking that the human capital research program is now
in something of a ‘‘crisis’’: its explanation of the private demand for educa-
tion has yet to be convincingly corroborated; it offers advice on the supply of
education but it does not begin to explain either the pattern of educational
finance or the public ownership of schools and colleges that we actually ob-
serve; its account of postschool training continues to underemphasize the role
of costless learning-by-doing as a simple function of time, not to mention the
organizational imperatives of ‘‘internal labor markets’’; its rate-of-return cal-
culations repeatedly turn up significant differences in the yields of investment
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in different types of human capital but its explanation of the distribution of
earnings nevertheless goes on blithely assuming that all rates of return to
human capital formation are equalized at the margin. Worse still is the persis-
tent resort to ad hoc auxiliary assumptions to account for every perverse re-
sult, culminating in a certain tendency to mindlessly grind out the same cal-
culation with new sets of data, which are typical signs of degeneration in a
scientific research program.

At the same time, we must give credit where credit is due. The human
capital research program has moved steadily away from some of its early
naive formulations, and it has boldly attacked certain traditionally neglected
topics in economics such as the size distribution of personal income. More-
over, it has never entirely lost sight of its original goal of demonstrating that
a wide range of apparently disconnected phenomena in the real world are the
outcome of a definite pattern of individual decisions, having in common the
features of forgoing present gains for the prospect of future ones. In so doing,
it discovered novel facts, such as the correlation between education and age
specific earnings, which have opened up entirely new areas of research in
economics. Whether this momentum can be maintained in the future is of
course anybody’s guess but it is noteworthy that the screening hypothesis first
emerged in the writings of adherents to the human capital research program,
and to this day the most fruitful empirical work in the testing of credentialist
hypotheses continues to emerge from the friends rather than the enemies of
human capital theory.

Nothing is easier than predicting the future course of scientific development
— and nothing is more likely to be wrong. Nevertheless, let me rush in where
angels fear to tread. In all likelihood, the human capital research program will
never die but it will gradually fade away to be swallowed up by the new
theory of signaling, the theory of how teachers and students, employers and
employees, and indeed all buyers and sellers select each other when their
personal attributes matter for the purpose of completing a transaction, but
when information about these attributes is subject to uncertainty. In time, the
screening hypothesis will be seen to have marked a turning point in the ‘‘hu-
man investment revolution in economic thought,’’ a turning point to a richer,
still more comprehensive view of the sequential life cycle choices of individ-
uals.

Afterthoughts

The human capital research program has continued to degenerate in
the 1980s, endlessly regurgitating the same material without shedding new
light on issues of education and training; in a word, nothing new has happened
and the subject is stale (Blaug, 1987, chap. 5). Even the screening hypothesis
stands today just about where it was in 1975. Further tests on its implications
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using data on the self-employed or on public-versus-private-sector employ-
ment have proved utterly inconclusive (Whitehead, 1981).

Needless to say, this negative verdict is not shared by everyone. Jacob
Mincer (1989) displays continued faith in the vitality of the human capital
research program and he was of course one of its founding fathers, if not the
original founder.
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The new economics of the family

Household production functions
The Chicago theory of the maximizing family, sometimes referred
to as the new home economics, furnishes us with our last specific illustration
of methodological principles. From Gary Becker’s 1965 article on the allo-
cation of time and earlier work by Jacob Mincer and Becker on fertility rates,
human capital formation, and the labor force participation rates of married
women, a wide-ranging research program has been developed that gives a
unified interpretation to all the diverse market and nonmarket activities of
families: the initial decision to marry, the decision to have children, the divi-
sion of household tasks between husband and wife, the extent of participation
in the labor market and even the final decision to dissolve the family by di-
vorce.
Traditional theory views the family as a one-person household, maximizing
a utility function that is defined on goods and services bought in the market-
place. The new economics of the family instead views the family as a multi-
person production unit, maximizing a production function whose inputs are
market goods and the time, skills, and knowledge of different members of the
family. The result is not only to extend the standard tools of microeconomics
to problems usually assigned to the domain of sociology, social psychology,
and social anthropology but to transform the traditional explanation of con-
sumer behavior.?® As in Lancaster’s theory of characteristics (see Chapter 6

26 In Becker’s (1976, p. 169) words: **The traditional theory of the household is essen-
tially a theory of a one-person household, and it is almost, but not quite, sterile (the
important theorem [sic] of negatively sloped demand curves saves it from complete
sterility). In contrast, the new theory of the household is a theory of the multiperson
family with interdependent utility functions, and focuses on the coordination and in-
teraction among members with regard to decisions about children, marriage, the di-
vision of labor concerning hours worked and investments in market-augmenting and
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above) consumers are said to maximize the utility attributable to goods, and
this utility depends on much more than the quantities of goods that are con-
sumed; thus, they do not minimize, say, the quantity of traveling they will do
but rather they trade off various attributes of traveling (speed, comfort, costs,
etcetera) so that different travel modes become inputs into the family’s pro-
duction of the desirable commodity ‘‘traveling.’’ Indeed, household size, age
structure, education, race, occupation, and other measures of socioeconomic
status are now introduced as explanatory variables of family consumption, in
addition to such traditional variables as price and income, via their effects on
the shadow prices of home-produced services.

The new research program comes equipped with a new *‘hard core.”” There
is nothing new about the program’s adherence to methodological individual-
ism, or the rationalistic notion that all family decisions, including the very
decision to constitute a family unit, are the result of a conscious weighing of
alternatives. But what is new is the studious avoidance of any reliance on the
twin hypotheses that tastes change over time and that they differ between
people. Unspecified changes in tastes over time and unspecified differences
in tastes between people are, as we know, capable of accounting for just about
any behavior we might observe. Hence, the new research program in the
economics of the family takes its stand on a definite ‘‘negative heuristic’’: de
gustibus non est disputandum! (There’s no disputing about tastes.) To express
it positively, ‘‘widespread and/or persistent human behavior can be explained
by a generalized calculus of utility-maximizing behavior, without introducing
the qualification ‘tastes remaining the same’ *’ (Stigler and Becker, 1977, p.
76; also Becker, 1976, pp. 5, 7, 11-12, 133, 144).

The reason for postulating the assumption of stable and uniform preference
functions is thus avowedly methodological: it is to produce unambiguously
falsifiable predictions about behavior and to avoid, whenever possible, ad hoc
explanations based on changes in tastes, differences in tastes, ignorance, and
impulsive or neurotic behavior. It would appear, therefore, that the Chicago
research program is firmly committed, as are few other research programs in
modern economics, to the methodological norms laid down by Karl Popper.
For that reason, if for no other, the program deserves our attention.

However, this is not the place or the time to attempt a full-scale appraisal
of the Chicago household production model. Its main outlines are clear but

nonmarket-augmenting skills, the protection of members against hazards, intergener-
ational transfers among members, and so on. Economists are, therefore, only begin-
ning to attribute to the family the same dominant role in society traditionally attributed
to it by sociologists, anthropologists, and psychologists. Whereas the theory of the
firm is basically no different than it was thirty years ago, the household has been
transformed from a sterile field in economics into one of the most exciting and prom-
ising areas.”
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many of its details remain to be worked out; it has hardly begun to be criticized®”
and without a critical discussion, the strength and weaknesses of any budding
research program cannot be fairly judged; besides, an adequate appraisal would
involve consideration of alternative sociological and anthropological expla-
nations of family behavior, taking us far afield into ill-charted territories. I
will confine myself, therefore, to some provocative comments on Becker’s
work that may stimulate readers to study the new home economics and to
form their own assessment.

Adhockery

As we have said, Becker is determined to minimize immunizing
stratagems, as Popper calls them, and in particular to avoid appealing to ad
hoc explanations whenever the theory is contradicted by observations. Never-
theless, one is struck by the frequency with which he does resort to ad hoc
assumptions to produce testable implications. For example, human capital
formation appears in the household production model in the guise of invest-
ment in the ‘‘quality’’ of children, whereas the decision to have children at
all is viewed as investment in their ‘‘quantity’’; children are treated as if they
were consumer durable goods whose services parents wish to consume. The
model predicts that family income is positively related, not to the number of
children in the family, but to the utility derived from child services — quality
and quantity of children are viewed as substitutes in the family’s production
function. Moreover, because of the opportunity costs of the mother’s time in
bringing up children, rising family income causes a time-saving substitution
of children’s quality for children’s quantity: in a word, the rich have fewer,
better educated children, while the poor have more, worse educated children.
But this central conclusion of the model in respect of fertility behavior — a
negative relationship between income and fertility between households at any
moment in time and among all households over time — is accounted for, not
by the model itself, but by a plausible auxiliary assumption (namely, that the
income elasticity of demand for the quality of children is substantially larger
than that for the quantity of children) that is introduced to help solve the
original maximization problem (Becker, 1976, pp. 197, 199; also pp. 105—
6).

27 But see Leibenstein (1974, 1975), Keeley (1975), and Fulop (1977), all of whom deal
only with the economic theory of fertility behavior as one strand in the new research
program. Leibenstein (1974, pp. 463, 466, 468-9) makes some interesting remarks
on the various methodological attitudes of different members of the Chicago school
but he spoils his own case by denying that predictive capacity is the acid test of the
validity of a theory (1975, p. 471). See also Ferber and Birnbaum (1977), the only
critique to date which attempts to look at the whole of the new economics of the
family.
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Similarly, in Becker’s theory of the economics of altruism, he concludes
that an increase in a donor’s income will increase his charitable gifts dispro-
portionately, while an increase in the income of the recipients of charity will
have exactly the obverse effect (p. 275) and he pours scorn on the ‘‘consid-
erable ad hocery’’ that is required in the conventional approach to the eco-
nomics of charity to produce this well-attested result. Again this conclusion
depends critically on what is assumed both about the form of the donor’s
utility function and the form in which the recipient’s welfare enters as an
argument in that function.

Or, to mention one more point, Becker cannot produce the central results
of his theory of crime, for example, that offenders are more deterred by the
probability of conviction than by the severity of punishment when convicted,
without resorting to arbitrary assumptions about the preference for risk among
offenders (pp. 48-9). In other words, Becker’s own method of analysis is
almost as ad hoc as the conventional one; the qualitative calculus of the one-
period, static household production model is simply incapable of producing
definite quantitative conclusions about various aspects of human behavior
without the arbitrary addition of extra information.?®

Some results

Becker’s writings lend themselves all too easily to caricature because
they employ a cumbersome apparatus to produce implications that are some-
times obvious, if not banal.?® His theory of marriage begins with the obser-
vation that ‘‘since men and women compete as they seek mates, a market in
marriages can be presumed to exist’’ (p. 206). A person decides to marry
““when the utility expected from marriage exceeds that from remaining single
or from additional search for a more suitable mate’’ (p. 10). The gains from
marriage derive from the complementarities between men and women in re-
spect of the productivity of time invested in nonmarket activities and the power
to acquire market goods (p. 211). To explain the pattern of marriages actually
contracted, Becker applies Edgeworth’s theory of the ‘‘core’” of a voluntary
exchange economy>° to show that men and women will sort themselves into

28 Simon (1987, pp. 29-31) makes the same point, drawing on Becker’s Treatise on the
Family (1981).

2 See the heavy-handed humor of Blinder (1974) on the economics of brushing teeth
and Bergstrom (1976) on the economics of sleeping.

Edgeworth’s theory of the ‘‘core’” deals with the case of a set of agents with certain
initial holdings of commodities in the absence of anything like a price system; these
agents are free to form any blocks and coalitions for the purposes of improving their
situation by trade and no redistribution of commodities via trade is allowed unless
each and every agent agrees voluntarily to the final outcome. As the number of agents
increases, it can be shown, surprisingly enough, that (1) the ‘‘core’’ containing all
agents that agree to the final distribution of commodities contains the equilibrium
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families in such a way that the output of marketable and nonmarketable
“‘commodities’’ produced by families is maximized over all marriages: ‘‘A
sorting of persons into different marriages is said to be an equilibrium sorting
if persons not married to each other in this sorting could not marry and make
each other better off’’ (p. 10). Having analyzed the gains from ‘‘marriages
of convenience’’ in terms of the comparative advantages of men and women
in different tasks, he adds the comment:

The gain from marriage also depends on traits, such as beauty, intelligence, and edu-
cation, that affect nonmarket productivity as well, perhaps, as market opportunities.
The analysis of sorting . . . implies that an increase in the value of traits that have a
positive effect on nonmarket productivity, market productivity held constant, would
generally increase the gain from marriage. Presumably this helps to explain why, for
example, less attractive or less intelligent persons are less likely to marry than are
more attractive or more intelligent persons [p. 214].*!

It would be difficult to find a better example in economic literature of the use
of a sledgehammer to crack a nut.

A more serious difficulty with Becker’s research program is that the house-
hold production model is so generally formulated as to be compatible with
almost any finding. A central question that arises in the anthropological liter-
ature on marital patterns throughout human history is why monogamy has
gradually emerged as the dominant pattern around the world and why polyg-
amy, which used to be fairly common, has drastically declined over time.
Becker accounts for the predominance of monogamy as ‘‘the most efficient
marital form’’ over various forms of polygamy by the assumption that the
productivity gains from joining men and women together in households are
subject to diminishing returns (p. 211). But reasonable as is this assumption,
it is easy to see that if the facts suggested the predominance of communal
households, made up of multiple, interacting families, this could be easily
accommodated in the model by simply assuming a different form of the gains-
from-marriage function.

Indeed, Becker himself admits that there are assumptions about the produc-

allocations of commodities that would result from a price system under perfect com-
petition, and (2) in the limit, the set of competitive equilibria allocations are the only
outcomes which satisfy the stability requirements of the ‘‘core.’”’” For a simplified
exposition of this very difficult topic, see Johansen (1978).

This statement ignores the question of ‘‘love,”” which however makes little difference
to anything: ‘‘At an abstract level, love, and other emotional attachments, such as
sexual activity or frequent close contact with a particular person can be considered
particular nonmarketable household commodities, and nothing much need be added
to the analysis’’ (Becker, 1976, p. 233). The book is in fact full of such complacent,
not to say humorless, sentences.
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tivity differences between men that can account for polygyny, a particular
version of polygamy (p. 239). In other words, the theory cannot actually
predict the predominance of monogamy without adding various cultural con-
straints on gender-role behavior. As a matter of fact, the new home economics
may show that families rationally adapt themselves to the traditional division
of household tasks within the family, but, surely, not that the division itself
is rational? Husbands and wives are said to allocate household tasks according
to the principles of comparative advantage, given the constraints of the labor
market that largely condemn wives to be marginal wage earners. Now that
we have invoked custom and tradition in respect of the constraints on market
opportunities, how can we then rule them out as arguments in the preference
functions themselves? (Ferber and Birnbaum, 1977, pp. 20-1).

Apart from accounting for the prevalence of monogamy, Becker’s theory
of marriage is also directed at explaining the well-corroborated phenomenon
of ‘‘positive associative mating,”’ in other words, that like tend to marry like,
where ‘‘like’” is defined in terms of such traits as age, height, education,
intelligence, race, religion, ethnic origin, value of financial assets, and place
of residence. Becker’s theory predicts, however, that there will be negative
associative mating in respect of the earning power commanded by husbands
and wives because they are close substitutes in household production. This
prediction turns out to be contradicted by the available evidence. He argues,
however, that his theory refers to all mates, whereas the available evidence is
biased because it counts only those families in which the wife is working (pp.
224-5). We are left at the end of the argument, therefore, with almost empty
conclusions that are presented as being more dramatic than they really are:

. . . the economic approach has numerous implications about behavior that could be
falsified. For example, it implies that ‘‘likes’’ tend to marry each other, when mea-
sured by intelligence, education, race, family background, height, and many other
variables, and that ‘‘unlikes’’ marry when measured by wage rates and some other
variables. The implication that men with relatively high wage rates marry women with
relatively low wage rates (other variables being held constant) surprises many, but
appears consistent with the available data when they are adjusted for the large fraction
of married women who do not work. The economic approach also implies that higher-
income persons marry younger and divorce less frequently than others, implications
consistent with the available evidence but not with common beliefs. Still another im-
plication is that an increase in the relative earnings of wives increases the likelihood
of marital dissolution, which partly explains the greater dissolution rate among black
than white families [pp. 10-11].

Again and again, the theory is shown to be compatible with all the known
evidence on the incidence of marriage and divorce (pp. 214, 220, 221, 224),
which is hardly surprising given the flexibility of the model. For example, in
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order to combine the market goods and services purchased with the own time
and skills of different household members into a single aggregate of ‘‘full
income,’” it is assumed that the household’s *‘technology’’ exhibits constant
returns to scale and no joint production, and that all the ‘‘commodities’’ pro-
duced by households are similarly affected by productivity-augmenting fac-
tors such as education (these assumptions guarantee meaningful aggregation
of microproduction functions). Dropping the assumption of constant returns
to scale and allowing for joint production, as well as the multiplicity of traits
by which family members differ, allows almost any observed sorting of mates
to be explained (pp. 226, 228).%

‘‘Does my analysis justify the popular belief that more beautiful, charming,
and talented women tend to marry wealthier and more successful men?’” Becker
(p. 223) asks. Well, yes and no: positive associative mating is generally op-
timal and hence will emerge spontaneously, but it is not invariably optimal
because differences in earning power dictate negative associative mating. Thus,
if beautiful, talented women married poor failures, this would, surely, be
hailed as a striking confirmation of the theory? Finally, when we add ‘car-
ing’’ anything can happen: ‘‘Most people no doubt find the concept of a mar-
ket allocation to beloved mates strange and unrealistic. And, as I have shown,
caring can strikingly modify the market allocation between married persons’’
(p- 235). Indeed, ‘‘caring’’ is perfectly capable of turning a negative sorting
into a positive one (p. 238).

Verificationism again

Despite continued appeal to the methodological norms of falsifica-
tionism, the whole of Becker’s writings are positively infected by the easier
option of verificationism: we begin with the available evidence about human
behavior in areas traditionally neglected by economists and then congratulate
ourselves that we have accounted for it by nothing more than the application
of standard economic logic. But what we never do is to produce really sur-
prising implications directing our attention to hitherto unsuspected ‘‘novel
facts,’” that is, facts that the theory was not specifically designed to predict.
Moreover, we hail the economic approach as superior to any available alter-
native, but we restrict the scope of the comparison to our own advantage and
we never in fact specify the alternative approaches that we have in mind.
Clearly, if these are the rules of the game, we simply cannot lose.

32 Dropping these assumptions also makes it difficult to estimate household protection
functions, and yet it is difficult to obtain independent evidence that would exclude
decreasing returns to scale and joint production (see Pollak and Wachter, 1975, par-
ticularly pp. 256, 270; 1977).

33 “I do not pretend,”’ Becker (1976, p. 206) disclaims, *‘to have developed the analysis
sufficiently to explain all the similarities and differences in marital patterns across
cultures or over time. But the ‘economic’ approach does quite well, certainly far
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In itself, there is nothing particularly commendable about economic impe-
rialism of the intellectual variety, particularly once it is granted, as in Becker
(pp- 8, 9, 14), that the economic approach is not applicable with equal insight
to all aspects of human behavior. Presumably, the invasion of other areas of
knowledge by economists is justified either by the fresh light that they cast on
old problems in sociology, anthropology, and political science, or by the
feedback effects of such invasions on the traditional concerns of economics.
Whatever our view of the Chicago research program on the former score, it
is difficult to deny its contributions on the latter. There is little doubt of the
explanatory value of the nonpecuniary costs of consumption, notably the cost
of time forgone, for purposes of analyzing behavior related to travel, recrea-
tion, education, migration, health, and indeed, the search for knowledge of
the properties of consumable goods and services.3*

It is also true that there is something very uncomfortable about the tradi-
tional picture of households interacting with firms in factor and product mar-
kets in which the household remains essentially a single-person decision maker.
Whether the problem of family behavior is best tackled by viewing house-
holds as producers rather than consumers remains an open question, but at
any rate, the household production model gives us something against which
to pit Lancaster’s demand approach. Finally, we can have nothing but praise
for a research program that dares to prescribe a strong ‘‘positive heuristic,”’
and what could be stronger or bolder than the premise that all human behavior
reflects a single-minded attempt to maximize a constrained utility function
subject to completely stable and totally uniform preferences? Such a theory
literally invites severe testing, and if Popper is to be believed, severe testing
is the hallmark of scientific progress. I doubt that Becker and company always
practice what they preach, but at least they clearly commit themselves to
methodological standards by which they can be judged.

Nothing is easier than to kill off new research programs by piling up ideo-
logical objections against the ‘‘hard core’’ of the program, accompanied by
nit-picking of the theories in the ‘‘protective belt.”’ The study of economic
methodology should teach us how difficult it is to appraise even mature re-
search programs, much less infant ones. The Chicago research program in the
economics of the family is a going enterprise that has already attracted a large
following.3> My personal view is that the program works well on crime, less

better than any available alternative.’’ Later in the book there are several brief refer-
ences to studies by sociologists and anthropologists, and that is all we ever hear of
competing, noneconomic analyses of marital patterns.

For example, the Chicago program can account for the phenomenon of advertising
even under conditions of perfect competition (Stigler and Becker, 1977, pp. 83-7).
Becker (1976) lists most of the contributions up to about 1975. Since then there have
been many more: see, for example, Becker, Landes, and Michael (1977); and Fair
(1978). See also McKenzie and Tullock (1975), a textbook vulgarization of the new
economics of the family.
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well on marriage and fertility, and least well on social interactions, not be-
cause it fails to deduce ‘‘theorems’’ on these latter subjects, but because the
content of those theorems is so empty. No doubt, five years from now 1 shall
think quite differently — and that is exactly as it should be. Only a philistine
judges a scientific research program decisively once and for all.

In retrospect

I was wrong to think that the so-called new home economics would
flourish and attract ever more followers and that I would come to view it more
favorably in 1985 or 1990 than I did in 1980. Becker himself has reworked
his earlier Economic Approach to Human Behavior (1976) into a more fin-
ished Treatise on the Family (1981), while applying the economic approach
to yet other apparently noneconomic subjects, such as drug addiction. How-
ever, very few economists have plowed his furrow while most sociologists
have scornfully dismissed the ‘‘economic imperialism’’ implied by the Chi-
cago approach to social behavior (Swedberg, 1990, pp. 28, 46, 325-7). The
Chicago research program in what Becker now calls ‘‘economic sociology’’
looked so promising ten or fifteen years ago but strikes one today as virtually
a one-man band.
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The rationality postulate

The meaning of rationality

I have left to the last what some regard as the most characteristic
feature of neoclassical economics, namely, its insistence on methodological
individualism: the attempt to derive all economic behavior from the action of
individuals seeking to maximize their utility, subject to the constraints of
technology and endowments. This is the so-called rationality postulate, which
figures as a minor premise in every neoclassical argument. The economist’s
measure of ‘‘rationality’’ does not correspond to the layman’s understanding
of the term. In common parlance, rationality means acting with good reasons
and with as much information as possible or, in somewhat more formal terms,
consistently applying adequate means to achieve well-specified ends. For the
economist, however, rationality means choosing in accordance with a pref-
erence ordering that is complete and transitive, subject to perfect and cost-
lessly acquired information; where there is uncertainty about future outcomes,
rationality means maximizing expected utility, that is, the utility of an out-
come multiplied by the probability of its occurrence.

The economist’s meaning of rationality is a relatively recent invention dat-
ing from the 1930s but descending from the marginal revolution of the 1870s.
To the classical economists, rationality (a term they never used) meant pre-
ferring more to less, choosing the highest rate of return, minimizing unit costs
and, above all, pursuing one’s self-interest without explicit regard to the wel-
fare of others. With the use of marginal utility theory, and particularly with
the Hicks—Allen ordinalist interpretation of utility theory, the pursuit of self-
interest quietly gave way to the maximization of a consistent preference-ordering
under certainty and complete information (Broome, 1991). Neumann and
Morgenstorm added the expected-utility interpretation where there is uncer-
tainty and, more recently, the new classical macroeconomics has reinterpreted
the concept of perfect information under uncertainty to mean perfect infor-
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mation about the probability distribution of future prices. But the common
thread in all these developments of the rationality postulate over the last 60
years is that of a stable, well-behaved set of preferences and perfect costless
information about future outcomes, stochastically interpreted.

So strong and pervasive has been the hold of the rationality postulate on
modern economics that some have seriously denied that it is possible to con-
struct any economic theory not based on utility maximization. Obviously, this
assertion is false because Keynesian economics with its fixed-price assump-
tions was not derived from utility maximization and is not easily made com-
patible with it: an entire generation of macroeconomists has sought to derive
microeconomic foundations for Keynesian macroeconomics, that is, to square
the Keynesian multiplier with the rationality postulate, and not everyone would
agree that the effort has been wholly successful. Similarly, the demand for
money is difficult to derive from rational utility maximization in the usual
sense of the term and Arrow (1987, p. 70) has gone so far as to assert: *‘I
know of no serious derivation of the demand for money from a rational optim-
ization.”’ Finally, there are Marxian economics, radical economics, and
American institutionalism, which have all eschewed the rationality postulate
— and to deny that these are a type of economics is, surely?, absurd.

Rationality as sacrosanct

Granted that the rationality postulate is dispensable, the fact remains
that its intuitive appeal is so strong that neo-Austrian economists like Lionel
Robbins and Ludwig von Mises regarded it as an a priori proposition, so
obviously true that it only needed to be stated to win immediate assent. That
is not to say that they held it as an analytical tautology — everyone maximizes
utility because whatever they choose exhibits the utility they maximize — but
rather as a Kantian synthetic a priori, that is, a proposition about empirical
reality which nevertheless cannot ever be false by virtue of language or the
meaning of terms, in this case, the term purposive choice. The rationality
postulate continues to this day to be regarded by some as empirically irrefut-
able, not in and of itself but as a matter of convention; in short, neoclassical
economists have decided as it were to regard the rationality postulate as part
of the Lakatosian ‘‘hard core’’ of their research program. It is for this reason
that Lawrence Boland (1981) has argued that it would be futile to criticize the
rationality postulate and that, in any case, all criticisms of it are misguided.
It is certainly true that the treatment of rationality as a metaphysical proposi-
tion has gradually become the standard orthodox defense of any criticism of
the rationality postulate. New classical macroeconomists, like Sargent and
Lucas for example, regard any attempt to introduce parameters in an eco-
nomic model that are not motivated by individual optimization as an ‘‘ad hoc
adjustment,’’ that is, one introduced for a particular purpose without having
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any wider justification for them. ‘‘The sin of ad hocness,”” as Wade Hands
(1988, p. 132) put it, ‘‘seems to be infidelity to the metaphysical presuppo-
sitions of the neoclassical program.’’

Caldwell (1983) agrees with Boland but for different reasons. He reviews
five tests of rational choice by experimental economists and argues that their
results are necessarily inconclusive. Because of the Duhem—Quine thesis, any
such test is a test not only of rationality but also of the stability of preferences
and the completeness of knowledge about alternative opportunities. He there-
fore concludes that the rationality postulate as such is untestable and, in any
case, he denounces such tests as ‘‘ultraempiricism’’ (Caldwell, 1982, p. 158),
that is, the unwillingness to entertain any theoretical concept that is not ca-
pable of being directly observed.>®

The idea that rationality is obviously true and is so sacrosanct that it must
be protected from criticism by the ‘‘negative heuristic’’ of the ad hoc accu-
sation is very curious in view of the fact that rationality in the strict modern
sense of the term cannot be universally true of all economic actions by all
economic agents. In general, it is impossible to rule out impulsive and habit-
ual behavior or exploratory choice behavior — learning to want what it is we
want — or even forgetfulness, destroying the very notion of consistent pref-
erence orderings. Besides, the rationality postulate implies an ability at infor-
mation processing and calculation that invites ridicule — John Maurice Clark’s
‘“irrational passion for rational calculations.’’ It is because of  ‘bounded ratio-
nality”’ that Herbert Simon (1957, chaps. 14, 15) contends that we simply
cannot maximize utility; the best we can do is to ‘‘satisfice,”’ and satisficing
leads to very different predictions of economic behavior from maximizing
(see Loasby, 1989, chap. 9).

Still more curious is the fact that the treatment of rationality as a ‘‘hard
core’’ proposition was recommended long ago for the whole of the social
sciences by Karl Popper himself. He called it *‘situational logic’’ or the ‘zero
method’” and advocated it initially in The Poverty of Historicism (1957) with-
out direct reference to economics. Nevertheless, it is unmistakably the same
thing as the rationality assumption of neoclassical economics. And curiouser
and curiouser, he later declared that it was false as a substantive proposition
but that he advocated it nevertheless because it had proved so fruitful in the
past in the investigation of economic behavior (see Hands, 1985; Blaug, 1985;
Redman, 1991, pp. 111-16; and Caldwell, 1991, pp. 13-22).

Popper was perfectly correct on both scores and yet it is clear that he mis-
understood the role of rationality in economics. The rationality postulate re-
fers to individual motivation but the behavior in which economists are inter-

3% Hargreaves-Heap (1989) in a recent book-length study of rationality takes the same
point of view.
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ested is the behavior of aggregates of consumers and producers in different
markets. Typically, this problem of aggregation is waived by the tacit as-
sumption that all individuals are alike and hence have the same utility function
(and even that all firms are alike and have the same technology). Since indi-
viduals are clearly not alike in both preferences and endowments — if they
were it would imply the absence of trading — it is evident that the successful
explanations of economic behavior by economists have been due to more than
the use of the rationality postulate. The rationality hypothesis by itself is rather
weak. To make it yield interesting implications, we need to add auxiliary
assumptions to the general notion of rationality, such as homogeneity of agents
in the standard evasion of the problem of aggregation or, more generally,
perfect foreknowledge, equilibrium outcomes, perfect competition, and the
like (Arrow, 1987, pp. 70—71). In other words, the allegedly impressive track
record of neoclassical economics, which impelled Popper to recommend the
rationality postulate as the golden key for unlocking all doors in social sci-
ence, is based on much more than the assumption of rational action.

Criticisms of rationality

Be that as it may, the rationality postulate is probably false, as Pop-
per conceded. Experimental psychologists have shown that individual behav-
ior systematically violates rationality. Such ‘‘anomalies” have long been rec-
ognized in the literature on the expected-utility model (Schoemaker, 1982)
but, paradoxically, they have not been taken seriously in theorizing about
rational action under certainty and complete information (Frey and Eichen-
berger, 1989, pp. 109-10). For example, a widespread finding in many mar-
kets is that individuals systematically undervalue opportunity costs compared
to out-of-pocket costs, that is, count a dollar spent as more than a dollar lost
in opportunities forgone.

Frey and Eichenberger (1989) show that the reaction by economists to the
evidence about such anomalies has taken a variety of forms. Insofar as the
anomalies refer to individual behavior, the anomalies are frequently ignored
or explained away as a result of the artificial nature of laboratory evidence.
When the evidence refers not to laboratory experiments but to real-world ag-
gregate behavior, it is argued that the anomalies are randomly distributed and
average out in the large, or, more commonly, that competitive markets tend
in time to eliminate such anomalies. The Darwinian survival mechanism in-
voked by Alchian and Friedman to rationalize profit maximization (see Chap-
ter 4 above) is a case in point of such a defense. However, by now we have
accumulated sufficient empirical observations to support the belief that com-
petition even in financial markets does not succeed in eliminating all individ-
ual-level anomalies at the aggregate level. Thus, Thaler (1987a; 1987b) has
shown that abnormal returns in stock market trading occur around the turn of
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the year, the turn of the month, the turn of the week, and even the turn of the
day, not to mention the day before holidays. But according to the so-called
‘“‘efficient market hypothesis,’’ stock prices follow a random walk if only
because stock market traders hold rational expectations and exploit every profit
opportunity the moment it occurs. But if the assumption of rational expecta-
tions, which is nothing more than the rationality postulate in stochastic dress,
breaks down in financial markets, why should it be regarded as tenable in
other markets?

We conclude that the classic defense against criticisms of the rationality
postulate carries less conviction today than it did in the past. But so what?
Are we to reject the whole of neoclassical economics because it rests on the
insecure foundation of the dubious rationality postulate? To do so would be
to fall prey to ‘‘naive falsificationism.”” We do not discard a research program
simply because it is subject to ‘‘anomalies’’ unless an alternative research
program is available. However, such alternatives are in fact available as, for
example, the ‘‘prospect theory’’ of Tversky and Kahneman (1986), a non-
expected utility theory of decision making under uncertainty, or Simon’s sat-
isficing theory, which might be described as a non-fully-rational theory of
individual action under both certainty and uncertainty. It is true of course that
none of these alternative conceptions offer the same rigorous implications that
are obtained by standard models with full rationality — not yet at any rate. But
this rigor may be purchased at the expense of relevance: if the rationality
postulate is truly false, it may be one of the reasons why microeconomics is
so poor at explaining the patterns of consumption of many households and the
price-setting patterns of firms in many markets.

Needless to say, the trouble may lie in our understanding of information
costs or our grasp of competitive mechanisms and not in the use of the tradi-
tional rationality postulate. It would be foolhardy to tell fellow economists
how to amend mainstream economics to take account of choice anomalies or
even to abandon standard microeconomics in favor of one of the dissenting
brands of economics that dispense altogether with methodological individu-
alism. However, what is clear is that the direct investigation of rational ac-
tion, the attempt to test the urgency of the assumption of rationality, should
not be dismissed out of hand as ‘‘ultraempiricism.’’ This much we do learn
from the methodology of economics. So long as tests of the accuracy of pre-
dictions remain ambiguous — that is to say, forever — it will remain important
also to test the descriptive accuracy of assumptions and to take the results of
these tests seriously.






PART IV

What have we now learned about
economics?
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Conclusions

The crisis of modern economics

The 1960s was a decade in which the public esteem of economics
and the professional euphoria of economists rose to an all-time pitch. The
1970s, on the other hand, have been full of talk of ‘‘crisis,’’ ‘‘revolution,’’
and “‘counterrevolution,”” amounting at times to a veritable orgy of self-criticism
on the part of some of the leading spokesmen of the economics profession.
According to Wassily Leontief (1971, p. 3), ‘‘Continued preoccupation with
imaginary, hypothetic, rather than with observable reality has gradually led
to a distortion of the informal valuation scale used in our academic commu-
nity to assess and to rank the scientific performance of its members. Empirical
analysis, according to this scale, gets a lower rating than formal mathematical
reasoning.’’ Furthermore, he charged, economists care too little about the
quality of the data with which they work and he blamed this attitude on the
baleful influence of the methodology of instrumentalism or as-if theorizing
(p. 5). Henry Phelps Brown (1972, p. 3), however, went much further: what
is basically wrong with modern economics, he argued, is that its assumptions
about human behavior are totally arbitrary, being literally ‘‘plucked from the
air,”” and he blamed this habit of building make-believe worlds on the failure
to train economists in the study of history. David Worswick (1972, p. 78)
voiced similar sentiments, adding that ‘‘there now exist whole branches of
abstract economic theory which have no links with concrete facts and are

almost indistinguishable from pure mathematics.””!
Benjamin Ward devoted an entire book to the question What's Wrong With

! Two government economists, Macdougall (1974) and Heller (1975), have supplied
more cheerful assessments, while nevertheless conceding most of the points made by
Leontief, Phelps Brown, and Worswick. For these and other expressions of, and re-
actions to, the “‘crisis’’ in modern economics, see Gordon (1976), Hutchison (1977,
chap. 4), O’Brien (1974), and Coats (1977).
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Economics? and his answer in brief is that economics is basically a normative
policy science adorning itself with the fig leaf of hard-headed positivism. In-
sofar as economics is a positive science, Ward (1972, p. 173) concluded,
“‘the desire systematically to confront the theory with fact has not been a
notable feature of the discipline.’’ For him, however, this failure consistently
to pursue the task of empirical testing ‘‘is not the central difficulty with mod-
ern economics’’ (p. 173). My own contention, by way of contrast, is that the
central weakness of modern economics is, indeed, the reluctance to produce
the theories that yield unambiguously refutable implications, followed by a
general unwillingness to confront those implications with the facts.

Consider, for example, the preoccupation since 1945 of some of the best
brains in modern economics with the esoterica of growth theory, when even
practitioners of the art admit that modern growth theory is not as yet capable
of casting any light on actual economies growing over time.? The essence of
modern growth theory is simply old-style stationary state analysis in which
an element of compound growth is introduced by adding factor-augmenting
technical change and exogenous increases in labor supply to an otherwise
static, one-period, general equilibrium model of the economy. In view of the
enormous difficulties of handling anything but steady-state growth (equipro-
portionate increases in all the relevant economic variables), the literature has
been almost solely taken up with arid brain-twisters about ‘‘golden rules’’ of
capital accumulation. To put it bluntly: no economy has ever been observed
in steady-state growth and, besides, there are deep, inherent reasons why
actual growth is always unsteady and always unbalanced.

Growth theory is usually defended as an abstract formulation of the condi-
tions required for the economy to reproduce itself unchanged in all essential
respects from one period to another, which formulation is then supposed to
serve as a reference point against which various patterns of unbalanced growth
can be studied. But if there is no correspondence whatever between the steady-
state path and the actual historical experience of economic development, it is
not easy to see how growth theory can be expected to throw light on the
causes of unbalanced growth, or on the policies that may be required to man-
age the economy.> This is not to say, therefore, that growth theory is simply

2 As even Hicks (1965, p. 183), a leading modern growth theorist, admits: modern
growth theory ‘‘has been fertile in the generation of class-room exercises; but so far
as we can yet see, they are exercises, not real problems. They are not even hypothet-
ical real problems, of the type ‘what would happen if?” where the ‘if* is something
that could conceivably happen. They are shadows of real problems, dressed up in
such a way that by pure logic we can find solutions for them.””

Hollis and Nell, it will be remembered (see Chapter 4 above) regarded the study of
the conditions for an economy to reproduce itself to be the ‘‘essence’’ of any proper
science of economics. Alas, economic systems never reproduce themselves in an un-
altered state: the children, so to speak, never completely resemble the parents.

(%)
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a waste of time but, given its extremely limited practical implications, we
may question the magnitude of the intellectual resources that have been de-
voted to growth theory in recent years. Certainly, it smacks of a subject more
devoted to solving logical puzzles than to furthering positive science.

Having more or less faded away in the 1970s, growth theory has recently
made a small comeback in the guise of Walrasian models purporting to ex-
plain economic growth as an endogenous process due to external economies
generated by technical progress. At least this style of growth theory is ad-
dressed to stylized facts about growth (Wulwick, 1991) instead of simply
providing brain teasers for mathematical economists. Nevertheless, the fas-
cination with technical problems — such as whether the equilibrium growth
path of the model is the outcome of a perfectly competitive process or not —
continues to haunt the new growth theory as it did the old and so far its
contribution to a truly causal explanation of growth in industrialized econom-
ics is nil.

But perhaps the example of growth theory is too easy. Consider instead that
part of the neoclassical research program that comes closest in matching the
rigor and elegance of quantum physics, the modern theory of consumer be-
havior based on the axioms of revealed preference, to which a long line of
great economists have devoted their most intense efforts. There is little sign,
as we have seen, that these prodigious labors have had much impact on the
estimation of statistical demand curves. Even if this much is denied, it can
hardly be argued that the quantity and quality of intellectual effort devoted to
rationalizing the negative slope of the demand curve over the last ninety years
has been in due proportion to its practical fruits in empirical work.

Or, to switch topics, consider the endless arguments in textbooks on labor
economics about the assumptions that underlie the misnamed ‘‘marginal pro-
ductivity theory of wages’’ at the expense of space devoted to considering
what the theory actually predicts about the workings of the labor market. If
this is not misplaced emphasis, what is? Consider next the frequently refuted
Heckscher—Ohlin theorem in all its 2 X 2 X 2 box-diagram varieties, taught in
all textbooks on international trade, not so much as a parable for purposes of
limbering up but, on the contrary, as a simplified but nevertheless valid ex-
planation of the pattern of goods traded between countries. Once again, all
the emphasis falls on teaching the analytical subtleties of the Heckscher—
Ohlin theorem at the expense of time devoted to considering the considerable
evidence against the theorem.

Take, finally, the infinite refinements that have been achieved by Arrow,
Debreu, McKenzie, and many others in the formulation of existence proofs
of general equilibrium (GE). It cannot be denied that such work has generated
some deep insights into the logical characteristics of economic theories — the
role of money in perfect-certainty models, the requirement of forward markets
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in all goods to secure competitive equilibrium, the need for noncompetitive
disequilibrium transactions to keep competitive equilibria stable, etcetera —
but what may be doubted is that GE theory has contributed much to increasing
the predictive powers of modern economics. Even this would not constitute a
serious criticism of GE theorizing were it not for the fact that the work in the
area of GE theory is generally regarded as ranking high in the intellectual
pecking order of the economic profession and deemed to be an absolutely
essential part of the training of professional economists. And yet GE theory
as distinct from GE models (see Chapter 8 above) is at best a species of
‘‘solving the puzzles that we have ourselves created,’’ and time spent in mas-
tering it is time taken away from learning the empirical methods of econom-
ics.

The enormous intellectual prestige of GE theory has in recent years given
way to a new fashion: game theory. Now there is simply no doubt that the
introduction of a game-theoretic approach to economics has brought with it a
new ‘‘understanding’’ of what is meant by rationality and interdependence
and equilibrium. But the very notion of rationality in game situations explodes
into a host of different possible rationality scenarios, each culminating in a
different equilibrium concept, none of which can be excluded as psychologi-
cally impossible. We end up conceding that ‘‘game theory is not a theory
which has as output a set of refutable statements, but merely a syntax articu-
lating the vocabulary of interdependent rationality. Game ‘theory’ per se is
no more empirically verifiable than an alleged translation from English into
an unspoken language. Yet its application to specific economic political or
social situations produces many testable statements’’ (Bianchi and Moulin,
1991, pp. 187-8).

It would be better to say ‘‘may’’ produce testable statements, for such
statements have so far been few and far between. The field of industrial or-
ganization, for example, has been transformed in recent years by the intro-
duction of noncooperative game theory. Nevertheless, one may search high
and low in such leading textbooks as Jean Tirole’s Theory of Industrial Or-
ganization (1988), exemplifying the game-theoretic revolution in industrial
organization, without encountering so much as a definite empirical prediction
about market behavior. What we find here and elsewhere in the economic
literature inspired by game theory is virtually endless conceptual proliferation
of the fundamental notions of rational behavior. There is nothing wrong with
that provided one remembers that ‘it does not naturally fit into the category
of theories that generate testable hypotheses. . . . It is perhaps better thought
of as showing the poverty (degeneration?) of traditional analysis, in that game
theory is what one gets if one admits strategic interaction into the analysis of
optimizing behavior, yet game theory is unable — so far, anyway — to generate
the testable propositions that most positivist defenders of the traditional analy-
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sis have implied were there’’ (Bianchi and Moulin, 1991, p. 196; see also
Roth, 1991). Is that perhaps why it is so popular these days with younger,
mathematically inclined economists?

Measurement without theory
But, surely, economists engage massively in empirical research?
Clearly they do but, unfortunately, much of it is like playing tennis with the
net down: instead of attempting to refute testable predictions, modern econo-
mists all too frequently are satisfied to demonstrate that the real world con-
forms to their predictions, thus replacing falsification, which is difficult, with
verification, which is easy. We have seen some striking examples of this
attitude in the sources-of-growth literature and in the new economics of the
family. The journals abound with papers that apply regression analysis to
every conceivable economic problem, but it is no secret that success in such
endeavors frequently relies on ‘‘cookbook econometrics’’: express a hypoth-
esis in terms of an equation, estimate a variety of forms for that equation,
select the best fit, discard the rest, and then adjust the theoretical argument to
rationalize the hypothesis that is being tested (Ward, 1972, pp. 146-52).
Marshall used to say that scientific explanation is simply ‘‘prediction written
backwards.’’ But the reverse proposition is false: prediction is not necessarily
explanation written forwards. Empirical work that fails utterly to discriminate
between competing explanations quickly degenerates into a sort of mindless
instrumentalism and it is not too much to say that the bulk of empirical work
in modern economics is guilty on that score.
A wild exaggeration? Perhaps, but there are many others who have said as
much. Peter Kenen (1975, p. xvi) expresses the same thought in forceful
language:

I detect a dangerous ambiguity in our quantitative work. We do not distinguish care-
fully enough between the festing of hypotheses and the estimation of structural rela-
tionships. The ambiguity is rampant in economics. . . . We should be spending more
time and thought on the construction of tests that will help us to discriminate between
hypotheses having different economic implications. It is not enough to show that our
favourite theory does as well as — or better than — some other theory when it comes to
accounting retrospectively for the available evidence.

Similarly, when asked in an interview what he thought was wrong with the
empirical work of economists, Robert Solow replied:

The problem with it, I think, is rather that it’s too late for economists to ask themselves
seriously, ‘“Will the data bear the conclusions that I want to push upon them? Am I
asking questions so subtle that the statistical methods will give answers which depend
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on the trivial characteristics of the data?’’ They don’t ask, ‘‘Is the period of time from
which I have taken the data really homogeneous? Might the relationship I am estimat-
ing have changed its form somewhere during this period?’’ They don’t ask whether
the assumption that this function is linear so I may do standard statistical estimation
on it is a reasonable estimate. They don’t ask themselves — and I think this is the worst
sin of them all — whether there doesn’t exist a different model that would fit the data
equally well, and what does that tell me? So I think that the problem with economists
is that they do too much uncritical empirical work, and that they deceive themselves
with the refinements of their methods [Swedberg, 1990, p. 273].

Those who explicitly revolt against orthodoxy are often infected by the
same disease. So-called Cambridge controversies in the theory of capital,
which would be better described as controversies in the theory of functional
income distribution, have raged on for twenty years without so much as a
reference to anything but ‘‘stylized facts,’” such as the constancy of the cap-
ital—output ratio and the constancy of labor’s relative share, which turn out
on closer examination not to be facts at all (see Blaug, 1990, pp. 194—6). The
fundamental issue at stake between Cambridge, United Kingdom, and Cam-
bridge, United States, we are told by no less an authority on the debate than
Joan Robinson (1973, p. xii), is not so much the famous problem of measur-
ing capital as the question of whether it is saving that determines investment
by means of variations in prices or investment that determines saving via
changes in the wage—profit ratio. It is clear that a Keynesian-type growth
model, assigning a key role to autonomous investment, makes perfectly good
sense when there is a situation of less than full employment. On the other
hand, if fiscal and monetary policies succeed in maintaining full employment,
it would appear that growth depends critically on saving rather than invest-
ment, in which case anti-Keynesian, neoclassical growth models appear to be
appropriate. The issue of the respective primacy of investment and saving is,
therefore, a matter of deciding whether the world is better described by full-
employment or by underemployment equilibrium.

However, inasmuch as the entire debate is carried out in the context of
steady-state growth theory, and as both sides agree that steady-state growth is
never even approximated in the real world, Cambridge controversies as they
are currently formulated are incapable of being resolved by empirical re-
search. But this has not prevented either side from battling over the issues
with redoubled fury. Protagonists in both camps have described the contro-
versy as a war of ‘‘paradigms’’ but in fact the two paradigms intersect and
indeed overlap entirely. Rhetoric apart, there is nothing to choose between
the styles of theorizing of the two Cambridges.* (See Chapter 10 above).

4 For sympathetic surveys of Cambridge, United Kingdom, theories, sometimes labeled

‘‘post-Keynesian economics,’”’ see Asimakopulos (1977) and Kregel (1977). For an
unsympathetic survey, see Blaug (1975, chap. 6; 1990, chap. 9).
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Even radical political economists, a growing breed in the United States,
have devoted most of their efforts to ‘‘telling a new story’’: the same old facts
are given a different interpretation in terms of the paradigm of power conflict
rather than the paradigm of utility maximization, as if social science were
reducible to ‘‘hard cores’’ selected according to taste (see Worland, 1972;
Applebaum, 1977). What little empirical work has appeared in the Review of
Radical Political Economics on economic imperialism, race and sex discrim-
ination, the financial returns to education and the patterns of social mobility
has lacked discriminating, well-articulated hypotheses that could distinguish
between mainstream and radical predictions (Bronfenbrenner, 1970; Lind-
beck, 1971). But radical economists do at least have the excuse of explicitly
announcing their preference on methodological grounds for social and politi-
cal relevance over empirical reliability as the acid test of ‘‘good’’ theory.®
Indeed, if radical economists can be said to share a common methodology, it
seems to be that of voluntarism or ‘‘thinking makes it so’’ (see Blaug, 1990,
chap. 3, especially pp. 60-3).

Similarly, latter-day Austrians claim to derive their economic insights from
a priori reasoning unaided by experience and hence repudiate empirical test-
ing as a method for establishing the validity of their conclusions. Likewise,
institutionalists purport to model economic behavior in terms of definite pat-
terns and are satisfied to ‘‘understand’’ the workings of an economy even if
this implies little power to predict the actual course of economic events. Lastly,
Marxists are too deeply committed to the philosophy of essentialism to be
willing to run the gauntlet of empirical testing: they hope of course to pro-
phesy correctly, but they have developed an ample store of immunizing strat-
agems to protect Marxism against any prophecies that have failed to materi-
alize (see Blaug, 1990, chap. 2). In short, radicals, modern Austrians, insti-
tutionalists, and Marxists all have very good excuses for not paying much
heed to the methodological imperatives of falsificationism.

Falsificationism once again

Mainstream neoclassical economists do not have the same excuse.
They preach the importance of submitting theories to empirical tests but they
rarely live up to their declared methodological canons. Analytical elegance,
economy of theoretical means, and the widest possible scope obtained by ever
more heroic simplification have been too often prized above predictability and

5 Franklin and Resnik (1973, pp. 73-4) provide a typical radical methodological pro-
nouncement: ‘‘From a radical perspective, in which analysis is closely linked to ad-
vocacy of fundamental changes in the social order, an abstract model or category is
not simply an aesthetic device [sic]. It is purposely designed to assist in the changes
advocated, or in describing the nature of the barriers that must be broken down if the
advocated changes are to occur.”’
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significance for policy questions. The working philosophy of science of mod-
ern economics may indeed be characterized as ‘‘innocuous falsificationism.”’

To be sure, there are still some, like Shackle or the modern Austrians, who
will argue that prediction is absolutely impossible in a subject like economics
because economic behavior, being forward-looking, is inherently unpredict-
able. But these economists are in a minority. For the most part, the battle for
falsificationism has been won in modern economics (would that we could say
as much about some of the other social sciences). The problem now is to
persuade economists to take falsificationism seriously.

Applied econometrics

It is not difficult to think of many good reasons why economists fail
to practice the methodology that they preach: all scientists sometimes cling
tenaciously to ‘‘degenerating”’ research programs in the presence of ‘‘pro-
gressive’’ rivals but economists are particularly prone to this tendency if only
because an economic system, unlike the state of nature, cries out to be eval-
uated and not just to be studied with Olympian detachment. Furthermore,
economics continually touches on questions that are subject to government
policy, so that major economic doctrines are not only scientific research pro-
grams (SRP) in the sense of Lakatos but also political action programs (PAP).
This dual function of economic theories allows for situations in which a par-
ticular theory is simultaneously a ‘‘degenerating’’ SRP and a ‘progressive’’
PAP, that is, one that offers governments an expanding agenda of policy
measures. (Marxian economics may be a case in point and monetarism in its
latest phase is perhaps an example of exactly the opposite conjunction.) It is
only when a theory defines both a ‘‘progressive’” SRP and a ‘‘progressive’’
PAP that we talk of a ‘‘revolution’’ in economic thought (the obvious ex-
ample is Keynesian economics in the 1930s).6

Be that as it may, the fact that economics is, among other things, a policy
science is at least one major reason why Lakatos’s methodology of SRP does
not fit the history of economics perfectly, or at any rate fits it much less
perfectly than it does the history of physics. It is precisely for that reason that
the attempt to separate positive from normative propositions in economics,
and clearly to specify the conditions for submitting positive propositions to
the text of experience, remains a task which is as important to the progress of
economics today as it ever was.

Unfortunately, we lack both reliable data and powerful techniques for dis-
tinguishing sharply between valid and invalid propositions in positive eco-
nomics and professional pressures to ‘publish or perish’’ continually encour-
age a ‘‘game playing’’ approach to econometric work that does nothing to
improve the data base or the standard techniques that are regularly employed

$ I owe this point to R. G. Lipsey.
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for testing economic hypotheses. These weaknesses, not so much of theoret-
ical econometrics as of the actual procedures followed by applied econome-
tricians, go a long way toward explaining why economists are frequently re-
luctant to follow their avowed falsificationist precepts. In many areas of
economics, different econometric studies reach conflicting conclusions and,
given the available data, there are frequently no effective methods for decid-
ing which conclusion is correct. In consequence, contradictory hypotheses
continue to coexist sometimes for decades or more. To add to the confusion,
there is even disarray on pure econometric theory, the ‘‘Bayesians’” such as
Leamer and the atheoretical agnostics such as Sims being pitted against the
“‘classicals’’ such as Hendry and Mizon — labels which I borrow from
Johnston (1991) if only to save time.” For some, this is a good reason for
abandoning econometrics altogether.

But that is not an attractive alternative because it would leave economics
with almost no way of selecting from among a plethora of possible explana-
tions the one that best explains economic events. Even if we argue that there
are other methods for testing economic hypotheses, such as the looser meth-
ods of ‘‘colligation’” practiced by economic historians, or the ethnographic
methods favored by some institutionalists, the demands of economic policy
makers will nevertheless drive us back to the use of econometrics, which
alone can provide a quantitative as well as a qualitative calculus. Our only
hope, therefore, is to improve both theoretical and applied econometrics, and
indeed it is the latter where improvements could come fairly rapidly if only
better workaday practices were adopted.

Thomas Mayer (1980) has a number of concrete suggestions to make that
would do much to strengthen the claim of economics as a ‘‘hard science.”’
First, he echoes Leontief in urging us to place far more emphasis on the
problem of data collection. Second, he deplores the tendency to treat econo-
metric results as evidence from a ‘‘crucial experiment,”” which is never to be
repeated; on the contrary, most applied econometrics should seek to replicate
previous results using a different data set; as we come to rely increasingly on
the weight of many pieces of evidence, rather than a single crucial experi-
ment, periodic surveys should pull the evidence together with a view to re-
solving contradictions between them. Third, he argues that it would help to
raise the standards for assessing econometric work if the journals could en-
courage work on the basis of the likely validity of the results reported and not
on the basis of the technical sophistication of the techniques employed. Fourth,
he recommends that we guard against data mining by requiring authors to
present all the regressions they ran and not just the particular regression that
happened to support their hypothesis. Fifth, he proposes that authors should

7 For another characterization of the disarray, and an illuminating attempt to restate

traditional econometric modeling within a falsificationist methodology, see Darnell
and Evans (1990).
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not use up all their data in fitting their regressions, but leave some as a reserve
sample against which to test the regressions; this harks back to the early dis-
tinction we drew between estimating a structural relationship and testing an
economic hypothesis. Sixth, he urges journals to publish papers that report
insignificant results and to require authors to submit their unpublished data so
that their work can be easily verified by others. Finally, he adds that ‘‘given
all the weaknesses of econometric techniques, we should be open minded
enough to accept that truth does not always wear the garb of equations, and
is not always born inside a computer. Other ways of testing, such as appeals
to economic history, should not be treated as archaic’’ (Mayer, 1980, p. 18).%
These recommendations are as cogent today as they were in 1980. The only
cure for the shortcomings of econometrics, as Pesaran (1987) puts it, is more
and better econometrics.

The best way forward

I have argued throughout this book that the central aim of economics
is to predict and not merely to understand and I have implied that of all the
contending economic doctrines of the past, it is only orthodox, timeless equi-
librium theory — in short, the neoclassical SRP — that has shown itself to be
willing to be judged in terms of its predictions. Orthodox economics can
indeed boast that it has increased the economist’s capacity for making predic-
tions. At the same time, it must be emphasized how limited this capacity is
even now. We cannot accurately predict the growth of GNP in an economy
more than a year ahead and we cannot even predict the growth of NNP in
individual sectors of the economy beyond two or three years.” This is an

& On the woeful neglect of economic history as a testing ground for theory (and in the
teaching of economics), see Parker (1986).

Thus, Victor Zarnowitz (1968, pp. 435—6) sums up present-day achievements in GNP
forecasting in the United States in these words: ‘‘The record of economic forecasters
in general leaves a great deal to be desired, although it also includes some significant
achievements and may be capable of further improvements. According to the current
NBER study, the annual GNP predictions for 1953—-63 made by some three hundred
to four hundred forecasters (company staffs and groups of economists from various
industries, government, and academic institutions) had errors averaging $10 billion.
Although this amounts to about 2 per cent of the average level of GNP, the errors
were big enough to make the difference between a good and bad business year. . . .
Had the forecasters assumed that GNP would advance next year by the average amount
it had advanced in the preceding postwar years, the resulting average error would not
have been greater than $12 billion.”’ Similarly, Hans Theil (1966, chaps. 6, 7) has
shown that the use of an input-output model to forecast value added in twenty-seven
sectors of the Dutch economy over a ten-year period, given observed final demand in
the economy as a whole, predicted better than a simple extrapolation of past trends
for periods up to two or three years but predicted much worse for periods longer than
three years.

©
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improvement over what can be obtained by mere mechanical extrapolation of
past trends (Bodkin, Klein, and Marwah, 1991, pp. 528-9) but nevertheless
it is insufficient to support complacency about the state of modern, orthodox
economics. Similarly, for a wide variety of problems — demand functions for
consumer goods, investment functions, money demand and supply functions,
and large-scale econometric models of the entire economy — it turns out that
goodness of fit of a regression equation during the sample period invariably
proves to be an unreliable guide to what happens subsequently in the
post-sample period (Shupak, 1962; Streissler, 1970; Mayer, 1975, 1980;
Armstrong, 1978, chap. 13). Clearly, there are still serious limitations in the
capacity of economists to predict the actual course of economic events and
hence ample room for skepticism about mainstream economics.

There are now a number of alternative research programs in economics that
express this sense of disillusionment with the past accomplishments of re-
ceived economic doctrines. The radical economists have their own house or-
gan, The Review of Radical Political Economics, and so do the institutional-
ists (The Journal of Economic Issues, published by the Association of
Evolutionary Economics). Journal of Post-Keynesian Economics seeks to unite
those who hope to develop Keynesian economics in new directions to attack
the problems of inflation and income distribution. Likewise, another group of
economists are determined to focus their research program on Herbert Si-
mon’s concept of ‘‘bounded rationality,”” denoting a central concern with the
underlying motivational assumptions of economic theory, and their Journal
of Economic Behavior and Organization to give expression to their sense of
dissatisfaction with contemporary economic theory. In other words, we have
entered an era in which there will be too many, rather than too few, competing
economic research programs.

It would be very convenient if all of these alternative research programs
were addressed to the same set of questions that preoccupy the neoclassical
SRP, because then we could choose among them solely, or at any rate largely,
on the basis of the empirical evidence. Alas, it is a characteristic feature of
many of the rival SRPs that they ask different questions about the real world
from those posed by the neoclassical SRP, so that choice among them in-
volves difficult judgments of fruitfulness, that is, promises of empirical evi-
dence to be delivered in the future. Economic methodology, therefore, is
unlikely to tell us which of these competing programs is likely most to con-
tribute in the years ahead to substantive knowledge of the workings of eco-
nomic systems.

What methodology can do is to provide criteria for the acceptance and
rejections of research programs, setting standards that will help us to discrim-
inate between wheat and chaff. These standards, we have seen, are hierarchi-
cal, relative, dynamic, and by no means unambiguous in terms of the practical
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advice they offer to working economists. Nevertheless, the ultimate question
we can and indeed must pose about any research program is the one made
familiar by Popper: what events, if they materialized, would lead us to reject
that program? A program that cannot meet that question has fallen short of
the highest standards that scientific knowledge can attain.
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Adduction Black’s term for nondemonstrative inferences, or what in common parlance is called
induction.

Aggressive methodology Any methodological standpoint that amounts to rejecting some current
or past scientific practices as ‘‘bad’’ science, as opposed to ‘‘defensive methodology,”’
which seeks to justify whatever scientific activity has gone before.

Alchian thesis The view that competition represents a Darwinian selection mechanism that pro-
duces exactly the same outcome that would ensue from a world in which consumers maxi-
mized utility and businessmen maximized profits.

Analytic propositions Statements or propositions that are true by the definition of their own terms.

Apriorism A methodological standpoint that regards economic theories as being grounded in a
few intuitively obvious axioms or principles that do not need to be independently estab-
lished.

Characterizing value judgments Judgments about the choice of subject matter to be investigated,
the mode of investigation to be followed, the standards of reliability of the data to be se-
lected, and the criteria adopted for judging the validity of the findings, as opposed to ‘‘ap-
praising value judgments’’ that evaluate states of the world.

Conventionalism A methodological standpoint that regards all scientific theories and hypotheses
as merely condensed descriptions of events, neither true nor false in themselves but simply
conventions for storing empirical information.

Covering-law model of explanation See Hypothetico-deductive model.

Demarcation criterion Any principle that separates intellectual activity into two mutually exclu-
sive classes of science and nonscience.

Demonstrative inference A method of making inferences that relies exclusively on deductive
logic in which true premises always entail true conclusions.

Descriptivism A degenerate form of conventionalism and instrumentalism, which regards scien-
tific explanations as merely condensed descriptions contributing to accurate predictions.

Duhem—Quine thesis The argument that no individual scientific hypothesis can ever be conclu-
sively falsified, because we necessarily test the hypothesis in conjunction with auxiliary
conditions and, hence, can never locate the source of a refutation.

Essentialism A methodological standpoint that regards the discovery of the essence of things as
the central task of science and defines the essence of a thing as that element or set of
elements without which the thing would cease to exist.

Falsificationism A methodological standpoint that regards theories and hypotheses as scientific if
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and only if their predictions are, at least in principle, empirically falsifiable; ‘‘naive falsifi-
cationism’” holds that theories can be refuted by a single test, whereas ‘sophisticated falsi-
ficationism’’ holds that it requires a large number of tests to refute a theory.

Hard core A technical term in the methodology of Lakatos, denoting the purely metaphysical
beliefs that unite the protagonists of a SRP; the hard core is surrounded by the ‘‘protective
belt’’ of testable theories.

Hypothetico-deductive model The view that all scientific explanations take the form of deducing
a statement about an event from at least one universal law combined with a set of initial or
boundary conditions (also known as the covering-law model of explanation).

Immunizing stratagems Certain types of stratagems adopted by scientists to protect their theories
against refutation, which are severely condemned in Popper’s methodology of falsification-
ism.

Induction The process of inferring general laws from particular events or individual observations,
frequently confused with ‘‘adduction’’; the ‘problem of induction”’ is to justify this process
of inference on purely logical grounds.

Instrumentalism A methodological standpoint that regards all scientific theories and hypotheses
as being nothing more than instruments for making predictions.

Invisible hand theorem The proposition that every perfectly competitive equilibrium is Pareto-
optimal and, conversely, that a Pareto-optimal equilibrium is characterized by a perfectly
competitive market structure.

Irrelevance-of-assumptions thesis The view espoused by Friedman that the degree of realism of
the assumptions of a theory is irrelevant to its validity.

Methodological individualism The view that social theories must be grounded in the attitudes and
behavior of individuals, as opposed to ‘‘methodological holism,”’ which asserts that social
theories must be grounded in the behavior of irreducible groups of individuals.

Methodological monism The view that there is only one common methodology to both the natural
and the social sciences, as opposed to ‘‘methodological dualism,’’ which argues that the
social sciences cannot employ the methodology of the natural sciences.

MSRP The methodology of scientific research programs in the sense of Lakatos.

Neyman—Pearson theory of statistics A method of statistical inference that instructs us to set the
chance of Type I error (the mistaken decision to reject a true hypothesis) at some arbitrary
small figure and then to minimize the chance of Type II error (the mistaken decision to
accept a false hypothesis) for the given Type I error.

Nondemonstrative inference A method of making inferences that does not rely exclusively on
deductive logic, so that true premises do not necessarily entail true conclusions.

Operationalism A methodological standpoint that regards theories and hypotheses as scientific if
and only if it is possible to specify a physical operation that assigns quantitative values to
their basic terms.

Pattern modeling A methodological standpoint that seeks to ‘‘understand’ ’ events or actions by
identifying their place in a pattern of relationships that is supposed to characterize a partic-
ular economic system.

PPI Potential-Pareto-improvement, meaning any economic change that is capable of making at
least one economic agent better off in his own terms without making anyone else worse off,
whether or not the former agent compensates the latter to approve the economic change.

Qualitative calculus A technical term we owe to Samuelson that denotes the use of comparative
static reasoning to predict the sign rather than the magnitude of a given economic change.

Progressive SRP A technical term in the methodology of Lakatos for a SRP whose successive
formulations account for all the facts predicted by a rival SRP and, in addition, predict extra,
novel facts; a ‘‘degenerating”’ SRP fails to meet this criterion.

Recetved view on theories The dominant pattern of thinking in the philosophy of science between
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the two world wars that emphasized the formal structure of scientific theories and regarded
classical physics as the prototype of all science.

SRP Scientific research programs in the sense of Lakatos, that is, clusters of interconnected
theories deriving from a common ‘‘hard core.”

Storytelling A term we owe to Ward that describes a method of theorizing that binds together
facts, low-level generalizations, high-level theories, and value judgments in a coherent nar-
rative.

Symmetry thesis The notion that there is a perfect, logical symmetry between the nature of expla-
nation and the nature of prediction, so that explanation is simply prediction-in-reverse; an
essential part of the hypothetico-deductive model of scientific explanation.

Synthetic propositions Definite statements or propositions about the real world that are either true
or false.

Tendency laws Generalizations that state the effect of a variation in one or more variables subject
to a set of other disturbing variables that are assumed to be held constant.

Ultraempiricism A term of abuse to describe methodologists who believe that the assumptions of
theories must be tested against the facts as much as the predictions of theories.

Verifiability A methodological standpoint that regards theories and hypotheses as scientific if and
only if their predictions are, at least in principle, empirically verifiable.

Verstehen doctrine The view that social science must be grounded in first-person knowledge that
is intelligible to us as fellow human beings, and not third-person knowledge corresponding
to the measured outcomes of a laboratory experiment.






SUGGESTIONS FOR FURTHER READING

Part I was designed as a child’s guide to recent developments in the philosophy of science. Some
readers may question my knowledge of what children are able to absorb and they would undoubt-
edly benefit from a prior reading of Stewart (1979). The first six chapters of Stewart are hard to
beat as a systematic introductory account of the philosophy of economic science, and even I
cannot claim to have improved on his presentation. He offers a balanced view of the debates in
economic methodology, while taking a ‘‘softer’’ view of what is right and wrong with modern
economics than I do. Chalmers (1976) too covers almost the same ground as my first two chap-
ters, arriving however at very different conclusions. Losee (1972) is a most useful historical
introduction to the philosophy of science from Aristotle up to and including Popper. Nagel (1961)
is a block-buster of a book that perfectly reflects the orthodox, interwar view of the philosophy
of science but includes an unusual, fresh extension into the philosophy of the social sciences. A
much shorter book with a similar viewpoint is Hempel (1966).

All of Popper’s books are eminently readable and profoundly instructive, starting with his
intellectual biography (1976) and then more or less in the order in which they were written:
(1965), (1962), (1972a), (1972b), and (1983): I leave aside (1957), which Popper himself de-
scribed as ‘‘one of my stodgiest pieces of writing”’ and which, despite its fame, suffers from a
tendency to overkill. Magee (1973) is an excellent if hagiographic introduction to the whole of
Popper. A more sophisticated, critical treatment, which shows keen awareness of the subtle
evolution of Popper’s views over the years, is found in Ackermann (1976).

Kuhn (1970) is also very readable and, in any case, must be read if one is to hold up one’s
head in intellectual circles. A reading of Kuhn should lead straightaway to a short course in the
history of science, where Toulmin and Goodfield (1963, 1965, 1967) can be recommended as a
perfect starting-point — but only a starting point. Lakatos and Musgrave (1970) will introduce the
reader to the great debate on paradigms, while including some Lakatos at his best. Feyerabend
(1975) may perhaps sow confusion but at least he forces the reader to take a stand for or against
methodology and even for and against science itself.

Kaplan (1964) is perhaps the best book with which to start a course of reading in the philosophy
of social science, being a sensible account that steers a middle course between a book on methods
and a book on methodology proper. Lesnoff (1974) is a shorter, more or less positivist account
which must, however, tie for second place with Ryan (1970), another excellent introduction to
the methodological problems of the social sciences. A more sociologically inspired book that can
be heartily recommended at a later stage in the reading program is Barnes (1974).

Original sources on the economic methodology of yesterday, such as Neville Keynes (1955)

253



254 Suggestions for further reading

and Robbins (1935), will convey the flavor of verificationism as no commentary ever can; be-
sides, both write superbly and are a pleasure to read almost regardless of what they are saying.
Literacy in modern economic methodology begins with the essay by Friedman (1953). Among
the numerous comments that Friedman’s essay has received, McClelland (1975, chap. 3) may be
recommended without qualification. Klappholz and Agassi (1967) cover a canvass almost as
extensive as our third chapter from a more or less similar standpoint.

Another substitute for my Chapters 1-4 is Caldwell (1982), a good introduction to economic
methodology, which plumps for ‘‘methodological pluralism’’ or sitting on the fence; this stance
may make for good reading by some. Pheby (1988) is yet another introduction, shorter than most
but otherwise undistinguished.

Hutchison (1964) is indispensable and authoritative on the distinction between positive and
normative economics. Latsis (1976) and de Marchi and Blaug (1991) contain applications of
Lakatos’s methodology to various economic controversies as well as some expressions of doubt
of its applicability to a subject like economics. Glass and Johnson (1989) provide their own guide
to Lakatos and the implications of adopting MSRP in economics. For a useful annotated bibli-
ography on economic methodology, see Redman (1989). Caldwell (1984) and Hausman (1984)
are excellent books of readings on the methodology of economics.

Having come this far, the reader can use my references in the text to guide the pursuit of topics
that are of special interest to him or her: one of my motives for peppering the text with citations
of secondary sources, apart from that of covering my nakedness with the garment of scholarly
acknowledgments, was precisely to facilitate further reading of this kind.
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