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Foreword 

To write a successful book is by no means easy. But to write an i n ~ ~ u c t o ~  
textbook on envi ron~nta l  economics which can be successfully used by 
students without any previous background in economics as well as those 
with a limited background in this subject must be one of the greatest 
challenges of all. Dr John Asafu-Adjaye, however, manages in this book to 
do this extremely well. After showing readers the fundamental 
i n ~ r c ~ e c t i o n s  between economics systems and the state of the 
environment, he provides a succinct overview of how economic systems 
operate via the use of markets and how they may fail to foster satisfactory or 
acceptable environmental outcomes even from an economics point of view. 
He outlines policies which could rectify such failures. In line with his 
e ~ p ~ a s i s  on providing material of practical value to students, he carefully 
outlines alternative economic methods for making environmental choices 
illustrating their use in actual situations. Most students of environmental 
economics can expect to make some use of these techniques in their future 
professional careers, particularly in dealing with local environmental 
problem. 

None of us can escape concern about global enviro~menta~ issues. The 
book also addresses major global environmental issues such as population 
growth, natural resource conversion by mankind, the relationship between 
international trade and the environment and the possibilities for global 
sustainable development. 

Whereas as little as 20 to 30 years ago, most individuals believed that the 
natural environment could take care of itself (was virtually self-healing) and 
that economic activity and economic development could be considered in 
isolation form the natural environment, there is a growing body of opinion 
that this is unrealistic. Indeed, the latter now seems to be the majority view. 
This new outlook requires both economists and non-economists to take a 
more holistic view of both economic activity and the assessment of projects 
and new developments. When the environment is affected by human- 
induced change, a team approach to decisions is needed. This requires 
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dialogue between non-economists and economists. In addition, scientists, 
engineers and natural resource-managers are being increasingly called upon 
to make environmental decisions involving an economics component. Dr 
John Asafu-Adjaye's book will help introduce them to economic techniques 
which they may use or request specialists to employ to assist them with such 
decisions. This book will also facilitate dialogue between economists and 
non-economists and give readers a good appreciation of the strengths and 
weaknesses of economic methods as guides to environmental management. 
The book should be of great value both to non-economists and economists in 
the early stages of their training seeking a readable, well-illustrated and 
practical introduction to the elements of environmental economics. 

Professor Clem Tisdell 
Corrinda, Queensland 



Over the past three decades there has been a meteoric rise in the level of 
public concern for the environment. Within this period, two important policy 
documnt+T?ze World Conservation Strategy and the B ~ ~ t t a ~ d  
C o ~ ~ i s s ~ o n  R e p o d a v e  emphasised sustainable development as not onfy 
a desirable but also a necessary goal of development. The drive to place 
environmental issues at the top of the policy agenda culminated in the ‘Earth 
Summit’ held in Rio de Janeiro, Brazil, in June 1992. The conference drew 
up an agenda of action to the year 2000 and beyond. These developments 
have underscored the need for policy makers and practitioners to have a 
better understand in^ of the economy and its relationship with the 
e n v ~ o ~ e n t .  However, at present, there is a yawning gap between theory 
and practice, and this book attempts to fill this gap. 

The book is aimed at ‘noneconomists’ (and also economists) who are 
interested in learning about the application of economic concepts to the 
solution of environmental problems. Students and practitioners in the fields 
of engineering, biological sciences, business and management, forestry and 
agriculture will find the material useful. The presentation assumes no 
previous knowledge of economic theory. There is, however, a need for some 
amount of economics and, as such, a chapter is devoted to explaining the key 
economic concepts used in the book. 

I decided to undertake this project in 1994 when I was assigned to teach 
a new subject entit~ed ‘Env~onmenta~ E c o n o ~ c s  for Engjneers’ at the 
University of Queensfand. I discovered that the majority of the students in 
my class had little, if any, economics background. It became clear to me that 
the existing texts on the market at that time were written for people with 
advanced training in economics and were unsuitab~e for my students. 

There art: a number of features that set this book apart from similar 
publications. Firstly, it incIudes material on the emerging discipline of 
ecological economics. Ecological economics is currently at the fringes of 
mainstream economic science. However, I am of the opinion that it has a lot 
to offer in current attempts to find solutions to environmental problems. 
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Secondly, I have tried to strike a balance between theory and applications. 
Some books either devote too much or too little space to economic theory. 
As far as possible, I adopt a non-technical approach to the presentation of the 
theory. Practical case study examples are provided in the chapters on 
environmental policy analysis. Thirdly, the book considers topical issues 
such as sustainable development and the environmental impacts of trade and 
population growth, with emphasis on implications for developing countries. 
Review questions and exercises are provided at the end of each chapter to 
reinforce the key concepts. For some topics, an exhaustive list of references 
is provided for readers who wish to undertake further study or research. 

I hope you enjoy reading this book. I have attempted to present a 
complex subject to a non-technical audience in as simple a form as possible. 
Obviously, there are bound to be some rough edges that need to be 
smoothened over in the future. In this regard, I would be delighted to have 
some feedback as to how the presentation could be improved. 

I would like to thank a number of organisations and individuals who 
have been instrumental in bringing this project to fruition, First, I would like 
to thank World Scientific Publishing Co Ltd and Imperial College Press for 
~onsenting to publish the book. World Scientific is noted for carrying titles 
in the areas of science and engineering and I hope this project marks the start 
of fruitful cooperation in the area of environmental economics. I would like 
to thank my employer, The University of Queensland, for research support in 
the form of funds, library resources and secretarial assistance. I would like to 
thank Professors Clem Tisdell and John Foster, and my other colleagues in 
the Department of Economics for their support. Special thanks go to 
Associate Professors Steve Harrison and Dane1 Doessel; Drs Kwabena 
Anaman, Jackie Robinson and Clevo Wilson; past and present students of 
EC379 Introduction to Environmental Economics for Engineers; and two 
anonymous referees for their comments on earlier drafts of the manuscript. 
Finally, I would like to thank my wife, Maleena, and daughters, Bena and 
Effie, for putting up with my long absences from home. 

J A A  
Brisbane 
November, 1999 
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1. IRtro~u~tion 

Within the past three decades, the world has witnessed a period of 
unprecedented economic growth. Total global output of goods and services 
increased from US$9.4 trillion to over US$25 trillion between 1960 and 
1990 {UNDP, 1996). The benefits of this growth have not been evenly 
distributed. In 1993, the developed countries accounted for US$22.5 trillion 
of the total global gross domestic product (GDP) of US$27.7 trillion. 
Although some developing countries, especially those in South-East Asia, 
have shared in this growth spurt, others have missed out on the bonanza. 
Large parts of the developing world have been bypassed by the past three 
decades of economic growth. Since 1980, about 100 developing countries 
have experienced economic decline or stagnation; in 70 of these countries, 
average incomes in the late 1990s were below the 1980s (UNDP, 1997). 

The impressive performance of the world economy has come about 
mainly as a result of globalisation. ‘Globalisation’ is a term that was coined 
in the 1990s to refer to the integration of the global economy brought about 
by the rapid developments in information technology and the reduction of 
international trade barriers. Globalisation has created a near ‘borderless’ 
world and has facilitated free trade and flows of private capital between 
countries, Global trade increased from US$4,345 billion to US$6,255 billion 
between 1990 and 1995. Transfers of net private capitaf into low-income and 
middle-income countries amounted to US$180 billion in 1995, compared to 
official development assistance of US$64 billion (World Bank, 1999). 

The growth of the global economy has brought with it several benefits 
such as improvement in health and living conditions in many developing 
countries. For example, in many developing countries, infant mortality rates 
have declined, life expectancy has increased and illiteracy rates have 
declined over the past three decades. However, disparities in poverty and 
income distribution persist between regions and within countries. Absolute 
poverty in parts of Africa, Latin America and the Caribbean has increased, 
and the gap between the developed and developing countries has widened. 

1 



2 Environmental Economics 

Economic growth is required to meet the needs of a growing population. 
However, rapid growth has serious implications for our physical 
environment. Expansion of agricultural land is essential to produce more 
food.' Activities such as land ciearing and the use of pestic~des have 
potential adverse environmental impacts. Industrial production is required to 
house, clothe and feed the population. However, some industrial processes 
result in the production of air and water pollution, as well as the generation 
of toxic waste products. 

Energy is a vital input to transportation, industrial production and 
agricultural production. It also provides other important domestic services 
such as heating, cooling and lighting. At the present time, the developed 
countries account for about 70 percent of carbon dioxide (CO2) emissions 
even though they account for less than 20 percent of global population (W, 
1997). Energy demand is projected to increase rapidly in the developing 
countries. It is estimated that developing country share of world energy 
demand will increase by almost 40 percent by 2010. This demand on world 
energy resources will come about as a result of rapid economic expansion, 
especially in the South-East Asian region (EN, 1996). 

The unrestrained use of fossil fuels poses a serious threat to the 
environment. There is the potential to increase greenhouse gas emissions and 
global warming. Although the precise impacts of climatic change are not 
quite clear, some possible outcomes have been identi~ed. If current trends of 
energy use continue, the average global temperature is expected to increase 
by 1.0"C to 3.5"C over the next century (WHO, 1996). There will be rise in 
the sea level of about 30cm; there will be accumulation of ice and snow in 
polar ice caps; and there will be severe storms, drought and flooding due to 
the climatic changes. There could also be an increase in insect-borne 
diseases such as malaria, and some animal and plant species could become 
extinct. 

1.1 The Role of Environmental Economies 

This book is concerned with the application of economics to the solution of 
global and local environmental problems. 'Economics' may be defined as a 

' Of course, with improved technology more food could be produced without necessarily 
expanding agricultural land. However, the fact of the matter is that most developing countries 
do not utilise high technology in agriculture. 
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study of choice given limited financial and natural resources. In a world of 
unlimited resources, the choice an individual or society makes has no 
implications whatsoever. However, in view of the finiteness of resources, 
every possible choice has an associated cost. We refer to this in economics 
as o p ~ ~ u ~ ~ y  costs. This term is defined later. Consider a situation in 
which the government wants to construct, say, an airport on prestine land. In 
this case, given limited funds and natural resources, a decision to go ahead 
with the project precludes the use of the land for other purposes. 

As will be explained in the next chapter, the economy is a complex 
system and when modelling such a system simplifying assumptions need to 
be made. Due to the wide range of issues relating to economic systems, 
various specializations have arisen within the economics profession. 
Microeconomics is the study of the economy at the individual or firm level, 
whereas macroeconomics is the study of the economy at the aggregate 
level. Examples of the former include the ~ h a v i o u r  of economic agents 
( c o n s u ~ r s  and producers) and effects on demand condit~ons and prices, 
whemas examples of the latter include issues such as changes in emp~oyment 
(or unemployment), inflation, savings, investment, and so on. The 
subdiscipline of econometrics uses economic concepts and statistical 
methods to carry out quantitative analyses of economic issues. 

Traditionally, the study of natural resource economics was concerned 
with the application of economic theory and quantitative methods to 
determine the optimum allocation and distribution of natural resources. 
However, with the rise of environmental concerns in the 1960s, 
environmental economics has evolved as a su~icipl ine of economics 
which not only includes aspects of natural resource economics (e.g., 
allocation and distribution of resources) but also broader issues such as the 
interactions between the economy and the environment. Environmental 
economics also deals with institutional and ethical issues associated with the 
conservation and use of natural resources. Tisdell (1993:3) defines 
environmental economics as the “study of the impact of economic activity 
on the environment as well as the influence of the environment on economic 
activity and human welfare”. This broad definition includes man-made 
environments such as built (urban) environments, historical and cultural 
environments. Within the last decade or so, ecoiogical economics has 
emerged as a new subdiscipline of environmental economics. Ecological 
~ c o n o ~ c s  emphasises the cons~aints that the natural ecosystem places on 
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the economic system. The subject of ecological economics is discussed at 
length in Chapter 2. 

1.2 Defining the Natural Environment 

In view of the fact that the environment is a major focus of this book, it 
would be useful to define the natural environment in order to set the 
discussion in an appropriate context. Broadly speaking, the natural 
environment comprises two types of resources: renewable resources and 
non-renewable resources. 

As the name suggests, renewable natural resources are biological 
resources that have a capacity for regeneration. Examples are forests, 
animals and micro-organisms. In theory, renewable resources have the 
capacity to provide infinite services. However, we demonstrate in the next 
chapter that there are some ecological constraints to this possibility. 

Non-renewable resources are finite in terms of supply. There are three 
major types of non-renewable resources: exhaustible resources, recyclable 
resources and non-renewable resources with renewable service flows. 
Examples of exhaustible resources include coal, crude oil and bauxite. 
Examples of recyclable resources include most metals such as tin, copper, 
a l u ~ n i u m  and gold. Examples of non-renewable resources with renewable 
service flows include land, seas and rivers. 

It is important to emphasise that the above classification is not static. A 
renewable resource can become non-renewable if poorly managed. For 
example, indiscriminate fishing could reduce the population to a level where 
the species cannot reproduce. A piece of land is a finite non-renewable 
resource that could be used to provide a renewable service such as 
cultivation of crops. 

The approach adopted in this book is to consider resources not in 
isolation but as a system-the ecosystem. In this regard, interactions within 
the system are important. For example, although a stand of forest timber 
would be valued for its timber in the traditional economic approach, the 
approach taken here would be to also consider the con~ibution of the 
biological functions of the forest cover, the wildlife, the biodiversity 
functions, and so on. 
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1.3 Overview of This Book 

The material is presented in three parts. Part I presents concepts that are 
necessary in order to understand how the activities of human beings affect 
the environment. Part I leads off, in Chapter 2, with an introduction to the 
relatively new subdiscipline of ecological economics. The adjective 'new' is 
used here because even though some of the ideas have been around since the 
the 18& Century, they are only now being applied in the area of 
environmental economics. Many people would agree that the concept of free 
markets does not work well for environmental resources. In Chapter 3, we 
demonstrate how markets are supposed to work under traditional 
(neoclassical) economic theory. We then go on to explain, in Chapter 4, why 
markets fail to work the way they should in the case of env~ronmental 
resources. 

Part II of the book presents various tools for environmental policy 
analysis. It begins with techniques for valuing environmental damage and 
benefits. In recent years, as environmental issues have grown in importance, 
gove~ments have been forced to legislate laws protecting the environment. 
Measures of environmental damage are now sought to assess penalties and to 
determine compensation Ieveis in litigation cases. In many countries, the law 
requires project developers to conduct an environmental impact assessment 
and part of this process requires an estimate of the amount and value of any 
potential damage. Chapter 5 discusses recently introduced techniques that 
could be used to estimate the value of en~ironmental damage and benefits. A 
consistent framework is required in development planning and policy 
analysis. Chapter 6 introduces the methodology of cost-benefit analysis 
(CBA), with particular emphasis on public projects. Cost-Benefit Analysis is 
not always adequate, or even appropriate, in certain situations. Therefore, 
Chapter 7 in~oduces addi~ional m e t h ~ s ~ o s t ~ f f e c t i v ~ n e s s  analysis (CEA), 
impact analysis (LA) and stakeholder analysis (SA), that could be used to 
complement a CBA. Techniques such as CBA and CEA are designed for 
decisions with single objectives. To complement these approaches, Chapter 
8 introduces Multi-Criteria Analysis (MCA) which is applicable to decisions 
involving multiple objectives that may be conflicting or competing. 

All forms of environmental degradation, whether local or regional, have 
global implications in the long term. Part I11 of the book examines global 
environmental issues. Chapter 9 discusses the effects of population growth 
and resource use on the environment and the policy implications. Chapter LO 
reviews the debate on the relationship between trade and the environment. It 



critically assesses the recent empirical evidence and reaches some policy 
conclusions. Chapter 1 1 adresses the issue of sustainable development. 
‘Sustainable development’ is, perhaps, the most widely used term in both 
govem~en ta l  and non-govemme~tal organisations. However, it could be 
among the least understood terms in use today. In this chapter, definitions 
from various perspectives are presented. Practical issues such as 
measurement of sustainable development and implementation constraints are 
discussed. Finally, Chapter 12 concludes with an assessment of current 
global environmental trends and their policy implications. 
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Incorporating the Environment into the 
Economic System: Introduction to Ecological 

Economics 

Objectives 

After studying this chapter you should be in a position to 

understand the traditional economic system and its limitations as far as 
the environment is concerned; 

understand the relationships between the economic and environmental 
systems; 

understand the laws of t h e ~ ~ y n ~ c s  and how they relate to the 
economy~nvironment system; and 

describe various approaches to incorporating environmental concerns 
into economic models and their limitations 

2.1 Introduction 
As concern for the environment has increased in the past few decades, so has 
the need for sustainable development or ‘sustainabiiity ’ poIicies, In general, 
many decisions relating to development policy have been d e t ~ ~ n e d  on the 
basis of economics. However, we argue later in this chapter that traditional 
economic models have tended to ignore the role of the environment. In order 
to make effective plans for sustainable development, there is the need to 
consider the interactions of the environmental and economic systems. In this 
regard, the purpose of this chapter is to demonstrate the limitations of the 
traditional economic model and to introduce the reader to the relatively new 

9 
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discipline of ecological economics which attempts to link the environment to 
the economy. 

The chapter is divided into six sections. The next section presents the 
traditional economic system and discusses its main limitations. Section 2 
defines the meaning of ‘ecological economics’. Section 3 describes the 
economy-environment system, while Section 4 introduces the laws of 
thermodynamics. Section 5 considers approaches to modelling environment- 
economy interactions, while the final section contains the summary. 

2.2 What is Ecologi~~l Econo~€s? 
Ecological or “green” economics means different things to different people. 
It can be defined from various perspectives such as biology, chemistry, 
physics, engineering, mathematics, sociology, politics and economics. 
Before we say what ecological economics is, it may be helpful to first say 
what it is not. Ecological economics is not synonymous with environmental 
economics or natural resources economics, although both ecological 
economics and natural resource economics are subsets of environmental 
economics. ‘Ecology’ can be defined as the science of the self-organisation 
of nature (Faber et at., 1996). ‘Nature’ or the environment is a broad concept 
that encompasses the universe-plants, animals, ecosystems, materials and 
humansm2 Webster’s New World Dictionary defines ‘ecology’ as “the branch 
of biology that deals with the relations between living organisms and their 
environment”. According to Costanza et al. (199 I), ecological economics 
sees the human economy as part of a larger whole. Its domain is the entire 
web of interactions between economic and ecological sectors. 

Ecological economics is therefore concerned with how environmental (or 
ecological) and economic systems interact. On the other hand, natural 
resource economics is mostly concerned with the best way of exploiting 
renewable and non-renewable resources. The main difference between 
ecological economics and natural resource economics is that, in addition to 
looking at the exploitation of resources, the former also considers social and 
ethical issues, as well as placing emphasis on ecological processes. 

To give an example of how ecological economics and natural resource 
economics differ, consider a natural resource such as a tropical rain forest. 

The suffix ‘-logical’ in ‘ecology’ is derived from the Greek word ‘logos’ which can be 
interpreted as ‘structure’, while ‘eco’ means nature. 
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Typically, natural resource economics will look at the optimum rate of 
harvest to achieve objectives such as maximum sustained yield, given 
parameters such as stumpage prices and interest rates.3 On the other hand, 
ecological economics will consider the issue of how exploitation affects the 
rights of future generations, as well as the rights of other forms of life in the 
ecosystem. 

Ecological economics also differs from traditional or neoclassical 
economics in several ways. For example, neoclassical economics is based on 
the assumption of ‘rational’ economic behaviour based on utility 
maximisation or profit maximisation? Although neoclassical economists 
view environmental problems as an externality problem, the ‘purists’ 
amongst them would recommend limited government intervention. For 
example, they would advocate that all the government needs to do is to, say, 
tax the negative externality and allow market forces to deal with the problem 
of allocation. However, ecological economists would say that neoclassical 
economics provides only a partial view of a complex problem and as such 
ecological factors should be included in the analysis of such problems. 

A key concept in ecological economics is the concept of evolution. This 
concept can also be interpreted from different perspectives. Thus, for 
example, one can speak of geological, biological, social, political and 
economic evolution. Faber et al. (1996) define evolution as the process of 
the changing of something over time. In the biological sense, evolution of a 
species can be described as change in the gene pool that is common to a 
group of organisms belonging to the same  specie^.^ In general, evolution or 
evolutionary processes enable a species to adapt to its environment through 
the selective replacement of weaker individuals in the population. This 
process of replacement of individuals (also referred to as natural selection) 
ensures that the fitter individuals in the population make a genetic 
contribution to future generations. A number of prominent economists have 
attempted to extend the concept of evolution in biology to the economic 
system, For example, Norgaad (1984) has used the concept to explain 

Maximum sustained yield is the largest possible average yield of wood sustainable over an 
indefinite period. Stumpage price is the sale price of logs. 
* The basic foundations of neoclassical economic theory are discussed in some detail Chapter 
3. ’ Mayr &fines a ‘species’ as “a group of actually or potentially interbreeding populations that 
are reproductively isolated from other such groups” (Mayr, 1942: 120). 
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environment-economy interactions as processes governed by feedback and 
learning.6 

The idea of a relationship between the economy and the environment is 
not new. In his seminal book, Principles of Economics, the economist Alfred 
Marshall drew parallels between economics and biology (Marshall, 1930). 
However, Marshall’s views on economics and biology were never taken 
seriously by economists until Boulding (1966) resurrected the issue with his 
concept of the ‘Spaceship Earth’. He used the ‘Spaceship Earth’ to make 
the point that human beings live in a closed system, the earth, and are 
dependent on it for sustenance. The earth does not receive anything from the 
outside except the sun’s energy. Other forms of energy must be produced 
from the resources available to it and the same system must also absorb the 
waste products generated by consumption and production activities. 

Ecological-economic models began to emerge about three decades ago in 
response to the limitations of traditional economics in tackling 
environmental problems. The first people to present a systematic framework 
for integrating economic and ecological systems were Ayres and Kneese, 
with their concept of ‘materials balance’ (Ayres and Kneese, 1969; Ayres 
et al. 1970). The basic foundations of the materials balance model is the 
Conservation of Mass Principle, borrowed from the First Law of 
Thermodynamics. This approach is discussed in a little detail later. Hannon 
(1986, 1991) attempted to link ecological theory to economic behaviour and 
the price system, using input-output analysis. The input-output framework 
was extended to include the emission of waste residuals (e.g., James 1993). 
Crocker and Tschirhart (1992) and Crocker (1995) attempted to include 
ecological functions such as the food chain into a general equilibrium model. 
In recent years, neoclassical growth theory has also been extended to 
incorporate environmental issues such as ~ustainability~ (Toman et a2. 1994) 
and global warming (Nordhaus, 1990, 1993). Attempts have also been made 
to account for the environmental impacts of international trade (Barbier and 
Rauscher, 1994). Finally, some researchers have attempted to incorporate 
environmental concerns using systems analysis and systems dynamics (e.g., 
see Bergman, 1991; van den Berg 1993; van den Berg and Nijkamp, 1994). 
Some of these models are discussed later in this chapter. 

See, other contributions by Boulding (1981), Nelson and Winter (1982) and Clark and Juma 
(1987). 

The issue of ‘sustainability’ is discussed in Chapter 11. 
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A major obstacle impeding progress in attempts to incorporate ecological 
functions into economic models is how to value the goods and services 
provided by the ecosystem in monetary terms. This problem arises because 
the common denominator in economic models is price and most often 
ecosystem ‘goods’ and services are not traded in markets and therefore have 
no prices. Recently, methodological advances have been made that allow 
such goods to be valued. These methods are discussed in some detail in 
Chapter 5 of this book. 

To summarise the discussion so far, it must be emphasised that 
ecological economics is a sub-discipline of environmental economics. The 
main thrust of ecological economics is how the ecosystem interacts with the 
economic system. Ecological economics attempts to model these 
inte~elationships in order to draw conclusions for policy making. Ecological 
economics cuts across a wider domain than neoclassical economics, 
embracing such diverse fields as the natural sciences, philosophy, political 
science and sociology. In the following sections, we introduce simplified 
representations of an economic system, an ecosystem and an economy- 
environment system. 

2.3 Economy-Environment Systems 

A ‘system’ comprises a collection of objects or entities that are bounded in 
terms of space and time. The entities interact with each other through various 
‘processes’. There are three types of systems: isolated, closed and open 
systems. Given that we will discuss thermodynamics later, it is useful to 
define these types of systems in terms of their thermodynamic properties. 

In an isolated system neither energy nor matter is exchanged 
with the surrounding environment; 
In a closed system energy is exchanged with the surrounding 
environment but not matter, and 
In an open system both energy and matter are exchanged with 
the s u ~ o u n d i ~ g  environment. 

In the following sections, we consider a traditional economic system, an 
ecosystem and an economic-environment system. 
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2.3.1 A Traditional Economic System 
A traditional economic system comprises producers, consumers and markets 
(Figure 2.1). Firms produce goods and services, using inputs of capital and 
labour supplied by consumers. These goods and services are offered for sale 
in the market and are purchased by consumers. Consumers who supply 
labour and capital to firms are rewarded with wages, profits, interest or rent. 
This simple model can be extended by including a government sector that 
controls the market by setting rules and reguIations. The economic model 
presented below is a closed system in the sense that its boundaries are 
limited to consumption, production and exchange between economic agents. 
It completely ignores the flow of materials and energy that cross the 
boundaries of the system. Activities or resources that are unpriced are not 
considered to be of value in the economic system. For example, the 
harvesting and sale of plants for food will be considered as a valuable 
activity in the economic system. However, the production of complex 
organic molecules in plant material will be ignored. The main reason for this 
anomaly is that markets do not exist for the complex organic molecules used 
in the production of plant material. 

2.3.2 An ~cosys t em 
An example of an open system is the ecosystem. The ‘ecosystem’ can be 
defined as the environment in which organisms (including humans) live. The 
environment, in this case, includes both the physical (abiotic) and the 
biological (biotic) conditions in which the organism lives. Figure 2.2 depicts 
a s ~ m p ~ i f i e ~  representation of an ecosystem. The main characterjstics are the 
flow of low-entropy energy from the sun into the ecosytem. The organisms 
in the ecosystem capture and transform this energy, combining it with other 
raw materials such as water and COz to provide for the growth, maintenance 
and reproduction of the species. The conversion of low-entropy energy into 
other forms energy (e.g., heat) is not 100 percent efficient and therefore there 
is release of high-entropy energy or waste back into the ecosystem. 

An important feature of the ecosystem not shown in Figure 2.2 is 
‘feedback’. Feedback processes are means by which the various components 
of the ecosystem interact and achieve a state of equilibrium. There are two 
types of feedback processes: positive feedback and negative feedback. 
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Figure 2.1 A ~aditionai economic system 

In a positive feedback the eventual response of the species is in the same 
direction as the initial stimulus, whereas in negative feedback the response is 
in an opposite direction. To give an example of negative feedback, consider 
a predator-prey relationship in an ecosystem. An increase in the density of 
the prey species initia~ly stimulates an increase in the density of the predator. 
However, over time, the increase in the density of the predator will cause the 
density of the prey to decline. Thus, in this case, negative feedback causes 
equilibrium to be achieved in the ecosystem. 

kosystems may be broadly classified into two main components: 
autotrophs and heterotrophs. Autotrophs are green plants that use the sun’s 
energy to build complex organic molecules from simple inorgani~ 
molecules. On the other hand, heterotrophs are higher order organisms that 
feed on autotrophs in order to obtain energy. 
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Figure 2.2 A schematic representation of an ecosystem 

A good example of heterotrophs is the human species which consumes 
agricultural products in order to gain the necessary energy reserves to 
provide labour inputs for production activities within the economic system. 
Once again, it must be pointed out that the conversion of food into other 
forms of energy such as labour is not 100 percent efficient. As such, as 
depicted in Figure 2.2, high-entropy energy or waste is released into the 
ecosystem. 

To conclude this brief discussion on the ecosystem, a couple of points 
about the ecosystem are worth noting. First, the ‘productivity’ of the 
ecosystem is dependent on how efficient the species is in capturing and 
transforming energy and other raw materials for maintenance, growth and 
reproduction. Second, ‘equilibrium’ in the ecosystem is not static. As a result 
of feedback, ecosystems move their equilibrium position over time and 
changes occur in the composition. and abundance of the species. These 
changes form part of the evolutionary processes (alluded to earlier) that 
continually occur in ecosystems. 

2.3.3 An Economy-Environment System 
An alternative portrayal of the economic system is an open system where 
there is interaction with a distinct environmental system. Both the economy 
and the environment are open sub-systems of a larger system, the universe. 
Such a system is depicted in Figure 2.3. Firms produce goods and services 

8 

a Note that this broad definition that includes the universe is, in effect, a closed system. 
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using raw materials such as minerals, agricultural products, timber, fuels, 
water and oxygen that are extracted from the environment. These goods are 
sold in the market as either consumer goods or as intermediate goods for the 
production process. 

Nearly all the material inputs to the production and consumption 
processes are returned to the env~ronment as waste. The waste products are 
mainly in the form of gases (e.g., carbon monoxide, carbon dioxide, nitrogen 
dioxide, sulphur dioxide), dry solids (e.g., rubbish and scrap), or wet solids 
(e.g., wastewater). Both solid and liquid waste products from the household 
and production sectors may go through a further processing stage before 
being returned to the environment as waste. However, as we shall see later, 
processing only changes the form and ultimate destination of the residual 
flows. Consequently, the total amount of materials returned to the 
environment will remain unchanged. 

The above approach to viewing economy-env~ronment interactions is 
based on the principle of ‘materials balance’ which we will discuss later 
under the laws of thermodynamics. 

The environment in the above system can be seen as playing three 
important roles: 

* as a provider of raw materials inputs to producers and 

* as a receptacle for the waste products of producers and 

0 

consumers; 

consumers; and 
as a provider of amenities to consumers (e.g., recreation). 

Two important points are worth noting about the e c o ~ o ~ ~ ~ n v ~ r o n m e n t  
system shown above. First, there is a strong inte~elationship between the 
three types of support provided by the environment. For example, there is a 
limit to the extent of the environment’s capacity to assimilate waste. 
Pollution and environmental degradation begin to occur when this 
assimilative capacity is exceeded. Furthermore, once this limit is exceeded 
the ability of the environment to provide other services (e.g., provide inputs) 
is compromised. 
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Second, we need to view the natural env~ronment not only as a resource but 
also as an asset similar to traditianal assets such as Iand, labour and capital. 
The value of this resaurce must therefore be integrated into the economic 
system. In traditional accounting practice, the depreciation of capital assets 
is taken into account when assessing financial performance. The same 
~ ~ n ~ ~ d e r a t i o ~  must be given ta e n v i ~ ~ n m ~ n t ~ ~  assets when a n a ~ y s ~ ~ g  
e & o ~ ~ ~ c  ~ e r f o ~ ~ c ~ *  That is, we need to ensure the m ~ n ~ e n ~ n c ~  of the 
quality of the natural e ~ ~ i r o n ~ e n t  in the same way that we would maintain 
fixed assets such as pfmt and equipment. 
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2.4 Thermodynamics and the Environment 

The two major laws of physics are the First and Second Laws of 
Thermodynamics. In this section, we briefly outline these laws and consider 
their implications for the economiy-environment system. The First Law is 
also known as the Law of Conservation of Mass and Energy, whereas the 
Second Law is often referred to as the Entropy Law. In this section, we 
provide a brief sketch of the historical origin of these laws. 

2.4.1 
The science of thermodynamics originated in the engineering discipline as a 
result of efforts to understand the functioning of heat engines during the 18” 
Century. The French engineer Sadi Carnot was the first person to analyse 
how heat could be transformed into mechanical work using a heat engine. He 
made comparisons between a heat engine and a water wheel at a mill: as the 
water produces work by flowing from a high to a low elevation, so does heat 
produce work by ‘flowing’ from a high to a low temperature within a heat 
engine. Although Carnot himself did not use the word ‘entropy’, the Entropy 
Law, which is defined below, is believed to have originated from his 
observation that the potential amount of work that heat can produce depends 
only on the difference in the temperatures of two entities between which heat 
is exchanged. 

Carnot’s observation about the equivalence between work and heat as 
different forms of energy was confirmed several years later by both 
theoretical and experimental physicists. This led to the establishment of the 
principle of conservation of mass and energy or ‘The First Law of 
Thermodynamics’. According to this law, energy cannot be created or 
destroyed, although it can be transformed into different forms such as heat, 
chemical energy, electrical energy, kinetic energy, and so on. The First Law 
is also referred to as the law of conservation of mass and energy because it 
implies that, although the form of energy may change, the total amount of 
energy in the system remains constant. The First Law applies to a closed 
system in which only energy crosses the boundaries (e.g., see Figure 2.2). 

To give an example of the First Law, consider the burning of firewood to 
provide heat in an insulated room. After all the wood has been burnt, the 
chemical energy in the wood would have been transformed into a higher 
room temperature. Although the air temperature would have increased by the 
same amount as the decline in the energy content of the firewood, the total 

The First Law of Thermodynamics 
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energy in the room would be constant. The main implication of the First Law 
is that raw materials cannot be consumed or used up after they have been 
extracted from the environment 

2.4.2 
Although it was Carnot who introduced the notion of ‘entropy’, Rudolph 
Clausius is credited with formalising the concept in 1854. Before stating the 
Second Law, it is useful to make a distinction between work and heat. Work, 
including all other forms of energy except heat, can be converted into heat 
completely. However, the converse (i.e., conversion of heat into work) 
cannot occur with 100 percent efficiency. The reason is that the process of 
converting heat into work entails loss of heat. This observation forms the 
basis of the Second Law of Thermodynamics, or the Entropy Law which 
states that in an isolated and closed system entropy always increases or, in 
reversible processes, remains constant. 

One major implication of the Second Law is that when two entities 
exchange heat, the transfer occurs in only one direction: from hot to cold. 
Another way of describing this phenomenon is to say that an isolated system 
reaches a state of internal equilibrium when the entropy reaches a maximum 
level. Clausius used this property of systems to explain why different types 
of gradients such as temperature, pressure, and density tend to level off or 
disappear with the passage of time. 

Entropy can be defined as the amount of energy available for work. It 
can be used as a measure of the quality of heat in the sense that low-entropy 
raw material is ‘more useful’, but high-entropy waste material is ‘less 
useful’. Ayres (1998) has argued that this definition of entropy could be 
misleading and that a more useful term is ‘exergy’. Exergy can be defined as 
the “potential work that can be extracted from a system by reversible 
processes as the system equilibrates with its surroundings” (Ayres, 
1998:192). Exergy can therefore be described as the ‘more useful’ part of 
energy. Thus, for example, work has 100 percent exergy whereas heat has 
much less exergy. There are four types of exergy: 

The Second Law of Thermodynamics 

0 

0 

kinetic exergy, which is associated with relative motion, 
potential field exergy, which is associated with gravity or 
electromagnetic field gradients, 
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0 physical exergy, which is associated with pressure and 
temperature gradients, and 

0 chemical exergy, which is associated with chemical gradients. 

The laws of thermodynamics can be re-cast in terms of exergy. Thus, 
regarding the First Law, we can say that in an isolated system energy 
consists of exergy and unavailable energy and the sum of the two remains 
constant within the system. In terms of the Second Law, we can say that the 
exergy of an isolated system decreases over time. 

2.4.3 Interpretations of the Second Law of Thermodynamics 
The concept of entropy has led to the development of other concepts about 
nature and natural systems. For example, the property that entropy always 
increases in an isolated system led Sir Arthur Eddington, an astronomer and 
scientist, to introduce the notion of ‘time’ in describing a system. He referred 
to it as ‘The First Arrow of Time’ (Layzer, 1976). According to this 
concept, the direction of time is the direction in which entropy increases. 
‘The First Arrow of Time’ concept implies that time is irreversible. This is in 
contradiction to Sir Isaac Newton’s Laws of Motion which imply that time is 
reversible. Newton’s laws are assumed to hold even when the direction of 
motion of a body (or bodies) is reversed. That is, in the absence of energy 
losses, the motion of bodies can be described as symmetrical in the sense 
that a forward motion is equiva~ent to a backward motion. An implication of 
time ~versibility is that the future is merely a continuation of the past, and 
that change or evolution does not occur. This view is embodied in the 
concept of ‘Laplace’s Demon’ which states that, given the present positions 
and velocities of all particles in the universe, one can infer the past and 
predict the future (~ igogine  and Stengers, 1984). In general, neoclassical 
economic models appear to have adopted the Newtonian view of time. 

Another outcome of the Entropy Law is the concept of ‘order’ in 
systems. For example, as already indicated above, heat will flow from a hot 
to a cold body. However, the reverse can never occur. This implies that a 
process such as temperature gradient equalisation is irreversible in time. 
Many scientists interpret this observation to mean that a system has the 
tendency to increase in ‘disorder’ due to increase in entropy. Clausius argued 
that because heat flows from hot to cold bodies, differences in temperature 
and concentration of matter in all bodies in the universe tie., planets, stars 
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and galaxies) will eventually level out, resulting in the maximisation of 
entropy in the universe. He referred to this as the ‘heat death’ of the 
universe. 

The accuracy of these predictions remains to be tested. Strictly speaking, 
our planet is not a closed system because we receive energy from the sun. 
However, solar energy can be considered as major constraint to the flow of 
sustainable energy. Therefore, in the long run, economic growth will be 
limited by solar energy and our ability to convert it to work. 

A third interpretation of the Second Law of Thermodynamics has been in 
terms of its relationship to biological systems. Simple life forms such as 
algae are hypothesised to have developed out of basic molecular structures, 
from which even more complex structures evolved. This phenomenon in 
which a system tends to develop a more complex organisational structure has 
been referred to as ‘The Second Arrow of Time’. ‘The Second Arrow of 
Time’ also implies that time is irreversible because there is a distinction 
between the past and the future. During the 19* Century, it was felt that the 
concept of a Second Arrow of Time contradicted the Second Law because 
self-organisation implies an increase in ‘order’ (i.e., decrease in entropy) 
rather than an increase in ‘disorder’ (i.e., increase in entropy). However, in 
the early forties, Erwin Schrodinger, a physicist, explained that living 
organisms operated within open systems in which there is exchange of 
matter and energy with their immediate environments. He went on to argue 
that in open systems that are far from thermodynamic equilibrium, entropy 
could decrease through the importation of low entropy from the surrounding 
environment and export of high entropy (Schrodinger, 1944). 

The concept of the second arrow of time has been used to describe how 
economic systems evolve over time by means of capital goods, institutional 
structures and technical progress. This particular aspect of self-organisation 
in economic systems has led to the development of a new discipline in 
economics referred to as evolutionary economics (Dosi and Nelson, 1994). 
Brooks and Wiley (1988) have undertaken theoretical work to explain 
evolutionary processes using models of thermodynamics. 

2.4.4 Implications of the Laws of Thermodynamics for the Economy- 
Environment System 

The two laws of thermodynamics have, on the basis of both theoretical and 
empirical evidence, been proven to hold consistently. Economic activities 
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such as the production and consumption of goods and services require 
energy as a major input. At issue is whether the economic system is also 
subject to the laws of thermodynamics. If the economic system is considered 
as a sub-system of a larger system, the universe, which itself is a closed 
system (see Figure 2.3)’ then it can be argued that the economic system must 
be subject to the laws of thermodynamics. We consider below, the 
implications of the laws of thermodyna~cs. 

Implications of the First Law 
The First Law of Thermodynamics has two important implications for the 
economy-environment system. These implications can be considered under 
two headings: conservation of energy and conservation of mass (the mass 
balance principle). Under conservation of energy, the law implies that 
energy inputs must equal energy outputs for any transformation process 
because energy cannot be consumed or used up. For mass conservation, the 
law implies that mass inputs must equal mass outputs for every process. This 
implies that any raw material inputs used in the production and consumption 
process must eventually be returned to the environment as h i g h ~ n ~ o p y  
waste products or pollutants. Recycling can help to reduce the amount of 
waste, to some extent. However, as indicated above, recycling cannot be 100 
percent effective and therefore cannot fully convert the unavailable energy to 
work. 

In the next chapter, we will discuss how the market system works in 
n e ~ ~ a s s i ~ a ~  economics and how efficient ~ l l ~ a & i o n  of goods and services is 
achieved through the price system. This is followed, in Chapter 4, by a 
discussion of ‘externalities’ or ‘market failure’. Externalities occur because 
the economic system fails to recognise the value of goods that are not sold in 
the market place (i.e., non-market goods). Most environmental goods fall 
under this category of goods. The outcome of externalities or market failure 
is inefficient allocation of resources. Thus, for example, excess pollution is 
produced because the cost of pollution is not included in the production (or 
consumption) decisions of economic agents. Neoclassical economics 
prescribes policies such as taxes to ‘internalise’ externalities in an attempt to 
create incentives for reducing externalities in the economic system. This has 
been referred to as a ~ u ~ ~ e ~ ~ u ~ ~  correction for externalities (Ruth, 1993). It 
has been suggested that in an economy-environment model that takes 
account of the materials balance principle, the notion of ‘externalities’ does 
not exist. The reason being fact that all factors in both the economic and 
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environmental sub-systems (e.g., material and energy flows) are considered 
as part of the overall system and therefore accorded a priori recognition. 
Such models are therefore more useful for evaluating the long-run 
consequences of economy-environment interactions. 

Implications of the Second Law 
Georgescu-Roegen may be regarded as the first economist to formally 
advocate a link between entropy and economics. Most stocks of natural 
resources (e.g., crude oil) are found in states of low entropy and after 
utilisation in the productionkonsumption process, are released into the 
environment in states of high entropy (e.g., COZ). Georgescu-Roegen argued 
that production and consumption processes are time irreversible. According 
to him, ‘the economic process is entropic: it neither creates nor consumes 
matter and energy, but only transforms low into high entropy’ (Georgescu- 
Roegen, 1971:281). That is, the stocks of natural resources are permanently 
reduced or degraded by economic activities, and the stocks of waste products 
released into the atmosphere are permanently increased. Thus, in the absence 
of any intervention, it is implied that externalities will continue to increase as 
economic growth proceeds. 

Georgescu-Roegen has extended the laws of thermodynamics by 
proposing a Fourth Law that considers the concept of material entropy in a 
closed system. The ‘Fourth Law of Thermodynamics’ states that in a 
closed system it is impossible to completely recover the matter involved in 
the production of work or wasted in friction. This implies that material 
entropy will always increase even if exergy (i.e., available energy) is 
plentiful. In the long run, material entropy will be maximised and will thus 
be unavailable for work. Georgescu-Roegen postulates that in the long-term 
there will be a ‘material death’ of the economic system, which is similar to 
Clausius’ heat death referred to earlier. The Fourth Law suggests that 
economic activities simply serve to increase entropy and that recycling is 
impossible. The Fourth Law implies, therefore, that economic growth is not 
sustainable because it degrades both energy and matter and leaves little 
available energy and matter for future generations. 

Not everyone agrees with Georgescu-Roegen’s views about economic 
growth and sustainability. In Chapter 11, we review both sides of this debate. 
Robert Ayres has taken issue with Georgescu-Roegen’s Fourth Law of 
Thermodynamics. Ayres contends that the Fourth Law is not consistent with 
physics. He argues that given enough energy, any element can be recovered 
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from any source and cites the recovery of gold from seawater as an example 
(Ayres, 1998). According to Ayres, “in a closed system with a continuing 
supply of exergy, enough degraded (i.e., average) matter can be recycled and 
upgraded to maintain an effective materials extraction and supply system 
i~defin~&eIy” (Ayres, 1398: 198). 

In recent years, some economists have expressed caution about 
interpretation of the Second Law of Thermodynamics.’ The point has been 
made that although non-renewable resources are finite in supply, they are not 
the constraint for the survival of humanity and the ecosystem. Many believe 
that technological progress could facilitate a shift from reliance on non- 
renewable to renewable energy. This would happen once we reach the point 
where the costs of extracting and refining natural resources exceed the cost 
of recycling. 

Due to the fact that unavailable energy cannot be converted into exergy, 
exergy is a scarce factor and is more valued by economic agents. Some 
researchers have suggested that exergy should be used as an aggregate 
measure of environmental pollution. For example, Faber (1985), Kummel 
(1989) and Ayres and Martinis (1995) have suggested that the exergy 
content of raw material inputs could be used as a measure of potential 
pollution from human economic activities. Gijran Wall has used the exergy 
concept to measure the quality of all resources (renewable and non- 
renewable) in Sweden and Japan, respectively (Wall 1986; 1990). 

Ayres (1998) has proposed a measure called ‘exergetic efficiency’ 
which he defines as the ratio of exergy outputs to total exergy inputs 
including utilities. According to him, this measure could be used to provide 
an indication of the potential for future improvement of a process. Thus, for 
example, low exergetic efficiency would imply that process i~provement 
could be used to reduce raw material and fuel inputs as well as waste 
products associated with the process. On the other hand, high exergetic 
efficiency would imply that the scope for future improvement is limited. 
Finally, Ayres suggests that exergetic efficiency could be used as a common 
measure (e.g., similar to say, GNP) that could be used for comparing 
different activities and processes. Other related measures such as ‘heat 
e q u i v ~ e n ~ ’  (the amount of heat that is ~nevitab~y produced when cleaning 
the environment from the respective pollutant) and ‘net energy’ have also 
been proposed. 

See, for example, work by Ruth (1993, 1995); Biancardi et al, (1993a, 1993b); and Ayres, 
(1 998). 
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Some ecologists (e.g., Ulanowicz and Hannon, 1987; Amir 1991) have 
gone a step further to suggest that entropy (or, rather exergy) should be used 
as a measure of the value associated with energy flows in the economy- 
environment system.” Under this proposal, the value of energy flow to the 
ecosystem would be calculated in terms of ecosystem prices and used to 
evaluate the efficiency of resource use. This idea has been roundly criticised 
by many economists, including Georgescu-Roegen himself. The main reason 
for their objection is that ‘value’, as used in economics, depends on the 
preferences of economic agents and not on the physical characteristics of 
mate ria^ such as the level. of entropy. To i ~ ~ u s ~ a t e  this i m p o ~ ~ t  point, 
Georgescu-Roegen gives the example of a poisonous mushroom which has 
low entropy and yet is considered to be of value. To clarify his views on 
entropy and value, Georgescu-Roegen states that “low entropy.. .is a 
necessary condition for a thing to have value. This condition, however, is not 
also sufficient” (G~orgescu-Roegen, 197 1 :282). 

2.5 Modelling Economy-Environment Interactions 

A model can be defined as a simpli~ed representation of reality. Parallels 
can be drawn between a model and a map. Like maps, models have different 
possible objectives and uses, and it is difficult to have a model that can serve 
a wide variety of uses (Robinson, 1991). Models are an abstraction from 
reality. In view of the fact that the real world is complex, abstraction is 
required in order to focus on the key variables. Thus, the level of complexity 
in a model is dependent on the purpose for which it is to be used. Costanza et 
aE. (1995) have suggested that three criteria of models should be: realism, 
precision and generality. The realism criterion is simulating the system 
behaviour in a qualitatively precise way, precision is simulating the system 
behaviour in a quantitatively precise way, and generality is representing a 
broad range of systems’ behaviours in the same model. However, in general, 
it is virtually impossible for a single model to capture all three criteria 
because there are trade-offs amongst them. For example, increasing 
precision will be at the expense of realism and vice versa. 

Models can be classified according to the level of aggregation, starting 
from the individual or firm level, to the regional level and to the national or 

lo Odum (1971) and Costanza (1981) have also proposed the use of energy as the basis for 
market valuation. 
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global levels. Economic models can also be classified into two broad 
categories: partial equilibrium and genera1 equilibrium models. Partial 
equilibrium models consider the effect of a change in one variable on 
anoth~r, holding all other variables in the system cons~nt .  On the other 
hand, general equilibrium modefs consider the effect of changing one or 
more variables of interest. For example, multiple regression models to 
estimate supply and demand functions fall under the first category, whereas 
input-output (I-0), computable general equilibrium (CGE) and system 
simulation models fall under the second category." 

In view of the fact that ecological econQmics involves the study of the 
in t e~~a t~onsh ips  between the ecosys~m and the economic system, the 
input-output framework proposed by Leontief (1941) was the popular model 
of choice in earlier economy-environment modelling work, In the 1-0 
approach, the environment is treated as one of the many sectors in the 
economy. Cu~berland (1966) was among the first to apply the 1-0 approach 
to the economy-environment system. He developed a model for estimating 
the cost of environmental utilization and purification. In subsequent studies, 
others (e.g., Ayres and Kneese, 1969; d'Arge and Kogiku 1973; Ayres and 
Noble, 1978) applied the mass balance principle within the 1-0 framework. 

Inputsutput models, based on the law of conservation of mass and 
energy, have been used to analyse the energy efficiency of production 
techniques, energy aspects of recycling and alte~ative sources of energy. l2 
These models are useful for investigating the direct and indirect effects of 
material and energy substitution in the production processes. The 1-0 model 
is ~on~is ten t  with the law of conservation of mass and energy because it 
requires inputs to be equal to outputs. 

Although the 1-0 approach is useful for investigating aspects of the 
economyenvironment interactions from the production side, it is not 
sophisticated enough to model economic ~haviour .  For example, it does not 
capture the preferences of economic agents which ultimately affect their 
consumption and production choices. Furthermore, the 1-0 approach does 
not incorporate the price system and changes in technology. 

" General e ~ u i i i ~ ~ u r n  and ~n~ut-output models are referred to as 'economy-wide' models 
because they consider impacts on all sectors of the economy simult~eousiy. 
l2 For example, see studies by Ayres (1989); Herendeen and Plant (1981) and Casler and 
Wilbur (1984). 
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The deficiencies 
of the 1-0 
approach can be 

specifying 
economy- 
environment 
interactions using 
a CGE framework 
(Box 2.1). 
However, both of 
these models are 
still not realistic 
because they do 
not consider the 
nonlinear nature 
of relationships 
within the 
environmental 
sector. Another 
problem with the 
1-0 and CGE 
models mentioned 
above is that they 
are static in 
nature. That is, the 
model solution 
refers to a specific 
point in time after 
the system has 
reached 
equilibrium after 
the initial 
disturbance. It has 
been suggested 
that there is a need 
to develop 
dynamic models that 

rectified by 

Box 2. I Modelling economy-environment linkages: a 
framework for analysis 

Sustainable development can be defined as 
maximising economic and social development while 
minimising adverse environmental impacts. h order 
to achieve the objective of sustainable development, 
it is necessary to develop policies that incorporare 
environmental factors. At present, economic policy 
makers are illequiped with analytical methods which 
account for environmental effects. Asafu-Adjaye 
(1993) proposes an approach for modelling the 
interactions between the economy and the 
environment. The basic modelling approach is not 
new. It utilises input-output analysis and computable 
general equilibrium modelling. 

In this approach the economy is envisaged as 
comprising four main sectors: households, firms, 
government and the environment. A traded goods 
sector is included to portray open economy. The 
economy consists of flows of produced as well as 
environmental goods and services. Examples of the 
latter include Water, ah', forests and sods, 
Environmental goods may be used as productive 
inputs or consumed. For example, forestry resources 
may be used as inputs in building and construction or 
may be consumed in the form of recreational 
activities. Firms, households and govement deposit 
Waste products from their activities into the 
environment. The capability of the environment to 
provide inputs and to maintain environmental quality 
depends on the &gee to which it can assimilate the 
waste Products. 

are able to trace multiple equilibria through time. 
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Dynamic models are also better able to account for the nonline~ities 
referred to earlier, as well 
as feedback processes 
typical of ecosystem 
interactions . 

The major obstacles to 
developing economy- 
environment models 
include data acquisition and 
computational effort. The 
latter problem has 
somewhat been lessened 
with the recent decline in 
the cost of computing 
power. However, the data 
requirement problem 
remains formidable. In 
order to link the 
environment to the 
economic system, one must 
be able to place a value on 
the goods and services 
provided by the ecosystem. 
There is an ethical problem 
here in the sense that some 
people think it is improper, 
or even immoral, to place a 
monetary value on things 
such as human life and 
biodiversity. However, many economists will argue that we need a common 
basis for comparing ecosystem goods and services with economic system 
goods and services. Also, as indicated earlier, most environment goods and 
services are often mistaken to be “free” because they do not command a 
market price. ‘Valuing’ the envjronment enables us to more accurately 
evaluate competing alternatives. 

The process of valuing ecosystem goods and services is in itself a 
con~oversial issue. We have already ~ n d ~ c a t ~  above that ecologists’ view of 
the value of the ecosystem, which i s  based on the laws of thermodynamics, 
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is different from the economists’ view, which is based on individuals’ 
preferences. Costanza (1991) has suggested that what is needed is a 
pluralistic approach to valuation because a single approach yields imperfect 
information. In Chapter 5, we discuss the various types of values associated 
with the environment and recent methods that have been developed to 
estimate such values. 

Norgaard (1989) has proposed the idea of an ‘integrated, multi-scale, 
transdisciplinary, and pluralistic (IMTP) approach to economy-environment 
modelling. The objectives of IMTP include the following: 

predicting the impacts of human activities on e c o s y s t ~ ~ ~  
assessing the economic dependence on natural ecosystem 
services and capital, and 
modelling the integrated interdependence between ecological 
and economic components of the system. 

IMTP models would allow policymakers to evaluate the temporal and spatial 
effects of, say, regional and global ecosystem response to regional and 
global climatic changes, acid rain precipitation and other environmental 
impacts. As already indicated, the data requirements for this type of 
modelling are massive. However, technological advances such as remote 
sensing and geographic information systems (GIs), as well as rapid 
developments in computing power and speed, have made it relatively easier 
to develop such models. What is required to make this happen is 
interdisciplinary co-operation and research funding. 

2.6 Summary 
In this chapter ecological economics has been defined as a sub-discipline of 
environmental economics that deals with the interrelationships between the 
economic system and the ecosystem. In addition to the emphasis on 
ecological processes, ecological economics considers social, ethical and 
political issues associated with resource use, The traditio~al ( n e ~ l a s s ~ c a l ~  
economic model was presented as a closed system that fails to properly 
account for flows from the environment. The main reason why the flow of 
goods and services provided by the environment tends to be ignored in 
economic models is that most environmental inputs are not traded in markets 
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and therefore are often underpriced or unpriced. Traditional economic 
models also ignore the evolutionary and feedback processes associated with 
ecosystems. 

An economy-environment system that accounts for flows of energy and 
materials was presented as a more realistic representation of economy- 
environment interactions. The environment in this system plays three 
important roles: as a provider of raw materials, as a receptacle for waste 
products and as a provider of amenities. The ability of the environment to 
assimilate waste products and provide additional services is severely 
restricted by indiscriminate creation of pollution. 

The two major laws of thermodynamics were introduced in the chapter. 
The First Law of Thermodynamics, or the Law of Conservation of Mass and 
Energy, states that energy cannot be created or destroyed. The Second Law 
of The~odynamics, or the Entropy h w ,  states that in a closed system 
entropy always increases. The concept of exergy, the maximum potential 
work that can be obtained from a system, was also introduced. The two laws 
were redefined in terms of exergy. In terms of the First Law, it can be said 
that the sum of exergy and unavailable energy remains constant. For the 
Second Law, it can be said that the exergy of an isolated system increases 
over time. 

After defining the laws of thermodynamics, we considered their 
implications for the economy-environment system. The First Law implies 
that energy inputs equal energy outputs and that any raw material used for 
economic activities must eventually reenter the ecosystem as waste 
products. Recycling cannot fully recover waste products. The Second Law 
implies that economic processes (i.e., production and consumption) are time 
irreversible in the sense that waste material cannot be fully converted to 
work. Because exergy is a scarce factor, some ecologists have suggested that 
it should form the basis of ‘value’ in economics. However, the concept of 
‘value’ in economics is dependent on the preferences of individuals. 

The 1-0 approach (i.e., inputs equals outputs) is widely used in 
economy~nvironment modelling because it is consistent with the law of 
conservation of mass and energy. The computable general equilibrium 
approach was suggested as an improvement over the 1-0 approach because it 
enables the economic sector to be modelled in a more realistic manner. 
However, it was noted that there was a need for both approaches to consider 
dynamic modelling which enable nonlinearities in the economy-environment 
system to be captured. The main difficulties in economy-environment 
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modelling are data availability and computing resources to solve complex 
models. However, technological improvements such has GIS and satellite 
systems, as well as advancements in non-market valuation have made it 
more feasible to model economy-environment interactions. 

In conclusion, the following points need to be stressed. Traditional 
economic models tend to ignore environmental effects. The laws of 
thermodynamics used within the context of economic models allow 
environmental effects to be accounted for. However, the laws of 
thermodynamics must be used with caution. For example, entropy by itself is 
incapable of fully explaining economy-environment interactions. There is 
therefore a need for a multidisciplinary approach in efforts to develop 
realistic models to assist sustainable development planning. 

Review Questions 

1.  In your own words explain the meaning of the terms ‘economic system’ 
and ‘ecosystem’. 

2. Explain the difference between ‘low-entropy energy’ and ‘high-entropy 
energy’. 

3. Explain what is meant by isolated, closed, and open systems. 

4. Explain the First and Second Laws of Thermodynamics. 

5.  Explain what is meant by the First and Second Arrows of Time. 

Exercises 
1. Explain the meaning of ‘feedback’ processes in an ecosystem. Give an 

example of positive and negative feedback within an ecosystem. 

2. Select a large economy-environment system in your area. The ecosystem 
could be a bay, river, lake or forest. Construct a chart of material flows 
within this economy-environm~nt system. 
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3.  Read and s u ~ a r i s e  the views expressed by Uianowicz and Hannon 
(1987) and Georgescu-Roegen (1971) concerning the use of entropy as a 
measure of value in the economy-environment system. 
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3. How Markets Work 

Objectives 

After studying this chapter you should be in a position to: 

explain the characteristics of a competitive market; 

P define a demand curve and how it is derived from marginal utility; 

o explain the use of willingness-to-pay as a measure of benefit; 

o define a supply curve and how it is derived from marginal cost; 

o explain how equilibrium is achieved in a competitive market; and 

explain the concepts of consumer surplus and producer surplus 

3.1 Introduction 

Markets play an important role in our individual lives as well as in national, 
regional and global economies. In Chapter 2, we discussed how the activities 
of economic agents contribute to the generation of pollution. The operation 
of the market system is intimately related to the nature and amount of 
pollution generated. The purpose of this chapter is to introduce readers with 
a limited background in economics to the basic concepts of economic 
analysis. The intention is to give the reader an understanding of how markets 
work. This introduction is necessary in order to have a better appreciation of 
why markets tend not to work well for many environmental goods and 
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services. The knowledge acquired would be useful in formulating solutions 
to environmental problems. 

The following section describes the characteristics of a perfectly 
competitive market and the underlying assumptions. A brief discussion of 
consumer behaviour and the derivation of the demand curve follows. After 
that we take a look at the production side and how the supply curve is 
derived. Next, we bring together the demand and supply curves to explain 
how they interact to establish market equilibrium. Finally, we consider 
practical applications of the theory, including the notions of consumer and 
producer surplus. 

3.2 The Competitive Market 

A market can be defined as the coming together of consumers (or buyers) 
and producers (or sellers) to exchange goods and services for money.13 In 
this technological age, the buyers and sellers do not have to be physically 
present to carry out transactions. Usually a market exists for a single good or 
service. However, it is common to find markets in which goods with similar 
characteristics are being offered for sale. Markets may be classified 
according to the numbers of sellers and buyers. In a perfectly competitive 
market, there are many buyers and sellers. A monopoly is one in which there 
is a single seller. An intermediate case is an oligopoly in which there are a 
few sellers. Monopolistic competition is a type of market structure in which 
there are many firms selling products that are close substitutes. Finally, a 
monopsony is a market in which there is a single buyer. 

An example of a monopoly is the utilities sector in many countries where 
the government is often the sole provider of water and electricity. The 
Australian domestic car manufacturing market is an example of oligopolistic 
competition because there are four main sellers: GM Holden, Ford, Toyota 
and Mitshubishi. An example of monopolistic competition is the fashion 
industry where there are many firms selling similar items of clothing that can 
only be differentiated by brand name. An example of a monopsony is that of 
a small town where there is only a single major industry, say, a mine. In this 
case, the mine is the sole buyer of labour and other goods and services. 

The competitive market has the following characteristics: 

j 3  There could also be third parties such as brokers and agents who are considered as an 
essential part of a market. 
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there are many buyers and sellers and none of them are 
influential enough to affect the market price or output; 
the buyers and sellers are free to enter and leave the market in 
response to price changes; 
the goods and services being offered for sale are identical (i.e., 
homogenous). This implies that buyers do not care from whom 
they buy, provided prices are identical; and 
all the participants in the market have perfect knowledge. That 
is, consumers know product prices and producers know input 
prices. 

3.3 Consumer Behavfour and Demand 

In this section, we consider the behaviour of an individual consumer which 
gives rise to an individual demand curve. We discuss how the demand curve 
can be used to value benefits. Finally, we consider the case of market 
demand which is essentially an aggregation of market demand. 

3.3. I 
The term ‘consumer’ is used here to describe a typical person who has to 
decide what Combinations of goods, services and amenities to purchase, 
given a fixed budget of money income and time. In this chapter, we will be 
concerned with private goods. These are goods that are rival in 
consumption. That is, one person’s consumption precludes consumption by 
another. In Chapter 4, we will consider public goods, where one person’s 
consumption does not does not d i ~ n i s h  another’s ability to consume, 

We will assume that consumers derive ‘utility’ or satisfaction from 
consuming goods and services. We will consider a ‘benefit’ to be the value 
or gain in utility that a consumer obtains from consuming a good or service. 
Let us presume that the consumer’s utility function can be represented by the 
following equation: 

The Individual Demand Curve 
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where 41, ....qn are quantities of the goods, services and amenities that yield 
satisfaction to the consumer. This function will be unique for each 
individual. We make further simplifying assumptions about the consumer. 

1. 

2. 

3. 

4. 

The consumer has full information about alternative bundles of 
goods, services and amenities he can choose from. 
The consumer has the ability to consider all the alternatives and 
develop a consistent preference ranking among them. For 
example, if she prefers good A to good B, and prefers good B to 
good C, then, to be consistent, she must prefer A to C. 
The consumer’s preference ranking for a good is stable, at least 
in the period of the analysis; and 
The consumer’s preferences are consistent with the relative 
amounts of utility that each alternative yields. 

The last assumption is necessary to ensure that the consumer’s preference 
relationships referred to in (2) are also consistent with her utility rankings.I4 
For example, in (2), it can be inferred that A’s utility will be greater than B’s 
utility; B’s will be greater than C’s, and A’s will also be greater than C’s. 

Let us restrict the consumer to a two-good world, in which case we can 
write the utility function as: 

An indifference curve (see Figure 3.1) is a locus of points of all the possible 
combinations of q1 and q2 that yield the same level of utility. A collection of 
indifference curves is referred to as an indifference map. We can make the 
following observations about indifference curves: 

0 

0 

Points on the same indifference curve, (e.g., a and b) give the 
same level of utility (or satisfaction). 
Points on higher indifference curves (e.g., point c )  give more 
utility than points on lower indifference curves (e.g., points a 
and b). This property implies that more of a good is preferred to 
less. 

l4 Some of these assumptions are quite strong and others may be unrealistic in some 
situations. However, it is an example of modelling whereby we simplify reality in order to 
account for complex phenomena. 
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Figure 3.1 An indifference map 
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Indifference curves are negatively sloped. That is, they slope 
downwards and to the right, and 
Indifference curves do not intersect. Once again, this property 
ensures consistency in the consumer’s rankings of alternative 
goods. 

The negative slope of indifference curves reflects the assumption of 
diminishing marginal utility. That is, as an individual consumes increasing 
amounts of a given good per time period, the marginal utility ( a d ~ ~ t i o ~ a ~  
utility) that he or she derives declines. 

The marginal rate of substitution (MRS) is defined as the number of 
units of 42 that must be sacrificed in order to acquire an extra unit of 41, while 
~ i n ~ i ~ n g  the same level of s~tisfactio~. The MRS is equal to the slope of 
the indifference curve at a given point and is defined by the ratio of the 
marginal utilities of the two goods. That is, 
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(3.3) 

Note that as one moves downwards along an indifference curve (i.e., as one 
consumes more of ql), fewer units of good q 2  must be sacrificed in order to 
acquire an additional unit of ql, reflecting the principle of diminishing 
marginal utility. 

We assume that the consumer chooses a combination of goods and 
services so as to maximise total utility subject to an income constraint.*’ The 
result of this choice problem is a demand function, which is essentially a 
schedule or a curve that indicates how much of a good a consumer will buy 
at various prices. For example, Table 3.1 presents a demand schedule for 
doughnuts. Let individual A’s demand for doughnuts be expressed by the 
function, q1 = - 2p + 10. Using this function, we can determine how much 
individual A will buy at various prices. For example, if doughnuts are free, A 
will demand 10 doughnuts. However if the doughnuts cost more than $5.50 
each, she will not buy any. To plot A’s demand curve, we use the inverse 
form of the demand function, that is, p =  -0.5qD1 + 10. This function 
generates the curve in Figure 3.2.  

Note the inverse relationship between price and quantity demanded. 
This is referred to as the Law of Demand. That is, given income, 
preferences and prices of alternative goods, an individual will be willing to 
purchase decreasing amounts of a given good (or service) as its price 
increases. 

In addition to the downward slope, there are two other points to note 
about the demand curve: 

D 

1. The individual’s demand for good q1 is defined given that all other 
goods, in this case, q 2 ,  and income remain constant. 

2. The demand curve is defined for a given period of time. Thus, the 
demand curve in a different period of time will have a different 
shape and position. 

’’ We return to this choice problem in Chapter 6 
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Table 3.1 A hypothetical demand schedule for do~ghnuts 

Price per doughnut Quantity demanded 
($1 

0.00 10 
0.50 9 
1 .oo 8 
1 S O  7 
2.00 6 
2.50 6 
3.00 5 
3.50 4 
4.00 3 
4.50 2 
5 .OO 1 
5.50 0 

(qD, = -2p 4- 10) 

Figure 3.2 A h~othetical indi~idual demand curve for doughnu~s 
Price per doughnut ($) 

t 
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We began this section by saying that a benefit is the value or gain in utility 
the consumer obtains from consuming a good or service. For this reason, 
points on the demand curve represent the maximum amount of money the 
consumer is willing to pay for different quantities of the good. W ~ l ~ g n e s s -  
to-pay (WTP) is a measure of satisfaction or utility. In Figure 3.2, as the 
individual consumes more doughnuts, her WTP for an extra doughnut 
declines, reflecting the principle of diminishing marginal utility. The WTP 
curve also defines the benefits to society from consuming the given good or 
service. We return to this issue later in the chapter. 

3.3.2 The Concept of Elasticity 
The term ‘elasticity’ refers to the responsiveness of quantity demanded to 
changes in other variables (e.g., price and income). Own-price elasticity of 
demand is the ratio of the change in quantity demanded of a given good to 
the change in its own price, That is, 

% change in quantity of q,demanded Aq, I q1 (3.4) _. ED = - 
% change in price of q, APE /PI 

Depending on the magnitude of the elasticity parameter, own-price elasticity 
of demand can be: 

perfectly elastic 
relatively elastic 

* relatively inelastic or 
perfectly inelastic 

1. If I E ~ I = = ,  demand is perfectly elastic. The demand curve, in this case, is 
~or~zontal  (Figure 3.3, Panel a). A small increase in the price of the good 
will cause quantity demanded to fall to zero. In practice, no good has 
perfect price elasticity. 

2. If I E ~ I >  1,  demand is relatively elastic giving rise to a relatively flat 
demand curve (Figure 3.3, Panel b). In this case, a small change in the 
price of the good causes a relatively large change in quantity demanded. 
In general, most luxury goods tend to be relatively price elastic. 
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3. If laDI< 1 ,  demand is relatively inelastic. The demand curve in this case 
is relatively steep (Figure 3.3, Panel c). In this case, a change in the price 
of the good causes little change in quantity demanded. Necessities such 
as food and utilities (e.g., water, and energy) tend to be relatively price 
inelas tic. 

4. If I&”I=O, demand is perfectly inelastic, the demand curve is thus 
vertical (Figure 3.3, Panel d). A change in the price of the good does not 
lead to a change in quantity demanded. 

Cross-price elasticity of demand measures the responsiveness of the 
q u ~ t i t y  of ql demanded as a result of changes in the price of another good, 
for exampfe, 42. Cross-price elasticity of demand is given by: 

% change in quantity of q,demanded - Aql /q ,  - EL2 = 
% change in price of p2 AP, P2 

(3.5) 

The magnitude of cross-price elasticity allows us to classify goods as 
substi~ut~s or complements. 

1. 

2 

& > 0 ,  implies q1 and q 2  are substitutes. That is, an increase in the price 
of one good causes consumers to switch to the other, resulting in an 
increase in the quantity demanded of the second good. Examples of 
substitute goods are sugar and nutrasweet, bus and rail transportation, 
and so on. 
& c 0, implies q1 and 92 are comp~ements. ~ o m p l e m e n t a ~  goods are 
consumed together and therefore an increase in the price of one good 
leads to a reduction in its consumption, and hence a reduction in demand 
for the other good. Examples of  complement^ goods include bread and 
margarine, beer and nuts, and so on. 

Income elasticity of demand measures the responsiveness of the quantity of 
a good demanded given a change in income. It can be defined as: 

% change in quantity ofq,demanded Aq, / q, (3.6) - _.- - 
% change in income AYIY VY - 
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Figure 3.3 Elasticity of demand 

Panel (a) Perfectly elastic demand Panel (b) Relatively elastic demand 
Price ($) Price ($) 

Quantity Quantity 

Panel (c) Relatively inelastic demand Panel (d) Perfectly inelastic demand 
Price ($) Price ($) 

4 

Quantity Quantity 

1. qy > 0, implies the good is a normal good. Most goods are normal goods 
because an increase in income leads to an increase in quantity demanded. 
2. qY > 0, implies the good is an inferior good. That is, an increase in Y 

leads to a decrease in 41. There are not many practical examples of 
inferior goods. However, a low-income family that currently consumes 
dried vegetables might reduce their consumption and switch to fresh 
vegetables in response to an increase in hou~ehold income. 
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3.3.3 Murket ~ I n d ~ ~ ~ ~ ~  Demand 
The market demand curve for private goods is obtained by a horizontal 
summation of the individual demand curves for the particular product. For 
example, suppose that the market for doughnuts comprises two individuals, 
A and B, We have already defined A’s demand function. Let B’s demand 
function be defined by qDz = - 2p + 12. The market demand is obtained by 
adding up the quantities demanded at each price. This is referred to as 
horizon~l summa~on. Thus, the market demand function is given by: 

A’s demand: 
+ B’s demand: 
= Market demand: 

qD1 = -2p + 10 
qD2 = -2p + 12 
qD= -4p + 22 

Table 3.2 presents the market demand schedule for doughnuts. It indicates 
that if doughnuts are free, A will demand 10 and B will demand 12, resulting 
in a total demand of 22 doughnuts. However, at a price of $6.00 each, none 
will be demanded. At a price of $5.00, A will purchase none, whereas B will 
purchase 2 doughnuts. Market demand is therefore 2 doughnuts. This 
exercise is repeated for every other price to obtain the remaining points on 
the market demand curve. Figure 3.4 presents the inverse market demand 
curve generated from Table 3.2. 

3.4 Producer Behaviour and Supply 
Suppose a producer uses inputs (raw materials and other goods) to produce 
one good or service for sale. We can express the production by means of a 
mathematical equation or production function. That is: 

q = f(X1, x2 ,........, x,) (3.7) 

where X J ,  x2 ,...... ..., x, are various inputs (e.g., labour, land and capital) used 
in producing the good, q. 

We will assume that the producer’s aim is to maximise profit subject to 
the constraint of the above production function. Given the profit motive, the 
producer will increase the output of q if its price rises so as to increase 
profits. 
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Table 3.2 A hypothetical market demand schedule for doughnuts 

Price per A s  quantity B’s quantity Market 
Doug~nut ($) Demanded demanded Demand 

0.00 10 12 22 
0.50 9 1 1  20 
1 .oo 8 10 18 
1 S O  7 9 16 
2.00 6 8 14 
2.50 5 7 12 
3.00 4 6 10 
3.50 3 5 8 
4.00 2 4 6 
4.50 1 3 4 
5 .oo 0 2 2 
5.50 0 0 0 

(qD1 = -2p + 10) (& = -2p + 12) (qD = -4p + 22) 

Figure 3.4 A hypothetical market demand curve for doughnuts 

Price per doughnut ($) 

5 . 5 0 h  

5.00 

A’s demand 

b 
0 !O 12 22 

Quantity of doughn~ts 
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A supply schedule indicates how much of a good a producer will suppiy at 
various prices. Let the supply function for doughnuts be given by the 
equation, qs = 2p + 1. Table 3.3 shows how many doughnuts will be 
supplied at various prices. 

Table 3.3 A hypothetical supply schedule for doughnuts 

Price per d o u g ~ n u ~  Quantity supplied 
($1 

0.50 0 
1 .00 1 
1.50 2 
2.00 3 
2.50 4 
3.00 5 
3.50 6 
4.00 7 
4.50 8 
5.00 9 
5.50 10 

(qS = 2p + 1) 

Figure 3.5 shows the supply curve generated from the data in Table 3.3. The 
supply curve may refer to an individual producer or all producers in the 
industry. LRt us assume that this particular curve is the industry supply 
curve. We can make the following observations about it: 

1. It is upward sloping (Len, positively sloped) because producers 
are willing to supply more as price increases. 

2. The supply curve refers to a given point in time. In this example, 
the supply curve for doughnuts for a different period may have a 
slightly different shape and position. 

The supply curve is also the marginal cost (MC) curve. That is, it indicates 
the cost of producing each additional unit of the good. In order to maximise 
profits, the producer will increase production up to the point where 
marginal revenue (MR), the price per unit of output, just equals marginal 
cost. 
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Figure 3.5 A hypothetical supply curve for doughnuts 

Pri e per doughnut ($) s 

r 

0 Quantity of doughnuts 

3.5 Market Equilibrium in the Competitive Market 

In this section, we bring together the demand and supply curves to explain 
how market equilibriu~ is attained. The interaction of supply and demand 
forces in the market d e t e r ~ n e s  the equilibrium or market clearing price, 
and the equilibrium quantity demanded. The e q u i ~ i b ~ u m  price, in turn, 
determines the price for each unit of output, that is, marginal revenue. We 
assumed in Section 3.2 that in the perfectly competitive market, producers 
cannot affect the market price. Thus, in this case, the marginal revenue curve 
will be a horizontal line, which is the same as the price line. In Chapter 4, we 
show that this assumption is not valid in the case of a monopoly. 

Table 3.4 puts together the market demand and supply schedules. Note 
that market equilibrium is achieved at a price of $3.80 at which market 
demand (7 dough nuts^ is exactly equal to the quantity the market is willing 
to supply. 
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Table 3.4 Market demand and supply schedules for doughnuts 

Price per Market Market Demand 
Doughnut ($> demand supply surplus (+) 

or deficit (-1 (qD = -4p + 22) ($ = 2p - 1) 
0.00 22 0 22 
0.50 20 0 20 
1 .oo 18 1 17 
1 S O  16 2 14 
2.00 14 3 11 
2.50 12 4 10 
3.00 10 5 7 
3.50 8 6 4 
3.80 7 7 0 
4.00 6 7 -1 
4.50 4 8 -4 
5 .oo 2 9 -7 
5.50 0 I 0  -10 

To explain why $3.80 is the equilibrium price, suppose the price per 
doughnut is as high as $5.00. At this price, the producer will be willing to 
supply 9 doughnuts but consumers will demand only 2 doughnuts. Therefore 
there will be a demand deficit (or excess supply) of 7 doughnuts in the 
market. To clear the excess supply, the producer will be forced to mark 
down the price of doughnuts. As the price falls, consumers will increase 
their purchases, and producers will reduce supply. At $3.80 per doughnut, 
prices clear the market as quantity demanded will be equal to quantity 
supplied. 

Now suppose the market price per doughnut falls to $1. At this price, 
consumers will demand 18 doughnuts but the producer will only be willing 
to supply 1 doughnut, resulting in surplus demand of 17 doughnuts. Given 
that the amount demanded is greater than the supply, there will be a shortage 
of doughnuts in the market. This will put upward pressure on prices and the 
producer will respond by putting more doughnuts on the market. As the price 
goes up, consumers will reduce their purchases until the price reaches $3.80, 
at which point, q u a n t i ~  demanded will be equal to quantity supplied. 

Figure 3.6 shows a graphical representation of the market equilibrium, 
Note that equilbrium is at the point of intersection of the demand and supply 
curves. 
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Figure 3.6 E q u i l i b r i ~ ~  in the market for doughnuts 

Price per doughnut ($) 

A 

Factors that can shift the demand curve include income, prices of 
substitutes/complements and consumer tastes and preferences. An increase 
in income, with all other factors held constant, causes an upwards (i.e., 
rightward) shift in the demand curve, whereas a decrease in income will shift 
it downward (Le., leftward). For example, an increase in per capita income in 
a given population (with all other factors constant) will shift the demand 
curve for mobile telephones upward (Figure 3.7, Panel a). However, due to 
the excess demand, the price of mobile telephones will rise to re-establish 
equilibrium. 

A decrease in the price of substitutes for a good will cause the demand 
curve for the good to shift downward; an increase in the price of 
complements for the good will cause the demand curve to shift upward. For 
example, a decrease in, say, the price of oil will cause a downward shift in 
the demand curve for natural gas (Figure 3.7, Panel b). The quantity of 
natural gas demanded falls and the price also falls to re-establish 
equilibrium. 
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Figure 3.7 Shifts in the demand curve 

Price per unit ($) Price per unit ($) 

Panel (a): increase in Panel (b): decrease 

1 

Quantity of mobile phones 
demanded 

Quantity of natural gas 
demanded 

Factors that can cause the supply curve to shift include price of inputs, taxes, 
subsidies, improvements in technology and weather (for agricultural 
products). A decrease in the price of inputs for making good q will cause the 
supply curve for q to shift outward, whereas a decrease in the price of inputs 
will cause an inward shift. Improvements in technology will cause an 
upward shift because more output can be produced with the same level of 
inputs. For agricultural and other forms of production that are weather 
dependent, deterioration in weather conditions will cause a leftward shift in 
the supply curve. 

For example, a fall in the price of computer chips will shift the supply 
curve for computers outward (Figure 3.8, Panel a). Given the excess supply, 
the price for a computer will fall and the quantity demanded will increase. 
Another example is the world supply of coffee. A prolonged drought in a 
major coffee growing area will shift the world supply curve for coffee 
inward. With the reduced supply of coffee, there will be excess demand and 
therefore the world price of coffee will rise to re-establish market 
equilibrium. 
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Figure 3.8 Shifts in the supply curve 

Price per unit ($) Price per unit ($) 
, Panel (a): fall in price 

of computer chips 
Panel (b): severe 
drought f 
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Quantity of computers 

q2 q1 
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The example of equilibrium illustrated above is highly simplified in order to 
convey the basic concepts. In real life, equilibrium does not tend to be static. 
The demand curve is constantly shifting due to changes in tastes and 
incomes, while the supply curve also shifts in response to resource 
constraints and technological advances. Nevertheless, the analysis we have 
presented is useful in trying to predict the direction of change of prices and 
quantities. One important assumption underlying the market equilibrium 
analysis above is that property rights are well-defined. That is, the seller 
owns the rights to the good or service and can therefore appropriate any 
benefits from the sale. We argue in the next chapter that this assumption 
breaks down in the case of environmental goods due to lack of well-defined 
ownership rights or the public goods nature of such goods. 
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3.6 Co~sumer and Producer Surplus 

Consumer surplus is the maximum amount of money consumers are willing 
to pay for the good or service less the market price. To give an example of 
consumer surplus, let us revisit the doughnut example. Consumer surplus is 
given by triangle abc (Figure 3.9). The height of this triangle is ($5.50- 
$3.80=$1.70) and the base is 7. The value of consumer surplus is therefore 
given by 1/2*7.$1.7 = $5.95. This example shows that consumer surplus is 
a measure of net benefits or welfare and that reliance on only the market 
price could result in an under estimation of benefits. 

Figure 3.9 Consumer and producer surplus 
Price per doughnut (S) 

Producer surplus i s  the net benefits received by the producer and is given by 
the difference between the market price and marginal cost, area bcd. The 
dollar value of producer surplus is given by 
1/2 +7 a (3.80 - 0.50) = 1/2 - 7 . $3.30 = $1 155. Total benefits to the society 
(consumer plus producer surplus) is therefore given by area abc plus area 
bcd, which is equal to area abd. That is, $5.95 + $I 1.55 = $17.50. 

Now, suppose the government decides to set the price of a doughnut at 
$5.00, At this price, 2 doughnuts will be purchased and consumer surplus 
will be reduced to area aef. That is, 1/2 + 2 a ($5.50 - $5.00) = $0.50. Producer 
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surplus is given by area efhi plus area ihd. In dollar terms, the value of 
producer surplus is ($5.00-$1.50).2+ 1/2.2.($1.50-$050) =$8.00. The 
net benefits of this policy are therefore given by sum of consumer plus 
producer surplus. That is, $0.50+$8.00 = $8.50. Under this government 
policy, there is a net welfare loss of $17.50-$8.5~=$9.00. This is referred to 
as a deadweight loss ot society, and is defined by triangle gbh. 

3.7 Applications of the Competitive Model 
In this final section, we apply the basic economic principles to real-life 
economic problems. We consider two problems: (a) the socially optimal 
level of forestry; and (b) the effect of pollution abatement costs on 
employment. 

3.7.1 
Clear felling of timber has several undesirable effects on society. 

Examples include loss of forest cover and associated problems such as 
increased soil erosion, loss of soil nutrients, loss of biodiversity and so on. In 
Chapter 4, we attribute this problem to market failure. That is, the stumpage 
price (i.e., price charged per log) only considers the private marginal cost 
and does not include the external costs imposed on society. In this section, 
we analyse a policy of including environmental (or external) costs in the 
stumpage price. 

Assume that the stumpage price is currently pi. At this price, q1 logs will 
be harvested. Now suppose that the government charges an extra $5 dollars 
per log to cover the environment damage. This policy will result in an 
upward shift in the supply curve from S to S* by a vertical distance of $5 
(Figure 3.10). Assuming the demand for logs remains constant during the 
period of the analysis, the quantity of logs harvested will decline and 
equilibrium will be re-established at q *, the socially ‘optimal’ level. l6 

The Socially Optimal Level of Forestry 

’‘ ‘Optimal’ is used here in an economic efficiency sense and does not necessarily mean this 
level is just or equitable. 
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Figure 3.10 Socially optimal level of forestry 

* 
9 91 

Number of logs harvested 

3.7.2 The Eflect of ~ o ~ ~ u t i o n  ~ ~ a t e m e n t  Costs on E~ploym~~t 
Suppose the supplty curve for labour in an industry is SL and the demand for 
labour is DL. We consider the effect of ~ncreasing emission standards on 
employment under two scenarios: a flexible labour market and fixed wage 
(i.e., ~ n i m u m  wage) market. 

Let us first consider the situation where the government has set a 
~nimum wage policy (Figure 3.11, Panel a). In this case the supply curve 
for labour is wlaS. With the imposition of stricter environmental standards, 
the demand curve for labour shifts from Dt to Di and the equilibrium 
employment level falls from LI to L2. 

Next, consider a labour market where wages are flexible. The 
equilibrium wage rate is initially WI and the equilibrium employment level is 
Ll (Figure 3.11, Panel b). If the government raises the emission standard, 
some firms will be forced to leave the industry because they can no longer 
afford to cover their variable costs, 



60 E ~ v i r o n r n e ~ ~ a ~  E~onom~cs 

Figure 3.1 1 The effect of emission standards on employment 
Wage rate Wage rate 

4 Panel (a): Fixed wage 4 Panel (b): Flexible wage policy 

L2 L1 L2 L1 

Number employed Number employed 

Consequently~ the demand for labour will shift from t3, to DL. The 
downward shift in the demand curve will cause a surplus of workers looking 
for work at the old wage rate, W I ,  resulting in a decline of the wage rate to wz 
and a new equilibrium employment of Lz. 

In terms of welfare effects, job losses under a ~ n i m u m  wage policy are 
greater than under a flexible wage policy. The two scenarios may also be 
compared in terms of the size of the consumer surplus. The consumer 
surplus in the case of minimum wages is smaller than in the flexible wage 
scenario. 

3.8 S u m ~ ~ r y  
In this chapter we have presented a mode1 of how consumers and producers 
behave in a competitive market system. This system is characterised by 
many sellers and buyers such that no particular economic agent has influence 
in the market and everyone has perfect knowledge or information. 
Consumers seek to maximise their utility or satisfaction, whereas producers 
maximise profits. The outcome of the consumer’s maxi~sat ion problem, 
given prices and income, is a demand function which is negatively sloped, 
reflecting the principle of diminishing marginal utility. The outcome of the 
producer’s maxisation problem, given input prices and the production 



How Markets Work 61 

function, is the supply or marginal cost curve which is positively sloped. 
That is, the producer is willing to supply more given higher prices. Market 
equ~l ib~um is achieved when quantity d e m ~ d e d  exactly equals quantity 
offered for sale. 

We explained that the demand curve is defined, in a given period, by 
income, prices and consumer tastes and preferences. A change in any of 
these factors will cause the demand curve to shift. The supply curve is also 
defined, in a given period of time, by input prices and technology. A change 
in any of these factors will cause the supply curve to shift. A change in 
product prices, will, ceteris paribus, cause a movement along the demand or 
supply curve. Finally, it was explained that the correct measure of social 
benefits is the sum of consumer and producer surplus. Consumer surplus is a 
measure of net benefits to the consumer and is defined by the difference 
between the maximum amount a person is willing to pay for a good over and 
above the market price. Producer surplus is a measure of net benefits (or 
profit) to the producer and is defined by the difference between the market 
price and marginal cost. 

Review Questions 
I .  

2. 

3. 

4. 

5.  

6. 

State the differences between perfect comp~tition, monopoly, 
monopsony, oligopoly and monopolistic competition and give a practical 
example of each. 

State the assumpt~ons made in regard to how a consumer chooses among 
competing goods. 

What are the properties of an indifference curve? 

Define the terms marginal cost and marginal utility. 

Explain the principle underlying the negative slope of a d e ~ n d  curve. 

What factor (or factors) causes a movement along the demand curve and 
a demand shift? 
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Exercises 

1. Indicate whether the following goods are relatively price elastic or 
relatively price inelastic. State your reasons. 

(a) Demand for electricity. 
(b) Demand for mobile telephones. 
(c) Demand for liquefied petroleum gas with respect to the price of oil. 
(d) Demand for petrol. 
(e) Demand for compact disc players. 

1. Give a rough indication of the magnitude (i-e., whether greater than or 
less than 1.0) of the income elasticities of demand for the following 
comm~it ies ,  stating your reasons. 

(a) A trip to Disneyland. 
(b) A trip to see the dentist. 
(c) Bread. 
(d) Pizza. 

3. Suppose the supply of and demand for water treatment equipment in a 
certain city at various prices is as follows: 

Price per unit ($) Quantity Quantity 
demanded supplied 

40 30 12 
60 25 14 
80 20 16 
100 18 18 
140 16 20 

(a) Draw the demand and supply curves for water treatment equipment 

(b) Calculate the elasticity of demand for a price fall from $100 to $80. 
for this city. 
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(c) Determine the equilibrium price and quantity. 
(d) Describe what will happen in the market if the price of water 

treatment equipment is $25 per unit. 
(el Suppose.the gove~ment  decides to impose a sales tax of $5 on each 

unit. Describe what will happen in the market and determine the new 
equilibrium quantity. 

(f) Suppose that before the sales tax the government decides to make 
the equipment affordable and therefore legislates a maximum price 
of $16. Describe what will happen in the market. 

4. Suppose that an analyst has estimated the following demand and supply 
functions for heating fuel: 

Demand: p = 110-2qD 
Supply: p = logS 

Where p is the price per litre, qD and qs are quantities demanded and 
supplied, respectively. Find the equilibrium price and quantity for 
heating oil. 

5. Is it true that whenever a tax is introduced producers pass on all of the 
tax to consumers? State your reasons. Under what conditions would this 
be possible? 

6, Explain why the market price of a good is not an accurate measure of the 
benefits derived from consuming a good. 

7. Referring to Question 4, suppose the government imposes a carbon tax 
of 5%. Calculate the following: 

(a) Consumer surplus. 
(b) Producer surplus. 
(c) Deadwei~ht loss. 
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4. Why M a r k ~ ~ s  ‘Fail’ 

Objectives 

After studying this chapter you should ’be in a position to: 

o explain what is meant by property rights 

Q explain the meaning of an externality 

o explain why market failure occurs 

o propose solutions to the problem of market failure 

In the previous chapter we explained how a market functions to allocate 
resources ef~cient~y= A number of assumptions were made in order to obtain 
this result. It was implicitly assumed that the market price of a good (or 
service) reflects its oppo~unity cost. Oppo~unity cost is defined here as the 
value of a resource in its next best alternative use.” It was assumed that both 
consumers and producers have perfect i ~ f o ~ t i o n  about prices and other 
relevant variables. It was also implicitly assumed that sellers in the market 
have well-de~ned ~ w n e r s ~ ~ p  or p r o ~ ~ y  rights to the goods and services 
offered for sale. Given these conditions associated with a perfectly 
competitive market, the pursuit of self-interest by both consumers and 
producers results in an efficient allocation of resources. ‘Efficiency” in this 
sense, is also referred to as Pareto optimality. That is, when the market 

I’ Suppose a piece of forestland has two possible uses: harvesting the forest for its timber or 
leaving it as a natural environment. If the first use is chosen, the o p ~ ~ u n i ~ y  cost of the timber 
is the benefits that would have accrued if the forest had been left in its natural state. 

65 
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reaches equilibrium, it is impossible to make anyone better-off without, at 
the same time, making at least one person worse off. In other words, at the 
equilibrium point it is impossible to reallocate or redistribute resources in 
more efficient ways. This chapter discusses the subject of market failure, 
focussing on why it occurs and what can be done about it. The chapter is 
organised into seven sections. Section 2 outlines the various types of market 
failure, followed by a brief discussion of each type in Sections 3 to 5. 
Section 6 conducts discussion of some solutions to address the problem of 
market failure, while the final section contains the s u ~ a r y .  

4.2 Types of Market Failure 

As indicated above, markets work well when prices reflect all values, that is, 
opportunity cost. ‘Market failure’ is said to occur when some costs andlor 
benefits are not fully reflected in market prices. The market system fails to 
function properly for many kinds of environmental goods because such 
resources, including the services they provide, are often not traded in 
markets. Thus, in general, market prices do not fully reflect the value of 
environmental goods and services. We demonstrate below that market 
failure results in an inefficient allocation of resources. Market failure can 
occur due to any or all of the following: 

0 externalities, and 
0 type of market structure 

lack of or weak property rights 
public goods andlor common property characteristics 

4.2.1 
Imagine a society where there is public ownership of all means of transport. 
An individual may drive any available car he or she sees on the roads, drive 
to their destination, and abandon the car by the roadside for use by other 
users. Under this scenario, people are likely to purchase just enough fuel to 
carry them to their next destination and only basic or inexpensive repair 
work, if any, would be carried out on a car, It is not difficult to envisage that 
after a while, there would be a lot of broken down cars by the roadside. This 
idealised example illustrates that when property rights are not well-defined 

Luck of or Weak Property Rights 
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or absent in the economic system, there is no incentive for a ‘rational’ 
individual to invest in an asset because they cannot appropriate the full 
benefits. 

Characteristics of property rights 
When one purchases an asset such as a motor vehicle, it comes with a set of 
well-defined ownership rights and responsibilities. These ownership rights 
and res~nsibilities have the following general characte~stics: 

Well-defined: You have title to the car in the form of a motor 
vehicle regis~ation certificate andlor a purchase receipt. In some 
cases the entitlement may be informal and may have been 
institutionalised by social or cultural norms. 
Exclusive: You are the only one who has the right to use the car, 
a~though you may choose who else may use it and under what 
conditions. It is important to note that restrictions accompany 
ownership rights. You can drive on different sections of the 
roads at specified speed limits. 
Transferable: You may transfer permanent rights to the car to 
someone else by selling it, or you may transfer temporary rights 
by renting it. Note that the concept of completely transferable 
rights carries the notion of ‘divisib~ty’. That is, different types 
of rights associated with the asset may also be transferable. For 
example, your ownership rights to a block of land may be 
divided into parcels and each transferred. In this case you can 
choose to lease, rent or sell o u ~ g h t  different parcels. It is also 
important to bear in mind that acquiring ownership rights to an 
asset involves a transfer of rights rather than a physical transfer 
of the asset. For example, when you buy a piece of land you do 
not take it home with you. 
Secure and enforceable: Your title to the car is secure and 
enforceable because if someone steals it, you have the right to 
notify the police and have the person arrested. Effective 
enforcement involves the following: effective detection and 

* 

The economic model assumes that each economic agent acts in his or her self-interest and 
that altruistic motives are absent. In Chapter 5,  this assumption is relaxed to include situations 
where other motives underlie preferences. 
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apprehension of violators and application of an appropriate 
penalty. To be effective, the penalty must exceed the actual or 
anticipated benefits of violation. 

Property rights regimes 
In practice, there are different types of property rights regimes. The complete 
set of property rights that we have described above is at one end of the 
spectrum and is typical of private goods. At the other end of the spectrum, 
there are pure public goods, where none of the above conditions applies. In 
between these two extremes, we have congestion goods, common access 
goods, open access goods, semi-public goods, and state-owned goods 
(Figure 4.1). We define these different types of goods later. 

Figure 4.1 A taxonomy of en~ironmental goods 

I I I 1 

and common 
property goods 

Most environmental goods fall under the category of pure public goods or 
open access/common property goods. In such cases lack of well-defined 
property rights results in market failure. A consequence of market failure is 
inefficient alfocation of resources (e.g., excessive pollution). For example, a 
farmer has the right to prevent someone from polluting his or her land, but 
cannot prevent anyone from polluting a nearby river. Furthermore, he or she 
m a y  have no legal right to receive compensation from the upstream 
polluters. The upstream polluters, who do not bear the costs of their 
activities, have no economic incentives to limit the amount of pollution 
especially when they know that the farmer has no property rights. This type 
of market failure has led to calls for governments to intervene in the market. 
We consider these solutions later in this chapter. 
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4.2.2 Public Goods 
In this section we first define three broad categories of goods: private, 
congestion and public goods. We then go on to discuss the different types of 
public goods 

Private and pure public goods 
As defined above, a private good has characteristics such as exclusivity, 
transferab~lity, security and enforceability. In addition, a private good has a 
positive marginal cost. That is, the cost of supplying one additional unit is 
non zero. As was indicated in Chapter 3, a private good is rival in 
consumption. That is, once someone consumes the good, another person 
cannot consume it. On the other hand, a pure public good is non-exclusive 
and non-rival in consumption, and has zero marginal cost. ‘Non-exclusive’ 
and ‘non-rival’ mean the good is available to everyone and that one person‘s 
consumption of the good does not reduce the ~ o ~ t  available to others. 
Finally, ‘zero-marginal costs’ means the cost of supplying an additional unit 
of the good is zero. 

Examples of pure public goods are national defence, biodiversity, clean 
air, flood protection, noise and visual ~ e n i t i e s .  A distinctive characteristic 
of a pure public good is that consumers do not have the option of not 
consuming. As suggested earlier, a pure public good will be under-provided 
because the owner cannot appropriate the full benefits. 

Upen (tccess and common property goods 
Open access goods are rival in consumption, non-exclusive, non- 
transferable, and often non-enforceable even when ownership rights exist. 
Examples of open access goods are ocean fisheries and migratory wildlife. 
Common property goods (e.g., common grazing land) are rival in 
consumption and are exclusive for a group of people (e.g., a local 
community). Rights of use may be transferable by individuals or the group. 
There may not be legal or formal title to ownership but the group may be 
able to enforce their ownership rights by means of social sanctions. 
According to Hardin’s ‘tragedy of the commons’, under open access or 
c o ~ o n  property rights regimes, the resource will be overexploited (Hardin, 
1968). However, the point is made in Chapter 11 that under some forms of 
common property systems (e.g., c u s t o ~  marine tenure), resource 
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management is likely to be more efficient because it is based on communal 
rules and customs. 

Semi (or quasi) ~ ~ b l ~ ~  goods 
Semi-public (or quasi public) goods are non-rival in consumption, have a 
zero marginal cost of provision and are non-exclusive aithough ownership 
rights exist. An important distinction of se~-publ ic  goods is that even 
though the owner or the providers of the service cannot exclude others from 
consumption, consumers can choose not to consume. Examples of this 
category of goods include radio and TV broadcasts and a Iighthouse. In the 
case of radio and TV broadcasts, the signal strength does not depend on the 
number of consumers (Le., zero marginal cost). Consumers cannot be 
excluded (aithough with cable TV, signals can be encoded), and they may 
choose not to receive signals by turning of their TV or radio sets. In the case 
of a lighthouse, ships cannot be. excluded from using the beam, although 
some ships may choose to ignore it. 

Con~~stio~ goods 
Congestion goads are exclusive and and can be either non-rival or rival in 
consumption. Such goods do not fall neatly into any of these categories and 
may exhibit characteristics of private goods or public goods at different 
levels of consumption. An example of this type of good is a campsite (Figure 
4.2). At the level Ob, a certain number of people can enjoy the amenities 
without r~ducing other peoples' enjoyment, At this point the marginal cost of 
an additional person using the amenity is zero and the good exhibi~s the 
characteristics of a public good. After point b, congestion sets in and the 
marginal cost becomes positive. After point c, the marginal cost (MC) tends 
to infinity as congestion reaches a maximum. Examples of congestion goods 
include roads, bridges, an art gallery, fishing and boating sites, and a historic 
site. 

42.3  ark^^ ~ e m a n d ~ ~ r  a Public Good 
Individuals consume different amounts of a private good. It was explained in 
the previous chapter that the market demand for a private good is derived by 
a ho~zontal s u ~ a t i o n  of the indivi~ual demand curves. However, in the 
case of pure public goods, individuals consume equal amounts. Therefore 
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the m k e t  demand curve is obtained by vertical summation of the 
individual demand curves. 

Figure 4.2 An example of a congestion good 

cost ($1 

T MC 

Quantity 

Suppose we wanted to estimate the demand for air quality. Let us use 
abatement of CO, emissions as a proxy for air quality. Given that air quality 
is a non-market good, there would be no market prices and therefore we 
would have to ask consumers their WTP for given percentage reductions in 
COZ emissions. Table 4.1 presents the data for this hypothetical survey. For 
each given level of C a  abatement, individual A’s demand is added to B’s 
demand to obtain the market demand. Let the inverse demand curves be 
defined as follows: 

A’s demand: p1 = 10-0.05qD 
+ B’s demand: 
= Market demand: 

pz = 20-O.lqD 

p = 30 - 0. 15qD 

Notice that for each given level of COz abatement, individual B is willing to 
pay more than individual A. This difference could be explained by B having 
a higher level of demand as a result of a higher income or being more 
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environmenta~ly aware. However, there is the l i k e l i h o ~  that B may 
understate his or her true preference for the good. This problem is referred to 
as strategic behaviour, or the free-rider problem, and is discussed in 
Chapter 5. 

Table 4.1 A hypothetical demand schedule for air quality (COz abatement) 

Quantity of air A‘s WTP for B‘s WTP for Market demand 
quality demanded air quality air quality price for air quality 
(% COz reduction) 6) ($1 6) 

(sD) (p,=10-0.05qD) (p2=20-0. lqD) (p=30-0.15qD) 

0 10.00 20.00 30.00 
5 9.75 19.50 29.25 
10 9.50 19.00 28.50 
15 9.25 18.50 27.75 
20 9.00 18.00 27.00 
25 8.75 17.50 26.25 
30 8.50 17.00 25.50 
35 8.25 16.50 24.75 

Figure 4.3 presents graphs for the individual and market demand curves for 
air quality. For a given point on the market demand curve, the corresponding 
price is given by the vertical s u m t i o n  of the individuals’ witlingness-to- 
pay for that level of demand. 

4.3 Externalities 

In this section, we formally define an externality and outline the causes of 
externalities. We then proceed to discuss different types of externalities. 

4.3. I 
As the word suggests, an externality is an effect that is ‘external’ to the 
causing agent. That is, the person causes an effect that impacts on other 

~ e ~ ~ ~ ~ i u n  of an ~ x t e ~ a l ~ ~  
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people. An externality is said to exist when the utility of an economic agent 
is affected by the actions of another. 

Figure 4.3 A h~otheti~al demand curve for air quality (% COz abatement) 
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An externality is often negative (also referred to as an external diseconomy 
or external cost). This occurs when the affected person suffers a loss in 
utility that is unco~pensat~d. Examples of negative externalities are air, 
water and noise pollution. A positive externality (external economy, or 
external benefit) occurs when the effect is beneficial to the affected person. 
An example of a positive externality is immunisation. Ixnmunisation of 
people in a population helps to reduce the outbreak of an epidemic and 
therefore benefits those who are not i ~ u n i s ~ .  Another example of a 
positive externality is where one firm’s technological breakthrough benefits 
other firms in the industry who have not contributed to the research costs. 

4.3.2 Causes of Externalities 
The f o ~ l o ~ i n g  factors give rise to extemalitie~: 
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I .  Interdependence between economic agents: the activity of one 
agent affects the utility or production function of another. 
However, the market system fails to ‘price’ this 
interdependence, as a result of which the affected party is 
uncompensated; 

2. Lack of or weak property rights: due to lack of or weak property 
rights, the affected party is unable to demand that the externality 
be reduced or ask for compensation. 

3. High transactions costs: the cost of negotiating, imp~e~ent ing 
and enforcing an agreement between the parties may be high. 

If the affected agent is compensated for his or her loss of welfare, the 
externality is said to be ‘internalised’. 

4.3.3 ~ l a s s i ~ ~ a t i o ~ i  of Externalities 
Externalities can be classified in different ways. Externalities can be 

Relevant externalities 
Pareto relevant externalities 

0 Static or dynamic externalities, and 
Pecuniary externalities 

Relevant externalities 
An externality is not relevant so long as the affected person is indifferent to 
it. It becomes relevant when the affected person is made worse off by the 
activity and wants the offending person to reduce the level of the activity. 
For example, if the chicken farm in my backyard interferes with the 
satisfaction you derive from sitting in your front porch, then it is a relevant 
externality. On the other hand, if the high decibel music from my stereo does 
not bother you then the externality is not relevant. 

Pareto relevant externalities 
A Pareto reIevant externality exists whenever its removal resuIts in a Pareto 
improvement. A Pareto improvement is a situation where it is possible to 
take action such that the affected person is made better off without making 
the offending person worse off. This means that when the level of an 
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externality is optimal, it becomes Pareto irrelevant. To give an example, 
suppose a telephone company erects a tall transmission tower near a forest. 
The tower is unsight~y and reduces the scenic value of the forest. In this 
case, a Pareto relevant externality exists because it is possible for the 
telephone company to paint the tower in colours that would blend with the 
foliage. Such a strategy would not interfere with the fun~tioning of the tower 
and at the same time minimise the impact on the scenic values. 

Static and dynamic externalities 
To illustrate static and dynamic externalities, take the example of two fishers 
who are operating under an open access or property rights regime. A static 
externality is when one creates an externality for the other by overfishing. 
However, the externality can become dynamic if the offending party is 
harvesting fish that may have some future value. This could happen, for 
example, if the offender is harvesting juvenile fish species. In this case, the 
opportunity cost of the fish reflects a foregone value in the sense that there 
will be adverse impacts for the future. 

Pecuniary externalities 
This is a form of externality that is transmitted through the price system. An 
externality is an ‘unpriced’ effect. However, a pecuniary externality occurs 
when the externality is transmitted through higher prices or reduced costs. 
An example of the former is when a large business moves into a residential 
area and i ~ e d i a t e l y  drives up rental prices. The rent increase creates a 
negative effect for all those who pay rents and therefore causes a negative 
externality. An example of the second type of externality is when a 
manufact~er benefits as a result of a supplier reducing the cost of a product. 
Strictly speaking, the externality in both cases, is not a market failure. For 
example, in the first case the resulting increase in rents reflects the scarcity 
of rental units. PoIlution, on the other hand, i s  not a pecuniary externality 
because the effect is not transmitted through higher prices. In many cases, 
the penalties that polluters pay do not reflect the amount of damage inflicted 
on the environment. 
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4.4 Type of Market Structure 

The type of market structure or organisation can also cause market failure. 
We consider the following two cases: a perfectly competitive market with 
external costs and a monopoly. 

4.4.1 Resource Allocation in a Perfectly Competitive Market 
Consider a gold mining company that dumps mine tailings into a nearby 
river without paying for clean up or treating the waste. In this case, 
production at the mine includes the production of gold as well as pollution. 
Or to put it differently, the river water is an unpriced input in the gold 
production process. 

Let us define the following variables: D = demand curve for gold; MC, = 
marginal private cost of producing gold (i.e., the firm's supply curve); MSC 
= marginal social cost (Figure 4.4). We assume that MSC is greater than 
MC, at any level of output because society considers both the costs of 
pollution as well as gold production, but the company considers only its 
marginal private cost. The marginal social cost of gold production is 
therefore given by the marginal external cost, the cost of disutility caused 
by the externality, plus the marginal private cost. That is: 

MSC = MC, + MEC (4.1) 

Under a perfectly competitive market structure, the company maximises its 
producer surplus by producing qo units of gold. However, from society's 
point of view, qo is not the efficient allocation. Society's net benefits could 
be maximised by producing less gold, that is, q* units. The triangular area 
abc represents a deadweight loss to society. 

Note the following observations about Figure 4.4: 

1. The socially optimal level of pollution (which is assumed to be 
proportional to gold production) is not zero. This implies that it 
may not be socially optimal to have zero pollution. 

2. In a perfectly competitive market where pollution is unpriced 
(i.e., there is no pollution abatement), production results in more 
output than is socially desirable, resulting in excessive pollution. 
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Figure 4.4 Resource allocation in a competitive market with externalities 
Price/Cost ($) 

* 
9 40 

Quantity (q) 
3. If pollution abatement is enforced, the company will reduce 

poliution but raise the price per unit of output, resulting in 
reduced output of gold. However, in this case, the reduced 
output is the socially efficient level and the higher price is also 
the efficient price, 

4.4.2 Resource Allocation in a Monopoly 
Assuming a perfectly competitive market and a system of private property 
rights, the price mechanism will combine to result in an efficient allocation 
of resources. However, the presence of monopoly rights causes market 
failure or inefficient allocation of resources from society’s point of view. 
Take the case of a single monopolistic firm with a marginal cost curve (i.e., 
supply curve), MC, facing a market demand curve, D (Figure 4.5). Under 
perfect competition, q* units of the good will be supplied by setting: price = 
marginal revenue (MR) = marginal cost (MC). 

Note, however, that in the case of a monopoly, the demand curve is 
above the marginal revenue curve and therefore price is not equal to 
marginal revenue. Monopoly profit is maximised by setting MR equal to 
MC. This results in less output, qmr and a higher price, pm. Consumer surplus 
under a monopoly is apmb, which is less than consumer surplus under perfect 
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competition, ap*cc. Under a monopoly, there is a deadweight loss to society 
of bdc. 

Figure 4.5 Resource allocation in a monopoly 
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The monopolist’s production decision may be somewhat unexpected because 
it seems to suggest that less pollution will be created in a monopoly than in 
perfect competition. Furthermore, the monopolist’s higher initial price (pm) 
suggests that, given a fixed stock of natural capital, the price path will be 
less steep over time than in perfect competition (Pearce and Turner, 1990). 
However, caution must be exercised in making such com arisons because 
other factors (e.g., elasticity of demand) affect the outcome. R 

4.5 Approaches to the Solution of E n ~ ~ o n m ~ n t a l  
Pollution Problems 

Two main approaches have been proposed for dealing with externality 
problems (Figure 4.6). The first method, known as the property rights or 
market solution, was proposed by Nobel laureate Ronald Coase and involves 

l9 Stiglitz (1976) argues that the extraction and price paths may be identical for monopoly and 
perfect competition, given a constant elasticity of demand for the resource. 
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and the only effect is the distribution of costs and benefits. This theorem is 
illustrated with the aid of Figure 4.7. 

Consider two parties, one is a factory which is polluting a nearby river 
with industrial effluent. The other party is a community which utilises the 
river water for drinking purposes. The community has a downward-sloping 
demand curve for pollution abatement. This is referred to as the marginal 
benefit (MB) curve because it indicates the consumer’s benefits from 
consuming an additional unit of clean water. The factory has an upward 
sloping supply curve for pollution abatement which reflects the marginal 
cost of increasing levels of pollution abatement. This curve is also the 
marginal external cost (MEC) curve. Note that in the absence of a legal 
requirement to abate pollut~on, the factory has an incentive to supply zero 
pollution abatem~nt (q=O%) because this is the point at which profits will be 
maximised. According to the Coase Theorem, the socially optirnal level of 
pollution abatement will be q*=60%. Let us first consider how this solution 
is achieved in the case where the community has the property rights to the 
river. 

Case 1: The community has the property rights 
Assuming the community has the property rights to the river, it would like to 
have zero pollution or 100 percent pollution abatement. Therefore the 
starting point will be g=IOU%. Let us bear in mind that the downward- 
sloping demand curve for po~lution abatement implies that at zero percent 
pollution abatement the community’s wil~ingness-to-pay (WTP) for 
pollution abatement is initially high. However, as the units of pollution 
abatement increase the community’s WTP declines. Thus, at the level of 
q=Z00% the community’s WTP for pollution abatement is lower than the 
polluter’s marginal cost of supplying pollution abatement. There is therefore 
a possibility for a trade. To illustrate, let us consider the point g=80%. At 
this level, the maximum amount the polluter is willing to pay to supply an 
additional unit of pollution is c, which is higher than the minimum 
compensation, d, that the community will demand per unit of pollution 
abatement. In this particular case, the factory would be willing to offer 
compensation of up to cd per unit to the community to induce them to accept 
less pollution abatement. The community would be willing to accept this 
amount because even though it suffers a welfare loss from having less 
pollution abatement, this is offset by the compensation which exceeds their 
minimum demand price of d.  
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The move from q = ~ ~ ~  to q=80% is a Pareto imprQvement because at 
least one party is better off and no one is worse off. The factory could 
negotiate less and less pollution abatement. However, it would not offer a 
level of pollution abatement less than q*=60%. This is because below 
q*=60% the ~ n i m u m  compensation demanded by the c o ~ u n i t y  exceeds 
the ~ g i n a l  cost of supplying pollution abatement. Therefore, the factory 
will choose to supply pollution abatement. 

Figure 4.7 The Coasian solution to the externality problem 
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t 
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Case 2: The factory has the property rights 
When the factory has the property rights to the river, the starting point is 
q=O% because it has the right to pollute. However, once again there is 
potential for a trade because the community’s WTP for pollution abatement 
exceeds the factory’s marginal cost of pollution abatement. Suppose the 
c o ~ u n i t y  wishes to increase pollution abatement to q=ZU%. It could offer 
a ‘bribe’ of ab per unit to the factory to induce it to supply more pollution 
abatem~nt. The factory would be willing to accept this ~ o u n t  because it 
exceeds the marginal cost of supplying pollution abatement at that level. 



The factory has no incentive to provide pollution abatement beyond 
q*=60 because the marginal cost of supplying pollution abatement exceeds 
the maximum unit bribe the community is willing to offer. 

From the foregoing, it can be seen that, irrespective of who has the 
property rights, equilibrium is achieved at a quantity of q* and a price of p*. 
The outcome of this market solution is an efficient allocation of resources 
and the removal of the Pareto-relevant externality. However, the distribution 
of costs and benefits is different in each case. For example, when the 
offending party has the property rights, it is the affected party who makes the 
payment, and vice versa. 

Limitations of the market solution 
The efficient allocation suggested by the Coase Theorem is based on some 
key assumptions including the following: 

zero transactions costs 
0 well-defined property rights 

perfect competition, and 
0 

no free-rider effects 
no income (or wealth) effects 

Zero transactions costs 
Transactions costs refer to expenses that are incurred in the process of 
negotiating. Examples include legal fees, the cost of organising and bringing 
the parties to the bargaining table, and so on. These costs can be high 
especially when the population of affected people is large and scattered. 
These costs can be large enough to discourage some parties from seeking a 
negotiated settlement to the externality. 

Well-de~ned property r ig~rs  
The Coase Theorem implicitly assumes that either one of the two parties has 
a complete set of property rights. However, in many cases, property rights 
are either poorly defined or non-existent. Lack of property rights is probably 
one of the most significant obstacles to bargaining. In large resource 
development projects, it is often difficult to know precisely who the 
landowners are. This opens the way for speculators and activists to influence 
the negotiations. 
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Pegect c~mpet~tion 
The Coasian solution assumes a perfectly competitive market. The affected 
party’s  gaining curve’ is its marginal benefit curve, from which it can 
determine how much to pay and how much compensation to demand. 
Likewise, the offending party’s ‘bargaining curve’ is its marginal external 
cost curve. Under these conditions, the equilibrium solution is obtained by 
setting price equal to marginal cost. In the absence of perfect competition, 
the factory will set marginal revenue (and not price) equal to marginal cost, 
in which case q* is no longer the optimum solution. 

Income eflects 
The theorem assumes that there are no wealth or income effects. However, 
the assignment of property rights to one party, in reality, results in an income 
transfer to that party. The equilibrium level of pollution abatement will be 
more than q* when the affected parties have the property rights, and less than 
q* when the offending party has the property rights. It is also possible that 
when the offending party has the property rights, it may be tempted to 
increase pollution so as to increase the size of the bribe. 

Free-rider effects 
When there are many affected parties the free-rider problem may make it 
difficult to negotiate an efficient solution. It has been suggested that in such 
cases the government could facilitate pollution abatement by means of 
legislation and regulation. We discuss government policies in the following 
section. 

4.6 Government Policies 

The Coasian solution relies on negotiation between the parties to eliminate 
the ine~ciency created by the externality, upon speci~cat~on of property 
rights. However, as we have seen above, there are various reasons why the 
Coasian solution may not work in practice. There is therefore a need for 
government policies to correct the externality problem. As shown in Figure 
4.6, there are two main categories of government pollution control 
instruments: market-based instruments and command-and-control 
instruments. ~arket-based i n s ~ e n t s  include charges, subsidies, 
marketable permits, and deposit-refund schemes. The CAC approach, also 



84 Environmental Economics 

known as standards or regulation, includes ambient standards, performance- 
based standards, and technology-based standards. We begin the discussion 
with CAC approaches, which are, by far, the most commonly used approach. 

4.6. I Command-and-Control Approaches 
As the name suggests the approach consists of a ‘command’, which says that 
polluters must not exceed a certain level of environmental quality, and a 
‘control’, which monitors and enforces the standard. This form of regulation 
is also referred to as standards or regulation. As indicated in Figure 4.6, 
there are two types of standards: ambient standards and emission 
standards. An ambient standard stipulates the minimum desired level of air 
or water quality (or maximum level of a pollutant) that must be maintained. 
Emission standards may also be divided into two types: performance-based 
standards, and technology-based standards. A performance-based 
standard stipulates an emissions limit that each firm must achieve. Finally, a 
technology-based standard not only stipulates an emissions limit that each 
firm must achieve, but also the “best” technology that must be used (see Box 
4.1). 

Referring to Figure 4.8, the socially optimum standard and penalty will 
be q* and p*,  respectively. Let the actual standard applied be represented by 
the vertical line, q”. The usual practice is to impose a penalty for polluting 
beyond the standard. Given the penalty, p ,  the efficient level of pollution 
abatement for the firm will be q, and there will be a deadweight loss to 
society of abc. 

Standards have the following disadvantages: 

1. To set an optimum standard and penalty, the government must 
know the demand (marginal social benefit) and the supply 
(marginal social cost) curves for pollution abatement. However, 
since air (or water) quality is a non-market good, the demand 
curve is not directly observable”. Also, it is difficult for the 
government to know exactly the industry’s marginal abatement 
(or external) cost curve, given the large number of polluters. In 
light of the above reasons, it is likely that the government will 
set the standard at a point other than q*. 

2o Chapter 5 reviews methods for estimating the value of non-market goods. 
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2. Under standards or regulation, there are no economic incentives 
for f m s  to provide abatement beyond the standard. 

Figure 4.8 An emission standard 
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3. In practice, penalties for violating standards are set too low and 
enforcement is often not rigorous. 

4. To be effective, the standards need to be revised in response to 
changing external circumstances. However, in practice, 
legislators do not keep up with the pace of change. 

5. The uniform nature of standards makes them less cost-effective 
than MBIs. This is because a firm must abide by the standard 
even when its costs of abating pollution are much higher than 
those of other firms. 

On the positive side standards are more pragmatic and, perhaps, more 
socially acceptable than MBIs, especially when there is the possibility that a 
pollutant will affect human health. In this regard, standards are considered to 
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be consistent with the Precautionary Principle (Box 4.1) which takes 
account of intergenerational and intragenerational concerns.*' 

4.6.2 Market-Based Instruments (MBIs) 
Market-based instruments use price or some other economic variables to 
provide incentives for economic agents to abate pollution. As described in 

The issues of intergenerational and intragenerational equity are discussed in Chapter 11 in 
relation to sustainable development. 
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Figure 4.6, MBIs include charges, subsidies, marketable permits, depmit- 
refund schemes, and performance rating schemes. 

Charges 
A charge or tax is, in effect, a negative price that is levied in proportion to 
the amount of pollution. This type of tax is also referred to as a Pigovian tax 
after the British economist, Arthur Pigou, who proposed the idea in 1920 
(Pigou, 1920). There are at least four types of charges: emission charges, 
user charges, product charges and administrative charges. A product 
charge is a variation of emission charges whereby taxes are levied on goods 
produced with polluting inputs. An example of a product charge is a carbon 
(fuel) tax. User charges are fees levied for using an environmental resource. 
They are often not directly related to the level of pollution but rather aim to 
recover some portion of the abatement cost, Finally, admi~istrative charges 
are service fees levied by a government authority for implementing or 
monitoring a regulation. Charges are based on the ‘Polluter-Pays Principle 
(PPP)’ which asserts that the polluter should bear the cost of any abatement 
taken to maintain an acceptable level of environmental quality (OECD, 
1989). 

To give an example of a Pigovian tax, suppose the demand curve for 
pollution abatement is D and the supply of pollution abatement is S (Figure 
4.9). The government would try to set the charge at p*, where demand equals 
supply. However, this approach faces a similar constraint as standards in the 
sense that both the demand and supply curves are not known with certainty. 
In practice the charge is likely to be set at a point p < p* at which the level of 
pollution abatement will be less than optimum. Pearce and Turner argue that 
attempting to calculate an ‘optimal’ tax is unrealistic. What is needed is “the 
kind of information that would tell us whether we are very wide of the mark 
in taking a particular pollutant or whether we are in the right ‘ballpark’” 
(Pearce and Turner, 199097). 

Economists prefer charges to other pollution abatement alternatives 
because charges offer firms an economic incentive to reduce pollution. 
Different fvms have different pollution abatement costs. By imposing a 
charge per unit of pollution, emission charges induce firms to lower their 
emissions to the point where the marginal cost of abatement equals the 
charge. Unlike stand~ds,  which are applied u n i f o ~ y  to all polluters, 
charges enable firms to adopt a cost-effective solution to pollution 
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abatement. Compared to standards, there is a stronger incentive for firms to 
adopt new technology in order to lower the charges they have to pay. 

Figure 4.9 An example of a Pigovian tax 
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In spite of the above advantages, charges and taxes do have some 
disadvantages. The problem associated with setting an optimum tax due to 
unce~ainty about the demand and supply curves has already been discussed 
above. In addition, the costs of monitoring emissions could be high. 
Furthermore, there are a number of equity issues arising from such a tax. 
First, firms could pass on a portion of the tax to consumers in the form of 
higher product prices.22 If the product is a necessity, then low-income 
households who spend a high proportion of their income on such goods 
would be adversely affected. Second, imposing a tax could also lead to job 
losses as firms minimise their costs in order to increase pollution 
abatement. 23 

*'See Exercise 5, Chapter 3 for a problem based on this issue. 
23 See Section 3.7.2 for an analysis of the employment effects of an emission standard. 
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Subsidies 
An alternative to taxes is for the government to subsidise the polluter per 
unit of reduction in the level of pollution. The subsidy could also be offered 
for the purchase of pollution abatement equipment or technology. Referring 
to Figure 4.9, the amount of the subsidy will be p *  per unit of pollution 
abatement. In this case, the optimum level of pollution abatement will be q” 
units. 

In theory, both taxes and subsidies should result in the same optimum 
level of po~lution a b a t e ~ ~ n t .  However, if there is unrestricted entry into the 
industry subsidies could attract more producers, Therefore, in the long run 
aggregate pollution could increase under subsidies but decrease under 
charges. Also, subsidising pollution abatement may be seen as socially 
‘unjust’ because what it effectively does is to redistribute income away from 
society to polluters. 

Marketable permits 
Marketable (or tradeable) pollution permits are a relatively new approach to 
controlling environmental pollution. Marketable permits were first 
i n ~ ~ u c e d  in the U.S. in 1977 as part of the Clean Air Act, The system 
operates through pollution credits or pollution allowances. Under a 
pollution credit, a firm acquires a credit for abating below the standard. The 
credit could then be traded. Under a pollution allowance, the firm is given a 
permit to emit a certain amount of pollution. Firms are allowed to trade in 
pollution allowances. 

A marketable permit system operates in three stages: 

1. The government determines the socially acceptable level of 
aggregate emissions in a given region. 

2. A fixed number of permits are then issued. For example, if 150 
units of emissions were acceptable in the region, then 150 one- 
unit permits would be issued. 

3. The government establishes a market for permits within the 
region, which is then allowed to determine the permit price. 

A major issue is how to determine the initial allocation of permits. One 
approach, referred to as grandfathering, is to base the initial allocation of 
permits on historical levels of emission by existing firms. 
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To demonstrate how permit prices are determined, let the socially 
acceptable level of emissions in a given geographical area be qa (Figure 
4.10). The supply (%) of permits is therefore fixed at qa. The demand for 
permits, in this, case is equal to firms’ marginal abatement costs (MAC). The 
price of a permit, p*, is determined at the point of inters~ction between the 
demand (Le., MAC) and and the vertical supply curve. 

Figure 4.10 Marketable permits 
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After the aggregate level of emissions and the permit price have been 
determined, firms are then free to trade in permits. Firms with MACs below 
the permit price, p*, have an incentive to sell permits to those with MACs 
above the permit price. The flexibility in allowing trade in permits makes the 
marketable permit system a more cost-effective way of getting f i rms  to 
comply with a given standard compared to the CAC approach.24 

Marketable permits can also be used to regulate certain open access 
resources such as ocean fisheries. This variant of the permit system, referred 
to as the Individual Transferable Quota (ITQ) Scheme, was first used in New 

24 See Tietenberg (1985) for proof that the marketable permits result in ~ n i ~ s a ~ i o ~  of 
compliance costs. 
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Zedand in 1986, It has since been used in Australia to manage the Southern 
Bluefin tuna fishery and in the U S  to manage the Atlantic surf clam 
i n d u s ~ *  

Marketable permits have some advantages and disadvantages. The 
advantages include: 

1. The permit system is ~ a ~ ~ f e ~ ~ l e .  ~ o v ~ ~ ~ ~ ~  f m  can profit 
from selling their permits, There is therefore an incentive for 
fim to invest in pollution abatement, 

2. The system makes allowance for industrial development. New 
polluters are able to purchase unwanted permits from established 
firms. Both new and old f i i  are encouraged to acquire 
efficient ~ o l l ~ o n  a b a t e ~ e ~ t  ~ a p ~ b ~ ~ t ~ e s ’  

3. The system can generate revenue for the gove~men t~  a ~ t h o ~ ~ h  
the cost of enforcing penalties must also be cansidered. The 
income generated from the scheme could be considered as a 
form of compensation to the public. 

The z sad vantages include the f o l l o w ~ n ~ ~  

1. The market for permits may not be perfectly competitive if the 
~~~~r of polluters is sm1.l. In this case, the bigger fvms may 
be able to exert some market pressure on permit prices. 

2. The scheme may involve high ~ a n s a ~ t ~ o n §  costs such as 
~ d ~ n i s ~ a t ~ v ~ ,  ~ o n ~ € ~ r i n g  and e n f o ~ ~ m e n t  costs. Huber eb CEE. 
(1998) suggest these costs could be higher than under the CAC 
(see Box 4.2). This i s  due to the fact that the monitor~ng may be 
as much as in CAC, but there would also be additional costs 

3. Marketable permits are difficult to operate when there are 
several pollu~nts in the area. 

Other MBIs 
Other types of ~ k e t - b a ~ d  ~ncentive i n s t ~ e n t s  include d~posit- fun^ 
schemes, ~ c o l ~ ~ l l i ~ g  and ~ ~ o ~ a n c e  rating. 

~ ~ ~ ~ s i ~ - ~ e ~  schemes 
As the name suggests, a deposit-~efu~d scheme involves a ‘deposit’, which is 
a frontend payment for a potential polluting activity, and a ‘refund‘, which 
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is a guarantee of a return of the payment upon proving that the polluting 
activity did not take place. Deposit-refund schemes have some of the 
economic incentive characte~stics of charges. The ‘deposit’ is an attempt to 
capture the marginal external cost of improper waste disposal. The consumer 
is forced to account for the external cost of pollution by making an up front 
payment. However, the ‘refund’ is a reward to properly dispose of waste. 
The deposit-refund scheme is one type of MBI that is well established in 
both advanced and developing countries. In the latter, collection of paper, 
plastic and other recyclable material is a source of informal occupation for 
unskilled workers, 

Deposit-refund schemes have the following advantages: 

1. It is a voluntary system that tries to change environmen~al 
~ h a v ~ o u r  at least cost to the gove~ment. The monito~ng and 
enforcement costs are minimal because it requires limited 
supervision. 

2. The system can be used to encourage recycling and more 
efficient use of raw materials. That is, the ‘deposit’ is a tax that 
encourages firms to use raw materials more efficiently during 
the production process. On the other hand, the ‘refund’ 
encourages them to properly dispose of the waste products. 

Ecalabelling and perjarmance rating 
In this approach, the gove~ment  supports an eco~ab~~l ing  or ~ ~ o ~ n c e  
rating program that requires the firm to provide information on the final end- 
use product. The performance rating is on the basis of IS0 14000 voluntary 
guidelines which includes the following: zero discharge of pollutants, 
adoption of pollution abatement technology, submission of mitigation plans. 
Ekolabels are attached to products that are judged to be ‘environmentally 
friendly’. 

4.6.3 Other P u ~ ~ ~ t i u n  A~atement I n s ~ r ~ ~ e n ~ s  
Other instruments for dealing with pollution problems include: 

Voluntary jncentives 
Liability legislation 

* Education 
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* Zoning 
Fines,and 

* Bans 

Voluntary incentives 
Volunta~  incentive mechanisms are discussed later in Chapter 10, Section 
10.5.1. 

Liability legislation 
In the liability legislation approach, the polluting f i i  is required by law to 
financially compensate any individuals or groups who are adversely affected 
by its activities. The amou~t  of damages payable are d e t e r ~ n e d  t ~ o u g h  the 
legal system. Other forms of liability legislation include performance 
bonds and zero net impact legislation. Performance bonds are widely used 
in most countries, p~icu lar ly  in the areas of infrastructure cons~uction and 
natural resource extraction. In this approach, the firm posts a long-term 
performance bond for potential or uncertain hazards associated with the 
proposed activity. In zero impact legislation, the firm is legally required to 
ensure that environmental damage occurring in a particular area is 
compensated elsewhere. For example, if construction of a highway disrupts 
electricity supplies to a neaby c o ~ u n i t y ,  the fm is required to pay for the 
restoration of the service for those affected. 

~ u ~ t i o n  
Another approach to encourage environmentally responsible behaviour by 
firms is to educate and inform both consumers and producers. For example, 
the government could require f m s  to disclose information on the pollutants 
they generate. This information is then transmitted to consumers. While no 
sanctions are applied, consumers are free to choose how they will react to 
the products of particular firms. The gove~ment  could also provide 
information to firms on pollution abatement technology and improved 
industrial processes. The ‘disadvantage’ of this particular option is that it 
requires the gove~ment  to commit adequate funds to make the program 
effective. 
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Zoning, fines and bans 
Finally, there is a variety of other pollution control instruments including 
zoning, fines and bans. Zoning is basically land use restrictions that are 
commonly applied in urban areas, In most jurisdictions, there are fines for 
spills from port or land-based storage facilities, and there are outright bans 
on materials deemed to be unacceptable for solid waste collection services.. 

4.7 Summary 
In this chapter it has been demonstrated that the market system fails to fully 
incorporate the value of environmental goods and services because such 
goods are often not traded in markets and therefore tend to be underpriced or 
unpriced. Market failure can occur due to the following factors: lack of or 
weak property rights; public goods andlor c o ~ o n  property character~stics; 
externalities, and type of market structure. When there are weak or no 
property (or ownership) rights for an environmental good there is a tendency 
to overexploit it. There are few incentives to conserve such goods because an 
individual (or group) cannot expect to appropriate all the benefits. Market 
failure can also occur because a good displays public goods characteristics. 
A pure public good is a good that is non-exclusive and non-rival in 
consumption, and has a zero marginal cost of provision. The owner of a 
public good will not supply the optimal amount because he or she cannot 
exclude others from consuming it. 

The third type or cause of market failure is due to externalities. An 
externality is said to occur when one person’s actions affect the welfare of 
another, but the affected person is not compensated. Market failure also 
occurs when, due to lack of (or weak) property rights, the affected person 
cannot demand compensation from the offender. Finally, market failure can 
occur when one person exerts monopoly influence in the market place. In 
this case, the equilibrium price is higher and the equilibrium quantity is 
lesser than in a perfectly competitive market. In the case of some non- 
renewable natural resources, such a situation may actually result in more 
conservation. 

We considered two main approaches to the solution of environmental 
pollution problems: the market (Coasian) solution and government 
interven~ion. The Coasian solution relies on the market system to resolve the 
externality problem through bargaining between the affected and offending 
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parties. The 
outcome of the 
negotiation will 
be the 
elimination of 
the Pareto- 
relevant 
externality 
irrespective of 
who has the 
property rights. 
However, it was 
explained that 
the Coasian 
solution is based 
on some strong 
assumpti~ns 
including zero 
transactions 
costs, well- 
defined property 
rights, perfect 
competition and 
zero income 
effects. Since alt 
or some of these 
assumptions 
may not hold, it 
is argued that 
there is a need 
for govem~ent 
intervention, 

We discussed two main types of g o v e m ~ n t  pollution abatement 
instruments: command-and-control (CAC) and market-based incentive 
mechan~s~ .  The advan~ges and l i ~ t a t ~ o n s  of these two approaches were 
addressed. MBIs are generally preferred over CAC approaches because they 
offer an economic incentive to reduce pollution, However, CAC approaches 
are more appropriate when there is uncertainty about health effects. 
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Although MBIs are more cost-effective and provide revenue for the 
government, their administratuve costs could be higher than CAC (see Box 
4.2). 

In conclusion, the point must be made that each pollution a b a ~ ~ e n t  
strategy has particular strengths and weaknesses, as well as associated costs. 
When considering options for dealing with particular pollution problems, the 
expected benefits must be compared with the costs. Going through such an 
exercise would indicate whether government intervention is justified. Indeed 
there is no guarantee that government intervention will necessarily result in 
maximum benefits to the society. 

Review Questions 
1. Explain the meaning of the following economic terms: 

Opportunity cost 
0 Pareto optirnality 
0 Perfect competition 

2. Describe the properties of a fully specified set of property rights. 

3. Describe the properties of the following goods: 
Private good 

0 Congestion good 
0 Common access good 
0 Semi-public or quasi good 
0 Pure public good 

4. Define the following terms: 
0 Externality 
0 Pareto-relevant externality 
* Pecuniary externality 
0  precaution^ Principle 

5. Explain the meaning of the term ‘internalising an externality’. 
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Exercises 
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1. 

2. 

3. 

What is meant by ‘market failure’? Explain the causes of market failure. 

Explain how the Coase Theorem can provide an optimal solution to an 
externality problem such as pollution. State the assumptions of the 
theorem and explain why it is unlikely to lead to an efficient outcome. 

Compare and contrast market-based incentive approaches (e.g., charges) 
with command-and-control approaches, using the problem of air 
poilution as a point of reference. 
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5. Environmental Valuation 

Objectives 

After studying this chapter you should be in a position to: 

o explain the various types of non-market values associated with 
environmental goods and services; 

o explain various techniques for estimating non-market values; 

c3 explain the l i ~ t a t ~ o n s  of these tec~iques;  and 

R implement the travel cost method. 

5.1 Introd~ction 
The proper valuation of non-market environmental commodities has 
significant policy implications. In the past such commodities have been 
assigned zero or low values due to difficulties involved in assigning 
economic values. Failure to properly account for the values of some 
environmental resources has resulted in decisions that have had negative 
implications for the environment and the society. Environmental valuation is 
also important in the event of natural disasters, either man-made or naturally 
occurring. A recent example is the Exxon Valdez oil spill in Alaska. In a 
landmark case the United States Supreme Court ruled that the people of 
Alaska should be compensated for their loss of livelihood and recreation as a 
result of the accident, As most of the lost benefits were non-market in nature, 
conventional market techniques could not be used. 

This chapter begins with a description of the types of non-market values 
associated with a given environmental resource. The chapter then proceeds 

101 
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to describe a range of techniques for valuing non-market environmental 
commodities. A summary of the main points is provided at the end. 

5.2 Types of Economic Values 
Whenever we think of a resource, say a forest, the value that immediately 
comes to mind is the utility that we derive from direct uses (e.g., timber 
harvesting, and recreation). However, there is a range of values that is 
associated with a natural resource such as a forest. The total economic value 
(TEV) of a natural resource can be divided into two broad categories: 
instrumental or use value, and intrinsic or non-use (or passive use) value 
(Figure 5.1). Use values, which are most commonly known, refer to the 
capacity of a good or service to satisfy our needs or preferences. Use values 
can be further divided into direct value and indirect use value. Direct use 
values consist of consumptive uses such as timber harvesting and non- 
consumptive uses such as camping, hiking and birdwatching. Indirect use 
values include environmental services such as maintenance of the 
hydrological system, climatic stabilization (e.g., carbon fixing) and soil 
stabilization. 

Figure 5.1 A taxo~omy of economic values 
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Intrinsic or non-use values, as the name suggests, are inherent in the good. 
That is, the satisfaction we derive from the good is not related to its 
consumption, per se. Non-use or passive use values comprise existence 
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value, bequest value and option value. Existence value arises from the 
benefit an individual derives from knowing that a resource exists or will 
continue to exist regardless of the fact that they have never seen or used the 
resource, or intend to see or use it in the future. A good example of the 
significance of non-use value is the international outcry over the whaling 
issue. There are many people who have never seen a whale or plan to see 
one, but are nevertheless witling to pay significant sums of money to ensure 
that whales are not hunted to extinction. 

Bequest values arise from the benefits that individuals derive from 
knowing that a resource will be available for their children and children’s 
children. Option value is a little more complex. Option value may be defined 
as the amount of money an individual is willing to pay, at the current time, to 
ensure that a resource is available in the future, should they decide to use it. 
To the extent that option value is the expected value of future use of the 
resource, it may also be classified as a use value. 

A related type of option value is quasi-option value (Arrow and Fisher, 
1974; Fisher and Hanemann, 1987). Suppose there is a choice between 
conservation and development. However, the development option will result 
in an irreversible change. In this case, quasi-option value is the value of 
information that results after a decision has been made to develop or 
conserve at the present time. For example, if a cure for a fatal disease were 
to be found after the conservation decision has been made, then quasi option 
value would clearly be positive. It must be noted that quasi-option value 
cannot be summed with option value because it measures a different 
concept. 

Use values can be readily measured by market prices or other means and 
are well accounted for in decision-making processes. However, as indicated 
earlier, non-use values are problematic because they are not traded and 
therefore cannot be valued by market prices. Empirical research suggests 
that non-use values can be a significant component of total economic value. 
Table 5.1 reports estimates of use and non-use values for wildlife in Alberta, 
Canada. The preservation (i.e., non-use) benefits of wildlife were estimated 
to be C$67.7 million per annum out of a total economic value of C$185.2 
million per annum in 1987 dollars. In this case non-use benefits were at least 
one-third of TEV. Thus, failure to consider such benefits, whether 
quantitatively or qualitatively, in the decision-making calculus could lead to 
gross underesti~tion of the contri~ution of wildlife to total social welfare. 
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We discuss below a range of techniques for obtaining non-market values of 
environmental resources. 

Table 5.1 Estimates of the economic value of wildlife in Alberta, Canada 

Mean Annual In perpe- 
Values Number of values tuity 

Type of Value C$/capita/p.a. participants (1987 (C$ mil. 
C$mil.) pa.) 

Preservation Benefits 80.9 836,125 67.7 1354 

Hunting 
Waterfowl 171.8 59,730 10.3 206 
Other birds 130.0 84,827 11.0 220 
Small mammals 119.1 56,738 6.8 136 
Large mammals 211.1 118,207 24.9 498 
All hunting 165.9 53.0 1060 

Non-Consumptive Use 163.0 395,873 64.5 1290 

Total Economic Value 185.2 3704 

Source: Adamowicz, Asafu-Adjaye, Boxall and Phillips (1991) 

5.3 Non-Market Valuation Methods 

Non-market valuation methods can be broadly classified into two categories: 
revealed preference (RP) approaches and stated (or expressed) preference 
(SP) approaches (Figure 5.2). Revealed preference approaches make use of 
individuals’ behaviour in actual or simulated markets to infer the value of an 
environmental good or service. For example, the value of a wilderness area 
may be inferred by expenditures that recreationists incur to travel to the area. 
The value of, say, noise pollution may be inferred by analysing the value of 
residential property near an airport. These methods are also referred to as 
indirect or surrogate market approaches. 
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Examples of RP methods include: 
Travel Cost Method (TCM) 

* Hedonic Pricing Method (HPM) 
* 

Benefit Transfer Methods 
Cost (or Expenditure) Methods, and 

Figure 5.2 Classification of non-market valuation methods 
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Stated preference methods attempt to elicit environmental values directly 
from respondents using survey techniques, hence the alternative name of 
‘direct approach’, As will be explained below, these methods are flexible 
and can be applied to a wider range of environmental goods and services 
than RP methods. Furthermore, SP methods can be used to estimate total 
economic value (Lee, use and non-use values), whereas RP methods can be 
used to estimate only use values. Stated Preference methods do have some 
drawbacks and these are discussed below. 

5.3. I Stated Preference ~ e t ~ ~ ~ s  
SP methods can be further classified into two categories: contin~ent 
valuation method (CVM), and choice experiments. In this section we first 
consider the CVM and then go on to discuss choice experiments, 
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The contingent valuation method 
The CVM uses interview techniques to ask individuals to place values on 
environmental goods or services. The term ‘contingent’ in CVM suggests 
that it is contingent on simulating a hypothetical market for the good in 
question. The most common approach in the CVM is to ask individuals the 
maximum amount of money they are willing to pay to use or preserve the 
given good or service. Alternatively, the respondents could be asked the 
maximum amount of money they are willing to accept in compensation 
(WTA) to forgo the given environmental good or service. Theoretically, 
these two measures should be equivalent. However, em irical studies have 
indicated that WTA estimates exceed WTP estimates. Typical steps in a 
CVM procedure are as follows: 

2 

1. Set up the hypothetical market; 
2. Obtain the bids; 
3. Estimate mean WTP and/or WTA; and 
4. Estimate bid curves 

Setting up the hypothetical market 
The first step is to establish a reason for a good or service where there is no 
current payment. Suppose there is a government proposal to mine, say, a 
wilderness area. Assuming few people actually visit the area, the analyst 
would describe the area and the impacts of the proposed project on the 
environment. Pictorial aids could also be used in setting up this hypothetical 
market (not applicable to a telephone interview). 

Obtaining the bids 
The second step is to decide on a suitable ‘bid vehicle’. This is the method 
by which the WTP or WTA bids would be elicited. Possible bid vehicles 
could include income taxes, property taxes, utility bills, entry fees, and 
payments into a trust fund. 

Methods used to obtain the bids include face-to-face interviews, 
telephone interviews or postal surveys. A face-to-face interview allows more 

Critics of the CVM assert that this is an indication of the lack of validity of the method. 
However, recent research indicates that the divergence should be expected on both economic 
and psychological grounds. Individuals may feel the cost of a loss more intensely than the 
benefit of a gain. 
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scope in presenting the hypothetical market and clarifying respondent 
concerns. However, it is the most expensive method because interviewers 
have to be paid. The telephon~ ~ n t e ~ i e ~  and postal survey offer less 
flexibility, in declining order 

Methods of obtaining bids include the following: 

0 Bidding games: respondents are offered progressively higher bids 
until they reach their maximum WTP. 
Payment card a range of values is provided on a card and the 
respondent is requested to choose one. 
Open-~nded questions: respondents are asked to report their 
maximum WTP. 
Close ended questions: there are at least three variants: 
(i) Dichotomous choice (referendum): a single amount is offered 

and respondents are asked to provide a ‘Yes’ or ‘No’ answer, 
also referred to as the ’take it or leave it’ or approach; 

(3) Double-bounded referendum: respondents who answer ‘no’ to 
the first amount are offered a lower amount, and those who 
answer ‘yes’ are offered a higher amount; and 

(iii) T~cbotomous choice: respondents are offered three choices to 
the payment-‘yes’, ‘no’ and ‘indifferent’. 

An important requirement of using the CVM is that the respondents must be 
reminded of their budget constraints when eliciting their bids. The 
dichotomous choice (or referendum) format (Bishop and Heberlein, 1979) is 
considered to be the state-of-the-art in CVM methodology. A National 
Oceanic and Atmospheric Administration (NOAA) panel of economic 
experts, chaired by Kenneth Arrow and Robert Sotow, recommended the 
referendum format over the open-ended format (NOAA, 1993). The double- 
bounded referendum (Hanneman, 1985) and trichotomous choice (Ready et 
al., 1995) are relatively more recent variants of this approach. 

E ~ t ~ r n ~ ~ i ~ ~  mean W P  aradlor WTA 
For the first three bid elicitation approaches the mean and median WTP can 
be found from the individual bids. Mean and median bids for the close-ended 
referendum bids are more difficult to obtain. Analytical methods such as 
probit, logit and random utility models can be used to obtain estimates. 
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E s t ~ m a ~ ~ n ~  the bid  demand^ curves 
Bid (or demand} curves could be estimated at this stage to validate the WTP 
results and to estimate aggregate WTP. The bid curve is estimated by 
regressing WTP against relevant socioeconomic variables, and checking to 
see whether the signs conform to theory. For example, the following demand 
function could be estimated: 

where A is age; E is educational level; Y is income level and M is a variable 
for members~ip of an environmental organisation. Based on economic 
theory, we would expect Y to be positively related to WTP. 

The total value of the good or service can be estimated by multiplying 
the mean WTP by the number of households (if the sampling unit used was 
the household). 

Choice experiments 
Choice experiment approaches include conjoint analysis26 and choice 
modelling (CM). Conjoint analysis is further divided into contingent 
ranking, contingent rating and paired comparison. 

Conjoi~t ~nu~ysis 
A major difference between CVM and conjoint analysis is that in the former 
respondents are required to evaluate only one or sometimes two alternatives. 
On the other hand, the latter requires them to evaluate several alternatives 
separately. In contingent rating, respondents are requested to rate their 
preferences for several alternatives on, say, a ten-point scale. They are 
presented with a set of attributes associated with each alternative. The 
respondents’ ratings are then regressed against the attributes. The marginal 
rate of substitution between a given attribute and its price provides an 
estimate of the ‘value’ of the attribute. This is referred to as the ‘part- 
worth’ of the attribute. S u ~ i n g  all the part-worths provides an estimate of 
a respondent’s WTP for an aggregate change in the environmental good or 
service. In contingent ranking, respondents are required to rank all the 
alternatives from least preferred to most preferred. The analysis of 

26 Conjoint analysis is a popular technique in marketing research. It has only recently been 
adapted for valuing environmental goods and services. 
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contingent ranking data is similar to that of contingent rating. The rankings 
can be converted to a ratings scale and analysed with multiple regression 
techniques, or other estimation methods such as logit or probit analysis can 
be used. 

A weakness of both contingent rating and contingent ranking is that they 
do not provide the respondent with an opportunity to say ‘no’ to the good. 
The only way they allow opposition is by registering a low rating or ranking. 
In that sense these methods are considered to be unconditional or relative 
measures of WTP and could be understated. 

In the paired comparison approach, respondents are presented with 
successive sets of two choices and asked to rate the difference between them 
on a scale (usually, a 5-point scale). A form of paired comparison is adaptive 
conjoint analysis where the pairs are generated with the aid of a computer. 
Like the previous two methods, the data from the paired comparison can be 
analysed using multiple regression, logit or probit models to provide 
estimates of a respondent’s WTP for an aggregate change in the 
environmental good or service. 

Choice modelling 
Choice modelling (CM) was developed by Jordan Louviere and was initially 
used in the field of marketing to analyse consumer choices (Louviere and 
Woodworth, 1982). Since then, a few studies have used the method to value 
environmental goods and  service^.^' In this approach, respondents are 
presented with a series of alternatives, with each containing three or more 
resource use options. Usually, each alternative is defined by a number of 
a t t r~bu~s .  For example, in a CM study of preserving a wilderness area the 
attributes could be the following: numbers of rare species present; ease of 
access to the area, size of area and cost to households (Box 5.1). These 
attributes wouid then be varied across the various alternatives. The 
respondents are then required to choose their most preferred alternative. 
Estimates of respondents’ WTP are obtained by estimating a multinomial 
logit model. 

Choice modelling is relatively more versatile than the other SP methods. 
It can be used to value multiple sites or multiple use alternatives. Unlike 
conjoint analysis, CM can be used to provide conditional or absolute 
measures of WTP provided a ‘choose neither’ option is included among the 

*’ See applications by Adamowicz et aI. (1994) for valuing water-based recreation and by 
Monison ef ai. (1998) for valuing wetlands. 
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alternatives. The main disadvan~ge of choice modelling is that complex 
survey designs are required. The number of choice sets can be large, which 
tends to lengthen interview times. 

Biases Associated with Stated Preference Methods 
Stated preference methods have some distinct advantages. Most are 
straightforward to apply and do not require any theoretical assumptions 
compared to revealed preference approaches. The only assumption is that the 
individual is able to value the good or service and will truthfully report his or 
her valuation, Furthermore, at the present time, methods such as CVM and 
choice modelling are the only ones that can be used to estimate non-use or 
passive use values. 

In spite of (or maybe due to) their simplicity, stated preference methods 
are subject to a number of biases. These include: (i) hypothetical bias; (ii) 
embedding effect; (iii) strategic bias; (iv) bid vehicle bias; (v) starting 
point bias; (vi) information bias; (vii) part-whole bias; and (viii) non- 
response bias. 

These biases are briefly discussed below. 

(1) ~ypothetica~ bias: The major assumption in the CVM is that the amount 
of money people say they are willing to pay corresponds to the 
individual valuatjons of the good or service in question. The CVM has 
been criticised for the fact that respondents do not actually have to pay 
their stated amounts. Therefore, it has been suggested that the 
hypothetical nature of the exercise might induce people to ‘free ride’, 
that is, understate their true WTP. However, in a series of experiments in 
which hypothetical WTP has been compared to actual WTP, 
hypothetical bias has not been found to be significant. 

(2) Embedding effect: embedding effect (Kahneman and Knetsch, 1992) is 
said to occur when an individual’s WTP is lower when it is valued as 
part of a more inclusive good or service, rather than on its own. It has 
been suggested that embedding effect occurs because people are seeking 
a ’feel good’ or ‘warm glow’ associated with con~buting to a ‘good’ 
cause. Some researchers attribute embedding to the existence of 
substitutes. That is, people will reduce their WTP if they are aware of 
substitutes. Embedding effect is minimised in CM because it allows 
explicit inclusion of substitutes. 
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Box 5,  I Choice Modelling Application in the Desert Uplands, Central 
Queensland 

Choice modelling was used to estimate the economic value of 
the loss of endangered species in the Desert Uplands 

entral Queensland (Blamey et al., 1997). The aims of the 
: (i) to apply and develop the choice modelling technique; 

and (ii) to provide estimates of the economic value of preventing 
endangered species Ioss to assist resource management decision- 
making. The first objective was to enable a test of choice modelling 
as an alternative to the CVM given the problems associated with the 
latter. With regards to the second objective, land clearing is a major 
problem in the area, and there was a need to assess the trade-offs 
invoked with alternative land uses. 

The preliminary results suggest that the loss of endangered 
species was A$11 per species by Brisbane residents aged under 30 

$14 per species by Brisbane residents aged under 60 
years of age. 

Source: Blamey et al. (1997). 

(3) Strategic bias: strategic bias occurs when a person deliberately overstates 
(or understates) his or her true bid in order to influence the outcome. For 
example, some people who strongly support a proposed development 
may report a zero WTP for conservation even when they have a positive 
WTP. Other SP methods may not suffer from the same level of strategic 
bias as CVM because they do not require respondents to state their bids. 

(4) Bid vehicle bias: as noted above, the CVM depends on a ‘vehicle’, that 
is, a means by which the stated hypothetical amounts would be 
collected. An individual who dislikes a particular kind of vehicle (e.g., 
higher taxes) may understate his or her WTP. In some areas, respondents 
might be dissatisfied with the way their government is using their taxes 
and therefore such a vehicle might invoke a negative response. A 
solution to this problem is to use a ‘neutral’ vehicle. For example, for 
preservation values, a useful vehicle could be donations to a trust fund to 
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be administered by an independent non-governmental organisation. 
Vehicle bias is present in CVM and contingent ranking. There is a 
question mark on the presence of vehicle bias in contingent rating, 
paired compar~son and CM because these methods emphasise multiple 
attributes which place less emphasis on payment. 

(5) Starting point bias: some CVM bid elicitation formats (payment card and 
bidding game) ‘start’ off with a certain amount. The stated amount may 
induce bias in the sense that it may be misinte~reted by the respondent 
as a cue for an ‘appropriate’ range of WTP. There is not much empirical 
evidence about the extent of this type of bias. However, it may be 
minimised by extensive pretests of the survey instrument. 

(6) Information bias: because a CVM is conducted by creating hypothetical 
scenarios, this scenario must be conveyed to the respondent by prov~ding 
information. The quantity, quality and sequencing of this information 
can influence the bids. Insufficient information will make it difficult for 
the respondent to properly value the given good if he or she has no prior 
knowledge of it. On the other hand, too much information would be a 
definite source of bias. One way of min i~s ing  this kind of bias is to 
provide enough infor~ation to model the real context of the valuation 
exercise. 

(7) Part-whole bias: there is concern that if people are asked to value one 
part of a given asset (e.g., all wildlife) and then subsequently asked to 
value a part of it (e.g., a given species) the response may be similar. It 
has been suggested that this problem arises from the way people allocate 
their personal budget, first dividing their income amongst broad 
consumption categories, and then allocating to sub-categories of goods. 
The solution to this problem is to remind them of their budget 
constraints and to restrict valuation to whole goods rather than parts of 
the good. 

(8) Non-response bias: this type of bias is associated with surveys, in 
general. Some people cannot be bothered to participate in surveys. 
Often, it is those with particular interests in the subject who are likely to 
respond. In such cases, it may be argued that the sample is not 
representative of the population. Non-response bias can be minimised if 
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questions are easier to answer. In this regard, it has been suggested that 
the CM format may be easier than, say, the CVM. Mackenzie (1993) 
reported that only 1.4 percent of respondents in a CM survey refused to 
answer rating questions. 

Summary of Stated Preference Methods 
Stated preference methods are relatively straightforward approaches for 
eliciting individuals’ valuations of non-market environmental goods and 
services, They require few theoretical assumptions. For example, the only 
assumption implicit in the use of the CVM is that respondents have an idea 
of their personal preferences and are willing to truthfully report their 
willingness-to-pay. However, the validity and reliability of estimates 
obtained using these methods may be questioned due to inherent biases. 
Most of these biases are associated with the CVM, in p ~ i c u l a r .  These 
include hypothetical, part-whole, strategic, vehicle, starting point and non- 
response bias. The other SP approaches are less prone to certain types of 
biases. Recent research, however, suggests that fol~owing certain best 
practice procedures in survey design can minimise most of these biases. At 
the present time, CVM and CM are the only techniques that can be used to 
value non-use values. 

5.3.2 Revealed Preference Methods 
Revealed Preference methods include the travel cost method, the hedonic 
price method, market value or cost methods and the benefit transfer method 

Travel Cost Method (TCM) 
Although Clawson (1959) is credited with being the originator of the idea for 
the travel cost method, Davies (1963) was the first to apply the method in a 
study of the value of recreation in Maine forests. The basic assumption 
underlying the method is that the costs an individual incurs in visiting a 
recreational site reflect the person’s valuation of that site. By asking visitors 
questions relating to where they have travelled from and the costs they have 
incurred, and relating this information to the number of visits they make per 
annum, a demand curve can be generated for the recreational site under 
question. This curve will be downward sloping in the sense that travel cost 
will be inversely related to number of visits (Figure 5.3). That is, those living 
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near the site will make more visits per annum compared to those living far 
away. 

The information requested in a travel cost survey include the following: 
travel costs (petrol, food, and other travel-related expenses), income, 
alternative sites and personal motivations. Entrance fees to recreation sites 
are often non-existent or nominal. The demand curve relating travel costs (a 
proxy for the price of recreation) to number of visits can be used to estimate 
the total recreation value of the given site. Average travel cost per visit is 
m~ltiplied by the total number of visits to the site to obtain the total annual 
recreational value of the site. 

Figure 5.3 Demand curve for the Travel Cost Method 

0 

There are two forms of the travel cost method: the zonal travel cost method 
(ZTCM) and the individual travel cost method (ITCM). In the zonal travel 
cost approach (e.g., see Smith and Kaoru, 1990), concentric zones are 
defined around each site such that the cost of travel from all points in a given 
zone is approxi~tely constant. Visitors to the site are grouped according to 
their zone of origin. By comparing the cost of coming from a zone with the 
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number of people who come from it and the population of the zone, one can 
plot a point for each zone. A curve can then be fitted to all the points to 
generate the demand curve from which a measure of consumer’s surplus can 
be obtained. A trip-generating function for the ZTCM can be specified as: 

where: vh = number of visits from zone h 
Nh = population of zone h 
c h  = travel cost from zone h 
xh = a vector of socioeconomic variables that explain changes in V 

The lTCM uses the number of visits per annum made by an individual, 
rather than zonal visits, as the basis for generating the demand curve. The 
trip-generating function for the ITCM can be stated as follows: 

Vj = f(Ci, Xi) (5.3) 

where: Vi = number of visits made by individual i to the site 
Ci = cost of a visit by individua~ i to the site 
Xi = socioeconomic factors affecting individual i’s visits to the site 

By integrating the area under the demand curve, an ITCM estimate of the 
individual’s consumer surplus can be obtained. This figure is then multiplied 
by the number of visitors per annum to obtain the aggregate benefits. 

Table 5.2 reports travel cost estimates for various protected areas in 
Queensland. Beal(l995) estimated a value of A$2.50 per person per visit for 
trips to the Canarvon Gorge National Park, but Hundloe et al. (1990) 
estimated relatively higher values of A$15.70-32.63 per visit to Fraser 
Island. Scoccimarro (1992) estimated the value of recreation in the Green 
Mountains, ~ ~ n g t o n  National Park, to range from A$8.09-9.23 per visitor 
per day, Much higher estimates of A$362 per visit and A$49 per visit, 
respectively, for Hinchinbrook Island (Stoekl, 1994) and the Wet Tropics 
World Heritage Area (Driml, 1996) have been made. 
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Table 5.2 Travel cost estimates of protected areas in Queensland 

Site Study Average 
willingness-to-pay 

Canarvon Gorge National Park Beal (1995) A$2.50 per person 

Fraser Island Hundloe et al. A$15.70-32.63 
( 1990) per visit 

Green Mountains, Lamington Scoccimarro A$8.09-9.23 per 
National Park ( 1992) visitor day 

Hinchinbrook Island Stoekl(l994) As362 per visit 

Wet Tropics World Heritage Area Driml (1996) A$49 per visit 
(domestic 
tourists) 

Limitations of the TCM 
As indicated above the main underlying assumption of the TCM is that the 
value of a recreational site corresponds to the costs that the respondent 
incurs in undertaking the recreational experience. A distinct advantage of the 
TCM is that it is based on real rather than hypothetical data and as such can 
provide true values. It is based on the simplified assumption that the 
recreational value of a place is directly related to travel costs incurred in 
getting there. However, the TCM suffers from a number of limitations. 

(1) The TCM is suited to estimating the value of particular sites or locations 
and is unsuited for measuring other kinds of goods or services. For 
example, TCM cannot be used to value non-use or passive use values. 

(2) Multiple destinations: a problem arises about the appropriate allocation 
of costs among multipurpose journeys. The allocation of such costs 
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could be arbitrary. The issue of how to treat visitors from overseas is 
also p r o b l e ~ t ~ c .  

(3) Visits to certain sites could be seasonal and therefore the survey results 
could be biased unless it is conducted over a long period. 

(4) Travel costs: the assumption that travel costs reflect recreational value 
may not always be true. For example, people who live near the site may 
incur zero or minimal travel costs but may nevertheless have high 
values. 

(5 )  Substitute sites: the current state-of-the-art methodology does not enable 
the TCM to account for substitute sites. In other words, travel costs of, 
say, two recreationists are given the same utility rating if they incur the 
same travel costs. However, it may be the case that one has a lower 
value for the site but has been compelled to go there due lack of a nearby 
substitute site. 

(6) Time and other factors: the TCM assumes that travel costs (e.g., fuel 
costs) are the major determinants of the value of a recreational site. 
However, other factors could affect the demand for recreation. For 
example, travel time is an oppo~unity cost because the time spent 
travelling is not available for other pursuits. Time should therefore be 
considered as a cost.% However, there is no consensus as to how time 
should be accounted for in TCM. In some studies, a certain proportion of 
the wage rate is multiplied by travel time to provide an estimate of the 
oppo~unity cost of time. However, the choice of the weight is quite 
arbitrary and open to question. 

Summary of TCM 
To s u ~ i s e ,  the travel cost method is a useful method for valuing the 
recreational benefits of a site. However, it is a restrictive method in the sense 
that it can only be used to measure site-specific recreational value. There are 
also some problems in actually deriving benefit estimates. These relate to the 
issues of the cost of travel time and substitute sites. 

28 If a person enjoys, say, views of the countryside while travelling, or simply enjoys 
tra~e~Iing then, of course, this shoui~ be  consider^ a benefit. 
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The hedonic price method 
The hedonic price method (WM) derives values for an environmental 
good or service by using information from the market price of close 
substitutes. It is based on Lancaster’s consumption theory which assumes 
that a good or service provides a bundle of characteristics or attributes 
(Lancaster, 1966). Suppose the government wishes to value the disutility 
generated by aircraft noise in a given location. It could do this by analysing 
variations in house prices as one moves away from the flight path of aircraft. 
Take the example of two houses with the same facilities (e.g., number of 
bedrooms, bathrooms, and swimming pool). One is directly under the flight 
path and the other is quite a distance away. It is expected that the house 
under the flight path will be cheaper and the price difference may be 
at~ibutable to the value of the noise pollution. 

In practice, the analyst specifies a mathematical function where the price 
of a house is determined by various attributes. For example, 

Price of house = f(number of rooms, access to amenities, income of 
tenant, environmental quality) (5.4) 

where environmental quality is proxied by aircraft noise measured in 
decibels. 

Data are coIIected on each of the five variables for a reasonable sample 
of houses. Equation (5.4) is then esti~ated using multiple regression 
techniques. We would expect house prices to be positively related to the 
number of rooms, positively related to the degree of access to amenities 
(e.g., shops, schools, entertainment), positively related to income and 
negatively related to environmental quality (aircraft noise in decibels), The 
monetary value for a one-unit change in noise level can be found by 
differentiating this function with respect to environmental quality, or 
alternatively, by finding it from a plot of the function (Figure 5.4). 

Table 5.3 presents HPM estimates for the value of traffic noise in the 
U.S. The results reported represent coefficients of the hedonic price function 
for various American cities. They measure the percentage fall in house prices 
due to a one-decibel increase in noise levels. The monetary value of noise is 
the coefficient multiplied by the average house price in the area. For 
example, 

Monetary value for a one decibel increase in noise in North Virginia 



Environmental Valuation 119 

= 0.15 x (average house price in North Virginia) (5.5) 

8 500 - 
8 0  

Figure 5.4 Effect of aircraft noise on house prices 
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Table 5.3 Impact of traffic noise on house prices in the U.S. 

Percent fall in house price due to a 1 decibel 
increase in house level Area of U.S. 

North Virginia 0.15 
Tidewater 0.14 

Tourism 0.54 
Washington, D.C. 0.88 
Kingsgate 0.48 
North King County 0.40 
Spokane 0.08 

North Springfield 0.18-0.50 

Source: Nelson (1982) 
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Summary of the HPM 
The €iPM is suited to the estimation of the characteristics of goods and 
services. However, it also has some l ~ ~ t a t i o n s .  

(1) Statistical skills: a reasonable degree of statistical know how is required 
to estimate the hedonic price function. Further skills are required to sort 
out the relevant variables for a suitable regression. 

(2) A major assumption is that, given income constraints, people are free to 
select the ch~acteristics of houses that satisfy their preferences and that 
the price they are willing to pay takes account of these factors. However, 
house prices can also be affected by external factors such as taxes and 
interest rates, which are not accounted for in the hedonic price equation. 

Market vaiue method 
Market value approaches make use of observed market prices for 
environmental goods and services. Based on our classification of TEV 
above, it can be seen that this approach can only be used to value 
environmental goods and services that have established markets. These are 
c o ~ o d i t i e s  which have: 

direct uses: e.g., plantation timber, commercial fisheries, 
tourism; 

8 some indirect uses: e.g., the value of water from protected 
watersheds; and 

* some option values: e.g., gene research, forest conservation. 

Market value methods attempt to find a link between a proposed 
environmental change and the market value of the corresponding goods and 
services. A common approach is to use changes in productivity of the good 
or service. For example, the direct impacts of an environmenta~ change on 
human health can be estimated as a change in income. The assumption here 
is that sickness reduces one’s ability to earn income. 

The advantages of the market value method are: 

(1) It is relatively simple and stra~ghtforward; 
(2) It relies on actual market values; and 
(3) It has some relation to measured output. 
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The disadvantages are: 

(1) It is limited in the types of values that it can capture; 
(2) It can be difficult to define the physical flows over time; 
(3) In some cases, the links between the env~onmental change and the 

market good or service may not be obvious. 

Market cost method 
In general, market-cost methods measure the cost of achieving a particular 
objective. Examples include restoring certain environmental services and 
avoiding land degradation. These methods focus on the cost of prevention or 
rectifying environmental damage and the cost of replacing environmental 
services. Most often, these costs are estimated from market prices, including 
the costs of labour and materials used in the particular activity. 

There are a number of variations of the market cost method. These 
include the following: (1) change in cost; (2) replacement cost; and (3) 
defensive expenditures. The basic assumption of cost methods is that the 
value of a good is equal to some multiple of the cost of producing it. 

(1) Change in cost method: Suppose a proposed project may change the 
cost of a good or service. If the project causes a decrease in the good or 
service, this can be interpreted as a gain in benefits, that is, a cost saving. 
On the other hand if the project results in an increase in costs, this may 
be taken to be a loss of benefits. Take the example of a project that 
involves the c o n s ~ c t i o n  of a water supply system. In this case a major 
benefit is the cost savings to households from not having to buy water 
from water vendors or transport water over long distances. 

(2) Replacement cost method: assumes that the value of an existing good 
or service is the cost of replacing it. For example, if a storm damages 
roads, bui~dings and transmission lines then an estimate of the damage 
done is the cost of replacing these structures. However, in this case, the 
replacement cost must be considered as the minimum value of the 
benefits derived from these goods. This is because we need to add on the 
consumer surplus that people derive from utilising the good or service. A 
variation of replacement cost is  tig gat ion cost. Mitigation cost is an 
estimate of the cost of restoring a damaged environmental good to its 
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former condition. This approach could be useful where the damage is 
minor. Obviously, it is of limited use where the damage is either 
irreversible or total restoration is impossible. 

(3) ~efensive-~xpenditure method: in this approach the net benefit of a 
particular project intervention is the amount of money people are willing 
to spend to either mitigate or avoid the impacts.27 A good example is a 
c o ~ u n i t y  which does not have potable water. In this case, the benefits 
of introducing a water treatment plant include the amount of money 
people spend to boil or treat their water for cooking or drinking 
purposes, 

~ i m ~ t a ~ i o ~ s  of ~ u r k ~ t  and Cost ~ ~ t ~ u d s  
The market and cost methods are easy to apply and can provide useful 
measures of net benefits. People can easily understand the use of monetary 
units. However, a major limitation is that they do not measure benefits that 
are determined from the interaction between the demand for and supply of 
environmental goods. As such, they only capture a portion of total benefits 
(e.g., they exclude non-use benefits). Where there is a high degree of non- 
market benefits or costs, market values may provide only minimum 
estimates of opportunity costs or foregone benefits. 

Benefit transfer method 
The benefit transfer method is another alternative for obtaining non-market 
values. This approach has been applied to value the impact of improved 
water quality on recreation values and public health (Kask and Shogren, 
1994) and to lake recreation (Parsons and Kealy, 1994). It involves 
‘transferring’ values that have been estimated for a similar good or service 
from another location to the current location. The approach is useful because 
surveys are expensive and, in addition to money, there could be a time 
constraint. 

~ o n o ~ s t s  are divided on the validity of the benefit transfer method. 
For this method to be meaningfuI, the following conditions must hold: 

* The goods (or services) in both sites should have roughly similar 
characteristics; 

29 See ~ u f s c h ~ d t  et af. (1993) for a good discussion of applicatjons in deveIoping countries. 
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0 The 
population 
in both 
areas 
should be 
similar; 
and 
The values 
in the first 
study 
should not 
have been 
estimated 
a long 
time ago 
because 
preference 
s change 
over time. 

Three tests have 
been suggested to 
determine the 

benefit transfer 
(Box 5.2). The 
aims of these tests 
are to determine 
the convergent 
validity (Le., 
statistical validity) 
of benefit transfer 
and the extent of 
any bias. The first 
test involves 
comparing the 
benefit transfer 
values with 
primary data 

accuracy of 

Box 5.2 Tests of Benefit Transfer 

have been conducted to 
the benefit transfer 

benefits transfers across p 

ared two ocean sport fishing 
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values obtained from the policy site. If the benefit transfer estimates are not 
statistically different from the primary data value estimates from the policy 
site, then it may be concluded that the benefit transfer values are valid. The 
extent of bias is given by the deviation between the two estimates. 

The second test involves de te r~njng  whether different populat~ons have 
the same preferences for the same non-market good, after controlling for 
differences in socioeconomic characteristics such as income and education 
levels (Box 5.2). The third type of benefit transfer test is to determine 
whether transfers are stable over time.30 Many studies have concluded that 
value estimates remain relatively stable over a few years. 

Morrison et al. (1998) investigated the suitability of using choice 
modelling estimates for benefit transfers both across different populations 
and across different wetlands in northern New South Wales, Australia. In 
general, the weight of the evidence appeared to be against the convergent 
validity of both transfers across sites and across populations. However, they 
found that transfers across sites tended to be less problemat~c compared to 
transfers across populations. 

5.4 Summary 

In this chapter various methods for estimating non-market values were 
introduced. The methods discussed were the contingent valuation method, 
travel cost method, hedonic price method, the market value method and the 
market cost method. 

There is no single technique that is superior to the others. The choice of a 
particular technique depends on the particular resource valuation problem at 
hand. For example, if one wanted to estimate non-use or passive benefits, the 
CVM (or choice modelling) would be the technique of choice. If one wanted 
to estimate the recreation benefits of a particular resource, say, a national 
park, TCM would be a suitable choice. The application of these valuation 
techniques are important for decision making insofar as they take into 
account the unpriced or underpriced outcomes of proposed policies or 
projects. Although these techniques are not perfect, the inclusion of non- 
market values in the decision-making calculus helps to clarify the trade-offs 
and allows the decision makers to make better informed policy choices. 

30 See, for example, studies by Reiling et. a1 (1990) and Teisl ef. a1 (1994). 
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1. 

2. 

3. 

4. 

5.  

6. 

7. 

List the different kinds of values associated with a marsh. 

List some of the possible values associated with soil conservation. 

Discuss the main differences between revealed preference and stated 
preference methods. 

List and explain the biases associated with the stated preference 
approach. 

Select a natural environment in your area. Develop a willingness-to-pay 
question to estimate the value of this natural environment. Suggest a way 
to check the validity of the responses. 

Compare and contrast the contingent valuation method and choice 
modelling. 

State any advantages and disadvantages of cost methods. 

Exercises 
1. A survey of 200 visitors to a national park gave the following results: 

Number of visits 
per person per annum Total visit cost ($) 

16 10 
20 8 
40 6 
80 2 

a. Draw a demand curve for visits to the park as a function of the 
price, ie., the travel cost. 

b. The survey results indicate that 50,000 people living in the area 
surrounding the park take, on average, five visits to the park a 
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year. Calculate the consumer’s surplus for a single visit to the 
park for the average person. 

c. Calculate the total consumer surplus for an average visit. HINT: 
the triangular area is given by 0.5 (width- height). 

d. Calculate the aggregate consumer surpfus per annum for the 
national park. 

2. Data collected for possible admission fees to a zoo and co~espond in~  
number of visits are as follows: 

Total number 
of visits per annum Admission fee ($1 

0 50,000 
32,000 
20,000 
6 , ~ 0 0  
500 

a. Calculate the loss in consumer’s surplus if entrance fees were to 
be increased from the current $I to $4 per visit. 

3. The following table provides estimates of average house prices in the 
northern and southern areas of a city before and after a tollway was 
constructed near the northside. 

House price Number of 
~$70~0) houses 

Area Before After 
Southside 150 210 15,000 
Northside 150 100 4,000 

Calculate the following: 
a. The benefit of the development. 
b. The cost of the d e v e l o p ~ e ~ t .  
c. The net benefit of the development. 

4, The cons~uction of a new i ~ g a t i o n  system in a town i s  expected to 
benefit small-scale farmers living in and around the area. It is 
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5.  

hypothesised that the development will lead to an increase in farm prices 
in the area. However, to benefit, a farmer must pay for the cost of 
cons~c t ing  a pipeline to his or her property. A hedonic price model was 
estimated as follows: 

Farm price = 50OOOO - 1OOAREA + 200IRRIGATION 

where: 
AREA = farm size (ha) 
DISTANCE = distance (in km) from the main distribution 
channel 
IRRIGATION = construction of irrigation scheme: 1 = yes; 0 = 
no, 

Given that the average farm size is 200 ha, calculate the following: 

a. The average farm price if the project does not go ahead: HINT: 
insert AREA = 200 and IRRIGATION = 0 in the equation and 
work out the value of the dependent variable. 

b. The average farm price if the project goes ahead, 
c. The increase in value per farm if the project goes ahead. 

Suggest possible valuation methods for assessing the following: 
a* Recreational fishing. 
b. Water treatment and wastewater services. 
c. Cyclone damage. 
d. High voltage transmission lines. 
e. Flood control programs. 
f. Tourism and recreation 
g. Loss of mangrove swamps. 
h. Health effects of air pollution. 
i. Creating artificial wetlands. 
j. Stopping logging in World Heritage listed areas. 
k, Improvement in waterway vegetation. 
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6. Cost-Benefit Analysis 

0 b jeetives 

After study in^ this chapter you should be in a position to: 

explain the conceptual basis of cost-benefit analysis derived from the 
market model; 

identify and value various types of costs and benefits; 

calculate discounted cash flows for costs and benefits; 

calculate project performance criteria; and 

explain how sensitivity analysis and risk analysis are  conduct^. 

6'1 Introduction 
In Chapter 3 we discussed how markets are supposed to work and in Chapter 
4, we discussed why markets fail. Market failure implies either that most 
environmental goods are unpriced or underpriced. In Chapter 5, we 
considered methods that can enable us to place dollar values on 
environmental goods and services. In this chapter, we bring together 
concepts from the previous three chapters to form a framework for policy 
decision-making. This approach is formally referred to as cost-benefit 
analysis (Box 6.1). The chapter begins with a brief discussion of the 
conceptual basis of cost-benefit analysis. This is followed by a desc~ption of 
the steps in a CBA. The steps are illustrated with a real-life case study. 

131 
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on of CBA was in 1768 to evalu 

6.2 Utility, Benefits and Costs 

The basis of ‘value’ in economics is the satisfaction or ‘utility’ a consumer 
derives from consuming a given good or service. On the basis of the utility 



Cost-Benefit Analysis 133 

which a consumer expects to gain from consuming the good, a person may 
be willing to pay for that good. 

6.2. I 
Benefits 
In Chapter 3, the concept of the demand curve was introduced. According to 
the law of demand, more of a good or service will be purchased as its price 
falis. The converse is that less will be purchased as the price rises. This law 
holds given fixed incomes, tastes and preferences. The demand curve is also 
referred to as the marginal benefit curve because it indicates the extra units 
that will be consumed given a $1 change in price. The marginal benefit curve 
therefore provides us with an idea of changes in ‘utility’ or level of 
satisfaction. Recall that the negative slope of the demand curve reflects 
diminishing marginal utility. That is, as more units of a good are consumed, 
the extra satisfaction obtained from consuming an additional unit declines.31 
Also, recall from Chapter 3 that the marginal rate of substitution between 
two goods q1 and q2, MRSqlqz, is equal to the ratio of the two marginal 
utilities (MU). In this section, we extend this relationship to state (without 
proof) that to maximise utility, the ratio of the marginal utilities must equal 
the ratio of the prices for the two goods. That is, 

Willingness-to-Pay and Consumers Surplus as a Measure of 

MU1 - P1 MRs,,q* = - - - 
MU2 Pz 

Cross-multiplying and rearranging, we can write: 

This equation can be interpreted as follows: assuming the price (pz) and the 
marginal utility (MU2) of other goods remain constant, the price of a good 
(pi) is proportional to the satisfaction or utility of an additional unit (MUI) of 

31 It i s  i r n ~ ~ ~ t  to note that  though total utility increases, r n ~ g i n ~  utility declines (i.e., 
total utility increases at a declining rate). 
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the All this, of course, is an abstraction and depends on a perfectly 
competitive market. Nevertheless, the important point here is that the price 
one is willing to pay for a good depends on the satisfaction one derives from 
consuming it. This is taken to be a measure of benefits. However, for some 
goods (especially environmental goods), the benefit or willingness-to-pay 
exceeds the market price, if one exists. In such cases, therefore, the correct 
measure of total benefits is the total revenue (price multiplied by number of 
units sold), area OptbqI, plus the consumer surplus, triangle aplb (Figure 
6.1). 

The valuation methods that were discussed in Chapter 5 are concerned 
with obtaining estimates of WTP. Although the WTP concept is useful in 
applied work, it is inst~ctive to draw attention to two problems associated 
with it. 

Figure 6.1 Willingness-to-pay for clean air 

Pricelunit ($) 

91 

Quantity 

1. WTP does not fully reflect intensity of preference. Although WTP 
depends on income, a person who is willing to outlay all of his or 
her income on a good may have a higher intensity of preference 

32 One important assumption made here is that the utility gained from each dollar spent (the 
marginal utility of income) is constant. 
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compared to another who is willing to pay a similar price but the 
amount is a small fraction of his or her income. 

2. The WTP concept assumes that all persons in the population have 
the same mar~nal-utility of income. However, this is not realistic. 
One dollar may yield more utility to a poor man than to a rich man. 
However, the WTP concept assigns the same weight to the $1 in 
both instances. 

6.2.2 
The objective for measuring costs is to obtain information that will enable us 
to carry out a cost-benefit analysis of alternative projects. Given that 
resources are scarce, the selection of a given investment means that the 
resources will not be available for an alternative use. Thus, there is an 
opportunity cost (OC) to carrying out the investment. O p p o r t ~ i t ~  cost is 
defined as the benefits that would have been obtained from the foregone 
alternative investment. If there are well functioning markets (Lee, perfect 
competition), then the opportunity cost of a good is the market price for that 
good. However, in practice, markets are distorted for some goods or, in the 
case of environmental goods, are non-existent. In such cases, we have to use 
alternative means of estimating the opportunity costs. These methods are 
discussed later. 

The Concept of ‘Cost’ in CBA 

6.2.3 The Concept of Net Social Benefits 
The objective of social CBA is to determine whether a project is socially 
beneficial, i.e., whether the net social benefits (NSB) are positive. Using the 
concepts introduced above, 

NSB = WTP - OC (6.3) 

The rationale of CBA is that if NSB is positive then, in theory, the state can 
use the surplus to compensate the losers. That is, a project is socially 
desirable if it can result in a potential Pareto improvement. This rule has 
generated some controversy because it does not require that actual 
compensation take place. Although, increasingly, we are seeing cases in 
which government is required, sometimes through the court system, to 
actually compensate losers in big resource development projects. 
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We need to make a distinction between social CBA, which is carried out 
from society’s perspective, and private CBA, which is carried out from an 
individual investor’s viewpoint. The former is formally referred to as an 
economic analysis, whereas the latter is referred to as financial analysis. 
For example, a project could be financially viable, from an investor’s point 
of view, but be socially undesirable due to, say, adverse environmental 
impacts. The process of conducting a social CBA involves the following 
steps. 

0 

0 

0 

0 

0 

0 

Define the objectives and the scope of the project 
Identify and screen the alternatives 
Identify and value the costs and benefits for the remaining 
alternatives 
Calculate discounted cash flows and project performance criteria 
for each alternative 
Rank the alternatives in order of preference 
Conduct a sensitivity analysis and/or risk analysis for the 
preferred alternative(s), and 
Make a final recommendation 

These steps are briefly discussed in the following sections. To illustrate the 
process of conducting a CBA, we shall make use of the Bintuli ~as tewater  
Treatment case study (Box 6.2).33 

6.3 

Every project must have an objective (or objectives). The objective is often 
specified by decision-makers in the bureaucracy. However, to facilitate the 
process of the CBA this objective (or objectives) should be clear and 
una~biguous. In our illustrative case study, The Bintuli Wastewater 
Treatment Project (Box 6.2), the project’s objectives are to improve the 
health of the c o ~ u n i t y  and increase economic activity by improving 
wastewater trea~ment facilities in the city. 

Defining Objectives and Project Scope 

33 The names in this case study are fictitious but the facts pertain to a real-life situation. 
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I 

Box 6.2 Case Study 1: The Bintuli W~stewa~er Treatment Project 

The city of Bintuli is a thriving centre of commerce and i n d u s ~  in the 
Republic of Kabastan. The main industries in the area include metal 
~nu€acturing, coal extraction, chemical ~ n u f a c t u ~ n g ,  construction, 
papennaking a rocessing. The value of industrial output in 1990 
was estimated at Ilion while agricultural output was valued at $16 
million, In recen ities of industrial and domestic effluent 
discharged into the Nomben Weban Rivers, as well as other streams 
and small rivers in the area, have increased rapidly. According to the 
Environmental Protection gency (EPA), total industrial effluent in 
Bintuli is 163,700 m3/d nd total wastewater discharge, including 

I domestic waste is 271,700 m3/day. Thirty percent of the industrial effluent 
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6.4 

At this stage of the process, all possible options for achieving the objectives 
must be listed. One of the options must be the status quo, which is the ‘do 
nothing’ option. It must be borne in mind that the ‘do nothing’ option is not 
without costs. In this particular example, doing nothing about waste water 
tr~atment will result in social costs. Therefore, the avoidance of these costs 
must be counted among the benefits of the project. The other options include 
expanding the existing wastewater treatment facilities, and building a new 
wastewater treatment facility. 

After screening the alternatives, expansion of the existing facility is ruled 
out because it uses outdated technology and would be expensive to maintain. 
Other options could include various locations or site options. For ease of 
presentation, only one potential site is considered in the discussion. 

Identifying and Screening the Alternatives 

6.5 

A ‘benefit’ in social CBA is an outcome which results in an increase in an 
individual’s utility, whereas a ‘cost’ is an outcome which results in a 
decrease in an individual’s utility. Once again, it is necessary to reiterate that 
this definition of costs and benefits will be different for a private investor 
whose objective is to maximise profits. In this case, a cost is any outcome 
that decreases profits and a benefit is any outcome that increases profits. 
Other important points to note include the following: 

Identifying the Benefits and Costs 

1. In assessing the project’s contribution to the objective(s), we 
only consider additional (i.e., marginal) changes in costs and 
benefits and not the totai costs and benefits. That is, we net out 
the costs and benefits without the project from the costs and 
benefits with the project. This is referred to as the incremental 
approach. 

2, Point (1) implies that we must exclude sunk costs and benefits. 
That is, costs and benefits that are incurred before the 
commencement of the project. The rationale is that previous 
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3. 

costs, for example, are not an opportunity cost because they do 
not represent a loss of future income from an aIte~ative use of 
the resource. 

Transfer payments should be excluded. A transfer payment is 
money flow from one group in the community (e.g., the 
gove~ment) to another, Such payments should be excluded 
because they do not result in an increase in net benefits. 
Examples are taxes, subsidies, loans, and debt service (i.e., 
payment of interest and repayment of principal}. Note, however, 
that taxes paid by foreign investors must be included because 
they increase net benefits. 

Other cost items which are normally included in financial statements but 
excluded from social CBA are depreciation and interest. 

4. Depreciation: As a rule, depreciation of capital cost items is not 
included as a cost item in social CBA. The process of 
discounting values the capital items at their opportunity costs 
over the life of the project. Therefore imputing depreciation as 
a cost would result in double counting. 

5.  Interest: The discount rate used in CBA already takes into 
account relevant factors including the interest rate. The 
discounting procedure reduces the stream of costs to their 
present values. Thus, once again, the ~nclus~on of interest as a 
cost item would result in double counting. 

Costs and benefits are normally classified into two groups: primary costs 
and benefits; and secondary costs and benefits, Primary costs and benefits 
arise directly from the project, while secondary costs and benefits arise from 
activities or events that are triggered by the project. For example, suppose a 
large-scale agricultural project would result in an increase in farm produce. 
Ln this case, the seconda~  benefits would include the increase in the profits 
of businesses that process a~~cu l tu ra i  products. 

Secondary costs and benefits should be handled cautiously because they 
could exaggerate the e s t ~ ~ t e s .  As much as possible the oppo~unity cost 
principle must be used as a guideline. At issue is whether resources have 
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been merely transferred from one part of the economy to another. A key 
question to ask is whether the resources employed would have had 
alternative uses. For example, if a project results in an increase in the 
number of employed people in a village, this should not be counted as a 
secondary benefit if there are no alternative employment o p p o ~ ~ ~ t i e s .  In 
this case, the oppo~unity cost of labour is zero. 

Based on the discussion in the previous chapter, we can also divide costs 
and benefits into market and non-market costs and benefits. As already 
stated, non-market costs and benefits apply to goods and services which are 
not traded and for which market prices do not exist. As far as possible, non- 
market costs and benefits must be identified and valued. 

6.5.1 ~ d e n t i ~ i n ~  Costs and Benefits in Case Study 1: The Bintuli 
~ a s ~ e w ~ t e r  Treatment Project 

The primary costs of the proposed project comprise the investment cost and 
operating and maintenance (O&M) costs. The investment costs include 
construction of a pumping station, office building and wastewater treatment 
facilities and purchase of equipment. The O&M costs include wages and 
salaries, fuel and chemical costs and other costs (e.g.. project management, 
project preparation, training and commissioning). 

Without an additional increase in wastewater treatment capacity, water 
pollution in Bintuli town will continue to increase and, in the long-run, 
impose severe economic and social costs on the community. Therefore, the 
net economic benefits from the project could be attributed to the avoidance 
of these costs. The economic benefits include the financial benefits derived 
from user charges and the economic benefits derived from wastewater 
treatment. The primary economic benefits are: 

a reduction in health costs and mortality rates due to reduced 
pollution to water resources and domestic drinking water; 
a reduction in the costs of treating increasingly polluted water 
supplies, and 
an increase in labour productivity as a result of a reduction in 
absence from work due to illness; 

The secondary economic benefits from the project are: 
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* 
* 

benefits to industry and agriculture Erom using recycled water; 
additional revenues from re-afforestation; and 
increase in reed h ~ e s t i n g  for the paper mill industry. 

6.6 

Once costs and benefits have been identified, they must be valued in order to 
allow comparison between alte~atives. The basic assumption here is that 
prices reflect value or opportunity costs, or can be adjusted to do so. As 
already suggested, the procedure is to value the costs and benefits according 
to the opportunity cost principle. This is in recognition of the fact that the 
market price of a good may not necessarily reflect its opportunity cost or 
scarcity value {i.e., the value of that good in its next best use). As was 
explained in Chapter 4, this dichotomy between prices and value is a direct 
result of market failure. Thus, in a social CBA the prices of inputs (and 
outputs) which do not reflect their true value to the society are adjusted. This 
process is referred to as shadow pricing, and involves adjusting the market 
prices by given discount factors. 

It is impo~ant to stress again that the correct procedure is to identify and 
value the costs and benefits that arise with the project and to compare them 
with the situation that would prevail without the project. The difference is 
the net i n c r e ~ e n ~  benefit arising from the project. The ‘with’ and 
‘without’ comparison should not be confused with a ‘before’ and ‘after’ 
comparison. The latter fails to account for changes in output that would 
occur without the project and thus could lead to an erroneous statement of 
the benefits derived from the project. 

Consider the example of an investment project that increases exports by 
3 percent. Assume that without the investment, exports will increase by 1 
percent. Using the before and after approach, one could wrongly attribute the 
total increase in exports (i.e., 3 percent) to the project. Whereas, in actual 
fact, what could be attributed to the project investment is only the 2 percent 
incremental increase. 

Valuing the Costs and Benefits 

6.6.1 Vul~i~g the Costs 
The first step in valuing costs and benefits is to find market prices for the 
inputs and outputs. All costs must be in present day or constant price 
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terms. That is, costs incurred over the project life must be valued at prices 
prevailing at the time of the project’s appraisal. This approach assumes that 
annual costs will increase at the inflation rate, which implies that the cash 
flows are expressed in real rather than nominal terms. 

Residual (or salvage) values 
Some assets may have economic lives that exceed the planning horizon or 
project life, or may have reached their economic lives but still have a scrap 
value. The economic life is the estimate of the length of time for which it is 
economically viable to operate the asset without a major refurbishment. In 
such cases, the residual or salvage value of the asset must be included as a 
cash inflow ( ~ n e ~ t )  at the end of the planning horizon. 

Calculation of residual values 
The residual value (or salvage value) of an asset is normally assessed at a 
level pro rata to the remaining economic life. There are two major 
approaches to assessing residual value: the linear method and the 
diminishing value method. 

The linear method 
As the name suggests, this method assumes that the residual value declines 
linearly over time. The residual value at time t is given by: 

(1- td)P (6.4) 

where d = annual proportional decline in value = l/n, where n is the 
economic life; P is the initial price and t = time. For example, assume an 
asset is purchased at $100,000 and has an economic life of 20 years. At the 
end of a planning period of 15 years, its residual value is given by: 

(1 - 14 x 1 / 2 0 ) 1 0 0 , ~  = 0.25 x 100,OOO = $25,000 (6.5) 

The d ~ ~ i ~ i ~ h i ~ g  ~ a l ~ ~  ~ e t h ~ ~  
This approach assumes that the value of the asset declines by a fixed 
proportion of the beginning-of-year value per annum. The residual value at 
time t is given by: 
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The value of d is n o ~ a l l y  taken to be about 1.5 times that used in the linear 
model. Using the above example, d = 1.5 x 0.05 = 0.075. Thus, the residual 
value at time t = 15 years would be given by: 

(1 - 0.075)’’ 100,000 = $3 1,055 (6.7) 

Land and pre-existing buildings and plant 
Land, buildings and plant already owned by the operating authority must be 
valued at their opportunity costs. These opportunity costs should be current 
valuations based on the most profitable alternative uses. 

Staged construction 
Where a project is to be implemented in stages, only the proportion of the 
investment and operating costs required to satisfy demand in the current 
planning horizon must be attributed to the project. 

Working capital 
Working capital is often required to meet financial transactions in the initial 
period of the project. The amount committed is often of the order of 50 
percent of operating and maintenance costs or 2 percent of the total capital 
outlays. W o r ~ n g  capital must be treated as a cash outflow at the time when 
capital expenditures are made, with the full amount being released as a 
capita1 inflow at the end of the project. 

Operating costs 
Operating costs typically occur every year and include the following: labour; 
utilities; supplies; repairs and maintenance; equipment hiring and leasing; 
insurance and ad~nistrative overheads. These items are to be estimated on 
an annual basis. 

Implicit costs 
In addition, there could be implicit or opportunity costs and social costs 
associated with a project. The oppo~unity costs arise with respect to the use 
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of land, buildings, plant, and machinery already purchased by the locat 
authority. Implicit costs could also arise with respect to time spent on the 
project by the authority’s staff and management. 

The above items may not involve the use of cash outlays but, 
nevertheless, represent a cost because the resources they tie up could have 
been used for other purposes. For example, in the case of the Bintuli 
Wastewater Treatment Project, the land used to store the sludge is likely to 
have an alternative use and therefore has an opportunity cost. 

Valuing costs in Case Study 1: The Bintuli Wastewater Treatment 
Project 
All the e~uipment and construction materials are imported and are valued in 
US dollars. Fuel and chemical supply are adjusted by subtracting the 
government subsidies on these items. Because there is a high level of 
unemployment in the area, unskilled labour is shadow-priced at 50 percent of 
the going wage rate. Skilled labour is valued based on annual salaries. The 
total investment cost is estimated at $16.57 million and the operating and 
maintenance costs are $1.62 million per annum (Table 6.1). The construction 
of the project is expected to take three years. 

6.6.2 V ~ ~ u ~ n g  the ~ e n e ~ ~ ~  
The benefits, in the case of Bintuli Wastewater Project, include the revenues 
raised from user charges and the economic benefits derived from treating 
wastewater. The economic benefits include the following: reduced mortality; 
productivity gains from reduced morbidity; water treatment cost savings; 
sale of recycled water; afforestation benefits and reed harvesting. Each of 
these benefits are discussed below. 

User charges 
The determination of user charges was based on the principle of full cost 
recovery. That is, it was based on a level of charges that would recover the 
invest~ent and O&M costs over the life of the project. This level was 
estimated to be 6.9 cents/m3, of which operating and maintenance costs 
account for 2.96 cents/m3. With the project, 54.75 million m3/year of effluent 
would be treated, resulting in revenue of $3.78 million per annum. 
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Table 6.1 Investment and operating and maintenance costs, Bintuli Wastewater 
Treatment Project 

Item Cost ($ million) 
Investment Costs: 
Buildings and structures 3.42 
Equipment and supplies 13.15 
Total investment cost 16.57 

Operating and ~aintenance Costs: 
Electricity 0.68 
Salaries 0.09 
Chemicals 0.06 
Maintenance 0.58 
Other 0.21 
Total O&M costs 1.62 

As indicated above, 11.4 ~ l l i o n  in3/year of industrial effluent is already 
being treated by the city council. The appropriate user charges for this 
wastewater treatment was determined to be 5.3 1 cents/m3, providing revenue 
of $605,340 per annum. Based on this information, net incremental sales 
revenue (Le., ‘with project’ sales minus ‘without project’ saIes) would be 
$3.17 per annurn by Year 6 when the new plant is at full capacity. 

Estimation of the economic benefits 
The estimates of the economic benefits are detailed in Table 6.2 

1. Recycled water benefits 
About 60 percent of the town’s wastewater will be recycled and used for 
irrigation and indust~al purposes. The opportunity cost of this recycled water 
was estimated to be 10 cents/m3. The economic benefits from recycled water 
were therefore estimated to be $66,000 in Year 4, rising to $3.29 million per 
annum by Year 8 {Table 6.2). 
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2. Afforestation benefits 
Pine and some hard wood species will be planted on 142.8 ha of land. The net 
returns per hectare were taken from estimates provided by the Kabastani 
authorit~es for ex~rimental plots. These were reported to be $689~a .  Applying 
this figure to the proposed area resulted in net benefits of $ 1 0 , ~  in Year 8 and 
reaching a maximum of $100,000 by Year 17. 

3. Reed harvesting 
Economic benefits are also expected from reed harvesting for the paper mill 
i n d u s ~ .  The ~ a b a s t ~ i  autho~ties have estimated the net returns to be $258.40 
per hectare. Applying this figure to a projected area of 95.25 ha resulted in net 
annual benefits of about $20,000 from Year 6. 

4. Reduced mortality benefits 
Using World Bank e s t i ~ t e s  for Kabastan, mortality r~uc t ion  from the project 
was taken to be 0.005, 0.008 and 0.024 percent, respectively, for the age 
categories 15-24 years, 25-59 years and over 60 years. On the basis of estimates 
for the number of people in each of these age categories, the total number of 
deaths saved per annum was calculated. Using the estimated proportion of 
people employed in each age category and the mortality reduction rates, an 
estimate of both employed and unemploy~ deaths was made. 

Given the local annual wage of $620 (which includes housing subsidies, 
and other government payments) and assuming average working lives of 
between 5 and 45 years for the three age categories, annual income losses 
avoided were estimated. For the unemployed, a leisure value of half the 
annual wage was assumed. 

On the basis of this estimate the annual gains in leisure from saving 
deaths were estimated. Given that the project will treat about half of Bintuli's 
wastewater, only 50 percent of the potential mortality and morbidity benefits 
were attributed to the project. The income benefits from reduced mortality 
were therefore estimated to be $10,000 in Year 4, rising to $1 10,OOO by the 
end of the project (Table 6.2). 

5. Productivity gains from reduced morbidity 
A major social impact of the project is the reduction of the incidence of 
pollution-related illness and hence a reduction in worker absenteeism. These 
benefits were estimated as follows. 
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Table 6.2 Incremental economic benefits, Bintuli Wastewa~er Treatment Project 
($ miliions) 

Water Incremental 
Recy Afforestat Reed Reduced Reduced Treatm economic 
cled ion harvesting mortality morbidity ent cost benefits 

Year water savings 
(A> fB) (0 (D) (El (F) (GI H = ~ ( B @ Q  

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 

0.66 
0.99 
1.64 
2.63 
3.29 
3.29 
3.29 
3.29 
3.29 
3.29 
3.29 
3.29 
3.29 
3.29 
3.29 
3.29 

0.02 
0.02 

0.0 1 0.02 
0.02 0.02 
0.03 0.02 
0.04 0.02 
0.05 0.02 
0.06 0.02 
0.07 0.02 
0.08 0.02 
0.09 0.02 
0.10 0.02 
0.10 0.02 
0.10 0.02 

20 3.29 0.10 0.02 

First, it was assumed that the current average number of days lost per worker 
per ~~u~ as a result of illness is 3 days. Next, using the e m p ~ o ~ e n ~  statistics, 
potential productivity losses avoided per worker per annum were estimated to 
be about $ 1 8 0 , ~  in Year 4, rising to about $1.8 million by the end of the 
project. 

0.01 
0.02 
0.03 
0.05 
0.06 
0.06 
0.06 
0.07 
0.07 
0.07 
0.08 
0.08 
0.09 
0.09 
0.10 
0.10 
0.11 

0.18 
0.38 
0.57 
0.76 
0.95 
1 .oo 
1.06 
1.11 
1.17 
1.23 
1.30 
1.37 
1.44 
1.51 
1.59 
1.68 
1.76 

0.11 
0.11 
0.11 
0.1 1 
0.11 
0.11 
0.11 
0.11 
0.11 
0.11 
0.11 
0.11 
0.1 1 
0.11 
0.1 1 
0.11 
0.11 

0.96 
1 S O  
2.38 
3.57 
4.44 
4.50 
4.57 
4.63 
4.71 
4.78 
4.86 
4.94 
5.03 
5.12 
5.20 
5.29 
5.38 
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6. Water treatment cost savings 
As indicated above the benefits of the project include the avoided costs of 
treating polluted water. An estimate of $0.00Um3 for water treatment cost 
savings, consistent with World Bank estimates for Kabastan, was assumed. The 
economic benefits of water treatment cost savings were therefore estimated to 
be $1 10,000 per annum. 

Summary of economic benefits 
The incremental economic benefits derived from the project were estimated 
to be $96,000 in Year 4, rising to $5.38 million by the end of the project 
(Table 6.2). 

6.7 Calculating Discounted Cash Flows and Project 
Performance Criteria 

Once the costs and benefits with and without the project have been identified 
and valued (in monetary terms), the analyst is now ready to compare the 
costs and benefits in order to make a decision as to which alternative(s) to 
accept or reject. 

Project performance criteria (or project selection criteria) provide a 
means by which different alternatives that last several years into the future 
and which have different streams of costs and benefits could be compared. 
Calculating these measures involves using the technique of discounting. We 
often use expressions like “time is money”, and “a bird in hand is worth two 
in the bush“, and so on. These expressions imply that money has a time 
value. In particular, present values are better preferred than future values. By 
discounting, we ‘reduce’ future streams of benefits and costs to their ‘present 
values’ to enable comparisons to be made between competing alternatives. 

For example, given an investment stream of 

t (years) 0 1 2 
Invest men t -$loo $50 $150 

The net present value (NPV) at an interest rate of 10 percent is given by: 

NPV = -100 + 50/(1+0.1)1 + 150/(1.01)2 = $69.42 (6.8) 
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In more general terms, given a stream of benefits, Bo, Bl ... Bn, and a stream 
of costs C$, Cl,...Cn, the net present value (or net present worth) could be 
written as: 

6.7.1 Choice of Discount Rate 
The discount rate in social cost-benefit analysis reflects society's preferences 
between present and future consumption. It is a measure of the opportunity 
cost of capital. A low discount rate implies that future consumption is valued 
more than the present, and a high discount rate implies that present 
consumpt~on is valued more than future consumption. 

The choice of a discount rate in social CBA is a controversial one. Many 
environmentalists argue against discounting, in general, and high discount 
rates, in particular, because they believe high discount rates are associated 
with environmental degradation (Goodin, 1982). High discount rates are 
thought to be a cause of degradation because individuals prefer short-term 
measures to satisfy immediate needs at the expense of environmental 
conservation (Pearce, 1987; Pearce and ~arkandya, 1990). In the case of 
developing countries, it is often assumed that there is a vicious circle 
between poverty and environmental ~egradation. That is, high discount rates 
cause environmental degradation, which in turn worsens poverty and further 
increases discount rates. However, the adverse impacts of high discount rates 
on environmental quality have not been established beyond doubt. For 
example, it is possible that demand for natural resources could be lower at 
high discount rates (see Krautkraemer, 1985, for a proof). Furthermore, there 
have been instances where people facing imminent danger have taken 
decisions with long-term implications for their (or their f a ~ l y ' s )  survival. 

Returning to the practical issue of choosing a discount rate, economists 
have tended to use long-term interest rates on gove~ment  bonds as one 
measure of the opportunity cost of capital. U.S. Government agencies use a 
discount rate of 10 percent. The AustraIian government recommends a rate 
of 8 percent for public projects (Department of Finance, 1991). The rate used 
must be the real rate. That is, the nominal interest rate minus the inflation 
rate. Usually, the discount rate comprises a risk-free rate and a risk 
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margin. For example, a real rate of 8 percent will include a risk-free rate of 
5 percent and a risk margin of 3 percent. 

A sensiti~ity analysis should be carried out to test the effect on the 
project selection criteria of using slightly higher and lower rates (e.g., 6 
percent and 10 percent). 

6.7.2 Period of Analysis 
Another critical issue in computing DCFs is the planning period or 
horizon. This is the number of years for which cost and revenue data will be 
collected. The planning period will vary depending on the nature of the 
project. In general, the planning period should be determined by a period 
within which predictions could be made with a high degree of congdence. 
The planning period must, wherever possible, also correspond to the 
economic life of the project. 

6.7.3 
Project performance criteria include the following: net present value (NF'V), 
benefit-cost ratio (BCR) and internal rate of return (IRR), and Payback 
Period. NPV has already been defined above. The BCR is the ratio of the 
present value of project benefits to the present value of costs. The IRR is 
defined as the discount rate at which the present value of project benefits 
equals the present value of costs. The BCR is defined as: 

Choice of Project Performance Criteria 

Bo+-+- B, B2 +.....- B, f: ~ , / ( l + r ) "  
(6.10) l + r  (l-tr) ( l+r)"  - - t=O BCR = 

Co+-+---- c, c, +...**- cn f: c n / ( l + r ) "  
t=o 

l + r  ( l+ r )  (1 + r), 

The IRR can be found by finding the discount rate (i) at which the following 
equations holds: 

(6. f 1) B, -C, + B, -C2 B, -Cn B, -c, +-----y- +.*... = O  
l + r  (1+il2 (1+i)" 

The IRR may not exist or may not be unique. 
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The payback period is defined as the number of years required for a 
project to recover its costs. In general, the payback period discri~nates 
against projects with high capital expenditures and long-term benefits. It is 
not recommended as a measure of project worth. 

Alth~ugh NPV and BCR can easily be calculated with the help of a 
calculator, IRR is more difficult to calculate, A trial and error method must 
be used to compute Equation (6.11) using different values of i. All three 
measures are easily obtained using spreadsheet programs such as Excel, 
Lotus and Quattro-Pro. An example is provided below from Case Study 1. 

The decision rule is to accept a project when NPV 2 0, BCR 2 1 and the 
IRR exceeds the social ~ p p o ~ ~ i t y  cost of capital. Equations (6.9) and (6.10) 
indicate that when NPV = 0, then BCR = 1. When evaluating a single 
alternative, all three measures will yield the same result. However, when 
used to rank several alternatives, the three measures can yield different 
results 

NPV is the most preferred p e ~ o ~ n c e  criterion in social cost-benefit 
analysis because it provides an estimate of the size of the potential Pareto 
improvement, the basis of the CBA approach. If two or more projects have 
positive NPVs, the IRRs can be used to rank them. The IRR describes the 
rate at which a project transforms present benefits into future benefits. It is 
the maximum interest rate at which a given project could recover the 
i n v e s t ~ e ~ t  and operating costs and still break even. 

Calculating DCFs and project performance criteria for Case Study 1, 
Bintulf ~astewater Treatment Project 
In this section, we will use the information produced from Section 6.6 to 
calculate discounted cash flows for the Bintuli Wastewater Treatment 
Project, Issues that need to be resolved before the DCFs can be calculated 
are: (1) choice of discount rate and, (2) the planning period. 

1. Choice of discount rate: a real rate of 12 percent will be used to 
produce the DCFs. This rate is the average of published World 
Bank discount rates for the last 10 years for this country. 

2. Planning period: a planning period of 20 years is used. Based on 
advice received from engineers, this is a reasonable period given 
the type of equipment to be used, 
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Incremental net economic 
costs. 
From Table 6.1, the total 
investment cost of the project is 
$16.57 million and is spread 
over the construction period of 
three years as fo1Iows: $2.01, 
$8.45 and $6.11 million, 
respectively. The cost of 
operating the current facility 
(the without project option) is 
$0.31 million per annum. The 
total O&M costs are therefore 
$1.93 million per ~ n u m  and 
the net incremental O&M costs 
(i.e., ‘with’ minus ‘without’ 
projects costs) are therefore 
$1.62 mi~lion per annum. The 
net incremental economic cost 
of $2.42 million in Year 4 
includes allowance for a 
working capital of $0.8 1 

Environmental Economics 

million, equivalent to 50 percent of O&M (Table 6.3). 

~ n ~ r e ~ e n t a ~  net b e ~ e ~ t s  
The incremental sales revenue has been estimated to be $1.91 million in 
Year 4, rising to $3.17 million in Year 6. The economic benefits are 
$960,000, commencing in Year 4. The incremental net benefits, Columns C 
plus D minus Column A, are therefore negative $2.0 million in Year 1 and 
rise to $9.8 million by the end of the project (see Excel hints in Box 6.3). 
The NPV at the 12 percent discount rate is $12.08 million (Table 6.3). 

The IRR is 21 percent, which is above the oppo~unity cost of capital of 
12 percent. Therefore, it can be concluded that the Bintuli Wastewater 
Treatment Project is economically viable. 
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Table 6.3 Net incremental economic benefits, Bintuli Wastewater Treatment Project 
($ million) 

Incremental Incremental Incremental Incremental 
economic sales economic net 

Year costs Revenue benefits benefits 

1 2.01 -2.01 
2 8.45 -8.45 
3 6.11 -6.11 

(A} (B) (C? (D) E = (C+D)-(B) 

4 2.42 1.91 0.96 0.45 
5 1.62 1.91 1 SO 1.80 
6 1.62 3.17 2.38 3.93 
7 1.62 3.17 3.57 512 
8 I .62 3.17 4.44 5.99 
9 I .62 3.17 4.50 6.05 
I0 1.62 3.17 4.57 6.12 
11 1.62 3.17 4.63 6.19 
12 1.62 3.17 4.7 1 6.26 
13 I .62 3.17 4.78 6.34 
14 1.62 3.17 4.86 6.41 
15 1.62 3.17 4.94 6.50 
16 1.62 4.43 5.03 7.84 
17 1.62 4.43 5.12 7.93 
18 1-62 4.43 5.20 8.01 
19 1.62 4.43 5.29 8.10 
20 -0.02 4.43 5.38 9.83 

NPV @ 12% $12.08 
IRR 21% 
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6.8 

In economics and business, a distinction is made between risk and 
uncert~iinty?~ The term ‘risk’ is used to refer to a potential outcome (or 
outco~es)  where the magnitude of the outcome (or outcomes) is ~o~ and 
the probability of occurrence is known or can be determined. On the other 
hand, ‘uncertainty’ is used to refer to a situation where the magnitude of the 
outcome may or may not be known and the probability of occurrence is 
unknown. In practical situations, however, it is difficult to define precisely 
the probability of an occurrence. Therefore, the distinction between risk and 
uncertainty may not be clear-cut. 

In some cases, the degree of risk can be assessed based on past records. 
For example, the probability of a cyclone occurring is generally available 
from climatic data, and the probability of a flood may be obtained from 
hydrological data. In such cases, one may be able to predict the probability 
of a cyclone or flood. However, such forecasts can be imprecise because 
major floods, for example, do not occur frequently and therefore the 
probability estimates can be unreliable. 

There are a number of reasons why there would be uncertainty about any 
large-scale public project. Such projects tend to be long-lived, occurring 
over, say, 20 to 30 years. The valuation of some items of costs and benefits 
(especially environmental impacts) will always be uncertain due to lack of 
reliable data. Finally, it is difficuk to forecast the nature of the operating 
environment 20 to 30 years into the future. Neve~heless, because CBA 
requires predictions about risk to be made, there is need for a structured 
approach to assess the extent of the risk. 

The aim of risk analysis is to enable measures to be taken to reduce the 
risk at the project design phase. Possible measures could include spreading 
orders among several suppliers, using alternative fuels, and trading off lower 
efficiency €or higher reliabili(y. The common methods of accounting for risk 
and uncertainty in CBA include sensitivity analysis, break-even analysis, 
switching or cross-over values, and risk analysis. These methods are briefly 
discussed betow. 

Concepts of Risk and Uncertainty 

34 For a more detailed discussion of risk and uncertainty, readers may refer to the following 
sources: Hertz and Thomas (1983), Megill (1985) and Morgan and Henrion (1990). 
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6.9 Sensitivity Analysis 

Sensitivity analysis is used to assess the possible impact of uncertainty by 
posing ‘what if‘ questions. These questions pertain to what would happen to 
the project’s viability if some or all of the key parameter values happen to be 
different from the original values. A sensitivity analysis highlights the 
critical factors affecting the project’s viability. This allows the decision- 
makers or project manager to pay attention to these factors during the 
implementation stage. Parameters subjected to sensitivity analysis include: 

0 the discount rate 

0 

0 

0 

length of the project planning horizon 
different timing of the project’s operation 
changes in the capital outlays 
changes in the price of non-market goods, and 
changes in social and environmental benefits and costs 

The sensitivity analysis is normally carried out by recalculating the project 
performance criteria, using a range of values for the uncertain parameter (or 
parameters). The results of the sensitivity analysis may be in the form of 
two-way and three-way tables. A sensitivity analysis helps the project 
analyst to identify the range of parameter values within which a project can 
remain economically viable. It helps to identify critical variables and, in so 
doing, provides information that could be used to redesign a particular 
option. Sensitivity analysis may also point to the need to acquire additional 
i ~ f o ~ a t ~ o n  to ensure that the assumptions are more realistic. 

The project performance criteria commonly used in sensitivity analysis 
are W V  and IRR. The procedures in a sensitivity analysis are as follows: 

1. Determine a realistic range of values for the variables that are 
subject to uncertainty. For example, 

0 

Capital cost, f 30 percent 
O&M costs, f 30 percent 
Product prices, f 30 percent 

2. Calculate the effect of possible changes on the project selection 
criteria, while varying one variable and holding the others 
constant. 
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3. Re-consider the economic viability of the project (i.e., the 
‘robustness’ of the project profitability) in light of the 
calculations in (2) above. 

Although a number of variables that can be subjected to sensitivity analysis 
have been listed above, there is no point in examining all of them arbitrarily. 
Given the usual constraints in conducting such analyses, only the key critical 
variables should be analysed. 

6.9. f Break-Even Analysis 
For a given project or option, the break-even value is the value of the 
discount rate at which the NPV is zero. This is the value at which the entire 
project’s costs can be recovered.35 For some projects where the main benefits 
are environmental protection, it may not be possible to use break-even 
analysis. On the benefit side, if a variable (e.g., price) appears to be higher 
than the break-even level, that increases confidence in the project’s viability. 
Similarly, on the cost side, an estimate which is Lower than the break-even 
level would suggest that the project is likely to be economically viable. 

6.9.2 Switching (Cross-Over) Values 
The switching or cross-over value of a project performance criterion (e.g., 
NPV) is the discount rate at which the ranking of two projects changes. 
Switching or cross-over values are recommended when considering only one 
unce~ain variable. The intention is to determine the value at which the NPV 
becomes zero, or the value at which two alternatives change rank. The next 
step is to indicate the chances of the NPV taking on values above or below 
the switching value in order to gain an idea of the riskiness of the project. 

6.9.3 C o ~ ~ ~ c t i n g  S e n s i ~ ~ ~ ~ ~  Ana~ysis for Case S t u ~ y  1 ,  ~ i n t u l ~  
Wastewater Treatment Project 

For the Bintuli Wastewater Treatment Project, the critical uncertain variables 
chosen for analysis were: 

35 A good reference on break-even analysis is Schweitzer et al. (1986). 
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changes in the capital and O&M costs, and 
changes in the net incremental economic benefits 

These vaiables were subjected to changes within the 330 percent range. 
The results indicate that the IRR is robust (Table 6.4). A 30 percent decline 
in e c o n o ~ c  benefits reduces the IRR to 17 percent, assuming no change in 
capital costs and no change in O&M costs. A 30 percent increase in capital 
costs, assuming no change in economic benefits, reduces the IRR to 17 
percent. Similarly, a 30 percent increase in operating costs reduces the IRR 
to 19 percent. These results indicate that the estimate is insensitive to large 
changes in the projected economic benefits and costs. 

TabIe 6.4 Sensitivity of the internal rate of return, Bintuli ~ a s t ~ w a t e r  Treatment 
Project 

Change in Net Economic Benefits 

-30% -15% 0% +15% +30% 

-30% 23 25 27 29 31 

Change -15% 20 22 24 25 27 
in 

Capital 0% 17 19 21 23 24 

Costs +15% 15 17 19 21 22 

+30% 14 15 17 22 20 

-30% 19 21 23 25 26 

Change -15% 18 20 22 24 25 

O&M 0% 17 19 21 23 24 

Costs +15% 16 18 20 22 23 

in 

+30% 15 17 19 21 22 
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6.10 Risk Analysis 

As indicated above, sensitivity analysis is suitable when only a few 
parameters are uncertain. In cases where the values of several parameters are 
uncertain, risk analysis based on probabilities of the key variables should be 
undertaken. In this approach, the probabilities of occurrence of the key 
variables are used as weights to recompute the project performance criteria. 

Risk analysis can be carried out using special purpose computer 
packages such as @RISK (Palisade Corporation, 1997) which is available as 
an add-in to spreadsheet packages (e.g., Lotus 1-2-3 and Microsoft Excel). 
Through repeated iterations, the @RISK program generates probability 
distributions for NPV and IRR. The result is a cumulative probability graph 
which indicates, for example, the probability of the NPV falling below zero. 
For both NPV and IRR, useful statistics such as the mean, maximum, 
~ n i m u m ,  standard deviation and c~ff ic ient  of variation are also provided. 

The major practical difficulty in conducting risk analysis is in obtaining 
probability estimates. In some cases it may be possible to obtain information 
about the chances of an event occurring. For example, it is possible to obtain 
information about the frequencies of road accidents, floods, outbreaks of 
diseases, and so on. Probabilities can be calculated from such historical data. 
Where there is little or no historical data, a subjective assessment will have 
to be made. 

Although a wide range of theoretical probability distributions is 
available, it is preferable to use the most ‘accurate’ probability distribution. 
Very often it is not possible to obtain a predefined probability distribution 
due to lack of data and therefore an assumed distribution is used. ~ o ~ o n  
distributions used are the UNIFORM distribution, TRIANGULAR 
distribution, and the BETA distribution (Figure 6.2). The triangular and beta 
distributions require three estimates: most pessimistic (minimum), most 
likely (mode) and most optimistic (~aximum), whereas the u n i f o ~  
distribution requires two estimates: minimum and maximum estimates. 

A risk analysis provides a comprehensive profile of the potential 
variability in the key performance criteria. However, in most cases, a 
sensitivity analysis using the most pessimistic scenarios is capable of 
providing sufficient information about the riskiness of a project or group of 
projects. 
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Figure 6.2 Probability distribution functions 

Probability 

Minimum Mode Maximuh 
(a) Triangular distribution 

Probability 

Minimum Mode Maxim& 
(b) Beta distribution 

In the following section we will subject the project performance criteria for 
the Bintuli Wastewater Treatment Project to risk analysis. We begin by 
making qualitative assessments of the financial, economic and 
environmental risks associated with the project. We then proceed to use 
@RISK to estimate the impacts of uncertainty on the project performance 
criteria. 

610.2 ~ u ~ u c ~ ~ n ~  Risk Analys~~ for Case Study I, ~ i ~ t ~ l i  ~ a s ~ e w a t e r  

The major sources of risk in this project are financial, economic and 
environmental. Each of these is briefly discussed. 

~ r e a ~ e n t  Project 

Financial risks 
The major sources of ~ n ~ c i a l  risk for the project are the poss~bilities of cost 
overruns and the ability of the Council to raise the projected revenues. 
Shortfalls in revenue will increase the financial risk associated with the 
project. However, in view of the country's impressive economic growth in 
recent years, this p a ~ i c u l ~  risk is assessed to be negligible. 
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Economic risks 
Given that this is an environmental improvement project, there are no 
significant economic costs. Most of the expected benefits are in the form of 
cost savings. There is a risk that the projected economic benefits may not 
materialise, if for example, the water quality is below the expected level. In 
that event, the ability of users to pay would be reduced and the benefit 
estimates would be overstated. However, this risk is assessed to be minimal 
because the chosen treatment system has been found to be reliable. 

E n ~ i r o ~ ~ ~ ~ l  risks 
There is a small but real risk of flooding of at least part of the project site. 
According to flood records, the last flood (classified as a 1 in a 100 year 
flood) occurred in 1963. Some of the water flowed into the old river channel, 
but drained underground quickly and none escaped back to the river. 
Although it is claimed by local officials that policies and standards for 
industrial waste disposal are already in place, there is a risk that lower 
treatment standards will be adopted in some factories and that additional 
poIlutants will enter the waste stream. 

Conducting the risk analysis 
The qualitative risk assessment suggests that the major sources of risks are 
cost overruns and the possibility of the economic benefits not materialising. 
The following subjective assessment of the probabilities were made, using a 
triangular distribution. For example, the most optimistic assessment of the 
probablity of economic benefits was 5 percent above the project estimates, 
and the most pessimistic was 30 percent below the project estimates. 

Table 6.5 Subjective risk assessment, Bintuli Wastewater Treatment Project 

Type of risk Most Most Most 
Pessimistic Likely optimistic 

Financial risk (cost overruns) +30% +5% -1% 

Economic risk -30% O%t 5% 

Note that, unlike sensitivity analysis, risk analysis considers the 
simultaneous impacts of the changes in risk on the project performance 
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criteria. Figure 6.3 presents the distribution of the net incremental economic 
benefits generated with @RISK. The mean, maximum and ~ n i m u m  net 
economic benefits (in present value terms) over the life of the project are 
displayed. These figures were generated using the triangular distributions 
indicated in Table 6.5. It can be seen that the greatest variation in net 
economic benefits (and hence risk) is observed in the first four years. 

Figure 6.3 Djs~ibution of net incremental economic benefits, Bintuli Wastewater 
Treatment Project 

15.0 7 

-15.0 

Table 6.6 presents the results of the Monte Car10 simulations for the NPV 
and IRR, The results indicate that even in the worst case scenario of 30 
percent cost overruns and a 30 percent decline in expected net economic 
benefits, the project still returns a positive NPV and an IRR above the 
opportunity cost of capital of 12 percent. These results, together with those 
of the sensitivity analysis, suggest that the estimated project performance 
criteria are robust. 

Recommendations 
Water pollution in the town of Bintuli is a serious problem. Currently about 
70 percent of untreated effluent is dumped into nearby rivers, creating a 
health hazard. Implementation of the project is considered a matter of 
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urgency in order to protect the health of the community and to reduce the 
rate of environmental degradation. 

Table 6.6 Results of Monte Carlo simulations, Bintuli Wastewater Treatment Project 

Project Performance Standard 
Criterion Minimum Mean Maximum Deviation 
NPV @ 12 percent 8.42 10.62 12.52 0.92 

(%I 17.5 19.6 21.7 0.9 

The project would yield substantial economic benefits. The IRR is estimated 
at about 21 percent. The sensitivity and risk analyses suggest that the 
estimate is insensitive to large changes in the projected economic benefits 
and costs. It is recommended that the project go ahead subject to the 
institution of a monitoring program covering physical, chemical and 
ecological parameters upstream and downstream of the effluent discharge 
location. The hydraulic, biological and chemical parameters of the treatment 
processes should also be monitored. 

6.11 Summary 
In this chapter the conceptual foundations of cost-benefit analysis, which are 
derived from the neoclassical economic theory of utility maxi~sation, were 
discussed. Under the competitive market assumption, the price a person is 
willing to pay for a good is proportional to the satisfaction he or she obtains 
from consuming an additional unit. We saw in the previous chapter that this 
assumption may not hold in the case of environmeRta1 goods and services. 
Therefore, in valuing such items, either non-market valuation techniques 
have to be used or shadow prices have to be derived. It was explained that 
the concept of ‘cost’ in social CBA is based on the principle of oppo~unity 
cost. The objective of social CBA is to determine whether net social benefits, 
that is willingness-to-pay minus opportunity costs, is positive. The steps 
involved in conducting a social CBA were introduced. Discounted cash flow 
t e c ~ i q u e s  were used to demonstrate the ca~culation of project p e ~ o ~ c e  
criteria such as NPV and JRR. Net present value was presented as a preferred 
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project performance criterion, but the IRR could be useful for ranking 
projects with positive NPVs. Finally, the procedures were illustrated using 
the Bintuli Wastewater Treatment Project. 

Review Questions 
1. 

2. 

3. 

4. 

5. 

6. 

7. 

Explain the terms ‘willingness-to-pay’ and ‘opportunity cost’. 

Explain why the price of a good can be used determine the vaIue of a 
good, if markets are perfectly com~tit ive.  Provide three examples of 
situations where this rule may not apply. State your reasons. 

Explain two approaches for calculating the residual value of an asset. 

What is working capital? How is it accounted for in cost-benefit 
analysis? 

Explain why it would be erroneous to use net benefits ‘before’ and 
‘after’ to measure a project’s worth. 

State reasons in support of and against the use of high discount rates in 
CBA. 

Explain the meaning of the terms ‘risk analysis’ and sensitivity analysis. 
What is their purpose in cost-benefit analysis? 

Exercises 
1. Net present values: the cost and revenue streams (in $ ’ O ~ s )  for two 

projects are as follows. Preferably using a spreadsheet, compute the 
NPVs using a 10 percent discount rate. On the basis of your results, rank 
the projects in terms of pro~tability, 
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Project A Project B 
Capital 0 & M Total Capital 0 & M Total 

Year Cost Cost Revenue Cost Cost Revenue 
1 500 - - 1000 - - 
2 500 - 1000 
3 200 200 1 00 400 
4 200 200 100 400 
5 200 400 100 600 
6 200 400 100 600 
7 200 600 100 800 
8 200 600 100 800 
9 200 800 100 1000 
10 200 1000 100 1200 

2. Cost-benefit ratio: Calculate the cost-benefit ratio. Based on your results, 
rank the projects in terms of profitability. Are your rankings the same as 
in (I)  above? 

3. Internal rate of return: Calculate the internal rate of return using a 
spreadsheet. Based on your results, rank the projects in terms of 
profitability. Are your rankings the same as in (1) and (2) above? 

4. Refer to the above data. For Options A and B, analyse the sensitivity of 
the calculated IRR with respect to f20%changes in capital costs and 
total revenues. Comment on the sensitivity of the estimated RRs. 

5. A local government is considering two options for regulating pollution. 
These are: ( i )  to allow pollution and clean up afterwards, and (ii) to 
prevent pollution. The discounted costs and benefits of the two options 
are as follows. 
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Total cost Total benefits NPV 
Option ($ “0s) ($ ‘000s) ($ ‘000s) 
1. PoIlute and 

2. Prevent 
clean up 2500 150 2350 

pollution 5500 300 5 200 

a. On the basis of the NPVs which option wouid you recommend? 

b. If the risk assessment indicates that there is a possibi~ity of 
irreversible damage to the environment, which option would you 
recommend? 
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Appendix 6.1 An Application of Cost-Benefit Analysis (with 
Risk Analysis) to a Climate Change Abatement Strategy36 

Introduction 
Human economic activities over the last 200 years have increased the 
amounts of greenhouse gases in the atmosphere. Carbon dioxide, methane, 
nitrous oxide and cholorofluorocarbons are the most important. The 
increased concentrations in the atmosphere of these gases have resulted in 
the so-called enhanced greenhouse effect. The enhanced greenhouse effect is 
caused by these gases acting as a shield and trapping a much larger than 
n o ~ l  amount of outgoing solar energy in the lower atmosp~ere. The 
cooling capacity of the earth is reduced as the temperatures are increased, 
resulting in global warming. The effects of unabated global warming include 
rise in sea levels, increased incidence and severity of droughts, loss of 
ecosystems and animal species, and reduced outputs of agriculture especially 
in tropical areas. 

Because of the widespread publicity about the negative effects of global 
warming, most countries have committed themselves to reducing emissions 
of greenhouse gases with the aim of stabilising the concentration of these 
gases in the atmosphere. Major agreements on the reduction of emissions of 
greenhouse gases were achieved at conferences in Montreal and Toronto. 
These agreements require indus~iaiised countries to initially reduce their 
annual emissions of greenhouse gases to 1990 levels. Reduction of 
greenhouse gases involves costs to the economy of a country in the short 
term. However the gains to be realised later, if all countries undertake 
reductio~s of greenhouse gases, may outweigh the costs. The next two 
sections evaluate a major climate change abatement project from two 
perspectives: a traditional CBA and CBA incorporating risk analysis. 

36 This appendix is adapted from a publication entitled, "An Introductory Discussion of Cost 
Benefit Analysis Applied to Climate Change Issues", Working Paper 9601, May 1996, 
Graduate School of the Environment, Macquarie University, Sydney, Australia, written by 
Kwabena A. Anaman. 
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Analysis of the Climate Change Abutement Project Using CBA 
Without Incorporating Risk 
Our hypothetical country is called the Republic of Olympia. The main 
effects of climate change as a result of continued emission of greenhouse 
gases are assumed to be more severe, frequent and longer droughts. 
Currently, in the Republic of Olympia, climate change effects are not 
noticeable and severe droughts occur on average once every 10 years as have 
been occurring over the last 150 years since the advent of modem records 
keeping of meteorol~gical data and severe events. Without a successful 
global action by most countries to reduce their emissions of greenhouse 
gases, the Republic of Olympia will begin to experience the impacts of 
climatic change in 20 years‘ time, starting in year 2021. Thus, there are two 
clear strategies: (i) the ‘do nothing’ strategy whereby the status quo of 
continued emission of greenhouse gases around the world is continued 
unabated and, (ii) the reduction of greenhouse gas production from year 
2000 onwards to the 1990 emissions levels. The Republic of Olympia will 
only reduce its emissions if most other countries participate in reducing their 
emissions under various international agreements. It will be futile for the 
Republic of Olympia to do otherwise since it is a small producer of 
greenhouse gases; any unilateral reduction will have no effect on global 
warming while it suffers economic losses by reducing national output. It is 
assumed that year 2000 is the starting point for reduction of greenhouse 
gases emissions. The reduction will cost the Republic of Olympia 10 million 
dollars per annum in real 2000 constant prices. 

With the do-no thin^ strategy, it is assumed for simpli~cation that severe 
drought as a result of climate change would occur, on average, once every 10 
years hypothetically in years 1, 11 and 21 in the Republic of Olympia. But 
after year 20, climate change effects become more pronounced because of 
the doubling of greenhouse gases in the atmosphere with severe droughts 
then occurring every 5 years starting in year 21 (year 2021), lasting for two 
years and costing the Republic of Olympia $200 million, double the $100 
million cost for a severe drought before the year 21. Thus, after the climatic 
change impacts begin to be felt, severe droughts would occur in years 21 and 
22.26 and 27,31 and 32,36 and 31,4land 42 with each year’s losses being 
valued at $200 million. The analysis could even be extended to aIlow for the 
year a severe drought occurs to be randomly selected. 

With the climate change abatement strategy approved and implemented 
by all signatory countries, The Republic of Olympia undertakes a climate 
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change reduction project costing $10 million each year from year 1 to year 
20 (i.e. 2001 to 2020). Given the widespread implementation of reduction of 
emissions, climate change impacts are expected to stabilise. Hence under this 
scenario, it is assumed that the existing natural climatic variability would be 
maintained. The predicted climate change that would have occurred starting 
from year 21 would be avoided by the stabilisation of greenhouse gases at 
1990 production levels around the world. Hence, severe drought would occur 
as usual once every 10 years in the Republic of Olympia in years 1, 11, 21, 
3 1 and 41 costing the ~conomy $100 million. 

Traditional CBA is used to analyse the economic viability of the climate 
change abatement strategy undertaken by the Republic of Olympia. Colurnns 
2 and 3 of Appendix Table 6.1 summarise the costs associated with the do- 
nothing strategy and climate impact abatement project, respectively. It is 
assumed that computable general equilibr~um models have been used to 
derive the economic losses of both strategies. Loss of resources such as 
plants and animal species due to possible climatic change is measured by 
total economic value. In this case, the benefits of the climate abatement 
strategy can be defined as the avoided costs of doing nothing. 

Appendix Table 6.1 indicates that the NPV of the climate change 
abatement project is $177.5 million and IRR is 11.05%. The climate change 
abatement strategy is therefore economically viable. However, these benefits 
are c o n ~ ~ g e n t  on ail other countries u n d e ~ a ~ n g  emissions reduction 
programmes such that the natural climatic variability is maintained and not 
worsened. 

I ~ & o ~ o ~ ~ t i n ~  Risk into the C ~ s t - B e ~ e ~ t  A n a ~ ~ ~ i s  of the C ~ i m a t ~  
Change Abatement Project 
In the risk analysis approach, the procedure is identical to the traditional 
CBA except that, rather than assuming that the cost of severe drought due to 
climatic change for the do-nothing strategy is $200 million, a probability 
distribution is used to express this outcome. Due to the considerable 
uncertainty regarding the impacts of the climate change, it is assumed that 
the minimum value of this outcome is $100 million which is identical to 
current costs for severe drought. The most likely value is $200 million and 
the maximum possible value is $600 million. It is assumed that economists 
working together with climate change impacts researchers have arrived at 
these figures. 



Several probability distributions are available for expressing this 
uncertain outcome. However the BETA probability distribution function, 
B~TA(a , ,  az) was chosen because of its versatiIity to a c c o ~ o d a t e  many 
possible shapes of uncertain outcomes. For the BETA probability 
distribution, the mean of a stochastic or uncertain variable is approximated 
as follows: 

Mean = [Minimum Value + (4 * Modal Value) + Optimistic Value]/6 

The corresponding standard deviation of the stochastic variable for the BETA 
probability distribution is approximated as [Maximum Value-Minimum 
Value]/6. The risk analysis was performed using the Lotus 1-2-3 Add-In @ 
RISK sofcware Version 2.01 program developed by Palisade C o ~ o ~ t i o n  
(1992). This program allows the economic analyst to expficitly include the 
uncertainty in a variable with the desired probability dis~bution selected from 
a list of about 30 probability distribution functions. The stochastic variable is 
expressed as cells in the Lotus 1-2-3 spreadsheet as BETA probability 
distribution rather than as single most likely or certain figures as is done in the 
"traditional" deterministic economic analysis reported in the earlier section. The 
mode of a general BETA probability function is (a,-l)/{al+a~-2); the mean is 
denoted as ( a , ) / ( ~ l + ~ ~ ~ ,  where a1 and a2 are the shape parameters which are 
greater than zero. 

Specific shape parameters have to be estimated first before running the 
risk program. For this problem these specific shape parameters are 
determined as follows. The minimum, mode and maximum annual cost to 
the Republic of Olympia of severe drought under unabated climatic change 
are $100, $200 and $600 million respectively. The range is therefore $500 
million. 

Estimated mean = [Minimum Value + (4 * Modal Value) -t- Optimistic 
Valuelf6 = (100 +(4 * 200) + ~ ) / 6  = 150016 = 250. 

Mode = (~~-l)/(a~+az-Z) = (Mode value-Minimum va1ue)Range = (100)1500 
= 0.20. 

Mean = (~*)/(~*+a~) = (Mean v~ue-Minimum v a 1 u e ) ~ ~ g e  = 1 5 0 / 5 ~  = 
0.50. 
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Hence, a1 and a2 the shape parameters, are 1.8 and 5.2, respectively, meaning 
that the function is skewed to the right. 

The @RISK command for the BETA probability function is therefore 
written as: 100 + 500 * @BETA( 1.8,5.2). 

Using the estimated BETA probability function, 100 and 500 iterations 
or simulation runs (sample size) are performed to determine the mean and 
standard deviation of the NPV and XRR for the climate abatement project. 
The results are presented in Appendix Table 6.2. They indicate that there are 
no major differences between the NPV and IRR of the project derived from 
either the 100 or 500 simulation runs. However the NPV and IRR values 
obtained from the risk analysis are different from those obtained from the 
traditional deterministic analysis reported earlier. 

Appendix Table 6.1 Cost-benefit analysis of a climate change abatement project 

Cost of do nothing Cost of climate 
strategy change abatement Incremental 

Year number ($ million) strategy ($million) net benefits 
(Actual year) (without project) (with project) ($ million) 

l(2001) 100 110 -10 
2 (2002) 0 10 -10 
3 (2003) 0 10 -10 
4 (2Ow 0 10 -10 
5 (2005) 0 10 - 10 
6 (2006) 0 10 -10 
7 (2007) 0 10 -10 
8 (2008) 0 10 -10 
9 (2009) 0 10 -10 
10 (2010) 0 10 -10 
11 (201 1) 100 110 -10 
12 (2012) 0 10 -10 
13 (2013) 0 10 -10 
14 (2014) 0 10 -10 
15 (2015) 0 10 -10 
16 (2016) 0 10 -10 
17 (2017) 0 10 -10 
18 (2018) 0 10 -10 

(A) (B) (C) (D =L B-C) 
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19 (2019) 
20 (2020) 
21 (2021) 
22 (2022) 
23 (2023) 
24 (2024) 
25 (2025) 
26 (2026) 
27 (2027) 
28 (2028) 
29 (2029) 
30 (2030) 
3 1 (203 1)  
32 (2032) 
33 (2033) 
34 (2034) 
35 (2035) 
36 (2036) 
37 (2037) 
38 (2038) 
39 (2039) 
40 (2040 
41 (2041) 
42 (2042) 
43 (2043) 
44 (2044) 

0 
0 

200 
200 
0 
0 
0 

200 
200 
0 
0 
0 

200 
200 
0 
0 
0 

200 
200 
0 
0 
0 

200 
200 
0 
0 

10 
10 
100 
0 
0 
0 
0 
0 
0 
0 
0 
0 

100 
0 
0 
0 
0 
0 
0 
0 
0 
0 

100 
0 
0 
0 

Environmental Economics 

-10 
-10 
100 
200 
0 
0 
0 

200 
200 
0 
0 
0 

100 
200 
0 
0 
0 

200 
200 
0 
0 
0 

100 
200 
0 
0 
0 45 (2045) 0 0 

NPV @ 6% = $177.25 
IRR = 11% 

Notes: 
(i) It is assumed that severe drought as a result of climate change occurs 

with the do-nothing strategy once every 10 years in years 1, 11 and 
21. But after year 20, climate change effects become pronounced 
because of doubling of greenhouse gases with severe droughts 
occurring every 5 years starting in year 21 and returning in years 26, 
31,36 and 41. 
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(ii) It is assumed with the climate abatement strategy, natural climatic 
~ ~ a b i ~ i t y  is ~ i n t a i n e d .  The predicted climate change that would 
have occurred starting from year 21 is avoided by the stabilisation of 
greenhouse gases at 1990 production levels by a11 signatory 
countries around the world. Hence severe drought occurs once every 
10 years in the Republic of Olympia for years 1, 1 1,21,31 and 41. 

Appendix Table 6.2 Estimated NPV and IRR of the climate change abatement 
project 

Sample size 
Item 100 500 
Mean NPV ($ million) 227 227 
Standard deviation of NPV($ million) 48 45 
Range of NPV($ million) 240 295 
Mean IRR (%) 11.9 11.9 
Standard deviation of IRR (%) 0.9 0.8 
Range of IRR (%) 4.3 4.6 

Note: The NPV figures are rounded off to the nearest million dollars while the 
IRR figures are rounded off to the nearest decimal point. 
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7. ~ o s t - ~ ~ e ~ t i y e n e s s  Analysis, Impact 
Analysis and Stakeholder Analysis 

Objectives 

After studying this chapter you should be in a position to: 

o distinguish between cost-benefit analysis and cost effectiveness analysis 

o conduct a cost-effectiveness analysis 

o explain the components of an impact analysis 

o explain the steps in stakeholder analysis 

7.1 I~troduction 

In the previous chapter, we i n t r ~ u ~ e d  cost-benefit analysis as a framework 
for evaluating and ranking one or more investment alternatives. Although 
CBA is a useful tool to assist decision- king, it may not be a suitable 
approach in all situations. When it is not possible to value a project’s major 
benefits in dollar terms, or when two projects have similar economic 
benefits, then a cost effectiveness analysis (CEA) may be used. Both CBA 
and CEA are based on the principle of economic efficiency and therefore do 
not consider equity or distributional issues. That is, a project is deemed to be 
socially desirable if the gainers can potentially compensate the losers. The 
method does not deal with the issues of who the losers are or how they 
should be compensated. Many projects around the world have resulted in 
failure because insu~cent  attention has been paid to equity and 
distributional issues. In this chapter, we consider impact analysis (or 
environmental impact analysis) and the relatively new area of stakeholder 
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analysis. These two methods must be seen as being c o ~ p ~ e m e n t a ~  to, and 
not a substitute for, CBA and CEA. They enable decision-makers to devise 
policies to mitigate any adverse impacts of a project on groups or 
individuals. 

7.2 Cost Effectiveness Analysis 
The decision on whether to use CEA instead of CBA will depend on a 
number of factors including the following: 

the size and co~p~ex i ty  of the project; 
the extent to which there are quantifiable benefits; and 
the extent to which the benefits can be valued in monetary 
terms. 

0 

For large-scale projects CBA is the preferred approach because it enables the 
major items of costs and benefits to be identified and valued and DCF 
~ ~ o ~ a n c e  criteria to be computed. However, in cases where the major 
benefits cannot be quantified in dollar terms, CEA is the preferred approach. 
CEA is also appropriate in a case where the choice is between, say, two 
wastewater treatment options with the same outputs or service levels but the 
difference is in, say, location. Most of the foregoing discussion on CBA 
applies generally to CEA. Unlike CBA, CEA does not have absolute criteria 
by which to judge the economic viability of projects. CEA is therefore not 
recommended when a decision about the level of output or service to be 
provided is at issue. 

7.2.1 
The following are situations in which CEA could be used: 

~ u r n ~ ~ e s  of Cost E ~ ~ ~ t i ~ ~ ~ e ~ s  A ~ u ~ y s i s  

1. Given a desirable pollution abatement standard, what will be the 
least cost, out of various alternatives, of achieving the standard? 

2. Can buying up all the property rights in a flood plain and 
moving people out by constructing dykes save the same number 
of lives more cheaply? 
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3. Given two parks with similar recreation benefits, which should 
be deve lo~d?  Park A requires extensive filling and flood 
control and Park B involves buying warehouse sites. 

7.2.2 Conducting u Cost-Eflectiveness Analysis 
The steps involved in carrying out a CEA are similar those for a CBA. They 
are: 

1. Project definition 
2. Choice of method of analysis 
3. Identification and valuation of costs and benefits 
4. Discounted cash flow analysis 
5. Calculation of measures of effectiveness, and 
6. Sensitivity analysis 

Project d e ~ ~ t i o n  
The issues here are the same as discussed for a CBA. That is, there is need to 
outline the project objective or problem to be solved, describe the target 
population, discount rate, project life and other useful parameters. 

Choice of method of analysis 
Careful consideration needs to be given to the method of analysis to use in a 
given situation. As already indicated above, CBA is the preferred approach 
in large and complex projects with significant social and environmental 
r a ~ ~ c a t i o n s .  However, in cases where two or more options have similar 
service levels and the major economic benefits cannot be valued in monetary 
terms, a CEA is appropriate. 

I d ~ n t i ~ ~ t i o n  and valuation of costs 
All the costs of the project must be identified and valued. Caution must be 
exercised in dealing with secondary (or indirect) costs. As far as possible, 
only direct costs must be used. 

Discounted cash flow analysis 
The stream of costs must be discounted to arrive at present values as 
described in the earlier sections. 
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Calculation of measures of effectiveness 
An appropriate measure of effectiveness must be identified. As a guide, the 
measure must be as close as possible to the objective of the project activities. 
For example, for a wastewater project the obvious choice would be ‘cost per 
MI’ or ‘cost per Mi per annum’ . 

Sensitivity analysis 
As in a CBA, a sensitivity analysis will be required in a CEA. To assist the 
choice between options, it would be necessary to find out how sensitive the 
cost-effectiveness measures are to changes in project parameters such as 
discount rate and planning horizon. 

7.2.3 Example of a CEA Application: The Cooloombah Wastewater 
Project 

This section presents an example of a CEA application. The intention is to 
highlight and provide practical examples of the essential features of a CEA. 
In this respect, this example must not be taken as an exhaustive review of 
CEA methodology. We begin with a brief description of the project 
background. 

Background 
Cooloombah is a small city of 40,000 people located to the northeast of 
Brisbane. In line with the general trends in the state of Queensland, the 
population is expected to triple by the year 2020. To meet this increase in the 
city’s population, Council is considering two wastewater treatment options. 
Option 1 involves providing additional capacity at the existing facility to 
cater for the expected increased population. Option 2 is to abandon the 
existing facility and to construct a new one to cater for the whole catchment. 
Both options are capable of treating an additional 20MVd of treated 
wastewater for discharge into the neighbouring creek. The estimated costs 
are listed in Table 7.1. 

Project definition 
The project’s objective is to augment the wastewater treatment capacity in 
the project area. This goal can be achieved in two ways: to expand capacity 
at the existing plant (Option A) or to build a new plant (Option B). 
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Table 7.1 Cost estimates for C~ioombah Wastewater Project 

Augment existing Build new 
Cost category facility facility 

Capital cost ($ milIion): 
Investigations 
Surveys 
Engineering 
Plant and equipment 
Land acquisit~on 
Total 

Operating cost ($ million per annum): 
Labour 
Electricity 
Chemicals 
Repairs and maintenance 
Sludge ~ a g e m e n t  and odour 
control 
Insurance 
A d ~ n i s ~ t i v e  overheads 
Total 

0.03 
0.02 
1.50 
50.00 

48.45 
- 

2.00 
0.30 
0.40 
0.50 
0.30 

0.10 
0.20 
3.80 

0.05 
0.03 
1 .oo 
40.00 
2.00 
43.08 

2.00 
0.30 
0.20 
0.40 
0.10 

0.08 
0.10 
3.20 

Choice of method of analysis 
The two options under consideration have similar output levels. Apart from 
improvement in morbidity and mortality rates as a resuIt of treating the 
wastewater, there are no obvious tangible economic benefits because there 
are no plans for reusing the treated water. 

Identincation and valuation of costs and benefits 
The benefits of each option include: 

0 revenue from charges for wastewater treatment, and 
improvement in morbidity and mortality rates as a result of 
treating the wastewater. 
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The major costs consist of the following: 

* 

plant operating costs. 

capital costs associated with surveying and engineering, as well 
as purchasing and installing plant equipm~nt, and 

Estimates of costs for each option are as follows: 

Option A: 
The capital costs of augmenting the current facilities are estimated at $50 
million and will be phased evenly over the construction period of two years. 
Operating costs are estimated at $3.8 million per annum and will increase at 
a rate of 3 percent per annum above the projected rate of inflation. Operating 
costs are therefore projected to increase from $3.8 million at the start of 
operation to $6.1 million at the end of the planning horizon (Table 7.2). 

Option €3: 
The capital costs of building a new wastewater treatment plant are expected 
to amount to $43 million over a period of two years. The operating costs will 
be $3.2 million per annum, increasing at 3 percent per annum above the 
expected rate of inflation. The operating costs will therefore be $3.2 million 
in the first year of plant operation, increasing to $5.14 million at the end of 
the project (Table 7.2). 

Discounted cash flow analysis 
The discounted cash flow analysis (Table 7.2) indicates that the present 
values of the total costs are $80.63 million for Option A and $68.70 million 
for Option B, using a real discount rate of 8 percent. 

Calculation of measures of effectiveness 
A useful measure of effectiveness is the cost per unit volume of treated 
water. The discounted volume of water to be treated over the project period 
is 55.69 million kilolitres. 
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Table 7.2 Discounted cash flow table for Cooloombah Wastewater Project 

($ millions) 

Option 2 
Total Total 

Capital Operating Costs Capital Operating Costs 

costs costs Option 1 Costs Costs Option 2 

Option 1 

Year 

1 25.00 25.00 21.50 21 S O  
2 25.00 25.00 21.50 21.50 
3 3.80 3.80 3.20 3.20 
4 3.91 3.91 3.30 

5 4.03 4.03 3.39 3.39 
6 4.15 4.15 3.50 3.50 
7 4.28 4.28 3.60 3.60 
8 4.41 4.4 1 3.71 3.71 
9 4.54 4.54 3.82 3.82 
10 4.67 4.67 3.94 3.94 
11 4.8 1 4.05 4.05 

4.81 
12 4.96 4.96 4.18 4.18 
13 5.11 5.1 1 4.30 4.30 
14 5.26 4.43 4.43 

5.26 
15 5.42 5.42 4.56 4.56 
16 5.58 5.58 4.70 4.70 
17 5.75 5.75 4.84 4.84 
18 5.92 5.92 4.99 4.99 

_I__ 19 6.10 6.10 5.14 5.14 
PVfcosts, $m.) = 80.63 PV(costs, $m) = 68.70 
c o s m  {$) = 1.45 COSt/Kl($) = 1.23 

3.30 
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The cost-effectiveness of the two options are therefore $1.45/K1 for Option 
A and $1.23/KI for Option B. From these figures, it would appear that 
construction of a new wastewater plant is more cost effective than 
au~menting the current facility. 

R e c o ~ e n d ~ t i o n  
It is recommended that Council consider construction of a new wastewater 
plant. 

7.3 Impact Analysis 

A CBA results in the estimation of the net incremental economic benefits 
from which project performance criteria are computed to determine whether 
a project is socially desirable. As already indicated above, a CBA (or CEA) 
does not consider issues such who the losers are and the magnitude of the 
losses. An impact analysis (IA), or environmental impact analysis (EM), 
complements a CBA by assessing a project’s impact on the environment, 
social groups or individuals, as well as the economic impacts. 

Although there are different approaches to conducting an IA or EIA, at 
least three major components may be identified: an environmental impact 
assessment, an economic impact assessment and a sociaVcultura1 impact 
assessment. 

The environmental impact assessment considers the project’s impacts on 
the flora and fauna, land and soils, noise and pollution, and so on. The 
s ~ i a ~ c u l t u r a l  impact assessment examines the impact of the project on 
individual groups within the c o ~ u n i t y  by identi~ing who they are and 
how better off or worse off they are if the project goes ahead. The analysis 
should, as far as possible, indicate the size and nature of the gains and losses. 
A simple but practical way of reporting the results of the social impact 
assessment is by means of a matrix, depicting the costs and benefits on one 
axis and the relevant socio-economic groupings on the other. 

The economic impact assessment evaluates the impact of the project on 
the region (or state), on local communities and on industry sectors. The 
economic impact assessment can be carried out, at an elementary level, by 
describing the impacts and providing estimates of how many jobs will be 
created during the construction and operation phases of the project. A more 
sophisticated analysis can be carried out using an input-output or a 
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computable general equilibrium models. These models can give an 
indication of the ‘economy-wide’ impacts of the projects. For example, if a 
project increases output of a good or service, the models can provide an 
indication of the simult~eous impacts on different sectors of the economy, 
including effects on government revenue and households. However, it must 
be emphasised that these models are not appropriate for project selection 
because they do not consider the alternative uses of the resources consumed 
by a project. 

7,3.1 Example of an lmpact Analysis in Case Study I ,  Bintuli 
Wastewater Treatment Project 

The impacts of the project can be grouped under three main headings: 
environmental, economic and social. A brief assessment of these impacts is 
provided below. 

Environmental impacts 
The environmental impacts will occur during the cons~uction and operation 
phases. These include impacts on the water quality, land and soils, flora and 
fauna, and noise and air pollution. 

Water quality 
The impact on water quality will be positive because the treatment process 
wilt remove nutrients from the wastewater and will also disinfect the 
wastewater by means of chlo~nation. 

Flora and fauna 
There are no significant numbers of wildlife in the area. It is not expected 
that there will be significant adverse impacts on the flora and fauna. On the 
contrary, improved river water quality will benefit flora and fauna over a 
large area, 

Noise and air pollution 
The site is isolated from settlements. Although there will be substantial noise 
and air pollution from equipment during cons~ct ion  of the plant including 
traffic, this would be transient and not significant. The existing roads are 
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capable of a c c o ~ ~ a t i n g  the (relatively insigni~cant) levels of additional 
traffic. 

Economic impacts 
It is expected that construction of the plant will provide employment 
opportunities, especially during the construction period. It is estimated that 
150 jobs will be created when the plant is completed. 

Social impacts 
The social impacts pertain to the displacement of people, as well as gender 
and cultural issues. 

Displacement 
The proposed site for the project is not currently populated. The site is not 
being used for any particular purpose and therefore there will be no 
displacement impact . 

Gender 
It is expected that the construction of the plant will not adversely affect 
women in the area. It is uncertain whether women in the area would share in 
the employment oppo~unities to be created during the cons~uction and 
operation of the plant. There is little i n fo~a t ion  about the education and 
skills level of women in the area. 

Cultural 
The site for the proposed plant has little cultural significance to the 
population. It is unlikely that there will be any important cultural impact 
from the project. There will also be no impacts on farmers, river users and 
fishermen. 

7.4 Stak~ho~d~r Analysis 
The concept of stakeholder analysis (SA) originated in the area of business 
~nanagement.~’ In the early €980s, business management strategy began to 

37 See, for example, work by Mitroff (1983) and Freeman (1984). 
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take a much broader view beyond the issue of making profit from the 
manufact~e and dis~but ion of goods and services. It was felt at the time 
that there was a need to take into account the concerns of not only direct 
stakeholders (i.e., those who directly buy or supply products to a firm) but 
also indirect stakeholders. Since the early 1990s, SA has been adopted for 
use in the area of natural resource management. Many projects and policies 
have failed in the past due to the failure of the planners to directly involve 
those who the project will affect. 

Grimble and Chan (1995: 114) define SA as “an approach and procedure 
for gaining an understanding of a system by means of identifying the key 
actors or stakeholders in the system, and assessing their respective interests 
in the system”. ‘Stakeholders,, in this definition, include governments and 
non-governmental organisations, individuals, cornunity groups, and firms 
who can potentially affect or be affected by a proposed policy or project. The 
main aim of SA is to take account of distributional and equity issues in the 
design of policies or projects. 

The justification for an approach such as SA is on the grounds that 
conventional approaches such as CBA and CEA, particularly in the area of 
natural resource management, do not consider the distribution of costs and 
benefits among the stakeholders. Since stakeholders perceive environmental 
problems differently, they may pursue solutions that are different from those 
of the project, leading to non-cooperation with the project. Although SA is 
useful in development planning as a whole, it is particularly useful for 
natural resource management due to a number of reasons, Among these are 
the common property nature of some natural resources; the multiple use 
nature of natural resources and the varying interests held by different types 
of stakeholders. In such situations stakeholder analysis provides a consistent 
framework for evaluating and inco~orating the various interests in the 
decision-making process. 

7.4. I Steps in Stakeholder Analysis 
Stakeholder analysis involves the fol~owing steps: 

0 

identifying the stakeholders; 

identifying the objective(s) of the analysis; 
developing an ~derstanding of the system and its decision 
makers; 
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investigating stakeholder interests; and 
identifying patterns and contexts of interaction between 
stakeholders 

Identi~ying the objective of the analysis 
This first step of identifying and clarifying the purpose of the analysis is 
useful for other kinds of analysis, but more so in SA because there is a wide 
range of resource management problems. It is therefore necessary to 
determine the nature of the problem to be solved, the objectives of the 
analysis, the outputs of the analysis, the relevant decision-makers and the 
main target group. For example, in a dam project the problem to be 
addressed could be the fact that some groups would be worse off (e.g., suffer 
income losses). The objectives and outputs would therefore be to consider 
alternative project designs to minimise the impacts. 

Developing an understanding of the system and its decision makers 
Once the objective of the analysis has been firmly established, the next step 
is to gain an understanding of how the system operates and who the major 
players are. In the case of natural resource systems, it is important to 
understand the interactions between the local community and the 
environment. For example, if the problem were deforestation, it would be 
essential to understand the various uses such as logging, grazing, fruit 
harvesting and so on. 

Identifying the stakeholders 
Various approaches for identifying major stakeholders have been proposed 
in the management science literature. These include the following: the 
reputational approach, the focal group approach and the demographic 
approach. 

The reputational approach involves seeking assistance from prominent 
individuals (e.g., the village chief) in the community for help to identify 
groups or individuals who may have a stake in the resource issue at hand. As 
the name suggests, the focal group approach involves first identifying a main 
group with interest in the issue, and then looking for other groups with links 
to this main group. Finally, the demographic approach attempts to identify 
stakehold~rs on the basis of demographic characteristics such as age, gender, 
refigion and so on. After the stakeholders have been identified, a list of 
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stakeholders is compiled and the i n f o ~ a t ~ o n  is verified. Verification of the 
stakeholders can be carried out by conferring with other stakeholders. 

Investigating stakeholder interests 
Once the stakeholders have been identified, the next step is to investigate 
their interests. Table 7.3 provides an example of the various stakeholders of 
a forestry resource in a developing country and their interests. The table 
indicates that there is a range of contexts within which the various interests 
operate. Techniques such as Participatory Rural Appraisal (PRA) or Rapid 
Rurai Appraisal (RRA) may be used to collect the necessary information 
(IIED, 1994). ~ f o ~ t i o n  to be collected includes how stakeho~ders use and 
manage the given resource, the direct and indirect benefits, the system of 
property rights, stakeholder views about the resource use, actual and 
perceived costs and benefits, stakeholders’ d~ision- king criteria, and 
other relevant information. 

Identifying patterns and contexts of interaction between s~keholders 
This stage of the process builds on Steps 2 to 4 by conducting a more 
detailed analysis of the relationships between the different stakeholders. The 
aim of this activity is to shed more light on conflicts or cooperative action 
among the stakeholders. The expected outcome of this component of SA is 
an understanding of the divergent interests and factors that are likely to 
influence successful cooperation among groups. 

Stakeholder analysis is a useful tool to complement more conventional 
methods such as CBA and CEA. It has the potential to generate information 
that can be used to improve the design projects to ensure successful 
implementation. 

7.5 Su~mary 
In this chapter, we have considered cost effectiveness analysis as an 
alternative form of comparing two or more investment alternatives. A CEA 
can be used when a project has significant economic benefits that cannot be 
valued in monetary terms. It is also used to choose among two or more 
projects or policies that have identical benefits. In such cases, the issue of 
interest is which one can be impiemented at least cost. 
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Table 7.3 An example of stakeholders of a forest resource 

Example of 
Institutional level stakeholder Environmental interest 
Global and 
international ; 
wider society 

National 

Regional 

Local off site 

Local onsite 

Inte~ational agencies; 
foreign governments; 
lobbies 

National governments; 
macro planners; urban 
pressure groups; 
NGOs 

Forest departments; 
regional authorities; 
downstream 
communities 

Downstream 
communities; logging 
companies and 
sawmills; local 
officials 

Forest dwelIers; forest 
fringe fanners; 
livestock keepers; 
cottage industry 

Biodiversity 
conservation; climatic 
regulation; maintenance 
of resource base 

Timber extraction; 
tourism development; 
resource and catchment 
protection 

Forest productivity; 
water supply 
protection; soil 
depletion and siltation 

Protected water supply; 
access to timber 
supply; conflict 
avoidance 

Land for cultivation; 
timber and non-timber; 
forest products; access 
to grazing and fodder; 
cultural sites 

Source: Grimble and Chan (1995) 

A practical example of a CEA was outlined. Both CBA and CEA are based 
on principles of economic efficiency and do not therefore consider equity 
and distributional issues associated with a proposed policy or project. 



Cost-Effectiveness Analysis, Impact Analysis and Stakeholder Analysis 189 

The concepts of impact analysis and stakeholder analysis were therefore 
introduced as additional tools to complement CBA or CEA. An impact 
analysis identifies a project’s impact on the env~ronment, social groups and 
individuals. It seeks to identify gainers and losers and the magnitude of the 
gains and losses. Stakeholder analysis is a similar process in the sense that it 
seeks to identify the stakeholders, that is, individuals, groups and 
organisations who are affected by or affect a given policy or project. 
Stakeholder analysis attempts to gain an understanding of the various 
interests associated with a resource and the interactions among the 
stakeholders. Information from both impact and stakeholder analysis can be 
used to improve the design of projects so as to rninimise any adverse impacts 
and improve the chances of successful implementation. 

Review Qu~stions 

1. What are the main differences between cost-effectiveness analysis and 
cos t-bene fi t analysis? 

2. Describe the steps in carrying out a cost-effectiveness analysis. 

3. Discuss the reasons why a cost-benefit analysis alone may be an 
insuf~cient basis for selecting some types of projects. What kinds of 
additional analyses may required? 

4. Outline the steps in impact analysis. 

5. Outline the steps in stakeholder analysis. 

Exercises 
1. List the advantages and limitations of cost effectiveness analysis. 

2. List the advantages and limitations of stakeholder analysis. 
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8. Multi-Criteria Analysis 

0 bjectives 

After studying this chapter you should be in position to: 

o explain when it is appropriate to use multi-criteria analysis; 

u explain the steps in multicriteria analysis; and 

o explain the strengths and weaknesses of multi~riteria analysis. 

8.1 Introduction 
The non-market valuation techniques discussed earlier aim to value the 
 environment^ impacts of proposed policies or projects in dollar terms. These 
dollar estimates are then used as inputs to an analytical framework such as 
CBA or CEA to assist decision makers choose between competing 
alternatives. Although it is not necessarily made explicit, it is &willy the 
case that projects seek to achieve a set of broader socioeconomic and 
environmental objectives such as increased income and preservation of the 
e n ~ r o n m ~ n t .  CBA works well as a d ~ i s i o n - m a ~ n g  tool when costs and 
benefits can be valued in dollar terms. However, the fact remains that, 
despite improvements in non-market valuation techniques, many 
envir~mental  impacts cannot be valued in monetary terms. This chapter 
introduces multicriteria analysis (MCA) which is an approach for choosing 
from among a set of alternatives when there are multiple objectives. Because 
the objectives may be competing or conflicting, the trade-offs need to be 
made explicit. 

The chapter proceeds as follows. The next section defines MCA and 
explains its conceptual basis. Section 3 outlines the steps involved in 
conducting MCA, while Section 4 discusses the limitations of the approach. 

191 
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The penultimate section presents a case study on an application of MCA, 
while the final section contains the summary. 

8.2 The ~u l t i - cr i t~r ia  Analysis Approach 

Multi-criteria analysis is also referred to in the literature as multi-objective 
decision making, multi-objective decision support system (MODSS), and 
multi-criteria decision aid. MCA may be described as a framework to assist 
decision makers choose between alternative policies and projects in 
situations where there are multiple objectives. In contrast to the methods 
discussed previously, MCA incorporates costs and benefits that cannot be 
valued in dollar terms. As a matter of fact, CBA may be considered as a 
special case of MCA in which the alternatives are evaluated by performance 
criteria (e.g., NPV) that are measured in dollar terms. 

Apart from not being based exclusively on money va~uations, MCA 
differs from CBA (or CEA) in other respects. Both CBA and CEA are based 
on economic efficiency criteria (e.g., NPV L 0), but MCA incorporates other 
types of criteria such as distributional, equity, ecological and so Unlike 
CBA and CEA, MCA does not require only quantitative data. The approach 
can handle quantitative, qualitative and a combination of quantitative and 
qualitative data. In situations where efficiency is a major criterion, where 
trade-offs do not need to be identified explicitly and where there are few 
valuation problems, a CBA is preferable to an MCA. However, as indicated 
above, in many cases, the need to include social and ecological effects that 
cannot be valued in monetary terms makes MCA a more pragmatic 
alternative. According to van Pelt (1991), the choice between CBA and 
MCA boils down to the trade-off between methodological and empirical 
considerations. 

To explain the conceptual basis of MCA, let us consider a potential 
project that has conflicting objectives: biodiversity protection (yl) and 
development (~2). In this case, d e v e l o p ~ n t  entails a loss of biodiversity. 
Assume that the additional costs required to protect biodiversity are known 
and that the level of development can be measured against an index of 
bj~iversity loss (Figure 8.1). Suppose that alternative projects a, b, c and d 
have been identified as potential solutions posed by the first project. Point c 

38 Quity considerations may be modelled in CBA, to some extent, by adjusting prices 
according to predefined equity weights. 
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is preferable to d because it implies a lower cost as well as a lower 
biodiversity loss. 

Figure 8.1 The trade-off curve in mul~i-criteria analysis 

Cost of biodiversity 
conse~ation, y, ($) 

f 

. 
Development (biodiversity loss), yz 

In this regard, alte~ative d may be discarded because it is inferior to (i.e., 
dominated by) c. However, a similar conclusion cannot be made about points 
Q and b because they lie on the same trade-off curve. Point c is better in 
terms of having a lower cost but has a higher biodiversity loss compared to 
point a. 

The process of MCA involves finding additional points such as b and c 
that form an optimal trade-off curve. Using the decision-maker’s preferences 
(where the decision-maker could be a number of groups of stakeholders 
holding divergent opinions about resource management), the analyst 
constructs a family of trade-off and equipreference curves that describe how 
one objective is traded off against the other (Figure 8.1). The optimal choice 
is the one that yields the greatest utility. This is given by the point of 
tangency between a trade-off curve and the lowest equipreference curve, 
point b. The equipreference curves are often not known and therefore some 
other means must be used to narrow the set of feasible points on the trade-off 
curve. For example, using the safe minimum standard concept (see Chapter 
ll), the decision makers might define a  xim mum allowable level of 
biod~versity loss. Depending on the budget constraint, they may also define 
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the maximum level of costs. Imposing such constraints enables the choice set 
to be narrowed down. 

8.3 

Although the procedure for MCA is presented below as a series of successive 
steps, this is merely for ease of presentation. In practice, there is likely to be 
iteration between steps. The steps in MCA, are as follows: 

Steps in the MCA Process 

identifying the problem to be addressed 
identifying the alternatives 
identifying the criteria 
scoring the alternatives in relation to each criterion 
weight~ng the scores according to the weight or rank assigned to the 
criteria 
evaluating the alternatives 
sensitivity and risk analyses, and 
producing a ranking of alte~atives on which to make a 
recommendation 

These steps are represented s c h e ~ t i c a ~ l y  in Figure 8.2. The figure indicates 
two sources of i n fo~a t ion  flows during the process. The first source is 
inputs from data sets. Data sets, typically, would include scientific, social 
and economic information about the problem to be addressed. It may be 
presented in the form of GIS, s i ~ u l a t ~ ~ n  models or expert systems that 
simulate the problem and alternative scenarios and provide predictive 
information to assist the identification of alternatives to address the 
perceived probtem and the scoring of alternatives against the evaluation 
criteria. 

The second source is information from identified stakeholders. MCA 
facilitates a participatory approach to decision-making. Information provided 
by stakehold~rs would be expected to include their input to identify 
alternatives and their acceptance of the appropriateness of the alte~atives 
under consideration; the identification of the criteria to evaluate the 
alternatives as well as a ranking or weighting of the criteria. 

The steps in the process are illus~ated below using the management of 
forest resources as a hypothetical example. 
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8.3.1 
An initial, and preliminary step in the MCA process is the identification of 
the problem to be addressed. It is likely that this step would initiate data 
collection to determine the extent and severety of the problem. In the 
illustrative case here, the problem to be addressed would be identified as the 
sustainable use of forest resourses. 

Identifying the Problem to be Addressed 

8.3.2 Identifying the Alternatives 
Identification of the relevant set of alternatives is a crucial early step in 
MCA. Given that MCA is a process, the aim of this step is to seek the input 
of the stakeholders in deciding what alternatives should be considered. 
Obviously, there is a problem if there are either too few or too many 
alternatives. In the case of too many alternatives, preliminary screening can 
reduce the number of alternatives using some agreed criteria (e.g., minimum 
pollution levels or minimum economic returns). In this screening exercise, 
‘inferior’ alternatives (i.e., those that are dominated by one or more 
alternatives) are dropped. In the case of forest resource use, there could be 
four possible alternatives which would include a “do nothing’’ scenario: 

1.  Ban all forms of logging; 
2. Ban logging in only old growth forest, allow logging in 

plantation forest; 
3. Permit logging of any type; and 
4. Do nothing. 

8.3.3 Identifying the Criteria 
As already indicated, one strength of MCA is its ability to accommodate 
decisions with multiple objectives. In addition, MCA can deal with 
hierarchical criteria. In this case, the criteria are grouped into sub-criteria, 
and if necessary, into sub-sub-criteria. For the forest management example, 
we can identify three main objectives (Figure 8.3), namely 

1. Maximise economic growth; 
2. Maximise environmental quality, and 
3. Maximise social benefits. 
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The criteria for the first objective could be the number of jobs created and 
the amount of revenue from the sale of logs. The criteria for the second 
objective could include the level of biodiversity, the area of forest conserved, 
the amount of soil erosion avoided and the level of water quality. Sub- 
criteria for water quality could include the pN level, amount of suspended 
particulate matter, and so on. Finally, the criteria for the third objective could 
be the value of recreation and tourism, and the level of poverty. 

8.3.4 
Before scores are assigned to each alternative in relation to each criterion, 
the ‘do nothing’ alternative must be identified so that the alternatives can be 
evaluated as marginal or incremental to the ‘do nothing’ alternative. 

Scoring the Alternatives in Relation to the Criteria 

Figure 8.3 Hierarchy of criteria for the forest management example 

Scores are presented in an ‘effects table’. An effects table, or matrix, 
displays the criteria in the rows and the alternatives in the columns. A score 
is provided for each alternative against each criterion in relation to the ‘do 
nothing’ alternative. As already indicated above, MCA has an advantage 
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over CBA in that it is able to deal with both quantitative and quali~tive 
criteria. 

FOT example, for the employment creation criterion in the forest 
management case, the score for Alternative 4 (do nothing) could be no 
additional jobs, Alternative 1 (ban all logging) could be 3 jobs and that of 
Alternative 3 (permit all logging) could be 90 jobs (Table 8.1). For the 
income generation criterion, the score could be zero dollars per annum for 
both the ‘do nothing’ alternative as well as Alternative 1 and $35,000 per 
annum for Alternative 3. Note that some of the criteria are expressed in 
qualitative, or ordinal, form. For example, the score for the biodoversity is 
high under Alternative 1 and very low under Alternative 3. It is 
recommended that, as far as possible the criteria be ‘standardised’ (RAC, 
1992). Standardisation involves reducing the criteria scores to a comparable 
basis. In the forestry management example, standardisation would mean 
ensuring that all the dollar scores are expressed on a scale such as between 0 
and 10. Employment generation could be converted into a score, using, say, 
“10” for the highest estimated employment level, and “0” for the lowest. 

8.3.5 Weighting the Scores According to the Weights Assigned to the 
Criteria 

The next step in the MCA process involves ‘ p ~ o ~ t i s i ~ g ’  the criteria by 
assigning different rankings or weights. The weights can be assigned by the 
analyst, the decision maker or they can be based on the views of the 
stakeholders. In some cases, the criteria can be weighted by a panel of 
experts using techniques such as the Delphi method. The weights can also be 
generated mathematically. For example, Janssen (1992) discusses three 
approaches to deriving weights, including one that assumes a linear 
relationship between pairs of criteria. Another approach is the ‘analytical 
hierarchy process’ in which weights are estimated based on pairwise 
comparisons (Saaty, 1980; Forman, 1990). The scores are then weighted 
according to the ranking or weights assigned to the criteria. 
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8.3.4 ~ v u ~ ~ ~ ~ i n g  the A ~ t e ~ ~ ~ ~ v e s  
A number of approaches for evaluating the  alternative^^^ have been 
id en ti^^ for evaluating the feasible choices on the trade-off curve. 

Table 8.1 Effects table for the resource management example 

Alternatives 
1 ,  Ban all 2. Ban 3. Permit all forms 4. Do 
logging logging in of logging nothing 

Criteria otd growth 
forest 

Employment creation 3 30 90 0 
(number of jobs) 

Income ( $ ' ~  p.a.) 0 40 35 0 

Biodiversity high low very low low 

Forest conserved (ha) 10,000 6,000 1 ,000 5,OOo 

Water quality (low to high medium low medium 
high) 

Soil erosion ~ ~ ~ p . ~ . ~  1 25 70 30 

Recreation and tourism 500 300 10 250 
($'OOo p.a.) 

Poverty level ($ change -20 +5 +30 0 
in per capita income) 

They include the following: 

* aggregation techniques; 
e lexicographic technique; 
* graphical technique; 
0 concensus ~ x i ~ s a t i o n ;  
e concordance methods; and 

39 See, for example, Pearce and Turner (1990) and Janssen (1992). 
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a multi-attribute utility model. 

Ag~regation tech~iques 
In the aggregation approach, the scores are aggregated over the range of 
criteria. The alternatives are then ranked according to the weighted sum of 
the standardised scores. The scores are defined as follows: 

where: xji = performance of alternative i with respect to criterionj; 
wj = weight assigned to criterionj; and 
n = number of criteria 

Lexicographic technique 
The lexicographic technique evaluates criteria by ranking them from the 
least important to the most important. This approach does not allow trade- 
offs among the criteria and is suitable for decisions in which the priorities are 
clear-cut. An example is a decision regarding concentrations of toxic 
chemicals in drinking water where the levels of acceptable risk can be 
clearly defined based on medical information. 

Grap~ical technique 
As the name suggests, the graphical approach involves plotting the 
alternatives in relation to benchmarks. These benchmarks could be, for 
example, the maximum scores for a given alternative. The main limitation of 
this approach is that the data must be in quantitative form (Le., either ratio or 
interval data). 

Concensus-maximising technique 
In the concensus-maximising approach, individual preferences are added up 
to obtain group concensus preferences. This approach i s  useful when there 
are a range of stakeholders associated with the project in question. In this 
case, the criteria could be ranked on the basis of the preferences of different 
interest groups to obtain an aggregate index. 
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Concordance methods 
Concordance methods are also referred to as ELECTRE methods (Roy, 
1990). For each pairwise comparison, concordance and disconcordance 
indices are calculated. The concordance index is given by the weighted sum 
of the criteria for which the first alternative’s score is better than that of the 
second. The disconcordance index is given by the largest difference in scores 
among those criteria for which the first alternative’s score is below that of 
the second. Upon calculation of the indices, a ranking of the alternatives is 
then carried out. 

~ulti-attribut~ utility model 
The multi-attribute utility approach is a generalisation of the aggregation 
method. In this approach a utility function is used in place of the scores, and 
the alternatives are ranked according to the following weighted sum: 

j=1 

where Uj is a utility function; and all other variables are as defined 
previously. 

8.3.7 Sensitivity and Risk Analyses 
The assignment of weights and calculation of scores in the MCA process are 
carried out in an environment of imperfect information. In this regard, it is 
necessary to check how ‘robust’ the final solution is. This can be done by 
conducting a sensitivity analysis, which determines how the rankings change 
in response to changes in, say, the weights, the standardisation method and 
the evaluation method. Sensitivity analysis is c o ~ o n l y  carried out to 
determine any change in the ranking of alternatives resulting from a change 
in the weights assigned to the criteria. Risk analysis may also be performed 
by using the Monte Carlo simulation approach (see Chapter 6 )  to generate 
probability distributions for the possible rankings. This particular type of risk 
analysis is more commonly conducted on data that are in a quantitative form. 
At the moment, there are no established simulation methods for qualitative 
(or ordinal) data. 
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8.3.8 Ranking the Alternatives and Making a Recommendation 
The final step in MCA is to establish a ranking of the alternatives and to 
make a recommendation. The outcome from a MCA process is a 
prioritisation of alternative courses of action or projects. Depending on the 
number of alternatives and criteria, the process can generate a vast amount of 
information. Graphical methods have been shown to be an effective way of 
presenting the results for different alternatives (Janssen and van Herwijnen, 
1991). Interactive computer packages (see, for example, DNR, 1999) are 
now available which enable the decision maker to view graphical outputs, as 
well as what happens if any of the key parameters or assumptions change 

8.4 Limitations of MCA 

The main advantage of MCA (or MODSS) over other analytical methods is 
that it enables a more realistic representation of the decision problem to be 
made, and in particular for the trade-offs to be made explicit. The interactive 
nature of the approach enables both the analyst and the decision maker, who 
could be a number of groups of stakeholders, to learn more about the 
problem. Although MCA is a structured approach which can incorporate 
techniques and data from other methods, it is flexible enough to allow the 
use of value judgement. As already indicated above, it is suitable for 
problems where dollar estimates of the effects are not readily available. 

The MCA process, however, does have a number of inherent 
weaknesses. The credibility of the process will be determined ultimately by 
the quality of the data sets and the degree to which the stakeholders or 
interest groups have been involved in the process. There is a real danger that 
community preferences will be determined, not by the community, but by a 
single decision-maker, without consultation with the community. The criteria 
adopted to evaluate alternativess need to provide a balanced evaluation. This 
means that a tendency to include a number of economic criteria and only one 
social and one environmental criterion, needs to be avoided. 

There is a wide variety of evaluation methods in MCA, yet there is no 
information to indicate which ones are better. Nijkamp (1989) indicates that 
there could be as many as 50 possible evaluation methods. To date, there has 
been relatively little research to evaluate the performance of these methods. 

Although MCA does not necessarily require quantitative or monetary 
data, the information requirements to compile the effects table and derive the 
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weights can, nevertheless, be considerable. What is viewed as the method's 
strength (Le., use of subjective judgement) may also be viewed as a 
weakness. Subjective judgements, backed by substantial data sets and 
information from stakeholders, need to be made in the process and the 
debatable issue arises as to whose preferences the decision maker represents. 
Although the weights used in the process are explicit weights, the analyst 
may unintentionally introduce impficit weights during the evaluation 
process. If not properly used MCA has the potential to become a 'black box', 
p r ~ u c i n g  results that cannot be explained, 

8.5 Case Study: Application of MCA to Resource 
Management in Cattle Creek Catchment, Far North 
Queensland4' 

This section presents a MCA study that was carried out in the Cattle Creek 
Catchment in Far North Queensland. First, a desc~ption of the resource 
problem requiring management is described. Second, a summary outline of 
the MCA meth~ology is provided with information and discussion about 
the involvement of the stakeholders in the decision process. Third, the 
rankings of the alternatives are presented and discussed. The final section 
makes some concluding comments about the possibility of a compromise 
decision being identified from the info~at ion  provided through the MCA. 
In addition, some comment is provided about the validity of any decisions 
from the MCA and about the apparent achievements of the process. 

8.5.1 The P r o ~ l e ~  
Cattle Creek Catchment encompasses approximately 16,700ha of 
agricult~al land in the M~eeba-Dimbulah Irrigation Area { ~ D ~ )  and is 
situated within the Mitchell River Watershed in Far North Queensland 
(Figure 8.4). Land and water resources in the catchment are under increasing 
pressure. The quality and depth to the groundwater in parts of the catchment 

This case study is taken from Using a Multiple Criteria Decision Support System to Support 
Natural Resource Managemeng Decis ion-Mak~~~ for ~ c o l o ~ i ~ a ~ i y  ~us~ainable  ~ e v e ~ o p ~ e ~ t ,  
a PhD thesis by Jackie Robinson, Department of Economics, The University of Queensland, 
Brisbane, Australia. 
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is deteriorating whilst at the same time agricultur~ in the c a t c ~ ~ n t  is 
undergoing r e s~ ruc tu~ng  with farmers redeveloping as weli as expanding 
production into crops which promise higher returns. Sustainable 
development in the catchment, and downstream of the catchment, is at risk 
unless current and future resource use can be managed to reduce, or at least 
stabilise, the groundwater problems. 

Figure 8.4 Location of Cattle Creek Catchment 
-- 

$we 1. Locetbii of Cattle Creek Catchnlam in ihe Mitchell River WaWraked 

Source: DNR (1997) 

Downstream of the Cattle Creek Catchment and within the MDIA there are 
approximately 240 irrigators, many growing tobacco which requires 
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i~igation water with less than 25ppm chloride. Some of these irrigators, 
approximately 31 per cent, would be affected by the quality of the water 
entering the Walsh River from Cattle Creek. It is estimated that over $2 
million of agricultural production per annum could be at risk if the 
groundwater problems in the Cattle Creek Catchment are not stabilised. 

Since the extent of the ~ o u n d w a ~ e r  problems became apparent, 
speculation from Downstream Irrigators and from groups of Catchment 
Irrigators about res~nsibility for the problem increased. An ad hoe approach 
to addressing the problem has led to conflict between groups of stakeholders 
including irrigators, both downstream and within the catchment, as well as 
agency groups. The increased conflict has highlighted the need to adequately 
inform stakeholders and to encourage their involvement in natural resource 
management decision-making. 

8.5.2 The MCA ~ p p r o a ~ ~  
A MCA, adapted from a p r o t o t y ~  MODSS developed by the US 
Department of Agriculture, Tucson Arizona (Yakowitz et al., 1992; Shaw et 
al., 1998), was developed to assist the process of d e c i s i o n - ~ ~ n g  with 
respect to natural resource management in the Cattle Creek Catchment. 

There are two specific characteristics of the MODSS developed for the 
Cattle Creek Catchment which make it unique in the development of 
d e c i s i o n - ~ ~ n g  processes at a catchment scale. Firstly, the groundwater 
problem in the catchment has been investigated within a multi-disciplinary 
framework. Secondly, ~ n a g e m e n t  ~ t e ~ a t i v e s  have been identified and 
stakeholder needs from resource management, including identi~cation of the 
evaluation criteria and the importance order of the criteria, have been 
solicited through a survey of stakeholders (Robinson and Rose, 1997). 

A land and water data base and a groundwater simulation model of the 
catchment increased stakeholder acceptance that a resource problem exists in 
the catchment and, in addition, increased the validity of the proposed 
alternatives for management and their evaluation. 

A survey of stakeholders, in particular those on whom resource 
management decisions are likely to impact directly, was a valuable part of 
the decision-making process, The survey provided an opportunity to inform 
people about the natural resource problems in the catchment and the 
consequences of inaction and then to solicit their preferences about future 
management, 



Identification of alternatives and criteria 
A number of resource management alternatives and evaluation criteria were 
identified at workshops held in the catchment for stak~holders~ ~ f o ~ a t i o n  
was solicited from stakeholders, through a survey, about their preferences for 
the alternatives, as well as to establish a ranking of a number of criteria to 
evaluate the alternatives. 

Scoring the alternatives 
It was not expected that individu~ stakeho~ders would have a sufficient 
knowledge base to enable them to score the performance of alternatives 
against the criteria. As a result, a number of ‘experts’, considered to be 
proficient in social, scientific and economic fields, was recruited to score the 
estimated pe r fo~ance  of the alternatives. AItematives were scored in a 
variety of measures, including dollars; tonnes per ha; meters per annurn; and, 
a qualitative score was provided to measure the performance of an 
alternative to reduce degradation downstream of the catchment. The scores 
were standardised using a technique developed by Yakowitz et aZ. 1992. 
This technique ‘normalised’ the scores using a number of generic scoring 
functions. 

Weighting the scores according to the preferences of the stakeholders 
Rather than assigning a single set of weights or ranking to the criteria, the 
criteria were ranked consistent with the preferences of each group of 
stakeholders. This was important because it was an a c ~ o w l e d g e ~ e n t  that 
each group had a set of preferences that represented their specific needs from 
resource management. 

Evaluating the alternatives 
The MCA presents the scores assigned to the management alternatives in an 
effects matrix showing the ~ r f o ~ a n c e  of each proposed alternative against 
individual evaluation criteria. Ranking the alternatives according to their 
scores is vatuable information because it demonstrates the trade-offs that are 
implicit when an alternative is chosen. Table 8.2 shows some of the trade- 
offs that would need to be considered when making a choice between four of 
the proposed alte~atives. This i n f o ~ t ~ o n  is pa~icularly valuable when 
stakeholders regard themselves to be in conflict with decision-making 
agencies. 
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Table 8.2 Trade-offs for the Cattle Creek Catchment resource management problem 

Management Alternatives 

Plant Line Efficient water De- 
Restrict 

Criteria trees storage irrigation allocations water 
Cost to implement 1 5 3 2 4 
Downstream impacts 3 4 1 2 5 
Increase depth to g r o ~ d w a t ~ r  5 4 2 3 1 

Source: Robinson (1999a) 

Table 8.2 shows that Hunt Trees performs well against the cost criterion, but 
its p e ~ o ~ n c e  in relation to increasing the depth to groundwater is not as 
impressive. The alternative which performed the best over all the criteria, 
Eficient Irrigation, involves a trade-off in relation to the cost and it is not 
the best alternative to increase the depth to groundwater. ~terestingly, the 
alternative scored as the most effective in increasing the depth to 
groundwater, De-water, does not perform well against the other evaluation 
criteria. 

Ranking alternatives when the criteria are weighted 
A logical progression from inspecting the trade-offs is to rank the 
alternatives according to the aggregate score, given the ranking of criteria 
preferred by individual stakeholder groups. The maximum or minimum 
aggregate score for each alternative, given the ranking of the criteria is given 
as: 

Maximise (minimise) (8.3) 
i-1 
m 

Subject to: C w(i) = I (8.4) 
i-1 

and (8.5) 
where w(i) = weight vector based on the ranking for criterion i, and Sc(ij) = 
score of alternative j evaluated or scored for decision criterion i. 

w, 2 w2 2 , . . . a ,  2 w, 2 0 
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Calculation of the maximum and minimum aggregate scores (assuming a 
given ranking of the criteria) for each alternative enables a ranking of 
alte~atives to be determined. The difference between the maximum and 
minimum aggregate scores for an alternative also provides information about 
the sensitivity of the scores to the weightings of the criteria. 

Figure 8.5 Ranking of management alternatives for Catchment Irrigators 
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Source: Robinson (1999b) 

This information is presented graphically for two groups of stakeholders: 
Catchment Irrigators (Figure 8.5) and Downstream Irrigators (Figure 8.6). 
The length of the bars, d e t e ~ i n e d  by the ranking of the criteria, shows the 
difference between the best and worst aggregate scores given the ranking of 
the criteria by individual stakeholder groups. Although an alternative may 
perform well in terms of its maximum aggregate score, its performance for 
the minimum score may be less impressive. The length of the bars is not the 
same for ail alternatives, for all stakeholder groups. For example, EIfJicient 
frrigatiun for Catchment Irrigators (Figure 8.5) and for Downstream 
Irrigators (Figure 8.6), shows that the ranking of the criteria by each group 
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has a significant effect on the range of aggregate scores and that this range 
can impact on the ranking of the alternatives. 

Figure 8.6 Ranking of management alternatives for Downstream Irrigators 
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Figure 8.5 shows the preferred ranking of the criteria for the ~ a t c ~ e n t  
Irrigators and the resulting ranking of the alternatives. One end of the graph 
shows the maximum aggregate score for an alternative and the other end 
shows the minimum aggregate score. If the maximum aggregate score is 
used to select the preferred alternative, then Eficient Irrigation is ranked 
first. On the other hand, if the maximum of the minimum scores is used, then 
the preferred alternative is PZonting Trees. The ranking of alternatives for the 
Downstream Irrigators is shown in Figure 8.6 to be different. 

A final ranking of the alternatives for each group of stakeholders, shown 
in Table 8.3, demons~ates that there is a compromise outcome available to 
stakeholders. In brief, Eficient Irrigation is shown to perform the best for all 
groups of stakeholders using the maximum aggregate score. The final 
ranking of alternatives shows that Planting Trees does not perform well 
against the evaluation criteria when the criteria are weighted. This is an 
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interesting outcome because it was a preferred alternative for all groups of 
stakeholders. 

Table 8.3 Final ranking of management alternatives, using the maximum aggregate 
score for each stakeholder group, 1997 

Stakeholder Catchment Downstream Community 
Group Irrigators Irrigators Representatives 
Efficient Irrigation 1' I* 1' 
Farm Management 4 5 5 
Education 
Plant Trees 5 10 7 
Land & Water 3' 4 4 
Management Plans 
Conjunctive water use 2* 2* f 
Lining Storage 14 12 10 
Drain and reuse water 5 3* 4 

Restrict Water Allocations 10 4 3' 
Manage Leakage 13 8 9 
Restrict Irrigation 12 9 8 
Expansion 
De-water 7 11 8 
Do Nothing 8 13 11 
* Ranked in the first three. 
Source: Robinson (1999a) 

Water Pricing 9 6 6 
Retire Land 11 7 6 

8.5.3 C u ~ ~ ~ u s i ~ n  
The MCA developed for the Cattle Creek Catchment placed considerable 
emphasis on the need to draw on the preferences of the stakeholders to assist in 
the determination of an appropriate management alternative or alternatives. 
Indeed, one of the strengths of the technique is the incorporation of stakeholder 
preferences within the decis ion-ma~n~ process to enable a compromise 
solution to be identified when there are a number of alternatives to be evaluated 
and competing and conflicting criteria to be considered. The involvement of 
stakeholders in the process of decision-making can diffuse a situation or 
prevent a situation from occurring where there are conflicting opinions and 
requirements Erom resource management. Soliciting of stakeho~der preferences 
is used in this study as a means of identifying and overcoming any conflict of 
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interest between stakeholder groups over ~ n a g e m e n t  of the groundwater 
resources in the catchment and to gain acceptance of the management 
alternatives to be implemented (Robinson, 1999a). 

The information available to decision-makers from the process, 
particularly that relating to stakeholder preferences and trade-offs, increases 
the transparency of the decision-making process. Transparency of the 
decision increases the validity and acceptability of the choice to all groups of 
stakeholders. 

8.6 S ~ m a r y  
This chapter has introduced the reader to the technique of multi-criteria 
decision analysis (MCA). This approach is suitable for the analysis of natural 
resource and environmental problems where there are multiple objectives 
which may be conflicting or competing. MCA utilises both quantitative and 
qualitative data and is useful when non-market estimates of env~onmental 
effects cannot be determined. Cost-benefit analysis is a special case of MCA 
when there is a single performance criterion that is measured in monetary 
terms. 

A typical MCA is conducted in 8 steps: identification of the problem; 
id~nt i~cat ion of the alternatives; identi~cation of the criteria; scoring of the 
alternatives; assignment of weights to the criteria; evaluation of the 
alternatives; sensitivity and risk analyses; and ranking the alternatives. The 
approach is amenable to input from the analyst, decision maker and 
stakeholders. In practice, there will be iteration between the various steps 
after consultations with the interest groups. In spite of its obvious strengths, 
MCA has a number of weaknesses. There is a large number of evaluation 
methods and there is little guidance as to which ones are better. The 
approach relies on subjective judgement and there is the possibility that this 
may not reflect the society's preferences. 

The criteria for judging the success of a MCA, particularly when applied 
to assist natural resource management, should be related to the critical 
insights gained through improved communication of the different 
perspectives of researcher, farmer and decision-maker. The effectiveness of a 
MCA is in the bringing together of different points of view to bear on a 
common problem. 
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Review Questions 

1. Define ~ u ~ t i - c r ~ t ~ r i a  analysis. 

2. List the steps in MCA. 

3. Briefly discuss five approaches for evaluating the alternatives in MCA. 

4. Name two advantages and disadvantages of MCA. 

Exercises 

1. Suppose the government is considering constructing a major freeway in 
a highly populated city. The alternatives are four locations in the city. 

a. Produce a chart similar to Figure 8.1 showing the possible objectives 
and the criteria to be considered. 

b. Suggest units in which the criteria could be quantified. 

2. Suppose the government is considering five solid waste disposal options. 

a. Produce a chart similar to Figure 8.1 showing the possible objectives 
and the criteria to be considered. 

b. Suggest units in which the criteria could be quantified. 
c. Suggest ways in which the weights could be derived. 
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9. Po~ulation Growth, Resource Use and the 
E~viro~ment 

Objectives 

After studying this chapter you should be in a position to: 

R review the various positions taken in the debate about the impacts of 
population and economic growth on the environment; 

u explain the basic relat~onships between population growth, resource use 
and environmental degradation; 

D explain the relationship between poverty and the environ~ent; and 

o discuss the implications for economic and social policy 

9.1 Introdu~tio~ 
It was es~blished in Chapter 1 that the e c o n o ~ y  and the environment are 
closely interrelated. In particular, we saw that the environment has an 
assimilative capacity that can be considered as finite. It is generally believed 
that the need to clothe and feed a rapidly growing population is the major 
cause of environmental degradation, In this and the following chapters, we 
continue to examine in more detail the relationship between population, the 
economy and the environment. Although concern for the environment has 
heighten~d within the last two decades, the debate over population growth 
and the environment has raged over the past two centuries. The chapter 
begins with a review of various positions taken on the relationsh~p between 
population growth and the environment. This is followed by a description of 
world and regional populat~on growth trends. Next, we examine the 
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relationship between population growth, resource use and environmental 
degradation, including the role of poverty. The discussion concludes with a 
set of policy recommendations. 

9.2 Growth Pessimists and Optimists 
Historically, the debate about population growth and the environment has 
been polarised between growth pessimists and optimists. Growth pessimists 
believe that population growth and the consequent increase in demand for 
goods and services is the rnain cause of environmental degradation. On the 
opposite side, there are the growth optimists who believe that technological 
advancement can mitigate the adverse environmental impacts of growth. We 
first take a look at the views of the pessimists. 

9.2.1 The Growth Pessimists 
In 1798, Thomas Robert Malthus, one of the pioneeers of the economics 
profession wrote a book entitled, An Essay on the Principle of Population, 
which subsequently set the tone for the current debate about the 
sustainability of economic growth. Malthus reasoned that there is a tendency 
for every species, including the human one, to increase at a geometric rate 
(e.g., doubling every 50 years), whereas “under the most favourable 
circumstances usually to be found”, its subsistence (i.e., food production) 
increases at an arithmetic rate (i.e., at a constant rate of, say, 100 tonnes per 
annum~. Malthus identified two types of population checks: “preventive” 
and “positive checks”. He suggested that the main preventive check is 
“moral restraint” or the postponement of marriage with sexual abstinence. 
Positive checks include wars and natural disasters. According to Malthus, 
“when poulation has increased nearly to the utmost limits of the food, all the 
preventive and the positive checks will naturally operate with increased 
force.. .till the population is sunk below the level of the food; and then the 
return to comparative plenty will again produce an increase, and, after a 
certain period, its further progress will again be checked by the same causes” 
(Malthus, 1872:369-370). The Malthusian Hypothesis is illustrated by Figure 
9.1. Malthus’ predictions earned the economics profession tags such as the 
‘profession of doom’ and the ‘dismal science’. 
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Figure 9.1 The ~althusian Population Model 
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Ricardo (1817) modified the Malthusian model by including the concept of 
diminishing margina1 productivity, That is, as population increased people 
would be forced to not only cultivate existing land more intensively but also 
extend production into inferior land. Therefore, although total output might 
increase, it would do so at a declining rate in the absence of technolog~cal 
advancement. The Ricardian view was more optimistic in terms of allowing 
for mitigation of the Malthusian doom through technical progress. 

Malthus’ predictions were not taken seriously at the time they were 
made. The dominant philosophy in the early 19” century was ‘mercantilism’, 
which was concerned with amassing wealth for the state. The function of the 
population was to produce for the state, and to this end, even young children 
were recruited into the labour force. Although prominent economists such as 
Jevons and John Stuart Mill expressed concerns about economic growth and 
resource depletion, natural resources were not generally regarded as a 
constraint to economic growth. Although natural resources were being 
rapidly depleted in Britain, the ‘Malthusian trap’ was ‘escaped’ by trade in 
food, as a result of improved transportation which opened up the plains of 
North America. After the Second World War, policy makers were 
preoccupied with reconstruction and with pressing issues such as 
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unemployment and inflation. Acceleration in the growth rate of the economy 
was viewed as the only solution to these problems. 

The advent of modern environmentalism can be traced to the 1960s 
when the increase in environmental pollution led to a rise in public 
~nvironmenta~ awareness. After the energy crisis of the 1970s the 
Malthusian debate was resurrected with neo-Malthusians launching an attack 
on the virtues of economic growth. In 1972, the neo-Malthusian group, 'The 
Club of Rome', published the results of a study entitled, The Limits to 
Growth (Meadows et al., 1972), which attracted extensive media coverage. 
The study reached three major conclusions. First, at the prevailing annual 
rates of consumption the world would run out of mineral resources within 
100 years resulting in a sudden collapse of the world economic system. 
Second, this calamity would not be averted by piecemeal solution to the 
myriad of problems. Third, the only solution to the collapse would be an 
immediate reduction in economic growth, population growth and p~llution.~' 

In a report entitled The Global 2000 Report to the United States 
President another neo-Malthusian group argued that increasing population 
growth and per capita consumption could create severe natural resource 
shortages by the year 2000 (Barney, 1980). It also predicted that the world 
would be more susceptible to 'low-probabifity' and 'high-risk events such as 
the 'greenhouse effects' and global nuclear risks. These events would cause 
widespread disruptions of food production. 

The dire predictions of the Club of Rome and the Global 2000 Report 
led economists including Herman Daly and others to propose a stationary or 
steady-state economy in order to avoid prospects of exponential growth. 
Among other things, Daly recommended a zero population growth and 
quotas on the use of minerals. He suggested that these quotas could be 
auctioned to promote economic e f f i~ iency .~~ He recommended restricting 
consumption per capita to a 'minimum tolerable' level per person, arguing 
that his approach could ensure the longest possible survival of the human 
species. Paul Ehrlich in his book, The Population Bomb, argued that 
population is not merely an important problem but is the problem in 
ensuring the long-term survival of the human race (Ehrlich, 1970). 

The model follows the basic premise of the Malthusian Theory. Several resources are fixed 
in supply and growth increases e x ~ n e n t i ~ I y .  These ~sumptions and the absence of 
technology ensure the exhaustion of resources. 
42 See, for example, Daly (1980) and Erhlich and Haniman (1971). 

41 
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In his con~bution to the debate, Georgescu-Roegen (1975) argued that 
zero population growth and a steady-state world economy was not 
sustainable and that it would eventually lead to a depletion of resources. He 
based his argument on the Second Law of Thermodynamics, which states 
that the entropy (i.e., disorder) of a closed system continually increases. 
According to Georgescu-R~gen, economic activity relies on low-energy 
entropy. Eventually all energy resources are dispersed and are no longer 
available for economic pr~uct ion.  Although technology could delay the 
point at which natural resources were completely exhausted, continuing 
economic activity would ensure their ultimate depletion (Georgescu-Roegen, 
1971). He suggested that the only solution to the problem was to reduce the 
worlds population to a level that could be maintained solely on organic 
agriculture. 

The word 'sustainability' was popularised by the International Union for 
the Conse~ation of Nature and Natural Resources (WCN) in the landmark 
document, The World Conservation Strategy (' WCS).43 The WCS 
acknowledges the adverse env~onmental impacts of human kinds economic 
activities. It draws attention to "the predicament caused by growing numbers 
of people demanding scarcer resources [which] is exacerbated by the 
disproportionately high consumption rates of developed countries" (IUCN, 
19802). 

Although it advocates a precautionary approach, the WCS is, strictly 
speaking, not growth pessimistic in that it does not advocate any of the 
extreme measures proposed by the neo-Ma~thusians (e.g., zero population 
growth). The document highlights factors which are necessary to achieve 
sustainable development. These include: 

1. Preserving genetic diversity; 
2. Maintaining essential ecological processes and life-support 

systems (eg., agricultural systems, forests, and marine systems), 
and 

3. Ensuring the sustainable use of species and ecosystems. 

43 See IUCN (1980). 
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9.2.2 The Growth ~ ~ t i ~ ~ ~ r ~  
The Limits to Growth hypothesis has been rebutted on several grounds 
including its lack of consideration for the ways in which technological 
progress and the market system affect resource scarcity. Frederick Engels 
rejected the Malthusian and Ricardian views, arguing that: 

" .... science increases at least as much as population. 
The latter increases in ~ r o p o ~ i o n  to the size of the 
previous generation, science advances in proportion to 
the knowledge bequeathed to it by the previous 
generation, and thus under the most ordinary 
conditions also in geometric progression. And what is 
impossible to science?' (Engels, 1959:204). 

Simon (1981) took an extremely optimistic view of populat~on growth. 
According to Simon, population growth is a positive thing because the larger 
the worlds population the more minds there would be and therefore the 
greater would be the growth of knowledge. This expansion in knowledge 
would overcome the resource constraints to population growth. 

Other optimists who used the power of technology as a basis for their 
assessments included Kahn et al. (1976) and Barnett and Morse (1963). 
Kahn et al. argued that increases in technological progress would enable 
production and per capita incomes to rise in developing countries and cause 
their populations to stabilise as has been the case in the developing countries. 
Barnett and Morse argued that technological progress is automatic, self- 
repr~uct ive and exhibits increasing returns, and as such, there would be 
increasing returns to effort. 

The release of the Brundtland Commission Report entitled, Our Common 
Future (World Commission on Environment and Development, WCED, 
1987), was a landmark in the sense that it focussed world attention on 
sustainable development as a desirable development strategy.& The WCED 
admitted the seriousness of the world's environmental problems but rejected 
the Limits to Growth hypothesis. The Commission argued that the world's 
resources are sufficient to meet our needs and that a reduction in poverty is 
one means of reducing environmental degradation. Beckerman (1992) 
disputed the generally held view that exhaustion of resources and 

44 'Sustainable development' i s  discussed in Chapter 1 1 .  
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environmental pollution, in particular greenhouse gas emissions, constrained 
economic growth. He admitted that economic growth usually leads to 
environmental degradation in the early stages of development. However, in 
the end, the best and only way to achieve a decent environment is by wealth 
accumulation. 

9.3 

The world’s population is currently estimated at about 6 billion (Figure 9.2). 
It is projected to reach nearly 7 billion by 2015 and 8.5 billion by 2040. 
Population growth rates in the developing countries have accelerated in the 
last three decades due to factors such as improved h e ~ l ~  care (e.g., 
vaccination, antibiotics and anti-malaria measures), sanitation, and education 
which have decreased mortality rates and increased life expectancy. 
However, the world’s population growth rate is projected to decline from the 
current 1.6 percent per annum to 1.1 percent per annum by 2040 (Table 9.1). 

The figures in Table 9.1 exhibit the so-called ‘dem~graphic transition’ 
hypothesis. That is, lower population growth rates are associated with higher 
income countries and vice versa. This relationship also holds true for a given 
country. That is, the poorest families tend to support the highest proportion 
of children, For example, Birdsall and Griffin (1988) reported that in 
Columbia, Malaysia and Brazil, the poorest 20 percent of households 
support about 30 percent of the children in the country. 

There are a number of socioeconomic reasons to explain the large family 
sizes in poor countries. These include the following: 

World Population Growth and Trends 

1. In view of the agricultural bias in these countries, there is an 
incentive to invest in children who are a cheap source of farm 
labour. Furthermore, the amount of land that can be farmed is a 
function of family size. 

2. Children serve as a form of economic insurance. It is to be noted 
that most of these countries do not have social security systems. 
Thus, child labour is an additional source of income for low 
income families, Investing in children is a way of ensuring care 
in the parents’ old age, 
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Figure 9.2 Wortd population, 1980, 1997, and 2015 (millions) 

Source: World Bank { 1999) 

Table 9.1 World population growth rates, 1980-97 and 1997-2015 

Region 
Average annual population 

growth rate ( percent) 
1980-97 1997-20 15 

World 
East Asia and the Pacific 
Latin America and Caribbean 
South Asia 
Sub-Saharan Africa 

1.6 1.1 
1.5 0.9 
1.9 1.3 
2.1 1.4 
2.8 2.3 

~ ~ - 

Source: World Bank (1999) 
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3. In many cultures in the developing world, a family’s, and in 
particular a woman’s, social standing is directly related to the 
number of children. 

The foregoing suggest that although the factors influencing family size in 
developing countries are complex, policy should consider the fact that 
s ~ i ~ o n o ~ c  variables play an instrumen~l role in determining family 
size. A poor family’s decision to have more children is entirely rational in 
view of high mortality rates and poor economic prospects. Thus, it seems 
that one way to reduce family size is to improve the economic status of the 
poor, particularly that of women. This issue is discussed in more detail later. 

9.4 P~pulation Growth and the E n ~ r o n ~ ~ n t  
Populat~on growth increases the demand for goods and services which, in 
turn, puts additional pressure on environmental resources. The more people 
there are, the greater is the amount of waste production, and the more 
adverse are implications for health conditions and the environment’s 
assimilative capacity. 

Population growth, poverty and environmental degradation are closely 
interelated. For example, increasing population leads to more intense use of 
land, shorter fallow periods and lower soil productivity. It also leads to more 
clearing of forest cover and hillsides. The net result of these effects is that 
there is increased environmen~l degradation (e.g., soil erosion, mudslides, 
and so on), reduced soil productivity and, hence, lower yields. This results in 
a fall in per capita incomes and an increase in poverty. The poverty creates a 
vicious cycle in that it leads to further land degradation as the poor 
desperately try to eke out a living on the marginal land. However, to borrow 
the Simon proposition, population growth may have a positive feedback. For 
example, farmers may be encouraged to adopt technological innovations in 
agriculture (e.g., the Green Revolution). Population growth increases the 
Iabour force, resulting in increase in the production of goods and services. 
However, in general, the positive effects are likely to be offset by the 
negative effects, resulting in a net negative effect. In the next section, the 
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relationship between population growth, poverty and land degradation is 
examined in a little more detail. 

9.4.1 
Land degradation may be defined as a ‘loss of land productivity, 
quantitatively or qualitatively, through various processes such as erosion, 
wind blowing, waterlogging, depletion of nutrients, deterioration of soil 
structure and po~lution’ (Dudal, 1981:4). From this definition, it can be seen 
that land degradation involves several processes including water and wind 
erosion, biological degradation (e.g., decrease in humus), physical 
degradation4’ (e.g., decrease in soil ~ ~ e a b i l i t y ) ,  chemical degradation {e.g., 
acidification, toxicity) and excess salts (e.g., salination and aikalisation). Soil 
erosion, the detachment and transportation of soil particles by wind or water, 
is but one aspect of the overall process of land degra~tion. Land d~gradation 
can occur by natural processes or by human action. To understand the 
process of land degradation, in general, and soil erosion, in particular, it is 
necessary to identify the major causal factors. We briefly discuss below the 
main causes of (non-natura1) land degradation, with particular emphasis on 
soil erosion. 

The causes of land degradation can be classified into two broad 
categories: direct and indirect causes (Figure 9.3). This classification has 
been simplified for ease of presentation. In reality, there are interactions 
between all of these factors. For example, deforestation is accelerated by an 
increase in poverty, population growth or both, and overgrazing can partly 
be a result of poor land management practices. We briefly discuss each of 
these factors below. 

P ~ ~ ~ ~ a t ~ ~ n  ~ r o ~ t ~  and Land ~ e ~ r a d a t ~ ~ n  

Direct causes of land degradation 
Human activities such as deforestation, inapprop~ate land manag~ment 
practices and Overgrazing can cause land degradation. 

45 Physical degradation refers to structural breakdown of soil aggregates and reduced soil 
porosity. 
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I I 

Source: Araya and Asafu-Adjaye (1999) 

Deforestation 
Forests protect the land from the impact of rainfall. They enhance the 
availability of soil nutrients and contribute to soil strength by providing 
additional cohesion. Deforestat~on makes the soil more erodible by reducing 
the content of organic matter and the water holding capacity of the soil. This 
results in a reduction of the soil’s infiltration rate, leading to increases in 
run-off and soil erosion. The massive removal of vegetative cover is a major 
driving force behind land degradation in many countries today. The rapid 
increase in rates of deforestation is due to population growth which has 
increased the demand for cropland, grazing land and wood for construction 
and fuel. 

Inappropriate land management practices 
Farming practices such as the types of farm tools used, crops grown, timing 
of sowing, crop rotat~on, the use of fertiliser and expansion of a~icuItura1 
land impact to varying degrees on the rate of soil erosion. Expansion of 
agricultural land into marginal lands is usually induced by population 
pressure. In some parts of Ethiopia, Eritrea and Indonesia, population pressure 
has forced farmers to cultivate steep slopes on hillsides (Box 9.1). 
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Over the past century, technological progress has changed the social, cultural 
and economic structure of our society and has affected the use of natural 
resources. Agricultural tools used by traditional societies, although 
minimally productive and unsophisticated, were consistent with sustainable 
use of natural resources. The technologies of these societies did not allow 
large-scale production and exploitation of natural resources. Modern 
technology has led to an expansion of the scale of economic activities by 
enabling more rapid clearing of natural habitat and more intensive use of 
natural resources. However, mechanisation of a~icul ture  has also increased 
the vulnerability of soils to erosion as traditional cultivation practices such as 
the use of hoes has resulted in minimum tillage. 

It has been suggested that technological progress can have a beneficial 
effect on conservation of resources. The World Commission for 
Environment and Development (WCED, 1987) argues that the use of new 
resource-efficient technologies can increase productivity per unit of a 
resource, thereby assisting conservation of natural resources. The use of 
high-yield crop varieties and chemical fertilisers, for example, results in a 
dramatic yield increase by replacing nutrients that have been depleted by 
erosion, overgrazing and overcultivation. The increased yield can, in turn, 
reduce population pressure on land, reduce extension of croplands into 
marginal lands and thereby reduce the land degradation problem. However, 
studies carried out in Asian countries indicate that the higher productivity is 
at the expense of adverse environmental and health effects.46 

Overgrazing 
Crop p r ~ u c t i o n  in many developing c o u n ~ ~ e s  is almost entirely dependent 
on the use of plough oxen. Farmers in some developing countries tend to 
keep large numbers of livestock as a form of income supplementation and 
insurance against crop failure. Also, in some countries, ownership of 
livestock is regarded as a sign of wealth and prestige. Apart from removing 
vegetative cover, livestock contribute to land degradation by trampling the 
soil and causing compaction, thereby reducing the rate of infiltration, 
destroying the aggregate stability of the soil and reducing its water-holding 
capacity. All of this results in an increase in the risk of soil erosion. 

46 See studies by Jeyaratnam et al. (1987), Antle and Pingali (1994) and Wilson (1999). 
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Indirect causes of land degrad~tion 
In addition to the factors that directly cause land degradation, other factors 
also cause or accelerate land degradation indirectly by influencing the 
agricultural practices of farmers, their decisions about stocking rates, and 
their willingness andor ability to make long-term investments in soil 
conservation. These indirect factors in the causal chain include the following: 

system of land tenure; 
0 

poverty. 
population growth and its distribution; and 

System of tulad tenure 
Land tenure has an indirect influence on land degradation in the sense that it 
influences the type of land use and the adoption of soil conservation 
measures. A major land tenure problem in many developing countries is the 
absence, or poor enforcement, of land titles. This insecurity arises from 
various sources depending on historical patterns of land acquisition and 
settlement. The absence or the inadequacy of legal and administrative 
capacity to provide evidence of ownership, and the encroachment of farmers 
onto common lands, usually contribute to the problem of tenure insecurity. 

 security of land tenure caused by poor enforcement of land titles, and 
the periodic redistribution of f ~ a n d s  designed to ensure equity among the 
members of the communitie~ in developing countries, discourages 
investment in soil conservation. Even when farmers are willing to invest in 
soil conservation, limited tenure also constrains them from obtaining the 
loans required to undertake conservation activities. 

There is a general belief that communities with communal property 
systems usually develop a system of resource management that reflect their 
sense of concern and responsibility for the environment. For example, Pearce 
and Warford (1993) argue that rural people in developing countries have 
impressive knowledge of their environment and are able to establish elaborate 
rules and regu~atio~s that enhance sustainab~e use of their resources. In a 
study of c u s t o ~  marine tenure (GMT) systems in Papua New Guinea, 
Asafu-Adjaye (1999) argues that such systems are inherently sustainable as 
compared to government-imposed fisheries regulations because they are 
derived from a rich source of environmental knowledge. Nevertheless, a 
communal management system such as the CMT tends to come under 
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pressure with population growth and techno~ogical change. Nadel has made 
the following remarks with respect to communaliy owned land in Eritrea: 

“the spirit of c o ~ u n a l  responsibility in these 
communities, makes the temporary landholder work in 
the interest of his successors as well, because they 
belong to a closely-knit social unit. The rules of fallow 
lying and the building and upkeep of terraces which 
outlive individual tenure, prove this communal spirit 
convincingly”(Nade1, 1946: 14). 

It is commonly believed that private ownership of land is more efficient 
compared to other forms of land tenure in terms of the manag~ment of 
natural resources. The argument is that the security of tenure associated with 
private ownership of Iand provides an incentive to farmers to undertake 
long-term investments such as soil conservation structures and the planting 
of trees (World Development Report, 1992). However, Pearce and Warford 
(1993) have argued that private ownership of land may not necessarily lead 
to conservation of naturd resources in developing countries for three 
reasons. Firstly, the absence of documented land rights does not necessarily 
imply that land rights do not exist. Many developing countries have 
historically evolved land and sea rights. Secondly, some forms of private 
ownership may be associated with unsustainable land use practices. Thirdly, 
title to land is largely meaningless unless it is effectively enforced. 

P ~ ~ ~ ~ u t i ~ n  ~ r ~ w t h  and ~ ~ s t ~ b ~ t ~ o ~  
Rapid population growth is often considered to be a cause of land 
degradation. Most of the population in developing countries depends on the 
a ~ i c u l t ~ a l  sector as a means of l ~ v e l i h o ~ .  As is most often the case, the 
other sectors (e.g., manufacturing) offer limited employment opportunities. 
The extent of the impact of rapid p o p ~ a t i ~ ~  growth on land degradation 
depends on the carrying capacity of land and other resources. The land’s 
carrying capacity is defined as “the maximum population that can be 
sustained at the ~ n i m u m  standard of living necessary for survival” (Pearce 
and Warford, 1993:155). As population increases, the per capita area of 
arable and grazing land decreases, and cultivation extends into marginal 
lands. The increased demand for cultivable land, firewood and construction 
materials leads to envi ro~enta l  deterioration. Recent empirical studies 



232 Environmental Economics 

suggest that there is a strong correlation between population growth rates 
and expansion of agricultural land, and between population growth rates and 
rates of def~restation.~’ 

Box 9.2 describes a typical example of the relationship between 
population growth and deforestation on the island of Java in Indonesia. The 
population on the island doubled within the past forty years to about 112 
million, resulting in massive deforestation. Subsequently, there was large- 
scale migration to inland areas of the island, which has resulted in high 
population densities and further deforestation. 

As suggested above, an indirect environmental impact of a high 
population growth rate is that, as the carrying capacity of the land is 
approached, it is no longer able to support the population. As a result, there 
is an increase in rural unemployment and poverty. People then begin to 
migrate to the towns and cities in search of non-existent jobs. The urban 
areas themselves do not have the infrastructure to support the rapid influx of 
migrants. The net result is the development of slums and squatter settlements 
and the perpetuation of crime, poverty and environmental pollution. 

Pearce (199 1) has argued that rapid population growth could be a rational 
response to distinct economic factors such as poverty in rural areas. Thus, 
although population growth is a major threat to prudent management of 
natural resources including soil, the mere correlation of population growth 
with degradation of natural resources does not necessarily imply that 
population growth is the root cause of the problem. 

Population growth itself could be a result of the same factors that cause 
environmental degradation. The simplified relationship between population 
growth and land degradation presented above tends to conceal a multitude of 
factors that contribute to the problem. We briefly examine below the role of 
poverty in environmental degradation. 

Poverty 
The relationship between poverty and land degradation is complex. The 

links between poverty and environmental degradation depend on several 
factors including the degree of resilience of an area to shocks (e.g., 
population growth, public policies or climatic changes) and the demands 
made on natural resources. 

47 See studies by Cruz (1994) and Koop and Tole (1999). 
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The rural poor in many developing countries depend heavily on their natural 
resources to cope with a decline in their per capita income caused by any of 
the above factors. Poverty forces farmers to take a number of actions, 
including extending cultivation into marginal lands, overgrazing and cutting 
down trees to sell as firewood. As was explained earlier, such activities often 
result in soil erosion, deforestation and overgrazing. There is a vicious cycle 
in the sense that the inability of the degraded land to support the growing 
population increases the levels of unemployment and poverty. 

Empirical studies indicate that the two variables most highly correlated 
with poverty, in particular in rural areas, are unemployment and fack of (or 
limited) access to land. For example, in a study of rural areas in India, 
Sundram and TenduIkar (1993) demonstrated that more than three-qu~ters 
of the rural poor and unemployed fell into two classes: landless workers and 
smalf-scale farmers. Historically, poverty, defined in absolute as well as 
relative terms, appears to be more prevalent in rural areas than in urban 
areas. However, as employment opportunities continue to decrease in the 
rural areas, migration to the urban areas is increasing the numbers of the 
urban poor. For example, a study by Prasad and Asafu-Adjaye (1998) 
indicated that between 1977 and 1990, poverty and income inequality in Fiji 
increased by 10 percentage points. The analysis indicated that poverty and 
income inequality increased fastest in urban areas compared to rural areas. 

Land is the main resource on which the lives of most farmers in 
developing countries depend. Even if farmers understand this fact and really 
care for the land, they face serious constraints in combating land 
degradation. Poor farmers are also usually marginalised by the fact that they 
are compelled to cultivate less fertile and steeper slopes with the 
accompanying high risks of soil erosion. However, these farmers do not have 
the resources to undertake investments that could enhance the long-term 
productivity of their land. Poor farmers also cultivate small plots of land and 
cannot afford to fallow any part of their land. 

9.5 Gender Issues 

Within the last few decades, there has been increasing recognition of the 
important contribution that women make in the development process, 
including the sustainable use and management of natural resources. Many 
aid-funded programs, as well as national initiatives, now give prominence to 
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the role of women. Many countries’ national development programs and 
strategies now explicitly acknowledge the role of women. Although women 
comprise about half of the world’s population, they are unde~presented in 
the labour force and have higher illiteracy rates compared to men (Table 
9.2). 

TabIe 9.2 Gender differences in social indicators 

Life 
Female expectancy 

populatio Labor force at birth 

percent ratio of female rate, female- male 

1997 1970 1997 1970 1997 1997 

n pa~cipa~ion Adult iliiteracy female- 

Region of total to male male difference difference 

World 49.6 0.6 0.7 23 15 4 
East Asia and 
Pacific 48.9 0.7 0.8 28 14 3 
Europe and 
Central Asia 51.9 0.9 0.9 11 4 9 
Latin America 
and Caribbean 50.4 0.3 0.5 7 2 6 
Sohh Asia 48.5 0.5 0.5 28 27 1 
Sub-Saharan 
Africa 50.5 0.7 0.7 19 16 3 

Source: World Bank (1999) 

These di~erences are larger in developing countries than in the developed 
countries. In addition, women in developing countries are likely to have 
lower health and nutritional status. Due to their low wealth and employment 
status, m y  women do not have access to credit and other support services. 

It was stated earlier that countries tend to have lower population growth 
rates as per capita incomes rise. A case in point is South Korea where the 
population growth rate fell from 2.4 percent between 1960-70 to 0.9 percent 
in 1990. However, an impo~ant factor in the reduction in pop~lat~on growth 
is that women entered the workforce at a rapid rate (Repetto, 1985). The 
economic explanation for this change is that increasing education and 
employment oppo~unities for women increase the oppo~un~ty cost of 
having children and reduce the birth rate, in the sense that women delay 
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marriage or reduce the number of desired children, if already married. 
Another factor is that as families become more educated their incomes 
increase, and the opportunity cost of the parents’ time increases, with options 
such as work or leisure becoming available. There is a tendency for such 
families to go for a ‘quality’ strategy in terms of family size. This means 
having fewer children and investing more in their education and upbringing. 

9.7 
Many count~es have adopted national population policies or strategies that 
aim to stabilise or reduce their populations. Notable examples are China, 
India and Indonesia. China, for example, is noted for its one-child policy for 
urban families. The policy is enforced with a combination of subsidies, fines 
and, on occasions, physical coercion. The current data suggest that the 
Chinese strategy has been effective in reducing the growth rate of the 
population. 

In the 1970s the Indian government introduced an aggressive birth- 
control strategy which provided financial incentives for sterilization. The 
program was discontinued as a result of public opposition and outcry. It is 
debatable whether such coercive policies will work in many developing 
coun~ies. Policies that address the issues of poverty r~duction, public health, 
education and improvement in the status of women are likely to be more 
successful. We briefly discuss some of these strategies below. 

Policy Responses to the Population Problem 

9.7.1 Public Health 
Improving public health actually increases population growth rates in the 
short-run, as morbidity and mortality decline. However, reduced child and 
infant mortality will, in the long run, encourage families to invest in ‘quality’ 
rather than ‘quantity’, as far as family size is concerned. Over the last three 
decades, much progress has been made in developing countries in terms of 
provision of basic sanitation and health services. These developmen~s have 
resulted in reductions in infant and child mortality and increased life 
expectancy. However, there still remain major differences between various 
countries. Within a given country, there are inequalities in access to basic 
health care between urban and rural dwellers, and between men and women. 
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9.7.2 Education 
Education is highly correlated with income. As families become more 
educated they tend to earn more, and the opportunity cost of taking time off 
to raise children increases. Therefore, once again, such families tend to opt 
for ‘quality’ in terms of having fewer children and investing more in their 
education. The current statistics suggest that the provision of basic education 
in many developing countries is lacking due mainly to shrinking government 
budgets for social services. 

9.7.3 Status of Women 
As already stated above, women are often disadvantaged in a male- 
dominated world. One of the ways in which the status of women can be 
improved is by implementing policies that improve their educational status 
and enhance their entry into the workforce. A good exampfe of an initiative 
that empowers women, by giving them access to credit, is the Grameen Bank 
in Bangladesh. As stated earlier, many developing countries acknowledge 
the role of women in national policy statements. Some have set up special 
ministries to address the needs of women and implement special programs 
for them. There is the need to ensure that women are adequately represented 
in the national decision-making process. Although women constitute about 
half the world’s population, in many countries (including advanced 
countries), they are underrepresented in institutions such as the legislature, 
the judiciary, public ad~nistration and the private sector. Realistically, there 
is a limit to what the government or aid agencies can do to enhance the status 
of women. Ultimately, improving the status of women will be faster if the 
economy is growing. The current economic slow-down in some developing 
countries implies that efforts to enhance the status of women will also be 
retarded. 

9.7.4 Poverty and Income Inequality 
The situat~on with poverty is similar to that of the status of women. 
Governments and aid agencies can implement poverty alleviation programs 
(and many of such programs have been implemented or are in the process of 
implementation). However, where poverty is widespread, there is a limit to 
what such programs can achieve. It may be said that an effective way to 
reduce poverty is to have a healthy and growing economy. For example, 
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poverty has fallen drastically in the newly ~ndustriaIised economies (NIEs) 
such as Hong Kong, South Korea and Taiwan. Emerging economies such as 
Thailand and Indonesia have also experienced impressive declines in the 
numbers of absolute 

The issue of income distribution is a different matter because past 
inequities can become entrenched even when the economy is growing. Some 
countries (e.g., Zimbabwe) have attempted to redistribute wealth by taking 
land away from wealthy farmers and redistributing it amongst poor, landless 
farmers. This form of redistribution has been found to be beneficial in terms 
of stemming the rural-urban population drift (Moene, 1992). Forster (1992) 
has proposed an interesting redistribution of wealth between rich and poor 
countries. Calling it ‘debt-for-far~and swaps’, she proposes that poor 
countries be granted debt relief in exchange for funds for Iand reform. These 
funds could then be used to finance resettlement of farmers from 
environmentally fragile areas to more productive land. However, the 
feasibility of such a scheme has not been demonstrated. 

9.8 Summary 

Whether economic growth will increase or reduce resource scarcity is not a 
clear-cut issue. Some of the n e o - ~ a l ~ u s i a n  predictions about resource 
availability have not materiaIised to date. This is mainly due to the fact that 
they confined their definition of scarcity to physical terms. Related factors 
such as the role of the price mechanism, increased resource exploration, 
improved production techniques, the use of substitutes, research into and 
development of substitutes, as well as, possible changes in consumption 
patterns were not considered. 

On the other hand, some of the views of the optimists are also 
unrealistic. For example, no level of technological advancement can 
compensate for some of the handiwork of nature. It is highly unlikely that 
technical knowledge will reach the stage where pristine natural environments 
and genetic diversity can be totally recreated. In view of the u n c e ~ a i ~ t y  
su~ounding likely future environmental impacts and the possible irreversible 
damage to the environment, a pragmatic strategy to follow would be one 

48 The Asian financial crisis of 1997 may have temporarily increased poverty to some degree. 
However, we show in Chapter 10 that most of these countries have emerged from the 
recession. 
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based on the concept of sustainable development, which is discussed in 
Chapter 1 1. 

Population growth can have both a positive and negative effect on 
environment and development. On the one hand, population growth can 
force adaptive and technological change and thus contribute to development. 
On the other hand, population growth contributes to the depletion of natural 
resources, thus impedes development and reduces environmental quality. It 
was also argued that widespread use of chemical fertilizers and pesticides 
can cause adverse environmental and health effects. Therefore, on balance, 
the overall effect of population growth tends towards the negative. Policies 
which address the underlying economic and cultural factors affecting large 
family sizes have relatively better chances of success. These policies include 
improving public health, education, the status of women and addressing 
poverty and income inequality issues. In the final analysis, an effective way 
to control popu~ation growth is through rapid economic growth and 
development. While this may sound contradictory, the argument is that 
economic growth creates emp~oyment and leisure opportunities which, in 
turn, raise the opportunity costs of having more children and results in 
smaller family sizes. 

To conclude, the point must be made that it is not only population 
growth that contributes to environmental degradation. Sometimes misguided 
government policies such as under-pricing of timber, subsidisation of land 
clearing, and agricultural subsidies indirectly contribute to environmental 
degradation. 

Review Questions 
1. Explain the Ma~thusian population model. 

2. Explain how Ricardo’s model differs from ~ a l t h u s ’  model. 

3. What were the main conclusions of the ~~~~~~ to G~~~~~ Report? 

4. Use the Second Law of The~odynamics to explain why even zero 
population growth and a steady-state world economy may not be 
sustainable. 



240 ~ n ~ i r ~ n m e n ~ ~ l  Economics 

5. Give three reasons that explain why population growth has accelerated 
in developing countries over the last three decades. 

6. Give three reasons that explain why poor families are l i k ~ ~ ~  to have 
large famiiy sizes. 

7. Make a list of the positive and negative environmental impacts of 
population growth. 

8. Explain four causes of land degradation. 

9. List and explain issues that need to be addressed in order to reduce 
population growth. 

Exercises 
1. 

2. 

3. 

4. 

5. 

6. 

To date Malthus’s predictions have not come to pass. Why do you think 
that is so? 

“The problem of population is not a question of numbers but a question 
of inequity in distribution of resources” Do you agree or disagree? 
Discuss. 

Is family planning the best way to control population? Discuss. 

Give reasons that explain why coercive policies may not be an ideal way 
to control population growth. 

Why is improving public health one of the ways to address the 
population problem when it actually increases ~ p u l a t ~ o n  growth in the 
s hort-run? 

List the possible advantages and disadvantages of a ‘debt-for-farmland 
swap’. 
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10. Trade and the Environ~ent 

0 b jectives 

After studying this chapter you should be in a position to: 

o describe trends in world trade and environmental indicators; 

D describe the relationship between energy consumption and social 
welfare; 

o describe the relationship between trade and the environment; and 

a propose palicy solutions for the adverse environmental impacts of trade. 

10.1 Introduction 
World trade has been expanding at a rapid pace for several decades, even 
outpacing global production, In the report, Our Common Future, WCED 
noted that: 

“The planet is passing through a period of dramatic growth 
and fundamental change. Our human world of 5 billion must 
make room in a finite environment for another human world. 
The population could stabilize at between 8 billion and 14 
billion sometime in the next century. According to UN 
projections economic activity has multiplied to create a 
US$413 trillion world economy, and this could grow five or 
tenfold in the coming century” (WCED, 1987:4). 

The adverse impact of economic activity on the environment has been a 
subject of much debate and controversy since the 1700s. Aspects of this 
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debate were briefly reviewed in Chapter 9. Environmentalists argue that 
international regulation of trade is necessary to ‘build environmental 
responsibitity into economic activity’ and to ensure that ‘trade meets the 
goals of environmentally sustainable development’ (Hair, 1993). As trade 
has become globalised, environmentalists claim that the magnitude of 
environmental degradation has worsened. According to Herman Daly, 
‘further growth beyond the present scale is overwhelmingly likely to 
increase costs more rapidly than it increases benefits, thus ushering in a new 
era of ‘uneconomic growth’ that impoverishes rather than enriches’ (Daly 
and Cobb, 1989). 

In general, environmentalists oppose free trade from the viewpoint of 
‘market failure’ ,49 According to this view, because the market ‘fails’ to 
protect environmental values to the desired degree, there is a need for 
government intervention. Many envuonmentalists view economic growth as 
being incompatible with the maintenance of ~nvironmental quality and 
therefore advocate political constraints on economic activity both 
domestically and internationally. It is true that all economic activities do 
impact on environmental quality to some degree. However, government 
intervention in every case would be impractical and may not be optimal. 

On the other side of the debate, there are those who believe that 
economic growth is necessary in order to achieve a cleaner environ~ent and 
eradicate poverty. Numerous empirical studies have been conducted to prove 
that there is a positive link between economic growth and environmental 
quality. In this chapter, we review the relationship between economic growth 
(or trade, a major component of growth). In light of the evidence presented, 
we address what policy measures could be taken to mitigate the 
environmental impacts of economic growth. 

10.2 Eeonomic and Environmental Trends 

We set the discussion into context by considering recent trends in world 
trade and environmental indicators. We first look at economic trends within 
the last decade and then consider environmental trends. 

49 Herman Daly suggests that a more accurate name for ‘free trade’ is ‘deregulated 
international commerce’ (Daly, 1993). 
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10.21 Economic Trends 
The statistics displayed in Table 10.1 indicate that the world economy grew 
steadily between 1965 and 1997 at a rate of just over 3 percent per annum. 
However, there was regional imbalance in the dis~ibution of this growth. In 
particular, the East Asian (and Pacific) region economies grew at an average 
rate of 7.3 percent per annum. In contrast, the sub-Saharan African countries 
grew at a rate of 2.6 percent per annum. 

Table 10.1 Economic trends, 1965-97 

% GNP growth p.a. 
Total Per capita Agriculture Industry Services 

% value added growth p.a. 

World 3 2 1.4 2.2 
East Asia and Pacific 7.3 5.4 4 9.5 7.8 
Latin America and Carib. 3.5 1.3 2.6 3.2 3.9 
South Asia 4.6 2.3 2.8 5.5 5.6 
Sub-Saharan Africa 2.6 -0.2 1.9 2.3 3.2 

Source: World Bank (1999). 

The Asian crisis financial crisis of 1997 and natural disasters, including the 
El Nifio”, caused world economic growth to drop sharply from 3.2 percent 
in 1997 to 1.9 percent in 1998 (see Table 10.2). The average growth rate for 
the period 1991-97 was 2.3 percent per annum. In the East Asian countries, 
where sp~ctacular gains had been made in the past two decades, growth fell 
to negative 7.7 percent in 1998, although the Chinese economy still recorded 
robust growth. 

The Asian financial crisis had a ripple effect on the rest of the 
developing world. East Asia had been responsible for much of the recent 
growth in global consumption of commodities, with Japan accounting for 
about a third of world consumption. A drastic fall in Japanese demand, 
coupled with the lagged supply response to the c ~ ~ o d i t y  boom of 1994- 
96, forced c o ~ o d i t y  prices to trend downwards. In view of the fact that 

5o El NiAo is a term used to describe unusually warm ocean conditions dong the west coast of 
South America which adversely affects fisheries and agricul~r~ in the Asia-Paci~c region 
and part8 of North America, 
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many developing countries depend on primary c o ~ o d i t i e s  for most of their 
export earnings, growth in these regions slowed considerably. The statistics 
suggest that the East Asian economies are emerging from the crisis, with 
growth of 0.3 percent in 1999 and projected growth of 4.5 percent in 2001. 

Table 10.2 World real annual gross domestic product growth, 1991/97-2001 

199 1-97 1998 1999 2001a 

World 2.3 1.9 1.8 2.8 
East Asiab 7.2 -7.7 0.3 4.5 
Latin America and the 
~ a r i b b ~ ~ n  3.4 2.0 -0.8 3.9 
South Asia 5.7 5.2 4.4 5.2 
Sub-Saharan Africa 2. 1 2.1 2.5 4.0 

a. Forecast. 
b. Includes Indonesia, Republic of Korea, Malaysia, the Philippines and 

Thailand. 

Source: World Bank (1999) 

10.2.2 E ~ ~ ~ ~ o n ~ e ~ ~ u ~  Trends 
As discussed in the previous chapter, an increasing population requires an 
increase in the supply or production of materials for housing, clothing and 
feeding. In most cases, the use or extraction of these materials either results 
in the depletion of environmental resources or a reduction in environmental 
quality. As already mentioned, the increase in the rate of depletion of natural 
resources in the rural areas accelerates the rate of rural-urban migration, 
which results in other problems such as pollution, unemployment and crime 
in the urban areas. At present, the rate of rural-urban migration in developing 
countries is quite high. For example, it is projected that by 2015, there will 
be 21 megacities5' in the Asia-Pacific region (ESCAP and ADB, 1995). 
These changes will put immense pressure on the environment in terms of the 
provision of energy, water, materials, and food. 

Figure 10.1 presents the trends in land use (arable land in hectares per 
person) for India, Indonesia, the philippines and China for the period 1980- 
96. It can be seen that land use, defined in terms of the amount of arable: land 

*' A 'megacity' is defined as a city with a population of over 10 million. 
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in hectares per person, has declined over the period under review, with the 
fastest rate of decline occurring in India. With increase in population in all of 
these countries, it can be inferred that a limited land area is being used to 
support a growing population. Of course, such a situation could be sustained 
with improved technology. However, the rate of t ec~o log ica~  progress in 
these countries is quite low in relation to the advanced countries. 

Figure 10.1 Land use for selected Asian countries 

Source: World Bank (1999) 

Figure 10.2 presents trends in the amount of water pollution generated from 
the pulp and paper ~ndustrjes in the selected countries for 1980-93. The rate 
of water pollution from these industries is directly related to the rate of 
deforestation in the respective countries. It can be seen that whereas water 
pollution from pulp and paper production in India has stabilized, pollution 
from these sources in Indonesia, China and the Philippines has increased 
since 1990. 
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Figure 10.2 Water po~~ution for selected Asian coun~ies 

1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 

Year 

1 +India + Indonesia & The Philippines +China 

Source: World Bank (1999) 

10.3 Energy C o n s ~ ~ ~ t i ~ n ,  ~ c o n o ~ i ~  Growth and Welfare 
To the extent that energy is a major input in industrial production, it is to be 
expected that there will be a strong relationship between energy use and 
industrial output or economic growth. Figure 10.3 presents a plot of GDP per 
capita (adjusted for purchasing power parity, PPP, in 1995 US dollars) and 
commercial energy use per capita (in kilograms of oil equivalent) for a 
sample of 12 countries.52 The plot indicates a linear relationship between the 
two variables. The regression statistics (R2 and F-statistics) suggest that the 
relationship is highly significant. These results suggest that rapid economic 
growth in the Asia-Pacific region will entail a rapid development in energy 

52 The countries were: Thailand, Japan, Republic of Korea, New Zealand, AustraIia, 
Bangfadesh, China, India, Indonesia, Malaysia, the Philippines and Sri Lanka. The data were 
obtained from World Bank (1999). 
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systems. The converse of this relationship is that curtailment of energy use 
will severely retard economic growth. 

Figure 10.3 Gross domestic product and energy use in selected Asian countries 

GDP = 44.7 + 3.5ENERGY 
R2 = 0.89; F1,12= 78.5 

O.WE+ 2.00E+ 4.00EC 6.00E+ S.WE+ l.WE+ 1.2OE+ 1.4OE+ 1.6OE+ 1.8OE+ 2.00E+ 
00 03 03 03 03 04 04 04 04 04 04 

Cmmerdal energy use per capita (kg dl equiv.) 

Source: World Bank (1999) 

Energy use is also related to various indicators of social welfare. Figure 10.4 
indicates that life expectancy (represen~ed by the variable LIFE) is linearly 
related to energy use (represented by the variable ENERGY). Although the 
r~lationship is not as strong as that of GDP versus energy use, it is 
nevertheless significant. Figure 10.5 indicates an inverse relationship 
between infant m ~ ~ a l i t y  and energy use. In both cases, the relationship can 
be explained by the fact that energy enhances the development process, 
enabling a country's standard of living to be improved. To achieve 
sustainable development, there is the need to search for efficiencies in 
energy use and to gradually mover towards renewable forms of energy such 
as wind, thermal and solar energy. 
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Figure 10.4 Life expectancy and energy use in selected Asian countries 

Source: World Bank (1999) 

Figure 10.5 Infant mortality and energy use in selected Asian countries 
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10.4 The Relationship Between Trade and the Environment 
The relationship between economic growth and the environment has now 
come to be known as the E n ~ r o ~ e n t a l  Transition Hyp~thes~ ,  or the 
Environmental Kuznets Curve (EKC) hypothesis, The basic premise of the 
EKC ~ypothesis is that there exists an ‘inverted-U’ shaped re~ationship 
between a variety of indicators of environmental degradation and the level of 
income per capita. That is, as per capita income increases, environmental 
degradation will initially increase, but then eventually decline once a 
maximum level is reached. The relationship is named after Nobel laureate 
Simon Kuznets who found an ‘inverted-U’ shaped relationship between 
income inequality and income (Kuznets, 1955). 

An example of an EKC for sulphur dioxide (SO2) is presented in Figure 
10.6. A typical feature of the EKC is the inverted U shape which suggests 
that pollution reaches a  xim mum with respect to income, after which it 
begins to decline. The maximum ievel of pollution is referred to as the 
turning point and forms the focus of the debate about pollution control. If in 
fact the EISC hypothesis is true, then this turning point will set a per income 
capita benchmark for developing countries. That is, it is to be expected that 
developing economies will increase their levels of pollution and 
environmental degradation until the turning point is reached. The origin of 
the EKC can be credited to Vernon Ruttan who remarked in his 1971 
presidential address to the American Agricultural Economics Association 
that: 

“in relatively high-~ncome coun~ies the income elasticity of 
demand for commodities and services related to sustenance 
is low and declines as income continues to rise, while the 
income elasticity of demand for more effective disposal of 
residuals and for environmental amenities is high and 
continues to rise. This is in sharp contrast to the situation in 
poor countries where the income elasticity is high for 
sustenance and low for environm~ntal amenities”. (Ruttan, 
1971:707-708) 

In this section, we first review theories that attempt to explain the EKC 
reIations~p. This is f o f l o w ~  by a review of empirical studies of the EKC. 
Next, we conduct a critical assessment of the evidence. 
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Figure 10.6 A h ~ o t h e t i c a i  EKC for sulphur dioxide 
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10.4.1 Theories ~ p ~ u ~ n i ~ ~  the ~ n ~ ~ r ~ ~ ~ e ~ t u l  K u z ~ ~ t ~  Cuwe 
A n u ~ b e r  of theories have been proposed to explain the inverted U- 
relationship between economic growth and ~nv~ronmentai quality. Here, we 
take a brief look at three groups of theories: i) over~app~ng-generati~ns 
models; ii) productio~consu~ption models of polIution, and iii) political 
economy models. 

~v~rlappin~generations models 
John and Pecchenino (1994) use Samuelson’s (1958) and Diamond’s (1965) 
overlapping-generationss3 framework to explain why an inverted U 
relationsh~p might exist between economic growth and e n ~ i r o n m e ~ ~ a l  
quality. In this approach, sho~-iived individuals make decisions about the 

53 The overIap~ing generations model is a departure from the normal utility framework used 
in economics. In this approach, the utility of the current generation depends on that of future 
generations. 
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accumulation of capital and the provision of a public good, environmental 
quality, where the decisions have long lasting effects. In the stylized model, 
economic agents live two periods, working young and ~ o n s u ~ n g  while old. 
The young allocate their wages between investment in capital goods and 
investment in the environment, which is a public good. Economic agents 
derive utility from consumption and environmental quality. Their 
consumption degrades the environment which is left to future generations. 
However, investment in capital improves the technology available to future 
generations. 

John and Pecchenino (1994) indicate that economic agents in economies 
with little capital (or high environmental quality) may choose not to maintain 
the environment. As agents accumulate capital, the consumption externality 
causes degradation of the environment, resulting in a negative correlation 
between economic growth and e n ~ i r o ~ ~ ~ n ~ a 1  quality. On the other hand, in 
economies with high capital levels, agents can choose a mix of savings and 
~ n t e n a n c e  such that a higher capital stock is associated with a higher level 
of environmental quality. 

Under their framework, it is also possible for some environment~l 
problems to improve at low-income levels, whereas others worsen even in 
rich economies. For example, in the case of water quality, returns to 
maintenance are high and agents may be willing to sacrifice large amounts 
of consumption in return for improvements in quality. On the other hand, for 
other pollutants (e.g., C@), returns to maintenance may be low and agents 
may value environmental quality relatively less. 

P r ~ u c ~ o ~ ~ o n s ~ p t i o n  models 
Pollution can arise from consumption and production of goods and services 
or the use of  environment^ inputs in either of these activities, Lopez (1994) 
presents a simple model that consists of two roduction sectors and assumes 
constant returns to scale, exogenous priceJ4 and technological progress, 
among other things. In this model, when private producers consider only 
their marginal costs (MPC) (i.e., do not pay for pollution), increased output 
levels lead to increase in pollution levels regardless of technological 
progress and preferences. However, when producers pay the marginal social 
cost (MSC), that is, MPC plus the price of polIution, then the relationship 

54 const~t  returns to scaie mems that a 1 percent increase in inputs results in a 1 percent 
increase in output; exogenous prices mean that prices are given, i.e., determined from outside 
the model. 
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between output and pollution levels depends on preferences and technology. 
If it is assumed that preferences are non-homothetic, as is more likely to be 
the case (Pollak and Wales, 1992)?5 the change in pollution, with increasing 
output, depends on the elasticity of substitution in production between 
pollution and other inputs, as well as the degree of relative risk aversion. Xn 
this case, the degree of relative risk aversion is defined as the rate at which 
consumers’ marginal utility declines as they increase their consumption of 
goods and services. For certain plausible values of these two p~ameters  (Le., 
elasticity of substitution and risk aversion) pollution levels may rise at low- 
income levels and decline at high income levels, leading to the inverse U 
shape, 

McConnell (1997) has proposed an EKC model in which pollution is 
generated by consumption but reduced by abatement. In this model, utility is 
defined as a function of consumption (C) and pollution (P) .  That is, 

where pollution is a function of consumption and abatement (A). That is, 

P = P(C, A) (10.2) 

It is assumed that output is equal to consumption plus abatement. That is, 

Y = C + A  (10.3) 

McConnell (1997) assumes that a social planner maximises Equation (10.1) 
subject to the constraint, Equation (10.3). He goes on to d e ~ o n s ~ a t e  
conditions under which an inverted U curve may or may not be generated by 
changes in the sign of the income elasticity of demand for environmental 
quality. McConnell demonstrates that it is possible for pollution to decline 
with a zero income elasticity of demand for environmental quality, or to 
increase with a ~igh-income elasticity of demand for environmental quality. 

s5 The property of ‘homotheticity’ is related to constant returns to scde (see previous 
footnote). It i s  related to the fact that a set of inputs is used in the same proportions at any 
given level of output. 
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Antle and Eldebrink (1995) have used the concept of the production 
possibilities frontier56 (PPF) to explain why economic growth and 
e n v i r o ~ e n ~ l  quality may not necessarily be mutually exclusive. They 
define an economy that produces two goods, market goods (x) and 
environmental good and services (e). The production functions are defined 
as: 

x = x(L, K, Z) 
e = e(E) 

(10.4) 
(10.5) 

where L is labour and other variable inputs used to produce market goods; K 
is environmental capital stock used to produce x; Z is conventional capital 
stock (e.g., structures and machinery) and E is environmental capital stock 
(e.g., forests, soil, and water) used to produce env~ronmental services. Both 
production functions are assumed to be concave and the usual neoclassical 
a s s ~ p t i o n s  (i.e., perfect co~pet i t~on  and constant returns to scale) also 
apply. The marginal product of the conventional capital stock is assumed to 
be negative at high levels of utilisation, but that of environmental capital 
stock is assumed to be positive. The marginal rate of transformation from 
e to x,  is defined as: 

(10.6) 

Based on neoclassical economic theory, equilibrium is achieved where 
~ ~ ~ ~ , *  is equal to the relative prices of e and x (see Figure 10.7). Assuming e 
is a pure pubiic good, which is often the ease with environmental goods and 
services, its market value will be zero or low and therefore the price line will 
be steep or close to infinity. Equilibrium will thus occur at point c, with e* 
units of the environmental good and x* units of the market good being 
produced. The 'rational' producer will not produce below e* units, where 
there are diminishing returns, That is, even though environmental goods are 
zero priced, there is no economic incentive for the market economy to totally 
exhaust the environmental capital stock. However, over time, as more 
envi ron~nta l  inputs are used up, the envrionmenta1 capital stock declines. 

56 The production possibilities frontier is a function which indicates the maximum output that 
can be obtained with different co~b jn~ t ions  of inputs. 
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In response to this change, the shadow price of environmental goods rises to 
reverse the decline. 

Figure 10.7 Production possibilities frontier for market and environmental goods 
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Source: adapted from Antle and Heidebrink (1995) 

Technological change can shift the PPF outward. The main implication of 
this theory is that even if  environment^ quality is a pure public good, 
economic growth and environmental quality improvement are not 
necessarily mutu~ ly  exclusive, given the poss~bility of technical change. In 
this framework, it is possible for public policies (e.g., environmental 
regulations) to move the economy to point d, where more market goods and 
more environmental services are produced. However, it is also possible for 
some government policies (e.g., large-scale dam projects) to move the 
economy to points such as e where the level of environmen~~ services is 
reduced. 

PoHtical economy models 
Many EKC studies model pollution levels as a function of per capita income 
without specifying the links between these two variables. According to 
Grossman and Krueger (1995), the strongest link is an induced policy 
response, which is, in turn, induced by popular demand. To quote Grossman 
and Krueger, 
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“As nations or regions experience greater prosperity, their 
citizens demand that more attention be paid to the non- 
economic aspects of their living conditions. The richer 
countries tend to have relatively cleaner urban air and 
relatively more stringent env~onmenta~ standards and 
stricter enforcement of their environmental laws than 
middle-income and poorer countries”. (Grossman and 
Krueger, 1995:372) 

Given that most  environment^ goods and services display public goods 
characteristics, the issue of market failure needs to be addressed in efforts to 
solve environmental problems. According to the political economy 
approach, as a country’s per capita income increases, it becomes better able 
to address the issue of market failure through the political process. 

To conclude this section, the point needs to be made that there is not 
much dif~culty in cons~c t ing  a model that would generate EKC-type 
characteristics. The challenge is to find empirical evidence that backs up the 
theory. In the following section, we will review a selection of empirical 
studies that have attempted to either support or refute the EKC hypothesis. 

10.4.2 Review of Em~iri~ul EKC ~ ~ u d i ~ s  
Grossman and Krueger (1991) conducted the path-breaking study in the 
EKC literature as part of a wider study to assess the e n v ~ o ~ e n t a l  impacts 
of the North American Free Trade Agreement (NAFTA). The study utilised 
panel data from the Global Environmental Monitoring System (GEMS) 
project to estimate EKCs for SOZ, dark matter, and SPM for a number of 
cities ~orldwide.~’ Regression variables including a cubic function of per 
capita GDP (PPP dollars), a time trend and trade intensity were used. The 
analysis confirmed that ambient concentrations of SO2 and dark matter 
exhibit EKCs with turning points lying between $4,000 and $5,000 in 1985 
US dollars (see Table 10.3). Although they found that economic growth at 
middle income levels was associated with improved environmental quality, 
growth at higher income would be detrimental. 

57 The GEMS i s  a joint project of the World Health Organisation and the United Nations 
Environmental Program. 
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Study Environmental 
Indicator 

1. Grossman and SO2 

Turning Point 
(US$ per 
capita) 

4,000-5,000 
Krueger (199 1) I Dark matter 
2. Shafik and I SO2 
Bandyopadhyay 
(1992) 
3. ~ a n a y o ~ o ~  
(1993, 1995) 

4. Panayotou 
( 1997) 

5.  Cole at al. 
(1997) 

6. Cropper and 
Griffiths (1994) 

7. Antle and 
Heidebrink (1995) 

S P k  
Deforestation 
so2 
NO, 

so2 

SPM 
Deforestation 

Carbon monoxide 
Total energy use 
CFCs and halons 

Deforestation 

Afforestation 

National parks 

3,000-4,000 

8. Asafu-Adjaye 
(1998) 
9. Wackernagel et 
al. (1997) 
10. Asafu-Adjaye 
(1999) 

3,000 
5 ,m 
4,500 

Reforestation 5,000 

Ecological footprint 21,587 

Energy use 22,2 18 

823 
5,000 

25,100 
22,500 
15.400 

4,760 
5,420 

2,000 

1,200 

Countries/citities/ I 
Time period 

Cities worldwide 

149 countries, 1960- 1 
90 

developing 
countries, 1987-88 

developed and 
developing 
countries, 1982-84 
7 regions, 1960-91, 
24 (SECD countries, 

countries, 1986, 
1990 
64 countries in 
Africa, Latin 
America 
93 countries, cross- 
section, 1985 
82 countries, cross- 
section, 1985 
83 countries, cross- 
section, 1985 

1970-90,38 

--i 52 countries, 1985 

4 Asian countries, 
pooled cross 
section-time series, 

a. SOz = sulphur dioxide 
SPM = suspended particulate matter 
NO, = nitrous oxide 
COz = carbon dioxide 
CFC = chlorofluorocarbons 
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An EKC study conducted by Shafik and Bandyopadhyay (1992) was used as 
a background study for the 1992 World Development Report (World Bank, 
1992). They estimated EKCs for 10 different indicators of environmental 
quality: SPM, ambient SOZ, deforestation, lack of clean water, lack of urban 
sanitation, dissolved oxygen in rivers, faecal coliforms in rivers, municipal 
waste per capita, and COZ emissions per capita. They carried out panel and 
cross section regressions using data from149 countries for the period 1960- 
1990. The two air pollutants, SO2 and SPM were found to conform to the 
EKC hypothesis with turning points at $3,700 and $3,300 respectively 
(Table 10.3). Deforestation was not significantly related to income, while 
river quality worsened as income increased. Finally, both COZ emissions per 
capita and municipal waste increased significantly with increase in income. 

Panayotou (1993, 1995) conducted cross-sectional EKC regressions 
using data for 1987/88 for 55 developing countries. All the indicators, 
including emissions per capita for SOa SPM, NOx and defores~tion, were 
found to conform to the inverted U shape, The turning points were $3,000, 
$4,500, $5,500, and $823, respectively (Table 10.3). Panayotou updated his 
study in 1997 by explicitly accounting for the underlying determinants of 
environmental quality, In order to gain a more comprehensive understanding 
of the income-environment relationship, he incorporated a variety of policy 
instruments into the analysis. This involved ‘decomposing’ the structural 
~ o n o ~ c  factors in~uencing the emissions of SO2 into its pure income, 
scale and sectoral composition effects, as well as testing independently for 
the impacts of the rate of growth and a policy variable. The results indicated 
that both the growth rate and the policy variables were highly significant, 
with ambient SO2 concentrations turning upwards at just below $5,000. 

Grossman (1993) undertook a comprehensive EKC study using data 
from up to 488 monitoring stations from 64 countries for the period 1977- 
1990. U-shape relationships were observed for SPM, NOz, CO, faecal 
coliform, biological oxygen demand (BOD)38 and chemical oxygen demand 
(COD)59 with turning points of $16,000, $18,500, $22,800, $8,500, $10,000 
and $lO,OOO respectively. 

’’ BOD is the amount of natural oxidation that occurs in a sample of water in a given time 
period. 
59 COD is the amount of oxygen consumed when a chemical oxidant is added to a sample of 
water. 
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In a departure from the aforementioned studies, Cropper and Griffiths 
(1994) estimated EKCs for deforestation for African, Latin American and 
Asian countries using time series data for a 30-year period. Deforestation in 
African and Latin American countries displayed inverted U shapes with 
turning points of $4,760 and $5,420 respectively. However, there were no 
significant relationships for Asian countries, 

More recently, de Bruyn (1997) used decomposition analysism to 
determine whether structural change or technological innovation was a major 
factor in the decline in SO2 emissions in the Netherlands and West Germany 
during the 1980s. Although he failed to find evidence supporting the 
significance of structural change, he found that environmental policy 
fostered by inte~ational agreements provides a better explanation of why 
pollution tends to decline as income fevels increase. It is significant to note 
that de Bruyn (1997) found income to be only a minor determinant of 
environmental policy. 

Cole et aE. (1997) used more recent data encompassing a wider set of 
environmental indicators including CFCs, halons, methane, nitrates, 
municipal waste, carbon monoxide, energy consumption and traffic volumes. 
They found the turning points for per capita emissions of total NO,, SPM, 
and carbon monoxide to be comparable to earlier studies, implying that per 
capita emissions of these pollutants are beginning to decline in many 
advanced economies (Table 10.3). However, both COz and energy use were 
found to increase monotonically with income. CFC’s and halons, altho~gh 
predicted to follow a similar path as COZ in 1990, were found to have 
flattened out and decreased slightly. 

Other environmental indicators for which turning points were reported 
(Table 10.3) were afforestatiordreforestation (Antle and Heidebrink, 1995; 
Asafu-Adjaye, 1998 [see Box 10. l]), and ecological footprint (Wackernagel 
et al., 1997). Wackernagel et al. estimated the EKC for a sample of 52 
countries using ‘ecological footprints’ as an indicator. The ecological 
footprint estimates the land and water required to sustainably provide for the 
average per capita consumption in each country, including the following: 
food, wood, energy and built area. Using a quadratic specification, the 

de Bruyn (1997) and Panayotou (1997) both advocate decomposition analysis as a 
preferred alternative to the reduced-form approach. This is because an expansion of the 
reduced-form model to include further explanatory variables increases the possibility of 
Serious multicollinearity problems. 
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estimated turning point of $21,587 was outside the data range and the log- 
quadra~i~ ~peci~cat ion did not jnd~ca~e a t~rning point. 

BOX 10.1 An Empirical Test of the E ~ y ~ ~ ~ m ~ n t a ~  Transition ~ ~ ~ t h ~ s i s  

t r~s i t ion  ~ y p o ~ h ~ s ~ ~  was carried out using 
( ~ ~ ~ )  in the 1980s and annual per capita 
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Some studies have attempted to investigate the effect of political factors 
on pollution. However, the evidence so far has been inconclusive or 
contradictory. For example, Shafik and Bandyopadhyay (1992) tested for the 
influence of political and civil rights6’ on concentrations of various air 
pollutants (including SOz) and found evidence that air quality is worse in 
more democratic countries. On the other hand, Torras and Boyce (1998) 
found evidence to support the view that less ‘power-equal’ countries (both 
with respect to democracy and income equality) have higher SO2 emissions. 

To conclude this review of EKC studies, it must be emphasised that the 
empirical evidence in support of the EKC hypothesis is mixed. The EKC 
hypothesis seems to hold across studies for air pollution indicators, with the 
possible exception of C02. The most consistent results are for SO2 and SPM. 
However, even where the EKC appears to be valid, there are doubts about 
the stability and hence, the reliability of the turning points. For example, in 
Cole et al. (1997), most of the turning points were outside the income range 
of the countries analysed. In Cropper and Griffith (1994), the per capita 
income levels of most of the African and Latin American countries were 
below the EKC turning points. The main implication of these observations is 
that environmental quality could worsen even in cases where EKC 
relationships exist. 

10.4.3 A Critique of the EKC 
In view of the nature and intensity of the debate about economic growth and 
environmental degradation, it is not surprising that the EKC hypothesis has 
come under heavy attack from both economists and non-economists alike. 
The EKC seems to suggest that countries can simply ‘grow out’ of any 
limitations brought about by the depletion of natural resources and increased 
environmental degradation. This view was put even more forcefully by 
Beckerman (1992) who said, inter alia, that ‘the best-and probably the only 
way to attain a decent environment in most countries is to become rich’. 

Eminent scholars such as Arrow et al. (1993, Rothman (1997), Stern et 
al. (1996) and Ansuategi et al. (1996) have critiqued the EKC. Special issues 
of the following journals have been devoted entirely to the subject: 
E c o ~ ~ ~ ~ ~ ~ ~  ~ c o ~ o ~ ~ c s  (1995), ~ c o ~ o g ~ ~ a l  A p p l ~ c ~ ~ i o n s  (1996) and 

The political liberties index measures rights such as free elections, the existence of multiple 
parties, and decentral~sation of power. The civil liberties index measures freedom to express 
opinions without fear of reprisal. 
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~ n v i ~ o ~ n ~  and ~ e v ~ Z o p ~ e ~ ~  ~ c o n ~ ~ i c ~  (1996). A panel of econo~s t s ,  
led by Kenneth Arrow, met in Sweden to consider the relationships between 
economic growth and environmental quality. They concluded, inter alia, that 
an inverted U-curve does not constitute evidence that environmental quality 
will improve in all cases or that it will improve in time to avert the adverse 
impacts of economic growth (Arrow et aZ., 1995). They argued that in most 
cases where emissions have declined with increasing income, the reductions 
have been due to local institutional reforms such as environmental 
legislation and market-based incentives, although such reforms have tended 
to overlook international and intergenerational consequences. 

From the current empirical evidence, it is unclear whether the EKC is the 
resuft of economic growth and therefore best tied to income increases, or 
whether it is merely a symptom of other underlying exogenous changes. 
Consequently, some of the more recent studies have attempted to find 
alternative approaches for analysing EKC relationships. For example, Unruh 
and Moomaw (1997) and Moomaw and Unruh (1997) have disputed the 
EKC conclusion that increase in income results in emissions reduction. 
Instead, they argue that reductions in emissions are triggered by specific 
historic events such as the 1973 oil crisis. They find that the transition to 
lower per capita COZ emissions can occur at different income levels and can 
occur rather abruptly. They demonstrate that, in the case of countries as 
different as Spain and the United States, the transitions occurred soon after 
the oil price shocks of the 1970s. 

McConnell (1997) has suggested that although income is an important 
factor in explaining the EKC type relationship, other factors such as 
abatement costs, or the impact of pollution on production may over ride the 
effects of income. He therefore investigates the relationship between the 
demand for environmental quality and income by considering the combined 
effect of preferences, increasing costs of pollution abatement and the 
marginal utility of c o n s u ~ t i o n  in a growing economy in order to 
decompose the reduced form effect of income on pollution. He concludes 
that a high-income elasticity of demand for environmental quality is neither 
necessary nor sufficient to yield an EKC-type relationship. 

Some studies (e.g., Liddle, 1996; Asafu-Adjaye, 1999) have found no 
evidence of trade playing a major role in determining the EKC. On the other 
hand others (e-g., Suri and Chapman, 1997) find the opposite result. Finally, 
some studies including Westbrook (1995) and Suri and Chapman (1997) 
have attempted to estimate the effect of economic structure or industrial 
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organisation on the EKC relationship. Westbrook (1995) estimated the EKC 
for 56 developing countries including variables to represent industrial 
structure-defined as the shares of agriculture and services in GNP, 
respectively, relative to the industrial sector. He found industrial structure to 
be a significant factor explaining the U-curve relationship. 

10.5 Policy Implications 

In the last few years, progress has been made in understanding the 
relationship between the environment and development. A number of clear 
trends have emerged from the research conducted to date. 

1. There is a U curve relationship between environmental quality 
and income. However, this does not apply to all environmental 
indicators. The foregoing review has demonstrated that the 
indicator which consistently displays such a relationship, based 
on the number of studies confirming it, is SOz. A few studies 
have found the EKC hypothesis to hold for SPM. Deforestation, 
afforestation and energy use. However, these results cannot be 
generalised. 

2. Even where a U curve relationship is found, the turning points 
tend to be much higher than the per capita incomes of the 
countries involved. For example, in Asafu-Adjaye (1999) the 
turning point for energy was US$22,218 for a sample of four 
countries comprising, India, Indonesia, South Korea and Japan. 
However, real per capita income for India, the least well off in 
the sample based on GDP, is US$439. These results imply that, 
for many developing countries, environmental problems may 
worsen in the foreseeable future. 

3. It has been suggested that trade openness could help in reducing 
environmental pollution. However, there is no overwhelming 
evidence in the literature to support this proposition. 

4. Many of the studies that have found a U-shaped relationship 
between economic growth and the environment do not 
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convincingly explain how growth affects the environment. The 
empirical evidence s u p p o ~ n g  the existence of m EKC 
relationship is not clear-cut. This implies that the relationship 
between the environment and development is too complex to be 
adequately represented by simple economic models. 

A general conclusion that can be reached is that developing countries will 
not au to~t ica l ly  grow out of their environmental problems. However, 
economic growth is necessary for developing countries to make a dent in 
their environmental problems. The fact that many countries’ per capita 
incomes are below potential turning points supports the view that restricting 
economic growth to save the environment may not be a socially optimal 
decision. Progress towards the turning point can be boosted by a 
combination of prudent economic policies and environmental regulations. 

Some of the studies reviewed above indicate that institutional factors do 
exert a significant influence on the relationship between income and 
environmental degradation. Barbier (1997) argues that policies that aim to 
improve the operation of markets are more Likely to reduce the 
‘environmental price’ of economic growth, thereby flattening out the 
incomeenvironment relationship and possibly achieving a lower turning 
point. Such policies include the removal of distortionary subsidies, 
introduction of more secure property rights over resources and 
implementation of economic instruments to internaiise externalities. Some of 
these policies are briefly discussed in the following section. 

Furthermore, a poorly developed institutional framework may affect the 
ability of authorities to monitor environmental degradation and/or pollution 
and, in turn, retard the development of effective environmental policies. In 
his EKC study of SO2 emissions, Panayotou (1997) found that improved 
policies and i~s~itutions in the form of more secure pro~erty rights, better 
enforcement of contracts and effective environmental regulation could assist 
in making the EKC flatter. For example, reductions in SO2 emissions in the 
Netherlands and West Germany have been brought about by tougher 
environmental regulations requiring better end-of-pipe technology. Komen 
and other’s research indicates that increased public spending on 
envi ro~enta l  research and development, while possibly leading to 
environmental improvements, may also act as a catalyst for private 
investment in cleaner technologies (Komen et al., 1997). 
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In the following sections, we look at policy responses to the 
environmental degradation problem at the locallnational and global levels. 

10.5.1 National and Local Level Policy Response 
At the local and national levels, there are a variety of options for dealing 
with the problem of environmental degradation. In Chapter 4, we discussed a 
number of market-based instruments including standards, taxes, subsidies, 
and marketable permits. In this section, we will take a brief look at another 
set of options for tackling the pollution problem-voluntary incentives. 

Most pollution policy instruments rely on coercion (e.g., fees or 
penalties) or some form of financial incentives. As the name suggests 
voluntary incentives rely on voluntarism and self-regulation. There are two 
major categories of voluntary incentive mechanisms-voluntary 
agreements and voluntary, incentive and community-assistance 
programs. 

Voluntary agreements 
A voluntary agreement (VA) is basically a ‘contract’ between a government 
agency and industry in which environmental goals and deadlines have been 
negotiated and subsequently agreed upon by both parties (Barde, 1995; 
Carraro and Sinisalco, 1996). In a VA, the industry is self-committed to 
taking appropriate measures to meet these goals. In the event of non- 
compliance there are no real sanctions, except that regulations and coercive 
measures may be imposed at the end of the contract period. One important 
feature of a VA is that although pollution levels may be fixed within a 
geographical area, the industry is free to pursue the most cost-effective 
measures to achieve the agreed objective. One advantage of VAs is that they 
can be combined with regulatory requirements in two different ways: (i) they 
can be implemented before any subsequent regulations; and (ii) they can 
reinforce existing regulations that may be poorly enforced. 

Like most other policy instruments there are arguments for and against 
VAs. For example, it has been argued that voluntary agreements reduce 
government control over industry, or that it could encourage ‘collusion’ 
between government and industry. In practical terms, voluntary agreements 
may become difficult to manage when there are many sources requiring 
regulations, and when pollution spillovers affect communities who are not 
party to the voluntary agreement. However, on the positive side, voluntary 



Trade and the Environment 269 

agreements are flexible, transparent and could provide incentives for 
t ec~o log ica~  innovation. 

Voluntary, incentive and community-assistance programs 
V o l u n ~ ,  incentive and co~unity-assistance programs depend on the 
commitment, enthusiasm and goodwill of local community groups to 
undertake conservation projects. As the name suggests, this approach is 
purely voluntary, although, in some cases, grants may be advanced to 
facilitate the initiatives. This approach has been recommended as a 
mechanism for conserving biodiversity on private property (OECD, 1996). 
The main attraction of such programs is that they are non-interventionist in 
nature and require minimal administrative costs. A disadvantage is that they 
can be difficult to target and monitor without incurring high administrative 
costs. These sorts of schemes work best in cases where the participants have 
a genuine interest in the goal of the project. 

10.5.2 G l ~ b ~ l  Policy R e s ~ o ~ s e  
If the EKC relationship is true, then countries in early stages of development 
will, as a result of lack of access to technology and capital, adopt industrial 
processes that are polluting, or will mine their natural resources. In this 
respect, it is self-serving for the rich nations to demand that the poorer 
nations cut back on pollution or natural resource use. Therefore, it has been 
proposed that the rich nations could compensate the poorer ones for 
foregoing income from natural resource exploi~tion. Various forms of 
transfer mechanisms have been proposed including international financing 
of conservation projects and debt-for-nature swaps. 

International financing of conservation projects 
A number of initiatives by which advanced countries can assist developing 
countries to reduce environmental degradation have been proposed. These 
include using savings &om military expenditure made since the Cold war to 
retire debt in developing countries and to fund conservation projects, and 
flexible interest repayment terms on debt for sustainable development 
projects. Another initiative already underway is the Global Environmental 
Facility (GEF). The GEF was established by the World Bank and the United 
Nations Environment Programme. The GEF aims to provide concessional 
loans to developing countries for projects associated with protection of the 
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ozone layer, reduction of greenhouse emissions, protection of inte~ational 
water resources, and protection of biodiversity 

Specific projects that are eligible for assistance under the scheme include 
development of alternative energy sources, afforestation, conservation of 
tropical forests and investments to prevent oil spills and Ocean pollution. 
Although the scheme is a worthwhile one, some countries have complained 
about inadequate funds. It would appear that the issue of financing the 
recurrent expenditure for the fund has not been properly worked out. 

Debt-for-nature swaps 
The concept of debt-for-nature swaps has been proposed as a way of 
assisting deve~oping countries to protect their environment and at the same 
time reduce their foreign debt. The idea originated from the concept of debt 
conversion. After Mexico’s 1982 financial crisis, it threatened to default on 
its foreign debt. This threat forced international banks to accept the fact that 
some debt-ridden countries were incapable of fully repaying their debts. 
Consequently, banks began to minimise their risk by selling high-risk debts 
to other banks at discounted values. Such debts became known as secondary 
debts or loans, and soon a market for these loans began to develop. A typical 
debt conversion consists of swapping secondary debt for equity in the debtor 
country and offers a low-cost way of investing in a developing country. For 
example, in 1986, Chrysler Motor Company bought off Mexico’s foreign 
debt with a face value of about US$108 million for US$65 million. In return, 
the Mexican government provided about US$lOO million in pesos €or the 
manufacture of a car manufacturing plant. 

Debt-for-nature swaps62 operate along the same lines as debt-for-equity 
swaps, except that, as the name suggests, the investments are targeted at 
preserving the environment. For example, the US environmental lobby 
group, Nature Conservancy bought about US$2.2 million of Brazil’s foreign 
debt for US$SSO,OOO. Most of the money has been paid into a fund to be 
used to conserve a tropical rain forest in the country. The World Wildlife 
Fund for Nature has been involved in debt-for-nature swaps in a number of 
developing countries. By 1991, about 19 debt-for-nature swaps worth over 
~ S $ l ~  million had taken place. However, this amount is miniscule in 
comparison to total developing country debt of over US$1.3 trillion in the 
same period. 

62 See Hansen (1989) for an overview. 
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Although well intentioned, debt-for-nature swaps have been criticised on 
a number of grounds. Some people are of the view that a good proportion of 
foreign debt has been incurred by totalitarian or corrupt governments and 
that using debt-for-nature swaps to retire such debt is tantamount to 
legitimising illegal or immoral transactions. For example, it has been alleged 
that the former president of the P~lippines, the late Ferdinand Marcos, 
incurred millions of dollars of national debt which were improperly used and 
as such the people of the Philippines should not be held accountable for such 
debts. Another argument against debt-for-nature swaps is that they interfere 
with national sovereignty in the sense that they allow foreigners to dictate 
how g o v e ~ ~ n t s  in developing countries should allocate their expenditures. 
It has been alleged that some of the debt-for-nature swap projects are 
designed more for research and ~xploitation of natural resources than for 
conservation (Mahony, 1992). 

The number and size of debt-for-nat~e swaps, to date, have been such 
that none of these criticisms have been proven beyond doubt. Realistically, it 
is unlikely that this approach will make any significant dent in Third World 
debt. It would appear that the major benefit of these schemes is in raising 
awareness of sustainable development issues and making some contribution 
towards the achievement of that goai. 

10.6 Summary 
This chapter has tackled the complex subject of the relationship between 
trade and the environment. After describing some general trends in economic 
and env~onmental indicators in the last few years, the discussion focussed 
on various dimensions of the trade-environment relationship, resulting in a 
set of policy recommendations on trade and the environment. The discussion 
of the trends suggested that increase in population will increase the demand 
for food, clothing and shelter. The consu~ption of resources such as energy 
will continue to escalate because energy is a major input in industrial 
production. Energy use was found to be highly correlated with economic 
growth and social indicators such as infant mortality and life expectancy, 
implying that energy is vital for development. However, to achieve 
sustainable development, there is a need to develop alternatives forms of 
energy (e.g., renewable energy). 
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A considerable part of the discussion centered on the relationship 
between trade and the environment at different stages of development or 
income. At issue was the environmental Kuznets U-curve hypothesis which 
stipulates that, as the per capita income of a country increases, 
environmental degradation will initially increase, but then will eventually 
decline once a maximum level has been reached. The maximum level of 
pollution at which degradation begins to decline is referred to as the turning 
point. A review of empirical studies revealed that there is mixed support for 
the EKC hypothesis. The EKC relationship appears to hold consistently for 
SOZ. In the case of COZ, all the studies indicate that it increases with income, 
and has no turning point. Other environmental indicators for which the EKC 
hypothesis appears to hold include carbon monoxide, CFCs and halogen, 
energy use, and deforestationheforestation. Another important observation 
about the EKC is that in some cases where turning points have been 
observed, the turning point is much higher than per capita incomes of the 
countries involved. 

In conclusion, much still remains to be accomplished in explaining why 
EKCs arise. In the mean time, it is clear that countries will not automatically 
‘grow’ out of their environmental problems. The role of institutions in 
countries that have obtained low levels of environmental pollution was 
found to be significant. Policy responses to environmental degradation were 
discussed, with emphasis on voluntary incentive mechanisms. In general, 
these approaches could offer a cost-effective and flexible means of reducing 
local and global pollution. 

Review Questions 

1.  

2. 

3. 

4. 

Describe what happens as natural resources are depleted. 

Explain why energy use is positively related to a social indicator such as 
life expectancy. 

Explain the term ‘turning point’ which is commonly associated with the 
environmental Kuznets curve hypothesis. 

Briefly outline two theories which attempt to explain the EKC 
hypothesis. 
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5. State the advantages and d~sadv~ tages  of a v o l ~ t ~  incentive scheme 
such as a voluntary agreement. 

6. What are some of the factors that affect the EKC relationship? 

Exercises 
1. Select two EKC studies from the reference list. Read the full-length 

articles and provide critical s u ~ i e s .  

2. Critically assess the merits and demerits of debt-for-nature swaps. 

3. Give possible reasons why a U-curve relationship may not necessarily 
mean that environmental pollution will decrease. 
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11. ~ u s ~ i n a b l ~  Develo~~ent  

Objectives 

After studying this chapter you should be in a position to: 

o explain the various definitions of sustainable development and 
' sus~inabili ty ' ; 

o describe ways of measuring sustainable development; 

n describe ways of incorporating elements of sustainability into economic 
decision-making; and 

o enumerate difficulties associated with implementing sustainable 
development policies. 

11.1 Introduction 
Within the last decade, environmental problems have risen to the top of the 
policy agenda in advanced as well as developing countries. The concept of 
sustainable development, or ecologically sustainable development, has been 
adopted as a desirable policy objective by nearly all gove~ments  worldwide. 
The first international conference to address environmental problems was the 
United Nations Conference on the Human Environment held in Stockholm 
in 1972 (UNCHE, 1972). This initiative was followed by the publication of 
the World Consewation Strategy by the International Union for the 
Conservation of Nature and Natural Resources in 1980 (IUCN, 1980). This 
document was the first to propose the concept of 'sustainable development' 
(SD) as an approach for seeking striking a balance between economic, social 
and ecological factors. However, the publication that really set the current 
environmental agenda was the report, Our Common Future (WCED, 1987). 
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This publication c u l ~ n a t e d  in the historic ‘Earth S u ~ i t ’ ,  held in June 
1992 in Rio de Janeiro, Brazil, which drew a global environment and 
development agenda for the 21” century. One of the key policy documents at 
this meeting was Agenda 21, the global blueprint for sustainable 
development (Box 11.1). 

Beauty, they say, ‘lies in the eyes of the beholder’. The same can be said 
of ’sustainable development’, Sustainable development means different 
things to different people and in the end it stands the risk of meaning nothing 
at all. In this chapter, we will canvass some of the definitions from the fields 
of neoclassical economics and ecoIogical economics. We will consider ways 
of inco~orating SD in economic policies and programs. The chapter 
concludes with a discussion of some of the practical d i f~~u l t i e s  to be 
encountered in implementing SD policies. 

11.2 Defining Sustainable Development 

‘Sustainable development’, ‘sustainable economic development’, or 
‘ecologically sustainable development’ can be given various definitions 
depending on one’s environmental ideology. In this discussion, we make a 
distinction between economic ‘growth’ and ‘development’. The former can 
be characterised by increase in the level economic indicators such as GNP 
per capita, whereas the latter is a broader concept involving quality of life 
indicators (e.g., ~ducational and health status). We consider briefly the 
meaning of SD from four different perspectives: ‘neoclassical’ economics, 
ecology, intergenerational equity and materials balance. 63 

1. Traditional ‘neoclassical’ economics supposes that economic growth is 
maximised when all opportunities to increase the efficiency of resource 
use have been exhausted. In this approach, SD can be defined as the 
maintenance of a constant per capita consumption across all generations 
(Solow, 1956) or the maintenance of non-declining per capita income 
over the inde~nite future (Pezzey, 1989b). In this approach, no 
distinction is made between natural capital and man-made capital. It is 
assumed that natural, physical and human capital can be substituted for 

In a review of sustainable development, the environmental economist John Pezzey counted 
over sixty different definitions (Pezzey, 1Y8Ya). 
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2. 

3. 

4. 

each other to a high degree. Furthermore, this de~nition ignores changes 
in natural capital stocks and environmental quality. This definition, in 
effect, equates SD with sustainable economic growth. 

From the ecologist perspective, quality of life depends on environmental 
quality. Therefore, retaining ecological integrity and the assimilative 
capacity of the natural environment is crucial for the functioning of the 
economic system. In this approach, a decline in environmental quality 
has an adverse impact on the welfare of the society. Sustainable 
development can therefore be defined as the  xim mum a ~ o u n t  of 
consumpt~on that can be achieved without reducing the following: (i) net 
wealth, (ii) environmental quality, and (iii) the stock of renewable 
resources. 

The intergenerational equity perspective is more restrictive than the 
definitions in (1) or (2). It suggests that the rate at which natural 
resources are being exploited is too fast and works against the interests 
of the unborn. As such, sustainable development is defined as in (1) and 
(2) with the additiona1 cons~raint that the net value of the stock of non- 
renewable resources must be non-dec~~ning. 

The materials balance approach: As discussed in Chapter 2, the materials 
balance approach is based on the First and Second Laws of 
Therm~ynamics which recognise physical and ecological constraints to 
economic activity. Since materials that enter the economic system are 
not completely destroyed, this approach proposes a transition to a steady 
state economy (Daly, 1991). A steady state economy is one in which 
there are constant stocks of people and physical wealth that are kept at a 
desired level. This approach basically raises doubt about human kind's 
ability to indefinitely extract more energy and materials from the world's 
ecosystem. The materials balance approach disputes the neoclassical 
assumption that income growth leads to increase in human satisfaction. 
The ideas of the materials balance approach are similar to those of 
ecologists. 

It appears that in de~ning  sustainab~e deve~opment, the World C o ~ s s ~ o n  
on Environment and Development took into consideration a11 the above 
perspectives, in recognition of the fact that SD is a multifaceted concept. The 
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WCED (or the 3rundtland ~ o ~ s s i o n )  defined sustainable development 
as: 

“development that meets the needs of the present 
without compromising the ability of future generations 
to meet their own needs” (WCED, 1987:43). 

Various writers on the subject have put forth variants of this definition. 
Pearce et al. (1989) have offered the following inte~retation of SD: 

“Sustainable development involves a substantially 
increased emphasis on the value of natural, built and 
cultural environments.. .sustainable development places 
emphasis on providing the needs of the least advantaged 
in society (‘intragenerational equity’), and on the fair 
treatment of future generations ‘intergenerational 
equity’)” (Pearce et al., 1989:2). 

R. Kerry Turner also defined SD as follows: 

“Sustainable development involves maximising the net 
benefits of economic development subject to 
maintaining the services and quality of natural resources 
over time” (Turner, 1988:352). 

Robert Solow has defined ‘sustainability’ in terms of the ‘duty’ of humanity 
to future generations. According to him, 

“The duty imposed by sustainability is to bequeath to 
posterity not any particular thing.. .but rather to endow 
them with whatever it takes to achieve a standard of 
living at least as good as our own and to look after the 
next generation similarly” (Solow, 1992: 15). 

Similar definitions of sustainability in terms of intragenerational equity have 
been expressed by Toman (1992) and Redclift (1993). This conception of 
‘justice’ or ‘fairness’ dates back to Aristotle who stated that justice of 
exchange has to be orientated towards equality. That is, one may not give 
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less than what one has received. In that sense, an economy can be described 
as ‘sustainable’ if it allows future generations to have no less than what the 
current generat~on receives. 

From the foregoing discussion, it can be seen that the pure neoclassical 
definition of SD can be rejected because ‘development’ or welfare involves 
more than mere increases in income (e.g,, Gross National Income) over time. 
However, the role of economic growth in achieving SD must not be 
discounted. The WCED emphasised ‘the essential needs of the world’s poor, 
to which overriding priority should be given’. This statement implies that the 
aim of SD should be to enhance ordinary people’s living standards, with 
particular attention to the less fortunate in society. The catch, however, is 
that to improve the lot of the poor, the economy needs to grow in order to 
generate the funds needed for poverty aileviation. In fact, the WCED itself 
projected that, in order for SD to take place, the economies of the developing 
world must grow at rates in the order of at least 3 percent per annum. Thus, 
we may conctude that economic growth is a necessary but not sufficient 
condition for sustainable development. 

Today, many developing countries are caught in a vicious circle. In order 
to develop, they must grow. However, for most countries such growth entails 
exploiting their scarce natural resources, which, in turn, may pose risks to 
the environment. Many developing countries are saddled with huge external 
debts and many have chosen to use their natural resources to improve per 
capita incomes or to pay off their debts. 

11.3 Conditions for S u s t a i ~ a b ~ ~  ~ ~ v e l o ~ ~ e n t  

As stated above, economic growth is a necessary but not sufficient condition 
for SD. The question that needs to be asked is what are the sufficient 
conditions for SD? To consider the needs of future generations, a sufficient 
condition would be to maintain a non-declining stock of capital. Pearce et al. 
( 1994) have proposed two cond~t~ons for sustainable development: weak 
sustainability and strong sustainab~lity. 

Weak sustainability assumes perfect substitutability between physical, 
natural and human capital and requires the maintenance of a constant 
aggregate capital stock. On the other hand, strong sustainability assumes that 
not all natural capital stock can be substituted for man-made capital stock. 
For example, some ecosystem functions that are essential for the 
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mainten~ce of living creatures cannot be replicated by human beings. As 
such, the strong sustainability condition requires that the levels of such 
natural assets must be maintained. 

The concept of strong sustainability is implicit in both the Brundtland 
Report and the ~ 5 r ~ ~  C o ~ e ~ ~ t i o ~  Strategy. According to the B~ndtland 
Report, “if needs are to be met on a sustainable basis the Earth‘s natural 
resource base must be conserved and enhanced” (WCED, 1987:57). The 
W ~ r l d  C ~ ~ e ~ a ~ ~ ~ ~  Strategy makes references to maintaining “essential 
ecological processes and life support systems” and “sustainable utilisation of 
species and ecosystems” (IUCN, 1980: 1). 

11.4 Measuring Sustainable Development 
In this section we consider the issues of how to measure SD and translate it 
into action. The commonly used economic measures of welfare or well- 
being are GDP and GNP. The former is the value of final goods and services 
produced in the domestic economy, whereas the latter is the value of goods 
and services produced in the domestic economy plus overseas income other 
than for exports. We explain below that these measures may provide a biased 
or overstated view of human welfare because they do not consider 
depreciation of the natural capital stock as a result of economic exploitation 
and environmental degradation. ‘Green’ or environmental accounting has 
been proposed as one way by which changes in the quantity and the quality 
of the natural capital stock can be measured. 

11.4. I The Case for ‘Green’ National Accounting 
The present system of compiling national accounts, the U ” s  System of 
National Accounts (SNA) is flawed because it does not fully account for the 
values of environmental systems, resources and their role in the economy. 
The problems with the current system are as follows: 

1. Because a measure such as GNP is based on the value of goods and 
services produced in the economy, it indicates an increase (Le., an 
improvement in ‘welfare’) even when our stock of natural capital is 
being depleted and we have to expend more effort to extract lower grade 



2. 

3. 

4. 

5. 

6, 

7“ 

8. 

resources. In other words, the SNA ignores scarcities of natural 
resources. 
GNP increases when the quality of the environment is reduced by 
pollution. That is, the SNA ignores degradation of environ~ental quality 
and effects on human health and welfare. A good example is the case of 
Indonesia where adjusting the national accounts for depreciation in only 
the three sectors of petroleum, timber and soils proved that actual 
economic growth had been overstated (Box 11.2). 
GNP increases when expenditures are made on poi~ution abatement. 
This is a distortion because environmental protection expenditur~s may 
actually be social costs of maintaining environmental quality. That is, 
defensive expenditures. 
Measures such as GDP and GNI) are average measures that do not 
consider how income or wealth is dist~buted within the population. The 
basis of ‘Reaganomics’ in the 1980s was the ‘trickle down’ theory-the 
idea that the poor will also benefit from the gains of economic growth. 
However, the reality is that the rich tend to get richer, while the poor get 
poorer or are no better off. 
GDP measures gross, not net production. Net domestic product (i.e., 
GDP less depreciation) is a better measure of welfare change. 
GDP ignores changes in population and the productivity of human 
capital. 
GDP only accounts for transactions that occur in the market place and 
does not adequately consider subsistence production of peasants, 
hous~work (e.g., home cooking and gardening~ and the work of 
voluntary or charitable organisations. 
GDP does not discriminate between different types of goods. For 
example, increase in the consumption of potentially health-threatening 
goods such as alcohol, cigarettes and fatty foods will appear as an 
increase in GDP, although they may even decrease individuals’ welfare. 
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In resource dependent 
economies, the use of 
the SNA as indicators 
can provide a 
~ s l e a d i n g  picture of 
welfare and economic 
progress. Therefore, 
long term development 
plans based on such 
statistics may not be 
environmentally sound 
or sustainable. 

Repetto et al., 
According to 

“A country could 
exhaust its forests, 
erode its soils, 
pollute its aquifers, 
and hunt its 
wildlife to 
extinction but 
measured income 
would not be 
affected as these 
assets disappeared” 
(Repetto et al., 
1989:4). 

A New System of 
Environmental 
Accounting 
In ac~owledgement of 
these shortcomings, the 
United Nations 
Statistical Office (UNSO) has prepared a new framework for integrated 
e ~ v ~ r o ~ ~ e n t ~ l  and economic accounting called, the System of Integrated 
Environmental-Economic Accounting (SEEA) (Bartelmus et al., 1992). The 
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SEEA attempts to rectify the SNA's defects by adjusting the national 
accounts for changes in the quality of the natural environment and the 
depletion of natural resources in order to arrive at an environmentally 
adjusted net domestic product (EDP). Using this approach sustainable 
development could be defined as non-declining EDP (Bartelmus, 1992). 

There are five basic features of the SEEA. These are: 

Segregation and elaboration of all environment-related flows 
and stocks of traditional accounts. This aspect of the SEEA seeks 
to ident~fy the part of GDP which reflects the costs necessary to 
compensate for the negative impacts of economic growth, i.e., 
defensive expenditures. 

* Linkage of physical resource accounts with monetary 
environmental accounts and balance sheets. This component 
attempts to establish comprehensive physical resource accounts to be 
linked to the monetary balance sheet and flow accounts of the system 
of national accounts. The resource accounts will consider the total 
reserves of natural resources and changes therein even when such 
resources are not yet affected by the economic system. 
Assessment of e n ~ r o ~ e n t a l  costs and benefits. This key part of 
the SEEA seeks to improve on the SNA by accounting for depfetion 
of natural resources and changes in environmental quality due to 
economic activity. 
Accounting for the ~ainten&nce of tangible wealth. In this 
component, natural capita1 i s  handled in the same way as physical 
capital. Natural capital, as defined here, includes renewable 
resources (e.g., forestry, fisheries,), non-renewab~~ resources (e.g., 
land, soil, mineral), and air and water resources. 
Elaboration and measurement of indicators of e n ~ r o ~ e n t a l l y  
adjusted product and income. The intention here is to develop 
modified macroeconomic measures of national income such as 
environmentally adjusted domestic product (EDP) and 
environmentally adjusted national income (ENI). Both of these 
measures account for the costs of depletion of the naturat capital and 
changes in environmenta1 quality. 

* 

9 

* 

There is as yet no inte~at~onal  consensus on how to incorporate 
environmental costs and benefits into national accounts. Therefore, the 
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approach the UNSO has taken is not to radically change the SNA. The 
intention is to complement the well-established SNA with a satellite system, 
the SEEA, rather than a radical overhaul of the SNA itself, which may not be 
politically acceptable. The implications of imptementing the SEEA in a 
developing country such as Papua New Guinea are briefly discussed in Box 
11.3. 

11.4.2 The Uses of E n ~ i r o n m ~ n t ~ ~  A ~ ~ o ~ ~ t i ~ ~  Data 
Information from the SEEA can be used as input to various aspects of 
economic policy analysis. 

1. It can be used to indicate whether economic growth is 
sustainable and whether there are structural distortions in the 
economy by following environmentally unsound production and 
consumption patterns. 

2. For example, let C = total consumption expenditure; then CBDP 
computed from the SEEA could be used as an indicator to 
indicate non-sustainable growth patterns. If #EDP > 1, then it 
can be implied that the country is running down its natural 
capital base and therefore growth is not sustainable. On the other 
hand, CBDP c 1 implies that the capital stock is being left intact 
or enhanced. 

3. The SEEA can provide basic information for input-output 
analysis to assess the impact of foreign trade on the economy 
and on the a ~ l ~ a t i o n  of e n v ~ o n m e ~ t a ~  costs. 

4. A high rate of depletion of natural resources would appear in the 
accounts as a low rate of capital accumulation, indicating 
environmentally unsound production and consumption patterns. 

5.  The SEEA can help in evaluating the impact of various 
economic policies on depletion and degradation of 
environmental assets. Examples are ~ B I s ~ ~ b o n  tax, 
marketable pollution permits, deposit-refund systems; and equity 
taxes-royalties, rents, and excise duties. 
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II.4.3 The Limits of Green Accounting 
Although impressive efforts have been made in developing new techniques 
(e.g., the contingent valuation method) that can be used to value some non- 
market goods, there are some items in the non-economic sphere that are 
difficult to value. Even when such assests can be valued, there is the 
additional issue of whether the society’s valuation is equal to the sum of the 
individual valuations. 

The following are some of the l i ~ ~ t i o n s  of Green Accounting: 

1. As n o n ~ c o n o ~ c  human activities and natural processes diverge 
from economic production and consumption, monetary valuation 
becomes more and more difficult. 

2. Development goals of equity, cultural aspirations or political 
stability are even more difficult to quantify and quite impossible 
to value in monetary terms. Such effects would have to be 
specified in normative terms as targets or standards. 

3. In developing countries where large populations operate in a 
subsistence economy, the use of mar~et-based valuation could 
be misleading, 

4. In many developing countries today, there is increasing poverty, 
income inequality, corruption, and crime. These issues are 
difficult to measure, even when we use non-economic 
indicators. 

11.4.4 The Need for a Broader Set of Indicators 
Indicators of environmentally adjusted product and income such as EDP and 
EN1 can be used to provide information about the state of the environment in 
relation to economic activity over time. However, as suggested above, 
sustainable development is a multifaceted concept, and to measure progress 
towards this objective requires a wider set of indicators. Also, as already 
indicated above, economic growth and economic development are not 
mutually interchangeable, emphasising the need to incorporate non- 
economic indicators to assess progress towards SD. 
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A starting point for the use of non-economic indicators for SD planning 
could be UNDP’s Human Development Index (HDI). This index combines 
national income with two other indicators-adult literacy and life 
expectancy (UNDP, 1998). As a rough index of development, nondeclining 
HDI over time would indicate a sustainable human development path. 
However, because the HDI considers only the educational and health status 
of the population, it only provides a limited view of development. 

11.5 Operationalising the Concept of Sustainable 
Development 

In view of the confusion surrounding the definition of SD, the challenge 
facing policy makers is how to translate the words into concrete action. 
Agenda 21 tries to achieve this objective but also falls short in some places. 
Although economic growth is important for SD, the free market system fails 
to protect the environment and the poor. Thus, there is a need to formulate 
economic policies that consider the ecological limits to the earth’s carrying 
capacity and address socioeconomic and equity issues. Policies are required 
in at least three areas: (i) restructuring incentives to provide the correct 
signals for sustainable resource use; (ii) establishing a new system of 
economic analysis to incorporate the principle of sustainability; and (iii) 
institutional restructuring to achieve distributional goals. 

I1 S.1 Restructuring Incentives 
The first policy to consider is ensuring that the prices of natural resources 
reflect their true value. As was explained in Chapter 4, the market system 
can fail to ensure that marginal social costs (i.e., marginal private cost and 
marginal extraction cost) are reflected in the price charged for environmental 
goods and services (Box 11.4). 

At the sector level, the government needs to: 

expand market-based incentive mechanisms for environmental 
protection; 
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increase monitoring and enforcement of env~onmenta1 regulations and 
standards; 

increase 
community and 
private sector 
participation in 
the appraisal of 
projects and in 
the environmental 
approval process; 
and 

* increase 
education, 
awareness and 
training. 

E x p ~ ~ d i ~ g  Market- 
Based Incentive 
Mechanisms 
As noted in Chapter 
4, a standard is 
i ne~c ien t  because 
the firm has no 
flexibility in that it 
has to abide by the 
standard even when 
the costs of abating 
pollution are much 
higher compared to 
another firm. The 
same environmental 
standards can be 
enforced through 
incentive systems designed to get polluters to alter the technologies they use 
to produce or extract the commodities. Some studies suggest that the 
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co~nd-and-cont ro l  approach may impose s ~ g n ~ ~ c a n t  burdens on wealth 
creation (Jorgensen and Wilcoxen 1990). 

Increasing Monitoring and Enforcement 
The case has already been made for increased monitoring to ensure 
compliance with environmental regulations. This is crucially dependent on 
the availability of increased funding to the relevant government departments. 

Increasing C o ~ u n i t y  and Private Sector Participa~on 
There i s  the need to increase pa~icipation of local c o ~ u n i t i e s ,  NGOs and 
the private sector in the project appraisal and the env~ronmental approval 
process. Consideration should also be given to involving NGOs in the 
monitoring of the environmental regulations, in light of the limited capacity 
of the government agencies. 

Increasing Education, Awareness and Training 
Finally, there is the need for more programs to educate both government 
officials and the general public about environmental issues and links 
between the environment and the economy. Financial resources are required 
to train government personnel in the areas of enviranmen~l monitoring and 
analysis, as well as in natural resource and  environment^ accounting and the 
integration of environmental concerns in traditional project appraisal 
methods. 

11.5.2 Establishing a New System of Economic Analysis 
The way in which government agencies appraise investment projects is 
crucial in efforts to achieve SD. Using the traditional cost-benefit technique, 
a project is poten~ially acceptable if benefits minus costs, suitably 
discounted, are greater than zero. Environmental costs are usually excluded 
from this analysis. There is a need to modify this procedure to ensure that 
costs include any environmental damage, and benefits include any 
environmental gains from the project. 

A modification to the project selection criterion in social CBA is to 
select a project if: 
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where: E = net environmental benefits 
B = total commercial benefits 
C = total costs 
r = social discount rate 
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(11.1) 

It is to be noted that E (net environmental benefits) is to be treated as an 
o p p o ~ u ~ t y  cost, i.e., foregone benefits, and subtracted from the commercial 
benefits.@ Recall that in Chapter 5, we defined total economic value (TEV) 
as: 

TEV = T W  + TNUV (11.2) 

where: T W  = total use value 
TNUV = total non-use or passive use value 

wuation (1 1.2) can be substituted into Equation (1 1.1) and the decision rule 
becomes: 

n 

C ( B t  -C, -(TUV+TNUV) 
(11.3) 

When applied to a portfolio of projects, Equation (1 1.1) may be regarded as 
a weak sustainability rule because it implies that the discounted present 
value of net benefits across all projects must be positive. However, there 
could also be a strong sustainability rule. Such a rule would say that net 
environmental costs across all projects must be positive in every time period. 

@ In some cases E could be a benefit in which case it should be added to commercial benefits. 
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The Safe ~ i ~ m u m  Standard of Preservation 
In many resource allocation decisions the choice is often between preserving 
a given natural environment or destroying it in order to undertake some form 
of development. The American economist, S.V. Ciriacy-Wantrup defined the 
safe minimum standard of preservation (SMS) as the minimum critical 
mass required for species preservation (Ciriacy-Wantrup, 1968; Bishop, 
1978). In order words, the SMS is a level of conservation that is high enough 
to reduce the probab~lity of ext~nct~on or irreversible loss of a species to a 
low level. This concept provides a decision rule for choosing between 
preservation and conservation. It is known as the 'Sustainability Approach', 
and can be stated as follows: 

Avoid irreversible environmenta~ damage unless the 
social cost of doing so is unacceptably large. 

Asafu-Adjaye ~1991b) out~ines how the SMS concept could be used to 
modify the CBA procedure so as to address concerns about sustainability 
and intergenerational equity. The main problem with this approach is 
deciding what is 'unacceptably' large. Obviously, this involves a value 
judgement (Box 11.5). In some developing countries where there is abject 
poverty and hunger, it may be the case that preserving the environment in its 
natural state (i.e., the no development option) may impose social costs that 
are unacceptable unless there are alternative means of income generation. 

11.6 Constraints to the Implementation of Sustainable 
Development 

The UN General Assembly Resolution 47/190 endorsed the concept of 
sustainable development, as embodied in Agenda 21, and urged its 
implementation at the national, regional and global levels. A Cornmission on 
SustainabIe Development was created in 1992 to oversee the imp~ementation 
of Agenda 21. Implemen~tion of Agenda 21 is the responsibility of the 
individual governments. Each government, if necessary with input from the 
aid agencies, is supposed to come up with strategies for sustainable 
development. To date, many countries have complied with this requirement. 
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Furthermore, most of these countries have instituted coordination councils or 
committees, some of which are chaired by high-ranking government 
officials. For example, the Prime Minister of Australia chairs the Inter- 
~ o v e ~ m e n t a l  C o ~ t t e e  on Ecologically Sustainable Development. The 
Committee drafted a National Strategy for Ecologically Sustainable 
Development, a National Greenhouse Response Strategy and an Inter- 
G o v e ~ m e n ~ a l  Agreement on Environment, 

The constraints to implementing the goal of sustainable development, as 
embodied in Agenda 21, will vary from country to country. The problems 
which developing countries face will be different from those of the advanced 
countries. Let us first discuss problems peculiar to developing countries and 
then proceed to discuss problems common to all countries. 

11.6. I Constraints of Developing Countries 
Many developing countries have large populations and high birth rates, 
which together exert pressure on limited natural resources. This pressure on 
resources is exacerbated by the fact that economic growth has not kept up 
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with population growth. Consequently, the people are forced to exploit 
whatever living they can make from the natural environment. Although poor 
economic growth could be due to external economic conditions (e.g., falling 
world commodity prices), in some cases the poor state of the economy can 
be attributed to improper or misguided domestic economic policies. In 
general, there is the lack of skilled personnel to implement government 
policies, including sustainable development policies. The lack of skilled 
labour is closely tied to lack of sufficient funds to train or employ staff and 
to upgrade the technology. 

11.6.2 ~ o n s t ~ a ~ n ~ s  Typical of All Countries 
In order to expedite the progress of SD, there is the need to continue to raise 
awareness of environmental issues, develop institutional capacity, address 
funding constraints and transfer appropriate technology to developing 
countries. 

Raising Awareness of Environmental Issues 
As already indicated, sustainabl~ development is a complex concept and 
therefore there is the need to increase public awareness about what it means. 
For example, the concept of SD presented above does not necessarily 
preclude ail forms of commercial development where the environment is 
concerned. The implementation of environmental policies for SD requires 
the introduction of new or unfamiliar economic instruments (e.g., 
environmental taxes and charges, tradeable pollution permits, green 
accounting) that need to be explained to g o v ~ ~ m e n t  departments, NGOs, 
and the public in order to generate support. 

Developing Institutional Capacity 
Adequate institutions and institutional linkages are required to successfully 
implement SD policies. These could be lacking even in the advanced 
countries. Institutional structures for monitoring and enforcing 
environmental laws need to be strengt~ened. Some countries have ~nsti~uted 
impressive rules and regulations to protect the environment. However, these 
regulations literally have no teeth due to lack of trained personnel to monitor 
and enforce them. It must be stressed that capacity needs to be developed at 
all levels, from the local c o ~ u n i t y  level to the national gove~ment. 
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Fun~ng  Constraints 
The cost of implementing Agenda 21 for developing countries over the 
period 1993-2000 was estimated at US$600 billion per annum (see Box 
1 1.1). Developing countries are expected to meet these expenses from their 
own financial resources. A promise was made to make US$125 billion per 
annum available from international aid agencies. To date, much of what was 
promised has not materialised. On the contrary, in recent years, official 
development assistance (ODA) as a propo~ion of GNP has declined. 

The Asian Development Bank estimates that the cost of implementing 
some of the Agenda 21 initiatives in the Asia-Pacific region will amount to 
about US$13 billion by the year 2000, rising to US$70 billion by 2010 
(ESCAP and ADB, 1995). It is quite obvious from these figures that 
sustainable development does not come cheap. Given the bleak economic 
prospects that many developing countries face, SD may not be affordable. 
Although, it must be said that a substantial amount of the total costs could be 
met through individual countries rearranging their spending priorities and 
ration~ising their budgets. 

There are also opportunities for seeking new funding sources such as the 
private sector. In contrast to declining ODA flows, it is encouraging to note 
that private capital flows to the Asia-Pacific region for environment-related 
investments have indicated an increasing trend. The chdlenge to 
governments is to generate more private sector p~icipat ion in transferring 
environ~ntally friendly technologies (Box 1 1.6). 

Transferring ~ n ~ r o ~ e n ~ ~ ~ F r i e n d 1 ~  Technologies 
In order to speed up progress towards the Agenda 21 objectives, there is an 
urgent need for the transfer of environmentally friendly technologies (EFTS) 
from the advanced countries to the developing countries. The private sector 
has a crucial role to play in transferring these technologies. However, 
transfer of EFTS must be regarded as a form of foreign direct inve~~men~.  To 
attract this form of investment, there must be macroeconomic stability; free, 
open markets; clear property rights; and political stability. Of course, such 
investment by itself will not achieve the desired outcomes unless there are 
clear-cut policies and programs, accompanied by effective institutions. 
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11.7 Summary 
This chapter began with an overview of definitions of sustainable 
development. Definitions were presented from ‘neoclassical’ economics, 
ecology, materials balance and intergenerational equity perspectives. 
Co~bining all these perspectives, sus t~nab~e  de~e~opmenr can be 
characterised by a vector of socially desirable objectives. To achieve SD this 
vector must be non-declining over time. 

An i ~ o ~ a n t  issue that was discussed was the conditions for achieving 
SD. It was argued that although economic growth is a necessary requirement 
for the attainment of SD, it is not sufficient to guarantee SD. Two sufficient 
conditions for SD-weak and strong sustainability-were introduced. Weak 
sustainability assumes perfect substitutability between different forms of 
capital and therefore requires a constant aggregate capital stock (i.e., 
physical, natural and human capital) to be maintained. On the other hand, 
strong sustainability recognises that some forms of capital are not easily 
substitutable and thus requires a constant stock of all natural capital to be 
maintained. 

It was argued that the current measures of welfare or economic progress 
are inadequate because, among other things, they ignore the impacts of 
environmental degradation and changes in the quantity and the quality of the 
natural capital stock. Green accounting was presented as one way of 
rectifying this problem. 

The point was made that the environment-related indicators calculated 
from Green Accounts are also inadequate for measuring progress towards 
SD and therefore there is a need for a broader set of indicators. 

We discussed how the concept of SD could be operationalised through 
the policy process. Policy measures are required to ensure that prices reflect 
environmental costs. Furthermore, there is a need for institutional 
restructuring to achieve distributional goals. Modifications to the current 
system of economic analysis were suggested in order to incorporate 
sustainability. The chapter concluded with a brief discussion of the 
impediments to implementing the concept of SD as spelt out in Agenda 21. 
The major constraints are lack of financial resources, lack of institutional 
capacity and the need for transfer of environmentally friendly technologies 
to developing countries. It was suggested that the private sector could play a 
major role in the transfer of EFTS. However, to facilitate the process, there is 
the need for developing countries to adopt appropriate domestic policies. 
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Review Questions 

Environmental Economics 

1.  

2. 

3. 

4, 

5. 

6, 

7,  

8. 

List the main features of sustainable development as defined by 
neoclassical e c o n o ~ s t s  and ecologists. 

State the weaknesses in the economists view of sustainable development. 

Explain the difference between the weak and strong sus~inability 
conditions. 

List the shortcomings of the current System of National Accounting 
(SNA). 

Explain the objectives of the proposed System of Integrated 
Environmental -Economic Accounting (SEEA). 

What are some of the l i~ ta t ions  of the SEEA? 

What is the Safe Minimum Standard of Preservation? 

List some of the problems that countries face in trying to implement 
programs for sustainable development 

Exercises 
1. Suppose biologists have come up with an estimate of the cost of 

ensuring the survival of an endangered species (e.g., the Sumatra tiger). 
Policy makers are faced with the choice of protecting this animal’s 
habitat. Using what you have learned from this and previous chapters, 
discuss what kinds of information needs to be collected and how it 
should be used. Give particular attention to how benefits can be 
determined and what kind of economic analysis can be performed. 

2. Some have argued that given our lack of knowledge about our 
ecosystem and biological diversity, we should exercise caution and be 
risk averse when it comes to exploiting env~ronmental resources. Others 
have argued that for some countries, especially the poorer ones, such a 
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policy could even be risky because they would be deprived of the 
necessary capital to improve their circumstances. Discuss both sides of 
this debate. 

3. It has been argued that every unit of a non-renewable natural resource 
extracted today precludes its use by future generations. Do we have a 
moral responsibility to use only renewable resources? Do you agree or 
disagree? State your reasons. 
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12. Assessment of Global Environmental Trends and 
Policy Impl ica~io~  

12.1 Introduction 
Over the past century, ~~press ive  gains have been made in human 
development as measured by key socioeconomic indicators such as life 
expectancy, infant mortality, illiteracy and per capita income growth. 
However, these gains have been achieved at an environmental cost. The 
world’s population is currently 6 billion and it is expected to increase 
subs~t ia l ly  before s~bilising at between 8 and 12 billion by 2050 (UN, 
1996). Although global food production is thought to be adequate, there is 
unequal distribution of food resources and therefore a significant proportion 
of the population is malnourished. 

Global energy use is projected to increase in the future. This implies that, 
in the absence of any effective policy measures, the buildup of greenhouse 
gases in the world’s atmosphere will accelerate. Acid rain, which was a 
serious problem in North America and Europe in the 1960s, is now emerging 
as a serious e n v ~ o n m e n ~ l  problem in the Asia-Pacific region. According to 
Downing et a2. (1990), 34 million metric tons of SO2 were emitted in the 
Asia-Pacific region in 1990, an amount that is 40 percent more than SO2 
emissions in North America in the same period. Areas in the Asia-Pacific 
region with high acid deposition levels include southeast China, northeast 
India, T h ~ l ~ d ,  and the Republic of Korea. These developments pose a 
threat to crops and ecosystems. 

Deforestation continues to be a problem, especially in developing 
countries. According to the Food and Agriculture Organisation, developing 
countries lost nearly 200 million hectares of forests between between 1980 
and 1995 (FAO, 1997). Allowing for increase in reforestation and forest 
conservation in the developed countries, the global loss of forest cover is 
estimated at 180 million hectares between 1980 and 1995, or an average 
annual loss of 12 million hectares. In 1997, forest fires destroyed vast areas 

305 



of forestland in Indonesia. It is estimated that between 150,000 to 300,000 
hectares of forests were destroyed (EU, 1997). The continued loss of global 
forest resources poses a serious threat to environmental services such as 
b~~over s i ty ,  watershed management, climate regulation, landscape and 
aesthetic values. Deforestation also threatens the means of livelihood and 
culture of indigenous people. 

Other global resources at risk include water and fisheries resources. 
Although there are abundant global water supplies to meet the needs of the 
world’s population, the dis~but ion is uneven, Already, parts of the 
developing world are experiencing varying degrees of water stress due to 
excessive demands. Given the projections for population growth and 
industrial development, additional stress is likely to be put on global water 
supplies. For example, it is estimated that demand for irrigation water will 
increase from 50 to 100 percent, and industrial water demand will double by 
2025 (WMO, 1997). Apart from the problem of water scarcity, there is also 
the problem of water quality. Rapid industrialisatiuon in developing 
countries without effective environmental policies will lead to an increase in 
water pollution. Increase in water pollution affects the quality of 
groundwater supplies and creates health and sanitation problems. 

The projections for fisheries resources are also not favourable. 
Overfishing of certain fish stocks, which has been a historical problem, has 
worsened. At present fish stocks in some parts of the world are under threat. 
For example, fish stocks such as Atlantic cod, haddock, and redfish have 
nearly collapsed in some parts of the North Atlantic due to ovefilshing 
(Grainger and Garcia, 1996). Due to the projected increase in world 
~pula t ion ,  demand for fish is expected to increase. The FA0 projects an 
increase from the current 80 million metric tons to 120 million metric tons 
by 2010 (FAO, 1997). This level of demand, in the absence of any curbs on 
overfishing and a significant increase in aquaculture, will be difficult to 
meet. 

12.2 Policy Implications 
In spite of the gloomy projections described above, there are some positive 
signs and there is hope that action can be taken to avert a c a t a s ~ o p h ~  of 
Mal thus i~  proportions. Following the Earth Summit in Rio de Janeiro, there 
has been a general concensus that the only way forward is by pursuing a 
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policy of sustainable development. Although, as indicated in the previous 
chapter, such a policy still needs to be better articulated and translated into 
concrete action. One hundred and sixty seven nations ratified the 1992 
Framework ConventioR on Climate Change prior to the Earth Summit. In 
December 1997, these countries met again in Kyoto, Japan to negotiate the 
first ever legally binding limits on greenhouse gas emissions from developed 
countries. The Kyoto Protocol aims to cut the combined emissions of 
greenhouse gases from developed countries by about 5 percent from their 
1990 levels by the period 2008-2012 (UN, 1997). The developed countries 
must agree to contribute specific amounts of emissions reductions toward 
meeting this target. While the treaty is yet to be ratified, it represents a 
historic step in international efforts to reduce global emissions. 

Another encouraging sign in the advanced countries is the change in 
consumer attit~des and preferences towards environm~ntally-~endly 
products. IR supermarkets, consumers are showing a preference for ‘green’ 
products, and the message that it pays to be green is slowly filtering through 
to firms. The rate at which materials are recycled has increased and markets 
are emerging for recycled products. As discussed earlier, birth rates in the 
developed countries have declined as a result of increasing employment 
oppo~unities for women. Unfo~unately, these trends are yet to be 
experienced in some developing countries. An important factor explaining 
differences in the levels of environmental awareness in developed countries 
vis-84s developing countries is education. There is therefore a need for 
formal, as well as, informal programs to educate the general public on 
enviro~ental  issues. Such programs are currently being undert~en by 
NCfOs in some countries, but are in need of government support. 

A key question raised in this book is whether there are environmental 
and resource limits to economic growth. On the basis of the material 
presented, the answer to this question must be in the affirmative, although 
this must not be taken as an endorsement of neo-~althusian predictions 
about resource use. While technology can allow us to utilise new sources of 
energy and improve the efficiency of use of existing ones, the law of 
dimishing marginal productivity suggests that unrestrained economic growth 
cannot occur. The First and Second Laws of Thermodynamics suggest that 
u n l ~ ~ t ~  economic expansion is not feasible and that eventually the 
econornyenvironment system will reach a steady state. The challenge for 
sustaining economic growth is therefore to formulate policies for prudent 
management of our natural resources. 
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It was demonstrated in Chapter 4 that the market system does not work 
well for public goods and that it results in overexploitation of resources and 
excessive pollution. There is therefore a justification for government 
intervention to correct externalities. To date, government attempts to 
regulate greenhouse gas emissions, particularly from motor vehicles, have 
relied on charges (e.g., carbon taxes) command-and-control (CAC) 
mechanisms, and voluntary agreements (VAs). Carbon taxes have been 
criticised for their uneven impacts on various socioeconomic groups (OECD, 
1995), and it has been argued that they do not guarantee s i ~ i ~ c a n t  
reductions in greenhouse gas emissions (Burgess, 1990). An example of a 
VA in Australia is the National Average Fuel Consumption (NAFC) 
program which was brokered through a voluntary agreement between the 
motor vehicle manufacturers and the Australian Federal Government. 
Wilkenfeld et al. (1995) have argued that the NAFC has failed to reduce 
greenhouse gas emissions in Australia. 

Roberts and Spence (1W6) have proposed an emissions reduction 
scheme which combines elements of permits, charges and subsidies. Under 
this scheme, firms are allowed to trade in pollution permits, but any unused 
pennits can be exchanged for a subsidy. A charge is applied to firms who 
exceed their emissions quota. Roberts and Spence argue that this mixed 
approach is superior to the others because even if the initial parameters (e.g. 
number of permits, levels of subsidy and charges) are wrong, the result 
would still approximate an optimal solution. 

Hensher (1993) has proposed a variation of Roberts and Spence’s mixed 
approach for controlling motor vehicle emissions. The major difference is 
that his scheme would be applied to consumers rather than to firms. That is, 
a benchmark level of permissible emissions would be established for each 
consumer. Consumers who exceed their quota would be subjected to a 
charge and those who emit below their quota would be subsidised. In 
addition, trade in emission permits would be allowed. The viability of the 
scheme depends on the availability of an electronic banking facility that will 
link point of sale transactions with a central database. While the technology 
for this sort of scheme currently exists in most advanced countries, there is 
likely to be public resistance due to concerns about consumer privacy and 
the likelihood of it being seen as a ‘big brother is watching’ scheme. 

To conclude, let us return to an observation that was made in Chapter 1. 
That is, in spite of the boom in the global economy over the past thirty years, 
the benefits of this growth have not been evenly distributed. The advanced 
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countries, and in particular, the newly industrialised countries registered 
impressive growth rates during this period. However, in many developing 
countries, the economic growth rate barely kept up with the rate of growth of 
the population. It was established in Chapters 9 and 10 that there is a 
signi~cant relationship between economic growth, on the one hand, and 
economic development indicators and environmental quality, on the other. In 
view of the lack of sufficient economic growth in some developing 
countries, and the mixed prospects for the future, there is the possibility that 
poverty in these countries could increase. Poverty has been shown to be a 
crucial factor affecting environmental degradation. A growing phenomenon 
in the last two decades has been urban poverty, which has increased as 
people migrate into urban centres in search of non-existent employment. The 
provision of infrastructure support such as housing, water and sanitation 
services often cannot cope with the rapid influx of people, resulting in 
increase in ~ n v i r ~ n m e n t ~  pollution. 

Poverty alleviation is therefore a major challenge for many governments 
as we enter a new millennium. However, poverty cannot be eradicated 
without economic growth. Many developing countries are still dependent on 
agricultural commodities whose prices remain low or are declining in world 
markets. At the same time, these countries face mounting national debts. 
Few have been able to successfully restructure their economies to enhance 
growth. In the mean time, environmental problems such as deforestation 
continue to escalate. In order to tackle environmental problems, there is a 
need for the advanced countries to take concerted action to reduce Third 
World debt. Global environmental initiatives such as the GEF must be 
enhanced and made more effective with an injection of adequate capital. 

In many countries, there is an urgent need for local and national level 
policies to provide economic incentives for environmental protection and to 
transmit correct price signals for the use of natural resources. There is also a 
need for governments to recognise and safeguard individual and communal 
property rights. Finally, there is not only a need for firm legislation to 
support these policies, but also adequate resources to enforce and monitor 
the legislation. 
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