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Preface

This new edition of Newnes Guide to Television and Video technology
continues the tradition of providing a comprehensive and up-to-date cov-
erage of video and television technology first started in 1958 by J. FE. Camm.
In 1968 the book was completely re-written by Gordon J. King and updated
by him in 1972. Eugene Trundle took over in 1988 with a further re-write
and subsequent updates in 1996 and 2001. It is now my turn with a new re-
write to take this publication into the digital age of the 21st century, the age
of flat-panel displays, high-definition television, Blu-ray technology and
internet video streaming; the age of multimedia convergence in which the
various strands of video, television and communication technologies over-
lap and complement each other.

The book starts with television fundamentals and builds up to multi-
media convergence going through video displays, television receivers,
recoding and playback systems. The first two chapters cover the principles
of monochrome and colour television and the fundamentals of analogue
TV broadcasting. This is followed by video compression for standard and
high-definition and audio-compression techniques (Chapters 3-6) that are
a prerequisite for digital video broadcasting and streaming. Chapter 7
deals with MPEG transport stream followed by Chapter 8 which explains
the various types of modulation used in broadcasting digital television
signals via satellite and terrestrial aerials.

The following four chapters deal with display devices. An overview of
the requirements of a TV receiver is given in Chapter 9 together with a
description of the traditional, and still widely used, cathode ray tube (CRT).
Detailed explanation with extensive block diagrams and practical circuits of
flat panel displays: Plasma, LCD, DLP and SED are given in Chapters 10-12.
Chapters 13-18 use the knowledge acquired in the preceding chapters to
give detailed description of television receivers using plasma panels, LCDs
and DLPs as well as CRTs encompassing the latest commercially used tech-
niques. Chapter 15 is exclusively dedicated to a generally neglected topic:
power-supply generation. Power-supply requirements and circuitry for dif-
ferent systems are included in the relevant chapters. Projection systems
including 3-dimentional techniques are covered in Chapter 19.

DVD playing systems (DVD, HD DVD and Blu ray) and magnetic tape
recording are dealt with in Chapters 20 and 21 leading to digital recording
and camcorder (Chapter 22) including recordable DVDs. The latest in
cable and on-line television broadcasting are described in Chapter 23 and
multimedia convergence in Chapter 24. Finally, the different types of ports
and inter-connectivity are listed and explained in Chapter 25.



xxii  Preface

Throughout my years of teaching, I have found that looking at faulty
systems and understanding their causes and symptoms is a powerful tool
to understand their inner workings. It is only when you know the effect a
faulty component or a malfunctioning chip can you truly say you under-
stand how that system works. For this reason, I have included a section on
common faults, their symptoms and their causes together with practical
fault diagnosis procedures in relevant chapters. Eight appendices are also
included to provide extensive background information from dBs to the
seven-layer OSI communication model.

My appreciation and thanks go to my college, College of North West
London and specially to the then head of my faculty, Frank Horan, for giv-
ing me the opportunity to develop and deliver courses on video and tele-
vision technology that made writing this book possible at the time when
colleges, encouraged by government funding mechanisms, were closing
engineering courses in favour of hairdressing and beauty therapy. The
neglect of engineering and technology and the obsession with the service
sector is short sighted and a highly dangerous path to take for colleges as
it is for governments. Just how many nail bars can a High Street sustain!
It is my hope that this book will make a contribution towards the promo-
tion and understanding of engineering and technology.

K. F. Ibrahim



1 Television fundamentals

For a reasonable understanding of colour television, it is essential that the
fundamentals of television are known. As we shall see, all colour systems
are firmly based on the original ‘electronic-image dissection” idea which
goes back to EMI in the 1930s, and is merely an extension (albeit an
elaborate one) of that system.

Although there are few black and white TVs or systems now left in use,
the compatible colour TV system used today by all terrestrial transmitters
grew out of the earlier monochrome formats. In the early days, it was
essential that existing receivers showed a good black and white picture
from the new colour transmissions, and the scanning standards, lumi-
nance signal and modulation system are the same. What follows is a brief
recap of basic television as a building block of the colour TV system to be
described in later chapters.

At the television studio, the scene to be transmitted is projected on a
photosensitive plate located inside the TV camera. The scene is repeatedly
scanned by a very fast electron beam which ensures that consecutive
images differ only very slightly. At the receiving end, a display device such
as a plasma or LCD panel or a cathode-ray tube (c.r.t.) is used to recreate
the picture by an identical process of scanning a screen by an electron
beam. The phenomenon of persistence of vision then gives the impression
of a moving picture in the same way as a cine film does. In the UK tele-
vision broadcasting system, known as PAL, 25 complete pictures are
scanned every second whereas in the US, NTSC is used with 30 pictures
per second. Both systems will now be considered.

Scanning

The faceplate of the light-sensitive surface also known as pick-up device
is made up of an array of hundreds of thousands of reversed-biased sili-
con photodiodes mounted on a chip, typically 7 mm diagonal, arranged in
lines and columns. During the active field period, each photodiode acts as
a capacitor, and acquires an electrical charge proportional to the amount
of light falling on it. The image is sharply focused on the sensor faceplate
by an optical lens system. Each diode is addressed in turn by an electron
beam which is then addressed individually by the sensor’s drive circuit so
that (as viewed from the front) the charges on the top line of photodiodes
are read out first, from left to right. Each line is read out in turn, progress-
ing downwards, until the end of the bottom line is reached.
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Scanning spot Line scan

\»\’\s Fly back

Figure 1.1 Picture scanning

Fly back
Sweep

Figure 1.2 Scanning sawtooth waveform

The brightness of each element is thus examined line by line as shown
in Figure 1.1 to form what is known as a video signal. A very large number
of lines are employed to give adequate representation of the contents of the
picture. In the UK’s PAL, 625 lines are used while the USA’s NTSC uses 525
lines. The waveform that provides the scanning movement of the electron
beam is the sawtooth waveform shown in Figure 1.2 in which the sweep
part provides the line scan and the flyback quickly takes the beam back to
the starting position. At the end of each complete picture scan the electron
beam moves back to the top of the scene and the sequence is repeated. In
the UK, 25 complete pictures are scanned every second, chosen because it
matched the 50 Hz frequency of the power supply. It is preferable to match
the screen refresh rate to the power source to avoid wave interference that
would produce rolling bars on the screen. With each picture containing 625
lines, the line frequency in the UK PAL system is therefore 25X 625 =
15,625 Hz or 15.625kHz. In the USA, the NTSC system was originally 30
pictures per second in the black and white system, chosen because it
matched the nominal 60 Hz frequency of alternating current power used in
the United States. However, with the introduction of colour in the USA,
a problem arose as result of a beat frequency between the colour and
the sound carriers which could produce a dot pattern on the screen. To
avoid this, the original 30 Hz picture rate was adjusted down by the factor
of 1000/1001 to 29.97 Hz. With each NTSC picture containing 525 lines,
the line frequency is 29.97 X525=15,734Hz or 15.734kHz. For high
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definition (HD), the number of lines is approximately doubled resulting in
higher line frequencies as will be discussed in later chapters.

Interlacing

Normal sequential scanning, i.e. scanning complete pictures (625 or 525
lines) at one time followed by another complete picture scan, introduces
unacceptable flicker when the picture is reproduced by a c.r.t. This is
because once scanned, the brightness of a line fades away gradually as it
awaits to be refreshed. Flicker is greatly reduced by a technique known as
interlacing. Interlace scanning involves scanning the ‘odd’ lines 1, 3, 5, etc.,
first followed by the ‘even’ lines 2, 4, 6, etc. Only one-half of the picture,
known as a field, is scanned each time. A complete picture therefore con-
sists of two fields, odd and even, resulting in a field frequency of 2 X 25 =
50Hz for the UK system and or 2 X 30 = 60 Hz for the US system.

At the end of each field, the electron beam is deflected rapidly back to
the beginning of the next scan. The odd flyback ends at the end of the last
line of the odd field (point A in Figure 1.3) and the beam is then taken to
the start of the first line of the even field (point B) travelling the distance
of the screen height. To ensure the same flyback vertical distance and
hence same field flyback time for both fields, the even flyback (dotted line)
is ended halfway along the last line of the even field (point C) to take the
beam to the start of the following odd field (point D) halfway along line 1.
This is the reason the total number of lines is chosen to be an odd number.

B D
2 —— A\\
——— 1
al-_ T T
\\“\~ \3
\\\*

T — 7
\ \\*\\
10— — ]

\\\\\\\ 9
\ — N
\C A
Odd lines
— — — - Evenlines

Figure 1.3 Odd and even filed flyback
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(@ (b)
Figure 1.4 Field flyback path

Since the line scan continues to move the electron beam across the screen
during the field flyback, the path traced by the beam during the flyback is
as shown in Figure 1.4.

In the absence of picture information, scanning produces what is
known as a raster.

Synchronisation pulses

The receiver or monitor which we shall use to display the picture has scan-
ning waveform generators which must run in perfect synchronism with
the readout of the image sensor at the transmitting end. This ensures that
the video information picked up from the sensor is reproduced in the right
place on the display. Plainly, if the camera sees a spot of light in the top
right-hand corner of the picture and the monitor’s scanning spot is in the
middle of the screen when it reproduces the light, the picture is going to
be jumbled up!

This is prevented by inserting synchronising pulses (sync pulses for
short) into the video waveform at regular intervals, and with some distin-
guishing feature to enable the TV monitor to pick them out. Synchronising
pulses are introduced at the end of each line to initiate the line flyback at
the receiver; these pulses are called the line sync. Another set of synchro-
nising pulse is introduced at the end of a field to initiate the start of the
field flyback; this is called the field sync.

Composite video waveform

The picture information and the sync pulse of a single line constitute what
is known as the composite video waveform. Each line is made up of the
active video portion and the horizontal blanking portion. As shown in
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White level
07V
Horizontal blanking| / Active video \ \
< » 52 us
‘ 12us Black level
oV
Blanking level
‘ 0.3V
A
\ 64 us |

Sync tip

Figure 1.5 Composite video (625-line)

Figure 1.5, the picture information is represented by the waveform between
the two-line sync pulses and thus may acquire any shape, depending on
the varying picture brightness along the line. The waveform shown repre-
sents a line at peak white (maximum brightness).

Before and after every sync pulse, the voltage is held below the black
level as shown for short periods of time, known as the front porch and the
back porch, respectively. The front porch has a duration of 1.55ps; it
ensures the video brightness is completely blocked before the sync pulse
is applied. The back porch has a longer duration of 5.8 yis; it provides time
for the flyback to occur before the application of the video information.
The back porch is also used for black level clamping. As can be seen, the
front porch, the sync pulse and the back porch are at or below the black
level. During this time, a total of 12.05 s, the video information is com-
pletely suppressed; this is known as the line blanking period.

The total available peak-to-peak voltage of 1V is divided into two
regions:

* Below black level region 0 to —0.3V reserved for the sync pulses (line
and field)

* Above black level region 0-0.7V (peak white), used for the video or
picture information

The duration of one complete line of a composite video may be calculated
from the line frequency:

1
line frequency ~ 15.625kHz

Line duration = =64ps

Hence, the active video duration = 64 — 12 =52 ps.

The composite video waveform consists of video, blanking and sync
pulse, hence it is more commonly known as composite video, blanking
and sync, CVBS.

The equivalent CVBS waveform and timings for the 525-line NTSC
system is shown in Figure 1.6 with a line duration of 63.5us and active
video duration of 52.6 s.
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White level

| / Active video \ |
52.6 us ‘

Horizontal blanking

<«— 109 us —

Black level (setup)

Blacking level

63.5 us ‘

Sync tip
Figure 1.6 CVBS (525-line)

Common image format

Table 1.1 lists the properties of the 625- (PAL) and 525- (NTSC) line sys-
tems known as the common image format (CIF) that has been agreed by
European and international standard organisations.

Active lines

While the specified number of lines is 625 and 525 for the respective PAL
and NTSC, the actual active lines, i.e. the lines that are actually displayed
at the receiving end are fewer. This is because a number of lines are ‘lost’
during the blanking period of the field flyback. These lines are called inac-
tive, carrying no visible video information. For PAL, the number of inac-
tive lines is 49 resulting in 567 active lines. The corresponding figures for
NTSC are 45 and 480.

Table 1.1 Common image format (CIF) for PAL and NTSC

PAL NTSC
Lines/frame (total) 625 525
Lines/frame (active) 576 480
Pixels/line (active) 720 720
Line frequency (kHz) 15.625 15.75 (15.734)
Frame rate (Hz) 50 60 (59.94)
Line duration (total) (us) 64 63.49 (63.55)
Line duration (active) 52 us 52.6
Field duration (ms) 20 16.7
Aspect ratio 4:3 4:3

Interlace/progressive Interlace (i) Interlace (i)
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Aspect ratio

For standard definition (SD) television, the image is normally broadcast
with an aspect ratio, i.e. the ratio of width-to-height of 4:3 although the
widescreen 16:9 format is also used by several digital television broad-
casters. For high definition (HD) television, 16:9 is the specified format.

Pixels and bandwidth

A pixel, short for ‘picture element’, is the smallest active element or dot in
an image. A well-defined picture will in general have more pixels than a
less-defined one. The resolution of a picture is defined by the number of
pixels in the horizontal and vertical directions. The number of pixels in the
vertical direction is set by the number of lines. However, the same cannot
be said of the number of pixels per horizontal line. This has been interna-
tionally set to 720 pixels/line for both PAL and NTSC. This gives a reso-
lution for SD television of 720 X 576. For HD television, the figures are
higher, namely 1920 X 1080 or 1280 X 720 (PAL) and 720 X 480 (NTSC).

Having determined the number of pixels per line, the total number of
pixels in a single picture of a SD television may then be calculated as active
pixels/line X active lines. This gives

720X 576 = 414,720 pixels (PAL)
and

720X 480 = 345,600 pixels (NTSC)

Video bandwidth

The frequency of the video waveform is determined by the change in the
brightness of the electron beam as it scans the screen line by line. Maximum
video frequency is obtained when adjacent pixels are alternately black
and peak white; this represents the maximum definition of a TV image.
For PAL, this means 414,720 alternating black and peak white pixels and
for NTSC, 345,600 pixels. When an electron beam scans a line containing
alternate black and white pixels, the video waveform is that shown in
Figure 1.7, representing the variation of brightness along the line. As can be
seen, for any adjacent pair of black and white pixels, one complete cycle is
obtained. Hence, for the 10 pixels shown, five complete cycles are pro-
duced. It follows that, for a complete picture of alternate black and white
pixels, the number of cycles produced is given by 1/2 X number of pixels:

1
2

X 414,720 = 207,360 cycles/picture (PAL)
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Alternate black .
and white pixels ‘- ‘ - ‘- ‘- 10 pixels

Five cycles

Figure 1.7 Waveform for alternate peak white and black pixels

and
= % X 345,600 = 172,800 cycles/picture (NTSC)

Since there are 25 (PAL) complete pictures per second, then the number of
cycles per second, i.e. the maximum video frequency is

cycles/picture X 25 = 207,360 X 25 = 5,184,000 Hz = 5.184 MHz

NTSC, with 30 pictures per second, has the same maximum video
frequency as PAL namely,

cycles/picture X 25=172,800 % 30 = 5,184,000 Hz = 5.184 MHz

The minimum video frequency is obtained when the electron beam scans
pixels of unchanging brightness. This corresponds to unchanging ampli-
tude of the video waveform, a frequency of 0Hz or d.c. The video band-
width is, therefore, 0-5.184 MHz.

Notice here that the specifications outlined by the SD common interface
format, results in a common video bandwidth for both systems. That is of
course is the purpose of the CIE.

Television broadcasting

There are three methods of television broadcasting: terrestrial, satellite and
cable. Each method may be used to broadcast analogue or digital TV pro-
grammes. Terrestrial is the traditional method of broadcasting television sig-
nals to the home employing UHF radio frequencies (400-800 MHz). Satellite
broadcasting involves two stages. In the first place, the TV signals are sent
to a satellite stationed at a distance of 35,765km above the equator. The
satellite sends these signals back to earth (on a different frequency) and they
may be received using a simple satellite dish aerial. Cable broadcasting, as
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the name implies, uses a transmission cable to send TV signals to home sub-
scribers. Let’s first start with analogue terrestrial transmission.

Modulation

A variety of modulation techniques are used in TV broadcasting including
amplitude modulation (AM) and frequency modulation (FM) are used in
analogue terrestrial broadcasting, FM and quadrature phase shift keying
(QPSK) in digital satellite broadcasting, quadrature amplitude modula-
tion (QAM) and orthogonal frequency division multiplex (OFDM) in dig-
ital terrestrial television (DTTV) and digital audio broadcasting (DAB).
Pulse code modulation (PCM) is also employed at both the transmitting
and receiving ends. For analogue monochrome television, only two types
are used: AM for video and FM for sound. For detailed explanation of
amplitude and FM, refer to Appendix 8.

Terrestrial TV broadcasting uses AM for the video information. As
described in Appendix 8, ordinary AM gives rise to two sets of sidebands
on either side of the carrier, thus doubling the bandwidth requirement for
the transmission. However, since each sideband contains the same video
information, it is possible to suppress one sideband completely, employ-
ing what is known as single-sideband (SSB) transmission. However, pure
SSB transmission demands a more complicated synchronous detector at
the receiving end, making the receiver more expensive. The simple and
cheap diode detector which is adequate for double-sideband (DSB) a.m.
transmissions introduces a distortion known as quadrature distortion
when used to demodulate a SSB AM transmission. This distortion is
caused mainly by the lower end of the video frequency spectrum. To avoid
this and still use the diode detector, a mixture of SSB and DSB modulation
is employed, known as vestigial sideband transmission. In vestigial side-
band modulation, DSB transmission is used for low video frequencies and
SSB transmission for higher video frequencies.

Frequency spectrum, PAL channel

The frequency spectrum of vestigial sideband transmission used in the UK
is shown in Figure 1.8, in which up to 1.25MHz of the lower sideband is
transmitted with the unsuppressed upper sideband.

As well as the composite video, it is also necessary to transmit a sound
signal. Traditionally, only mono sound was broadcast using FM. A sepa-
rate 6 MHz carrier with a bandwidth of 50 kHz (a deviation of +25kHz) is
used. The 6 MHz carrier was chosen to fall just outside the highest trans-
mitted video frequency (Figure 1.8) to avoid any inter-carrier interference.
For instance, for a vision carrier of 510 MHz, the sound carrier is 510 + 6 =
516 MHz.
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Figure 1.8 Frequency spectrum PAL (UK)
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Figure 1.9 Frequency response, PAL receiver

It can be seen from Figure 1.8 that the frequency response remains con-
stant over the range of video frequencies up to 5.5 MHz on the upper side-
band and 1.25MHz on the lower sideband. Above 55MHz, a steep
attenuation takes place to ensure that no video information remains beyond
6 MHz; this prevents any overlap with the sound information. An addi-
tional 0.25MHz is introduced to accommodate the 50kHz sound band-
width and to provide a buffer space for the adjacent channel known as
channel ‘guard edge’. Similar attenuation is necessary at the lower sideband
for frequencies extending beyond 1.25MHz with a 0.25MHz ‘guard edge’
to prevent any overlap with an adjacent channel on the other side. Gradual
attenuation is necessary since it is not possible to have filters with instanta-
neous cut-off characteristics. Adding all of these frequencies together, we
end up with an 8MHz (1.75 + 6.25) bandwidth for a TV channel.
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As a consequence of vestigial sideband transmission, video frequencies
up to 1.25MHz are present in both sidebands and frequencies above
1.25MHz are present in one sideband only. When detected by a simple
diode detector, the frequencies below 1.25 MHz will produce twice the out-
put of the frequencies above 1.25 MHz. To compensate for this, it is neces-
sary to shape the frequency response of the receiver so that frequencies that
are present in both sidebands are afforded less amplification than those
present in one sideband only. Such a response curve is shown in Figure 1.9.

Channel allocation

In order to cover a large area, a number of transmitting stations are used.
Each transmitting station is assigned a number of 8-MHz channels. However,
for analogue television broadcasting, to avoid inter-channel interference,
adjacent channels on either side of the TV channel are not used resulting
in a number of channels remaining empty, some of which have now been
allocated for digital television. The UK is divided into several areas each
served by a station transmitting UHF frequencies in bands IV and V. For
example, Crystal Palace serves the Greater London area and uses the fol-
lowing analogue channels:

ITV channel 23 486-494 MHz
BBC1 channel 26 510-518 MHz
C4 channel 30 542-550 MHz
BBC2 channel 33 566-574MHz
Channel 5 channel 37 600-608 MHz
Visi(_)n Sound
carrier carrier
1 Spectrum of video signal Spectrum
of audio
signal
(FM)

0.75
MHz < 4 MHz |

1.25 MHz >4 4.5 MHz -

Y

< 6 MHz

B
Figure 1.10 Frequency spectrum NTSC (USA)

Y
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Frequency spectrum, NTSC channel

The frequency spectrum for an NTSC channel as used in the USA is shown
in Figure 1.10. The total channel bandwidth is 6 MHz with a sound carrier
situated at 4.5MHz away from the vision carrier. The vestigial sideband
is + 0.75MHz and a maximum video frequency of 4.5 MHz which is ade-
quate for SD television.



2 Colour television

The first problem facing the transmission of colour TV signals is compati-
bility with the existing monochrome transmission. When colour television
was first introduced, it was agreed that colour TV signals must be capable
of producing a normal black and white image on a monochrome receiver
without any modification to the television set. Conversely, a colour
receiver must be capable of producing a black and white image from a
monochrome signal. A colour transmission system must therefore retain
the monochrome information, sync pulses and the sound inter-carrier in
the same form as those of normal monochrome transmission. The addi-
tional colour information has to be included within the composite video
signal without interfering with it. Furthermore, the colour signal must fall
within the same bandwidth as that allocated for monochrome transmis-
sion. To understand how this may be done, we must first look at the prop-
erties of light and colour.

Light and colour

We know radio and TV broadcasts are electromagnetic waves of various
frequencies and various broadcast bands have already been mentioned in
Chapter 1. As we go up in frequency we pass through the bands allotted
to radio transmissions, followed by terrestrial TV broadcast and space
communications. Way beyond these we come into an area where electro-
magnetic radiation is manifest as heat, and continuing upwards we find
infra-red radiation, and then a narrow band (between approximately
4 X108 and 8 X 10® MHz) of light energy. Beyond the ‘light band’ we pass
into a region of ultra-violet radiation, X-rays, gamma-rays and then cos-
mic rays (Figure 2.1). Thus, light is just another electromagnetic wave.

The sensation of colour

Light waves falling on the eye pass through the pupil, which focuses the
image on the retina at the back of the eye (Figure 2.2). The retina is sensi-
tive to electromagnetic waves within the visible band; it can therefore
translate the electromagnetic energy into suitable information, which is
then passed to the brain via numerous optic nerve fibres.

The retina contains a large number of light-sensitive cells. Cells known
as rods are sensitive to brightness (or luminance) only; cells known as
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cones are sensitive to colour (or chrominance) only. Rods outnumber
cones by a factor of 20 and they are 10,000 times more sensitive. The eye
therefore reacts predominantly to the luminance content of an image,
much more than to its chrominance. This is the reason for high video fre-
quencies with fine picture details are perceived in black and white only.

Primary colours

Cones themselves are of three different types. One is energised by red, the
second by green and the third by blue. These colours are known as primary
colours. Colours other than the three primary colours are perceived through
energising two or more types of cones simultaneously. For example, the
sensation of yellow is produced by energising the red and green cones
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simultaneously. Other colours may be produced by mixing different pro-
portions of primary colours. This is known as additive mixing. For example

yellow =R+G
magenta=R+B
cyan=B+G
white=R+G+B

Yellow, magenta and cyan are known as complementary colours, comple-
mentary to blue, green and red, respectively. A complementary colour pro-
duces white when added to the third primary colour. If, for instance,
yellow is added to blue, then

yellow + blue = (red + green) + blue = white

Colours may also be produced by a process of subtractive mixing. Yellow,
for example, may be produced by subtracting blue from white. Since

W =R+G+B, then
W-B=R+G+B)—B=R+G=yellow

Similarly,

W —G=R+B=magenta
W—-R=G+B=cyan
W —R — G — B = black (absence of colour)

The colour triangle

The chrominance content of a colour picture may be represented by the
colour triangle shown in Figure 2.3. Pure white is represented by a point
W at the centre of the triangle; other colours are represented by phasors (or
vectors) extending from the centre W to a point on or within the triangle.
Phasors going to the three corners of the triangle WR, WG and WB repre-
sent the primary colours, red, green and blue. Other colours such as yel-
low are represented by phasor WY with point Y falling between its two
primary components, red and green. Phasors for cyan (WC) and magenta
(WM) are constructed in a similar way.

Saturation and hue

Phasor WR in Figure 2.3 represents a pure red with no trace of any other
colour present. It is said to be fully saturated. Desaturation is obtained
when white is added to a pure colour. For instance, if white is added to
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Figure 2.3 Colour triangle

red, desaturated red or pink is produced. On the colour triangle, this is
represented by moving along phasor WR away from R (pure red) and
towards W (pure white). Point PI thus represents desaturated red, or pink,
represented by phasor WP1. A greater desaturation produces a shorter
phasor; WP2 represents pale pink, and so on. The phasor length represents
saturation; the phasor direction or angle represents hue. Hue denotes the
principal primary component of a colour. For instance, the primary colour
for pink is red; hence its phasor is in phase with the pure red phasor WR.
Aless saturated red would, say yellowish red; its phasor would be shifted
towards WY or towards WM. Yellow itself has two primary colours and
hence its phasor falls between red and green. Similarly for magenta. In this
case, WM falls between red and blue.

Chromaticity diagram

The complete set of colours is represented by what is known as the chro-
maticity diagram illustrated in Figure 2.4. Real colours all fall along the
curved part of horseshoe-shaped diagram which lies within the triangle.
The curved part of the horseshoe is calibrated to show the wavelength in
nanometres (nm) of the spectral colours, i.e. colours that are present on the
visible electromagnetic spectrum. The colours between red and blue have
no wavelength references, being ‘non-spectral” colours resulting from a
mix of components from opposite ends of the visible light spectrum.
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Figure 2.4 Chromaticity diagram showing the TV colour triangle

Colours produced by the television system described by the colour trian-
gle falls within the horseshoe.

Colour temperature

It is difficult to define just what ‘white’ light is! The appearance of white
light depends entirely on the strength of each of the primary components.
What is construed as white light is invariably bluish. Many monochrome
picture tubes glow with a bluish, rather cold white, the result of a pre-
dominance of high frequencies in the rendered light spectrum; this is
because of the type of phosphor used.

Colour ‘temperature” provides a means to define white and other
colours. Colour temperature is defined as the temperature in Kelvin to
which a ‘black’ radiating body has to be raised to emit a certain light such
as white light. For instance, the reddish light of a candle has a colour
temperature of 1200 K, white light has a temperature around 5500 K and
the blue colour of a hazy sky has a temperature of 8000K. It will be
noticed that a red light has lower colour temperature than a blue light.
For TV applications white light at 6500 K, which is ‘standard daylight’
referred to as illuminant D5y, has been adopted as a standard. Illuminant
Dgsyo is shown in the centre of white area of the chromaticity diagram
(Figure 2.4).
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Principles of colour transmission

To meet the requirements of compatibility, the luminance signal Y is trans-
mitted in the same way as in a monochrome system within which the
chrominance is be contained. The next step is to produce the pure chromi-
nance component from the RGB signal. To do this, the luminance had to
be removed from the three primary colours, resulting in what is known as
colour difference signals: R—Y,G—Yand B—Y.

Since the luminance signal Y =R+ G +B, and luminance Y is to be
transmitted in full, only two colour difference signals need to be transmit-
ted. Of the three colour difference signals, Y — G normally has the smallest
value. For this reason, difference signals (R —Y) and (B —Y) are selected.
The missing (G —Y) is recovered at the receiving end from the three trans-
mitted components as follows:

R=R-Y)+Y
B=(B-Y)+Y and since Y=R+G+B,
G=Y—-R-B

The remaining issue that has to be resolved is the manner in which this
additional information, R—Y and B—Y, is added to the monochrome
signal without causing it any interference. To do this, a separate colour
subcarrier [4.43 MHz for Phase Alternate Line (PAL) and 3.58 MHz for
National Television System Committee (NTSC)] is introduced which is
then modulated by the two-chrominance components using quadrature
amplitude modulation (QAM).

Frequency interleaving

Since the modulated colour subcarrier falls within the monochrome fre-
quency spectrum, its sidebands naturally overlap with those produced by
the original vision carrier. This overlap will result in pronounced pattern-
ing on a monochrome set receiving colour transmission. This is avoided
by the choice of the subcarrier frequency resulting in what is known as fre-
quency interleaving.

When the frequency spectrum of a TV signal is examined in detail, it is
found that the distribution of frequencies is not uniform. Energy tends to
gather in bunches centred on the harmonics, i.e. multiples of line frequency,
known as monochrome clusters (Figure 2.5). This is not that surprising
since the video information is sent out line by line. Furthermore, the ampli-
tude of these side frequencies gets progressively smaller as we move away
from the vision carrier. Similarly, colour information would also bunch into
chrominance clusters. By choosing the subcarrier to fall between two
monochrome clusters, the chrominance clusters may be arranged to fall
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neatly in the spaces between the clusters produced by the monochrome sig-
nal (Figure 2.6). The choice of the subcarrier frequency thus becomes very
critical. Since the clusters are centred on multiples of line frequency, the
colour subcarrier has to be an odd multiple of half the line frequency,
known as half-line offset, for its clusters to interleave with the monochrome
clusters. For NTSC, a multiple n = 455 is used giving a subcarrier frequency
fio =1 X f,/2 where f;, is the line or horizontal frequency

fio =455 x%15.734 = 3.79485 MHz

A high-value multiplier is used to position the colour clusters at the higher
end of the video bandwidth where the monochrome clusters are small in
amplitude. As for the reason for choosing an odd rather than an even mul-
tiplier, it is to remove the pattern of alternate black and white dots appear-
ing along each line scan. The number of these dots corresponds to the
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number of subcarrier cycles per line namely f../f,. Given that f,, =n X f,./2,
then

fe _ (1Xfa/2) _n

fn fn 2

Since the multiple # is an odd number (455 for NTSC), then the number of
subcarrier cycles per line will always be an odd half cycle at the end of the
line. In other words, there will be subcarrier reversal line by line as illustrated
in Figure 2.7 and the eye will see the average brightness of the line pairs can-
celling out the dot pattern. Chrominance C will therefore change phase, line
by line with Y + C on one line and Y — C on the following line and so on.

Furthermore, the choice half-line offset means that not only the colour
clock cycles per line ends with a half cycle, but the number per frame also
ends with a half cycle which for NTSC is

Subcarrier cycles/frame
= subcarrier cycles/line X no. of lines /frame

_ gx 505 = %x 525 = 119,437.5

This ensures that the same point on the screen alternates in brightness
from frame to frame about a value determined by the luminance signal.
While this will reduce the interference pattern to practically invisible level
in the NTSC system, the nature of PAL is such that certain hues may experi-
ence an annoying vertical dot pattern. This is removed by using quarter-line
offset making the subcarrier a multiple of one-quarter the line frequency
which still reverses the chrominance on successive lines. However, a further
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modification is required, namely a phase reversal on successive fields if the
dot pattern is to be removed completely. To do this, the colour subcarrier is
further modified by adding the half-field frequency (25 Hz) to create a phase
reversal on a successive field. The dot pattern will thus be reversed on suc-
cessive fields to be cancelled out by the averaging process of the eye. PAL, in
the UK, uses a multiple 7 = 1135 resulting in a subcarrier frequency of

_ 1135X15.625 40025

= 4.43361875 MHz (normally referred toas 4.43 MHz)

As far as line and frame reversal of the subcarrier, PAL is exactly the same
as NTSC.

Quadrature amplitude modulation

Now that the subcarrier frequency has been set, we can have a look at how
it is modulated by the chrominance components. For this, quadrature
amplitude modulation, QAM is used for both PAL and NTSC. In QAM,
two carriers at right angles (quadrature) to each other are modulated by
two separate signals (Figure 2.8): B—Y modulating the in-phase carrier

E(R-Y)

R-Y
Vv Side _
frequencies

Quadrature
sub-carrier

In-phase S
sub-carrier Tl
>
0 U e

E(B-Y)

Side
frequencies

Figure 2.8 Quadrature amplitude modulation (QAM)
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OU and R —Y modulating the quadrature carrier OV. As with ordinary
amplitude modulation, each modulated carrier produces two bands of
side frequencies, one on each side of the carrier represented by the pair of
phasors shown. Each pair of phasors produces a resultant colour differ-
ence phasor: E(B —Y), known as I for in-phase and E(R —Y), known as Q
for quadrature, respectively.

As was mentioned in Chapter 1, the information in a modulated carrier
is contained in the side frequencies only. The quadrature carriers may thus
be suppressed to obtain the two colour difference signals, I and Q illus-
trated in Figure 2.9 and by so doing significantly reduce the severity of the
dot pattern introduced at the receiver by the presence of the colour signal.
These in turn are added to produce a resultant chrominance phasor. The
chrominance phasor which has the same frequency as the suppressed car-
riers corresponds to the phasor associated with the colour triangle with its
length (or amplitude) representing saturation and its angle (or phase), 0
representing hue. I and Q may have a positive or a negative value which
enables all colours and hues to be represented.

The bandwidth of each chrominance component is limited to approxi-
mately 1 MHz on each side of the colour carrier (Figure 2.10). The relatively

Chrominance
__________________ phasor

E(R-Y)

A 4

E(B-Y)

Figure 2.9 The | and Q colour phasor diagram
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Figure 2.10 Colour television frequency components, PAL (UK)
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narrow bandwidth is quite sufficient for an adequate reproduction of a
colour image at the receiving end. This is because as was mentioned earlier
in this chapter, the eye is not very sensitive to colour and perceives high
video frequencies in black and white only.

NTSC colour components

In the NTSC 525-line system, the two colour difference signals, I and Q,
are given different bandwidths. For Q, double sideband is used with a
bandwidth of =400kHz. For the I component, vestigial sideband is used
with a bandwidth of 400 kHz for the upper sideband and 1.3 MHz for the
lower sideband. This reduced bandwidth is a direct result of the reduced
NTSC channel bandwidths. Figure 2.11 illustrates the frequency components
of the 525-line NTSC system as used in the USA showing the 3.58 MHz
colour subcarrier and the I and Q chrominance components.

NTSC refresh rate

It was stated in Chapter 1 that the 60 Hz nominal refresh rate for NTSC has
been slightly modified to 59.94 Hz. This came about with the introduction
of colour television. In an NTSC broadcast, the vision carrier is amplitude
modulated by the video signal as described above, while sound is trans-
mitted by frequency modulating a carrier 4.5 MHz higher. If the video sig-
nal is affected by non-linear distortion, the 3.58 MHz colour carrier may
beat with the sound carrier to produce a dot pattern on the screen. To min-
imise this and avoid any interference between the chrominance signal and
the audio carrier, the original 60 Hz field rate was adjusted down by the
factor of 1000/1001, to 59.94059 fields per second.
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Composite colour signal

When the modulated subcarrier is added to the luminance (monochrome)
signal to form the composite colour signal, the modulated subcarrier
appears as a sine wave superimposed on the monochrome signal; it
changes in amplitude and phase. The amplitude of the subcarrier repre-
sents saturation. Thus a fully saturated colour is represented by maximum
subcarrier amplitude; black and white is represented by zero subcarrier
amplitude. Hue, by contrast, is represented by the phase angle of the sub-
carrier. A typical waveform is shown in Figure 2.12.

Colour burst

To ascertain the phase angle of the chrominance signal and therefore hue, a
‘burst” of about 10 cycles of the original subcarrier is transmitted for use as
a reference at the receiver. This colour burst is mounted on the back porch
of the line sync as shown in Figure 2.13. At the receiving end, the phase of
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Figure 2.12 A colour television CVBS waveform
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Figure 2.14 Grey scale display

the modulated colour signal is compared with the phase of the regenerated
subcarrier to provide a measure of the phase angle and therefore hue. The
absence of a colour burst indicates a black and white transmission.

The standard colour bar display

There have been several test displays since the TV broadcasting began;
among them is one of the more important namely the colour bar. A stan-
dard colour bar waveform produces eight vertical bars of uniform width
which include three primary colours, three complementary colours, black
and white in the following order:

White Yellow Cyan Green Magenta Red Blue Black

On a monochrome receiver this is known as the grey scale display shown
in Figure 2.14 with peak white on the left of the screen followed by grey
stripes changing in luminance growing progressively darker from left to
right. The luminance steps are not uniform as illustrated by the video
waveform in Figure 2.15.
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Figure 2.15 Grey scale video waveform
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Figure 2.16 Colour bar display waveforms

The waveforms of the primary components red, green and blue of the
colour bar display are shown in Figure 2.16a together with the chromi-
nance signal in (b). When the chrominance signal (b) is added to the grey
scale waveform (c), the standard colour bar waveform in (d) is obtained.

Gamma-correction

In a cathode ray tube, the beam current represents the brightness of the
display. Changes in brightness are produced by changes in the voltage
between the cathode and the grid of the tube and with it the beam current.
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This relationship is non-linear and if not corrected, severe deterioration in
the quality of the picture will result. This non-linearity at the receiving end
is compensated by the introduction of an equal and opposite non-linearity
at the transmitting end; it is known as gamma-correction (y-correction).
The voltage E from the camera is raised to a power of 1/7 (i.e. E}/7), where
for UK TV transmission y =2.2 and 1/y = 0.45. Gamma-corrected signals
are indicated using a prime, e.g. Y’, R’ and gamma-corrected colour dif-
ference signals are indicated as Y’ —R" and Y’ — B".

Weighting factors

The subcarrier has maximum amplitude when 100% or fully saturated
colour is transmitted. Since the subcarrier is added to the luminance sig-
nal, the amplitude of the composite colour signal may exceed the maxi-
mum possible voltage. To avoid this, the peak amplitude of the
chrominance signal, i.e. the peak amplitude of the colour difference sig-
nals, is reduced by a factor known as the weighting factor. The new
weighted components of the chrominance signal are called U and V where

U =0.493(B'-Y")
V=0877(R"-Y’)

The resultant chrominance phasor is now produced by the phasor sum of U
and V. The values of U and V and their respective phasors representing a
colour bar display is shown in Table 2.1 and Figure 2.17, respectively, and
Figure 2.18 shows the expected waveforms for the colour difference signals.

PAL colour system

There are three main systems of colour transmission: NTSC, PAL and
SECAM (sequential colour with memory). All three systems split the

Table 2.1 U and V and other values for colours in a colour bar display

Colour Y B-Y R-Y U v Phasor Angle
amplitude (°)
Yellow 0.89 —-0.89 +0.11 —0.4388 +0.0965 0.44 167
Cyan 0.7 +03 -0.7 +0.1479 -0.6139 0.63 283
Green 0.59 -0.59 —-0.59 -0.2909 -0.5174 0.59 241
Magenta 0.41 +0.59 +0.59 +0.2909 +0.5174 0.59 61
Red 03 -03 +0.7 -0.1479 -0.6139 0.63 103
Blue 0.11 +0.89 —-0.11 +0.4388 —0.0965 0.44 347
White 1.0 0 0 0 0 0 -

Black 0 0 0 0 0 0 -
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Figure 2.17 Phasors for colours in a colour bar display

colour picture into luminance and chrominance; all three use colour dif-
ference signals to transmit the chrominance information. The difference
between them lies in the way in which the subcarrier is modulated by the
colour difference signals. SECAM (used in France, Russia, Eastern Europe
and parts of Africa) transmits the colour difference signals U and V on
alternate lines: U on one line, V on the next, and so on. The other two sys-
tems, NTSC (used mainly in North and Central America, parts of South
America, Japan and south east Asia) and PAL (used in the UK, western
Europe with the exception of France, Asia, most of Africa, Australia and
New Zealand), transmit both chrominance components simultaneously
using QAM.

However, it is found that, due to a phase shift either in the transmission
path or in the receiver itself, the relative phases of the chrominance signal
and the colour subcarrier burst suffer a change in the form of phase delay
or advance (Figure 2.19). This effect, known as differential phase distor-
tion, can be quite severe, and to counter it, NTSC receivers are fitted with
a hue control with which the phase of the subcarrier generator can be
adjusted to somewhere near the correct axis, as subjectively judged on
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flesh-tones. This is somewhat haphazard, and certainly inconvenient, as
hue adjustment is often necessary on channel-changing.

Such errors are almost completely corrected by the PAL system. With
PAL, the V signal is reversed line by line, V on one line followed by —V on
the next, and so on, hence the name ‘Phase Alternate Line’. The first line is
called an NTSC line and the second line is called a PAL line. Phase errors
are thus reversed from one line to the next. At the receiving end, a process
of averaging consecutive lines by the eye cancels out the errors to repro-
duce the correct hue. This simple method is known as PAL-S. A more accu-
rate method is the use of a delay line to allow for consecutive lines (NTSC
and PAL) to be added to each other, thus cancelling phase errors physi-
cally. This is known as PAL-D.

In order to distinguish between the two types of lines, the colour burst
is made to change its phase by approximately 180, as an NTSC line is fol-
lowed by a PAL line and back again. For this reason, the PAL colour burst
is known as the swinging burst in the PAL system.



3 Digital television

The transmission of television signals involves an analogue carrier wave-
form that is modulated by the video (and audio) information. While the
carrier is analogue, the video information may be analogue (analogue tele-
vision) or digital known as digital television (DTV). In analogue television,
the totality of the composite video, blanking and sync is transmitted in its
original analogue format. In DTV, the video and audio information are first
converted into a digital format composed of a series of zeros and ones
(bits). The series of bits is then used to modulate an analogue carrier before
broadcasting via an aerial. At the receiving end, the digitised video and
audio information is converted back to their original analogue formats for
viewing and listening by the user.

Broadcasting a high volume of information requires a very wide band-
width which for analogue television is between 5 and 6 MHz. For digital
video broadcasting (DVB), a bandwidth of 10 or more times wider is nec-
essary. For this reason, data compression techniques are used to reduce the
bandwidth to manageable proportions. In fact, data compression is so
effective that more than one programme is made to fit within the band-
width allocated for a single analogue channel. This is just one advantage
of DTV broadcasting. Here are some more:

* Very good picture quality

* Increased number of programmes mentioned above

e Lower transmission power — reduces adjacent channel interference
* Lower signal-to-noise ratio

* No ghosting

Principles of digital video broadcasting

Broadcasting of DTV signals involves three steps as illustrated in Figure 3.1:

» Digitisation
e Compression
* Channel encoding

Digitisation is the process of converting the analogue video and audio sig-
nals into a series of bits using an analogue to digital converter (ADC). To
reduce the bandwidth requirements, data compression is used for both the
video and audio information. This is carried out by the video and audio
MPEG encoder which produces a series of video and audio packets known
as the packetised elementary stream (PES). These are further broken up
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into smaller 188-byte packets. Packets belonging to a number of different
programmes are fed into a multiplexer to produce what is known as a
transport stream (TS). Following the addition of error correction data by
the FEC (forwards error correction) processor, the TS is used to modulate a
carrier ready for broadcasting. Satellite DVB makes use of frequencies
between 10,700 and 12,750 MHz using quadrature frequency shift keying
(QFSK) while terrestrial DVB is restricted to the UHF band of frequecies
currently available for analogue TV broadcasting with a channel band-
width of 8MHz in the UK and 6 MHz in the USA. A DVB multiplex occu-
pying one analogue channel spectrum can accommodate from 3 to 10
different TV ‘channels’ or programmes.

Digitising the TV picture

Digitising a TV picture means sampling the contents of a picture frame by
frame and, scan-line by scan-line (Figure 3.2). In order to maintain the
quality of the picture, there must be at least as many samples per line as
there are pixels, with each sample representing one pixel. For DTV, the pic-
ture frame is a matrix of pixels: horizontal and vertical. The total number
of pixels is the product of horizontal pixels (pixels/line) X vertical pixels
(number of lines). The number of pixels will depend on the format used,
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e.g. standard definition television (SDTV; PAL or NTSC) or high definition
television (HDTV). Let’s start with SDTV.

As we know from Chapter 2, PAL standard television uses 625 lines of
which 576 are “active” in that they may be used to carry video information
and NTSC uses 525 lines system with 480 active lines. As for the number
of pixels per line, SDTV specifies 720 pixels per line for both systems, giv-
ing a total number of pixels per picture of

576 X720 = 414,720 pixels (PAL) and
480X 720 = 345, 600 pixels (NTSC)

Each scan line will therefore be represented by 720 samples, and each
sample will represent one pixel. Sample 1 represents pixel 1, sample 2
represents pixel 2, etc. The process is repeated for the second line, and so
on until the end of the frame and then repeated all over again for the next
frame. To ensure that the samples are taken at exactly the same point of
the frame, the sampling frequency must be locked to the line frequency
15.625kHz for PAL and 15.734kHz for NTSC. For this reason, the sam-
pling rate must be wholly divisible by either line frequency.

SDTV sampling rate

The analogue video waveform contains the video information together
with line sync pulses. Only the video information needs to be digitised and
converted into a video bitstream. As was described earlier in Chapter 1, of
the total 64 us period of one line of a PAL composite video, 12 s are used
for the sync pulse, the front porch and the back porch leaving 52 pis to carry
the video information. With 720 pixels per line,

number of pixels per line
52us

The sampling rate =

720 13.8 MHz
52

This would be the sampling frequency if sampling was to start at the end of
one sync pulse and finish at the start of the next. However, to allow for ana-
logue drift, sampling is extended to a period slightly longer than the active
line duration. In this way, sampling begins just before the end of a sync pulse
and ends just after the start of the next sync pulse. For this reason, a fre-
quency lower than 13.8 MHz is necessary. A sampling rate of 13.5 MHz was
thus selected to satisfy this as well as other criteria. One of these is that the
sampling rate must be divisible by line frequency: 13.5 =864 X 15.625
for PAL and 858 X 15.734 for NTSC. The number of active pixels per line is
therefore = 13.5 X 52 =702 for PAL and 13.5 X 52.6 = 710 pixels for NTSC.
The other criterion for adequate sampling is the Nyquist rate. This states
that to ensure that the reconstructed waveform contains all of the information
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of the original analogue waveform, the minimum sampling rate must not be
less than twice the highest frequency of the analogue input. This is known as
the Nyquist rate. In practice, the sampling rate is chosen to be 10-12% higher
than the Nyquist rate to cater for the inevitable slope of the filter’s cut-off
curve. With a nominal maximum video frequency of 6 MHz for SDTV, the
Nyquist rate is 2 X6 =12MHz. The chosen sampling rate of 13.5MHz is
12.5% higher than the Nyquist rate. For HDTV, a sampling frequency of
74.25 MHz which is 5.5 X 13.5MHz is chosen to cater for the increased num-
ber of pixels per line. More on this in later chapters.

Video sampling

As outlined in Chapter 1, colour TV broadcasting involves the transmis-
sion of three components: luminance Y and colour differences Cy =R —Y
and Cz =B — Y. In the analogue TV system, the luminance is transmitted
directly using amplitude modulation (terrestrial broadcasting) or fre-
quency modulation (satellite broadcasting). For the chrominance compo-
nents, quadrature amplitude modulation is used with a colour subcarrier
of 443MHz. In DVB, the three components are independently sampled,
converted into three digital data streams before compression, modulation
and subsequent transmission. For the luminance signal, which contains
the highest video frequencies, the full sampling rate of 13.5 MHz is used.
As for the chrominance components C and Cg, which contain lower video
frequencies, a lower sampling rate or subsampling is acceptable. CCIR
(Comite Consultatif International Radiocommunication) recommends a
subsampling rate of half that used for the luminance rate, i.e. 0.5 X 13.5 =
6.75MHz. Following the multiplexer where all three streams are com-
bined into a single stream, a total sampling rate of 13.5 + 6.75 + 6.75 =27
MHz is obtained which is known as the system clock (Figure 3.3).

13.5 MHz

Luminance
v — ADC

Chrominance 27 MHz
Cs — ADC » Multiplexer |—
*
6.75 MHz
Chrominance
Cs — ADC
6.75 MHz

Figure 3.3 Luminance and chrominance signals are sampled at 13.5 and
6.75 MHz respectively
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4:2:2 sampling structure

There are several structures for subsampling the chrominance compo-
nents. One way is to sample the chrominance components every other
pixel, known as 4:2:2 sampling structure (Figure 3.4). The 4:2:2 reduces the
chrominance resolution in the horizontal dimension only, leaving the ver-
tical resolution unaffected. The ratio 4:2:2 indicates that both C and Cj are
sampled at half the rate of the luminance signal. Notice that the chromi-
nance samples are evenly distributed across the picture, producing alter-
nate Y-only columns and alternate co-sited (Y, Cy and Cg) columns. Where
interlacing is used, the distribution of the chroma samples remains evenly
distributed in each field (Figure 3.5).

4:1:1 sampling structure

To reduce the bandwidth, and hence lower the bit rate, a 4:1:1 sampling
structure may be used. Here, the chrominance components are sampled at
a quarter of the luminance rate (every forth pixel), hence the ratio 4:1:1
(Figure 3.6). The 4:1:1 sampling structure was used in early digital appli-
cations with good results. However, it can be seen from Figure 3.6 that
there is a large imbalance between the vertical and horizontal chromi-
nance resolution. To overcome this while maintaining the same bit rate,
the 4:2:0 sampling was introduced.

Co-sited Y,
Crand Cy

Line n Y Y Y
Linen+1
Line n+2 Y Y Y

glele
a
Nelele
OO ®

Y-only
columns

Figure 3.4 4:2:2 sampling structure
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Figure 3.5 4:2:2 sampling structure with interlacing
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Figure 3.6 4:1:1 sampling structure

4:2:0 sampling structure

In this technique, subsampling at half full rate is used in both the hori-
zontal and vertical direction, i.e. sampling every other pixel as well as
every other line. The result is alternate Y-only columns as well as alternate
Y-only rows as illustrated in Figure 3.7.

The above distribution of Y and co-sited samples are adequate for a
sequentially scanned TV picture whereby chrominance samples are dis-
tributed evenly across the complete TV picture. However, this technique
fails with interlaced pictures. The reason is as follows. Since the chromi-
nance samples are taken every other line, lines 1, 3, 5, and so on, they
belong to one field only (the top field) with none taken from the next field
(the bottom field). To overcome this, sample interpolation is used to obtain
an even spread of the chroma information. Interpolation involves deducing
a single chrominance sample by averaging the chrominance values of two
adjacent lines in one field, and inserting the sample halfway between two
lines from successive fields. Even distribution of the chrominance samples
may thus be realised when the two fields are combined.



Digital television 37

co-sited Y,

Crand Cg Y only
Line n Y ® Y ® Y/ ®
Linen+1 Y Y Y Y Y Y
Linen+2 Y ® Y ® Y ®
Linen+3 Y Y Y Y Y Y
Linen+4 Y ® Y ® Y ®
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The bit rate

Sampling is followed by quantisation where sample values are rounded
up or down to quantum values before they are converted into a multi-bit
code. The precise number of quantums or levels is determined by the bit
depth, the number of bits in the code. For studio applications, 10-bit cod-
ing is used. For domestic applications such as TV broadcasting and DVD,
8-bit coding is regarded as adequate. Given a bit depth of 8, the number of
discrete signal levels or quantums available is 28 = 256.
The bit rate may then be calculated as follows:

e Bit rate = number of samples per second X number of bits per sample

* But, the number of samples per second = number of samples per pic-
ture X number of pictures per second

e And the number of samples per PAL picture = 720 X 576 = 414,720

* Then, given a picture rate of 25,

Number of samples per second = 720 X 576 X 25 = 1,036,800

For NTSC, the number of samples is the same, namely
720x 480X 30 =1,036,800

The bit rate generated by the luminance component using an 8-bit code is
therefore

=720X576X25X8
= 82,944,000
= 82.944 Mbps

The bit rate for the chrominance components depends on the sampling
structure used. For a 4:2:2 sampling structure with horizontal subsam-
pling only, the number of samples = 360 X 576 = 207,360 per picture.
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This gives a chrominance bit rate of

360X 576 X (picture rate)
X (number of bits) = 360 X 576 X 25 X 8
= 41.472 Mbps for each chrominance
component which is half the luminance bit rate.

Total chrominance bit rate is therefore
41.472 X2 = 82.944 Mbps

Giving a total bit rate of
82.944 +82.944 = 166 Mbps

For a 4:2:0 structure where both horizontal and vertical subsampling is
used, the chrominance bit rate for each signal is

360X 288X 25X 8 = 20.736 Mbps

Giving a total bit rate of
82.944 +20.736 +20.736 = 124.416 Mbps

It will noted that using a 4:1:1 structure in which quarter subsampling in
the vertical direction is used, would result in the same chrominance bit
rate, namely

180X 576 X 25X 8= 20.736 Mbps for each chrominance component
with a total bit rate of
20.736 X 2 = 41.472 Mbps and a total bit rate of
82.944 +41.472 = 124.416 Mbps

The actual bandwidth requirements depend on the type of modulation
used. However, for pure pulse code modulation (PCM), the bandwidth is
half the bit rate, which in this case is in the region of 60MHz. This is
impractically high and clearly illustrates the need for data compression
which is the subject of the next chapter.



4 MPEG encoding

As we have seen from the previous chapter, when an ordinary analogue
video is digitised, it requires as much as 124 Mbps for standard definition
(SD) television, an inhibitive bandwidth of up to 62 MHz. To circumvent
this problem, a series of data compression techniques have been devel-
oped to reduce the bit rate. The ability to perform this task is quantified by
the compression ratio. The higher the compression ratio is, the lower the
bit rate and with it the lower the bandwidth requirements. However, there
is a price to pay for this compression as compression inevitably leads to
increasing degradation of the image. This is called artefacts. However,
advanced compression techniques are so sophisticated that they almost
completely avoid the perception of artefacts. Inevitably, such techniques
are complex and expensive.

The two basic compression standards are JPEG and MPEG. In broad
terms, JPEG is associated with still digital images whilst MPEG is dedi-
cated to digital video. The most popular MPEG standards are MPEG-2
and MPEG-4 with the former associated with SD and the latter with high
definition (HD) television.

A digital television programme consists of three components: video,
audio and service data (Figure 4.1). The original video and audio infor-
mation is analogue in form and has to be sampled and quantised before
being fed into the appropriate coders. The service data, which contains
additional information such as teletext and network-specific information
including electronic programme guide (EPG), is generated in digital form
and requires no encoding.

Sampling
. l MPEG |video PES
¥|geoc _ . apc video Transport stream
"~R~B encoding
Sampling ’
. Transport Terregtnal,
Audio PES stream Modulator | satellite
Audio ADC MPI.EG multiplexer or cablg .
LR — audlol transmission
’ encoding
Service
PES
Service
data

Figure 4.1 Components of DTV
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The encoders compress the data by removing non-essential or redun-
dant parts of the picture and sound signals and perform bit reduction
operations to produce individual video and audio packetised elemen-
tary streams (PESs). Similarly, service data is also organised into similar
packets to form part of the programme PESs. For television broadcasting
purposes, MPEG-2 is used for SD and MPEG-4 for HD television. Let’s
start with MPEG-2.

Video MPEG-2 coding

There are two distinguishing features of a video clip, both of which are
utilised by MPEG in its data compression technique. The first is that a
video piece is a sequence of still images and as such can be compressed
using the same technique as that used by JPEG. This is known as spatial
inter-frame compression. The second feature is, in general, successive
images of a video piece differ very little, making it possible to dispense
with the unchanging or redundant part and send only the difference. This
type of compression which is time-related, inter-frame compression
known as temporal DCT compression; DCT (discrete cosine transform)
being the name of the mathematical process used.

Video MPEG coding consists of three major parts: data preparation,
compression (temporal and spatial) and quantisation (Figure 4.2).

Video data preparation

The purpose of video data preparation is to ensure a raw-coded sample
of the picture frame organised in a way that is suitable for data compres-
sion. The video information enters the video encoder in the form of line-
scanned coded samples of luminance Y, and chrominance C and Cj. Video
preparation involves regrouping these samples into 8 X 8 blocks to be
used in spatial redundancy removal. These blocks are then rearranged into
16 X 16 macroblocks to be used in temporal redundancy removal. The
macroblocks are then grouped into slices which are the basic units for data
compression. The make up of a macroblock is determined by the chosen
MPEG-2 profile. Using 4:2:0 sampling, a macroblock will consist of four

Video Video : Video
sample—»| data || Temporal Spatial DCT Quantisation | bitstream
(Y,Cr,Cg) |Preparation compression compression —

Video data compression

Figure 4.2 MPEG video compression
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blocks of luminance and one block of each of the chrominance components
Cg and Cj. Theoretically, a slice may range from one macroblock up to the
whole picture. But in practice a slice will cover a complete picture row or
part of a picture row.

Temporal compression

Temporal compression, or inter-frame compression, is carried out on suc-
cessive frames. It exploits the fact that the difference between two succes-
sive frames is very slight. Thus, it is not necessary to transmit the full
contents of every picture frame since most of it is merely a repetition of the
previous frame. Only the difference needs to be sent out. Two components
are used to describe the difference between one frame and the preceding
frame: motion vector and difference frame. To illustrate the principle behind
this technique, consider a sequence of two frames shown in Figure 4.3. The
contents of the cells in the first frame are scanned and the contents are
described as follows: lion, horse, frog, globe, chair, bulb, leaves, tree and traffic
lights. The second frame is slightly different from the first and if described
in full in the same way as the first frame: plane, horse, frog, globe, lion, bulb,
leaves, tree and traffic lights.

However, such an exercise involves a repetition of most of the elements
of the first frame, namely horse, frog, globe, bulb, leaves, tree and traffic
lights. The repeated elements are known as redundant because they do
not add anything new to the original composition of the frame. To avoid
redundancy, only the changes of the contents of the picture are described
instead. These changes may be defined by two aspects: the movement of
the tiger from cell A1 to cell B2 and the introduction of a plane in cell Al.
The first is the motion vector. The newly introduced plane is the difference
frame and is derived by a slightly more complex method. First the motion
vector is added to the first frame to produce a predicted frame (Figure 4.4).
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Figure 4.5 Difference frame is obtained by subtracting the predicted
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The predicted frame is then subtracted from the second frame to produce
the difference frame (Figure 4.5). Both components (motion vector and

frame difference) are combined to form what is referred to as a P-frame (P
for predicted).
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Group of pictures

Temporal compression is carried out on a group of pictures (GOP) nor-
mally composed of 12 non-interlaced frames. The first frame of the group
(Figure 4.6) acts as the anchor or reference frame known as the I-frame
(I for inter). This is followed by a P-frame obtained by comparing the sec-
ond frame with the I-frame. This is then repeated and the third frame is
compared with the previous P-frame to produce a second P-frame and so
on until the end of the group of 12 frames when a new reference I-frame
is then inserted for the next group of 12 frames and so on. This type of
prediction is known as forward prediction.

Block matching

The motion vector is obtained from the luminance component only by a
process known as block matching. Block matching involves dividing the
Y component of the reference frame into 16 X 16 pixel macroblocks, tak-
ing each macroblock, in turn, moving it within a specified area within the
next frame and searching for matching block pixel values (Figure 4.7).
Although the sample values in the macroblock may have changed slightly
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from one frame to the next, correlation techniques are used to determine
the best location match which is down to a distance of one half-pixel in
the case of MPEG-2 and quarter-pixel in the case MPEG-4. When a match
is found, the displacement is then used to obtain a motion compensation
vector that describes the movement of the macroblock in terms of speed
and direction (Figure 4.8). Only a relatively small amount of data is neces-
sary to describe a motion compensation vector. The actual pixel values of
the macroblock themselves do not have to be retransmitted. Once the
motion compensation vector has been worked out, it is then used for the
other two components, C; and Cg. Further reductions in bit count are
achieved using differential encoding for each motion compensation vector
with reference to the previous vector.

Predicted and difference frames

The motion compensation vector alone is not sufficient to define the video
contents of a picture frame. It may define a moving block but it fails to
define any new elements such as the background that may have been
revealed by the movement of the block. Further information is therefore
necessary. This is obtained by first predicting what a frame known as the
P-frame would look like if it were reconstructed using only the motion
compensation vector and then comparing this with the actual frame. The
difference between the two contains the necessary additional information
which, together with the motion compensation vector, fully defines the
contents of the picture frame. The P-frame is constructed by adding the
motion vector to the same frame that was used to obtain the very same
motion vector. The P-frame is then subtracted from the current frame to
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Figure 4.9 Temporal prediction

generate a difference frame, which is also known as the residual or pre-
diction error. The difference frame now consists of a series of pixel values,
a format suitable for subsequent spatial data compression.

Referring to Figure 4.9, current frame F, is fed into Buffer 1 and held
there for a while. It is also fed into the movement vector generator which
uses the contents of the previous frame F_; stored in video memory to
obtain the motion vector MV,. The motion vector is then added to F_; to
produce predicted frame P which is compared with the contents of the
current frame F; in Buffer 2 to produce residual error or difference frame
D,. Residual error Dy is fed into the spatial DCT encoder and sent out for
transmission. Encoded D, is decoded back to reproduce D, as it would be
reproduced at the receiving end. D, is then added to P, which has been
waiting in Buffer-2 to reconstruct the current frame F for storage in the
video memory for the next frame and so on.

Bidirectional prediction

The bit rate of the output data stream is highly dependent on the accuracy
of the motion vector. A P-frame that is predicted from a highly accurate
motion vector will be so similar to the actual frame that the residual
error will be very small, resulting in fewer data bits and therefore a low bit
rate. By contrast, a highly speculative motion vector will produce a highly
inaccurate prediction frame, hence a large residual error and a high bit
rate. Bidirectional prediction attempts to improve the accuracy of the
motion vector. This technique relies on the future position of a moving
matching block as well as its previous position.
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Bidirectional prediction employs two motion estimators to measure the
forward and backward motion vectors, using a past frame and a future
frame as the respective anchors. The current frame is simultaneously fed
into two motion vector estimators. To produce a forward motion vector,
the forward motion estimator takes the current frame and compares it
macroblock by macroblock with the past frame that has been saved in the
past-frame memory store. To produce a backward motion vector, the back-
ward motion estimator takes the current frame and compares it mac-
roblock by macroblock with a future frame that has been saved in the
future frame memory store. A third motion vector, an interpolated motion
vector, also known as a bidirectional motion vector, may be obtained using
the average of the forward and backward motion vectors. Each vector is
used to produce three possible predicted frames: P-frame, B-frame and
average or bidirectional frame (Bi-frame). These three predicted frames
are compared with the current frame to produce three residual errors. The
one with the smallest error, i.e. the lowest bit rate, is used.

Spatial compression

The heart of spatial redundancy removal is the DCT processor. The DCT
processor receives video slices in the form of a stream of 8 X 8 blocks.
The blocks may be part of a luminance frame (Y) or a chrominance frame
(Cg or Cp). Sample values representing the pixel of each block are then
fed into the DCT processor (Figure 4.10), which translates them into an 8
X 8 matrix of DCT coefficients representing the spatial frequency content
of the block. The coefficients are then scanned and quantised before
transmission.

The discrete cosine transform

The DCT is a kind of Fourier transform. A transform is a process which
takes information in the time domain and expresses it in the frequency
domain. Fourier analysis holds that any time domain waveform can be rep-
resented by a series of harmonics (i.e. frequency multiples) of the original
fundamental frequency. For instance, the Fourier transform of a 10-kHz
square wave is the series of sine waves with frequencies 10, 30 and 50 kHz,
and so on (Figure 4.11). An inverse Fourier transform is the process of

Blocks
II:III:I:I:IIL:IID—> DCT DCT block Quantizer — ?)/ilt(i?r?aam
Video slices processor scanning coder

Figure 4.10 Spatial DCT compression
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Figure 4.11 Frequency components of 10/ kHz square wave

adding these frequency components to convert the information back to the
time domain.

In common usage, frequency, measured in hertz, refers to temporal (i.e.
time-related) frequency, such as the frequency of audio or video signals.
However, frequency need not be restricted to changes over time. Spatial
frequency is defined as changes in brightness over the space of a picture
frame and can be measured in cycles per frame. In the picture frame
(Figure 4.12), the changes in brightness along the horizontal direction can
be analysed into two separate spatial frequency components:

* Zero or d.c.: grey throughout the frame representing the average bright-
ness of the frame.

Spatial DCT
Frame

g

Bright Bright 0 Hz or DC component
(average brightness)

Dark

1 Hz Spatial frequency
component

Figure 4.12 Spatial frequency analysis
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Figure 4.13 2 Hz spatial frequency

* 1Hz: brightness changing horizontally from bright to dark then back
to bright, a horizontal spatial frequency of 1 cycle per frame, equivalent
to 1Hz.

If the picture content is changed to that shown in Figure 4.13, a 2-Hz
frequency component is produced together with a d.c. component. More
complex video elements would produce more frequency components as
illustrated in Figure 4.14. A similar analysis may be made in the vertical
direction resulting in vertical spatial frequencies.

Normal pictures are two-dimensional, and following transformation,
they will contain diagonal as well as horizontal and vertical spatial fre-
quencies. MPEG-2 specifies DCT as the method of transforming spatial
picture information into spatial frequency components. Each spatial fre-
quency is given a value, known as the DCT coefficient. For an 8 X 8 block of
pixel samples, an 8 X 8 block of DCT coefficients is produced (Figure 4.15).
Before DCT, the figure in each cell of the 8 X 8 block represents the value
of the relevant sample, i.e. the brightness of the pixel represented by the
sample. The DCT processor examines the spatial frequency components of
the block as a whole and produces an equal number of DCT coefficients to
define the contents of the block in terms of spatial frequencies.

The top left-hand cell of the DCT block represents the zero spatial
frequency, equivalent to 0 Hz or d.c. component. The coefficient in this cell
thus represents the average brightness of the block. The coefficients in the
other cells represent an increasing spatial frequency component of the
block, horizontally, vertically and diagonally. The values of these coeffi-
cients are determined by the amount of picture detail within the block.
The spatial frequency represented by each cell is illustrated in Figure 4.16.
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Figure 4.14 A more complex spatial frequency components

8x8 pixel values 8x8 DCT coefficients
146 | 144 | 149 | 153 | 155 | 155 | 155 | 155 314.91| -0.26| -3.02| -1.30| 0.53 [ -0.42(-0.68|-0.33
150 | 151 [ 153 | 156 | 159 | 156 | 156 | 156 -5.65| -4.37| -1.56|-0.79(-0.71|-0.02| 0.11 | -0.30
155 | 155 | 160 | 163 | 158 | 156 | 156 | 156 -2.74|-2.32|-0.39| 0.38 | 0.05 | -0.24|-0.04|-0.02
163 | 161 | 162 | 160 | 160 | 159 | 159 [ 159 oot -1.77(-0.48| 0.06 | 0.36 | 0.22 [ -0.02|-0.01| 0.08
159 | 160 [ 161 | 162 | 162 | 155 | 155 | 155 processor -0.16(-0.21] 0.37 | 0.39 [-0.03(-0.17| 0.15 | 0.32
161 | 161 | 161 | 161 | 160 | 157 | 157 | 157 0.44(-0.05| 0.41[-0.09|-0.19( 0.37 | 0.26 |-0.25
161 | 162 | 161 | 163 | 162 | 157 | 157 | 157 -0.32| -0.09( -0.08|-0.37(-0.12| 0.43 | 0.27 |-0.19
160 | 162 | 161 | 161 | 163 | 158 | 158 | 158 -0.46| 0.39-0.35|-0.46 0.47 | 0.30 |-0.14|-0.11

Figure 4.15 8 X 8 pixel block transformed into 8 X 8 DCT coefficient
block

A block containing identical luminance (or chrominance) throughout,
e.g. part of a clear sky, will be represented by the d.c. component only,
with all other coefficients set to zero. A block that contains different pic-
ture detail will be represented by various coefficient values in the appro-
priate cells. Coarse picture detail will utilise a number of cells towards the
left top corner and the cells and fine picture detail will utilise a number of
cells towards the bottom right-hand corner. The grey scale pattern in
Figure 4.17a has horizontal spatial frequencies only and hence the DCT
coefficients shown in (c).

DCT does not directly reduce the number of bits required to represent
the 8 X 8 pixel block. Sixty-four pixel sample values are replaced by 64 DCT
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Figure 4.16 DCT wavetable illustrating the spatial frequencies represented
by each DCT cell
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Figure 4.17 DCT coefficients of a grey scale 8 X 8 block

coefficient values. The reduction in the number of bits follows from the fact
that, for a typical block of a natural image, the distribution of the DCT coeffi-
cients is not uniform. An average DCT matrix has most of its coefficients,
and therefore energy, concentrated at and around the top left-hand corner;
the bottom right-hand quadrant has very few coefficients of any substan-
tial value. Bit rate reduction may thus be achieved by not transmitting
the zero and near-zero coefficients. Further bit reduction may be intro-
duced by weighted quantising and special coding techniques of the remain-
ing coefficients.

Quantising the DCT block

After a block has been transformed, the DCT coefficients are quantised
(rounded up or down) to a smaller set of possible values to produce a sim-
plified set of coefficients.
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Figure 4.18 Quantisation

For instance, the DCT block in Figure 4.18a may be reduced to a very
few coefficients shown in Figure 4.18b if a threshold of 1.0 is applied.
Further compression is introduced by a non-linear or weighted quantisa-
tion. The video samples are given a linear quantisation but the DCT coef-
ficients receive a non-linear quantisation; a different quantisation level
is applied to each coefficient depending on the spatial frequency it rep-
resents within the block. High quantisation levels are allocated to coeffi-
cients representing low spatial frequencies; this is because the eye is
most sensitive to low spatial frequencies. Lower quantisation is applied to
coefficients representing high spatial frequencies. This will increase the
quantisation error at these high frequencies, introducing error noise that is
irreversible at the receiver. However, these errors are tolerable since high
frequency noise is less visible than low frequency noise. The d.c. coefficient
at the top left hand is treated as a special case and is given the highest
priority. A more effective weighted quantisation may be applied to the
chrominance frames since quantisation error is less visible in the chromi-
nance component than in the luminance component.

Quantisation error is more visible in some blocks than in others; one
place where it shows up is in blocks that contain a high contrast edge
between two plain areas. Then the quantisation parameters can be modi-
fied to limit the quantisation error, particularly in the high frequency cells.

Zigzag scanning of the DCT matrix

Before coding the quantised coefficients, the DCT matrix is reassembled into
a serial stream by scanning the DCT cells in the zigzag pattern shown in
Figure 4.19, starting at the top left-hand cell. The zigzag scan pattern makes
it more likely that the coefficients having significant values are scanned first
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Figure 4.19 Zigzag scanning of non-interlaced video

followed by low value coefficients. For the example in Figure 4.18, the
scanned order is 315,0, —6, =3, —4, =3, —1, =2, —2,0,0,0, —1, 1 and —1.
No further transmissions are necessary since the remaining coefficients are
zero and thus contain no information. This is indicated by a special end of
block (EOB) code, appended to the scan. Sometimes a significant coefficient
may be trapped within a block of zeros, then other special codes are used to
indicate a long string of zeros.

The zigzag pattern illustrated above will optimise the number of suc-
cessive zero coefficients for a progressively scanned picture frame. A dif-
ferent pattern (Figure 4.20) has to be used when optimising the DCT for an
interlaced picture scan. This is because, in a block with an interlaced field,
the DCT block contains lines from one field only, and these lines must
have come from a screen area of 16 lines high. In a progressive scan, the
DCT block is obtained from a screen area of eight lines high. Thus, in the
case of an interlaced picture, a DCT coefficient representing a vertical spa-
tial frequency is taken over a vertical dimension that is twice as large as
the horizontal dimension. The probability of non-zero or significant verti-
cal frequency coefficients is therefore twice as high as the corresponding
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Figure 4.20 Scanning pattern for interlaced video

probability for horizontal frequencies. Hence, the distribution of the inter-
laced coefficients is different from the distribution of the progressive coef-
ficients. This requires a DCT scan pattern that will favour vertical
frequency coefficients twice as much as horizontal frequency coefficients
and hence the pattern in Figure 4.20.

Coding of DCT coefficients

The coding of the quantised DCT coefficients employs two compression
techniques: run-length coding (RLC) and wvariable-length coding (VLC). RLC
exploits the fact that among the non-zero DCT coefficients, there are likely to
be several successive occurrences of zero coefficients. Instead of transmitting
these coefficients as zeros, the number of zero coefficients is encoded as part
of the next non-zero coefficient. Consider the following set of DCT values:

14,6,0,4,3,0,0,5,7,0,0,0,0,0

RLC will form the series of DCT values into the following groups: (14)
(6) (0,4) 3) (0,0,5) (7) (0,0, 0)
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The number of codes required to transmit these values has thus been
reduced from 14 to 7 by grouping any zero coefficient or a run of zero coef-
ficients together with the following non-zero coefficient, (0, 4) and (0, 0, 5).
Each group is then given a unique code. The final run of zeros is grouped
together and replaced by a single EOB code.

The actual code allocated for each group is determined by the proba-
bility of its occurrence. Those occurring most frequently are given a
shorter code word than those that occur infrequently. This is the princi-
ple of VLC, also known as entropy coding. The most well-known method
for VLC is the Huffman code, which assumes previous knowledge of the
probability of each DCT value. For instance, a DCT value 3 which occurs
frequently may be allocated a 6-bit code word; the infrequent DCT value
12 is allocated a 14-bit code word and a zero followed by a 4 is allocated
a 9-bit code word. EOB is the most frequently occurring string and it may
be allocated a mere 2-bit code word. The code words are held in a lookup
table in read-only memory (ROM). At the receiving end, the bitstream
has to be resolved into its original code words. Both RLC and VLC are
known as lossless coding techniques. Lossless codes, as the name sug-
gests, do not introduce any losses and they are fully reversible at the
receiving end.

Buffering

Quantisation, RLC and VLC produce a bit rate that depends upon the
complexity of the picture content as well as the amount and type of
movement involved. A variable bit rate would occupy a varying amount
of bandwidth and may exceed the total available bandwidth with detri-
mental effect on picture quality. To avoid this, a constant bit rate is neces-
sary. This is obtained by dynamically changing the quantisation of the
DCT matrix block (Figure 4.21). The bit-stream is first fed into a memory
store before being fed out at a constant rate for transmission. If the bit rate
increases, and the buffer begins to overflow, the bit rate control unit is
activated; this causes the quantisation level to be reduced, thus decreasing
the data bit rate.

Bit rate
control

Y

From DCT Quantisation - Constant
processor RLC/VLC Buffer bit rate

Figure 4.21 Buffering used to control the bit rate
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The complete DCT coder

Figure 4.22 shows a block diagram of a basic DCT coder. Luminance or
chrominance frame pixel values are first converted from line scan to 8 X 8
block scan before each block is transformed into a DCT matrix of 8 X 8 coef-
ficients. The coefficients are quantised into a number of quantum levels,
determined by the bit rate control, and then scanned to produce a stream of
8 X 8 = 64 DCT coefficients for each block. This is followed by RLC and
VLC. The compressed bitstream is then fed into a RAM buffer. The resulting
bit rate can be varied by the broadcaster at will. This is carried out by sim-
ply adjusting the bit rate control. If the output bit rate is reduced to say VHS
quality from standard broadcasting PAL quality, there will be fewer quanti-
sation levels with the subsequent deterioration in picture quality. However,
more programmes may then be squeezed into a single RF channel.

Forward prediction coder-decoder, codec

An MPEG-2 coder (which embodies a decoder, hence the name codec)
using forward prediction is shown in Figure 4.23. P-coded frames in a
group of pictures may be obtained by using an I-frame or a reconstructed
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Cg pixels converter control
. Variable Coded
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procce:ssor" Quantizer [ sf;?wﬁgg —Rl::r;é?:gth— Iength — MbinZ:y > video
coding bitstream
Figure 4.22 DCT coder
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Motion vector
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Figure 4.23 Forward prediction codec
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P-frame as the reference frame. The past-frame memory store must there-
fore be continually updated as the pictures in the GOP arrive, frame by
frame. The video input, consisting of Y, C; and C; pixel sample values,
first enters a memory buffer to be fed into the codec, frame by frame as
required. Each frame is identified as a Y, a Cy or a C; as well as an I- or P-
frame in a group of pictures.

For the I-frame, which cannot be compared with previous frames and
hence can suffer only DCT compression, the pixel samples bypass the
comparator and go directly to the DCT encoding section to produce a spa-
tially compressed DCT frame. The quantised DCT coefficients form the
only input to the multiplexer since there is no motion vector. The DCT
coefficients are also fed into an inverse quantiser (Q ') and an inverse
DCT (DCT ') decoder to reconstruct the picture back to its original pixel
format in exactly the same way as at the receiver. The reconstructed frame
is the only input to the adder since there is no motion vector generated by
the I-frame. The reconstructed frame is then saved into the past-frame
memory store. When the next picture frame arrives, it is first fed into the
motion vector generator. At the same time, the I-frame stored in the past-
frame memory is made available to the motion vector generator to pro-
duce a motion vector for the frame.

The motion vector is then fed into the P-frame generator. At the same
time, the saved I-frame is made available to the P-frame generator. A
predicted P-frame is therefore produced which takes two separate paths.
One path leads to the comparator unit (with subtract selected) to produce
a difference frame or residual error, which after DCT, quantisation and
RLC/VLC is fed into the multiplexer. The second path takes the P-frame
to the adder to reconstruct the current (second) picture frame and save it
in the past-frame memory store to be available for the processing of the
next (third) frame. The third frame will follow the same process as the
second except that the saved frame, which is used to generate the motion
vector and the P-frame, is the frame that has been stored in memory dur-
ing the processing of the previous frame, namely a P-coded picture frame,
and so on to the end of the group of pictures.

GOP construction

CRLELLRRRREL

Group of pictures (GOP) Next GOP
| 12 frames |

Figure 4.24 Typical GOP construction
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GOP construction

Incoming frames within a group of pictures may be coded in one of three
ways: I, P or B. For a given picture quality, a coded I-frame needs three
times more bits than a coded P-frame, which itself requires 50% more bits
than a coded B-frame. To reduce the bit rate, a larger number of B-frames
is employed. In a typical group of pictures of 12 frames, there are one
I-frame, three P-frames and eight B-frames (Figure 4.24). The composition
of the GOP is described with two parameters: the number of pictures in
the group and the spacing between anchor frames (I- or P-frames). For
example, Figure 4.24 shows a GOP with M = 12 (12 pictures in the group)
and N = 3. It is also described as IBBPBBPBBPBB construction.
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5 High definition television

High definition television (HDTV) is arguably the most important inno-
vation in television since the introduction of colour. Commercial HDTV
services have become a reality and HD broadcasts are now commonplace.

HDTYV is not new and HDTV broadcasts have been going on in the USA
and Japan for a number of years. However, what was lacking was an inter-
nationally agreed standard. Europe did not enter the HDTV market till
recently and that delay was utilised to reach an agreement on a unified
standard. The first step was to agree to a common interface format (CIF) for
HDTV. HDTYV is invariably associated with digital television, and altho-
ugh this is not necessarily the only way it can be delivered, without the
processing capabilities of digital technology, HDTV would be impractical.

Why HDTV?

The two most prominent television systems, PAL and NTSC produce a
moving picture with a quality referred to as standard definition (SD).
While picture quality using SDTV is very good and has served television
users very well over decades, it does suffer from noticeable degradation in
quality in large size displays. To keep up with customer expectations and
maintain picture quality, higher picture definition, i.e. high resolution
must be used. The following summarises the advantages of HDTV:

* HDTYV offers a step change in picture quality, delivering a home view-
ing experience similar to that offered in cinemas.

* Viewers will see greater depth and tone of colours and textures. The
improved clarity of HDTV broadcasts will bring an even greater sense
of excitement and drama to a wide range of programme genres.

e HDTV can provide more than four times more data on a display screen
than a SD broadcast. This is because of the increased picture resolution
that HD broadcasts deliver and HD display devices will be able to receive.

e Availability of multi-channel audio and surround sound.

* Widescreen as standard.

HDTV common interface format

An ITU-R BT.709 standard provides three different specifications for
HDTV: 720/50p, 1080/507 and 1080/50p. For North America 1080/607 and
720/60p are available. In each case the number of lines (720 or 1080) is the
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Table 5.1 HDTV common interface format

Property 1080/50i 1080/60i  720/50p 1080/50p
Lines/frame (total) 1250 1125 750 1125

(2 X 625)
Lines/frame (active) 1080 1080 720 1080
Pixels/line (active) 1920 1920 1280 1920
Line frequency (kHz) 31.25 33.75 37.5 62.5

(2 xX15.625)
Frame rate 25 Hz 30 Hz 50 Hz 50 Hz
Field rate 50 60 — —
Line duration (total) (us) 32 29.63 26.67 16
Sampling rate (MHz) 74.5 74.5 74.5 148.5
Aspect ratio 16:9 16:9 16:9 16:9
Interlace/progressive Interlace Interlace  Progressive Progressive

(i) (i) () (p)

active lines for the display. These were chosen in order to have a CIF with
the SMPTE standards used in North America and Japan. For Japan and
Korea it is 1080/60i and for China and Australia 1080/50i (Table 5.1).

HDTV is widescreen television with an aspect ratio of 16:9 (1.78:1). This
is the same ratio as the pixel ratios: 1920 X 1080 for the 10807 and 1280 X 720
for the 720p formats. This means that for HDTYV, the pixels are ‘square’ in the
same way as computer-based graphics making integration between the two
easier.

The road to MPEG-4/H.264/AVC

In January 1988, MPEG gathered together some experts from the ISO/IEC
in order to define a standard for the encoding of motion pictures. The
standard was MPEG-1 for applications in the multimedia field and its
successor MPEG-2 for broadcasting applications. MPEG-2 was success-
fully implemented in SD digital video broadcasting (DVB), and DVD.
The first successor to MPEG-2 was MPEG-4 published in 1999 taking an
object-based approach to video compression. Conventional images
became object planes and where an object intersects an object plane, it is
described using intra-coding, forward projection and bi-directional pre-
dictions. MPEG-4 also introduced wavelet coding to still objects. It was
defined for a host of new applications in the low-bit multimedia field
including inter-active mobile multimedia communications, videophone,
mobile audio-visual communication, multimedia electronic mail, remote
sensing, video conferencing, games and many others. In 2001, with the
aim of developing a more efficient compression system, the standard-
isation bodies ISO/IEC and ITU combined their efforts in a working group
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charged with developing a coding system which was to be known as
advanced video coding (AVC) suitable for broadcasting high definition video.
In 2003, the AVC system was established and integrated as part 10 of the
MPEG-4 and assumed the name H.264. In 2004, AVC /H.264 was included
as part of DVB transport system.

The AVC system is not compatible with MPEG-2 in that it does not
produce a compliant bitstream and thus its introduction will require the
use of new encoders and decoders.

MPEG-4 profiles

The H.264/AVC scheme includes a different set of profiles than MPEG-2
to support the extensive list of multimedia applications. The following is
a summary of MPEG-4 profiles:

* Dbaseline profile for low-delay end-to-end applications;

» extended profile for mobile application;

* main profile for broadcasting applications at SD at a bit rate of
1.5-2 Mbps;

* high profile for broadcasting at high definition as well as studio appli-
cations.

The high profiles has several sub-sections including 8-bit and 10-bit sam-
ples, 4:2:0, 4:2:2 and 4:4:4 sampling structures.

H.264/AVC features

The MPEG-4 H.264/AVC standard represents the advanced evolution of
familiar MPEG-2 technology. It was designed specifically for carriage over
existing MPEG-2 transport and modulation infrastructures. The result is
a standard that includes powerful data compression. The aim is to make
it possible to produce SDTV quality pictures at a bit rate of 1.5-2 Mbps
and HDTV at a bit rate of 6-10 Mbps. Its audio counter part is advanced
audio coding (AAC) system which supports multi-channel and surround
sound.

The higher compression efficiency is paid for in terms of increased com-
plexity in both the encoder at the transmitting end and the decoder at the
receiving end. The AVC encoder is about eight times more complex than
that used in MPEG-2 requiring extremely fast and intensive computing
processing power. Such processing powers are now available which made
the use of AVC in HDTV broadcasting a commercial viability.

AVC does not support object-based coding. It is intended for use with
entire pictures and as such it builds upon MPEG-2 adding some refine-
ments to existing coding tools and introducing new compression techniques
(Table 5.2).
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Table 5.2 MPEG-4 H.264/AVC new and improved features

MPEG-4 H.264/AVC new techniques
¢ Intra-frame (within a frame) prediction
¢ New 4 X 4 DCT like block transformation
 In-loop de-blocking filtering

MPEG-4 H.264/AVC improved techniques

¢ Quarter-pixel motion prediction compared with the 1/2 pixel in MPEG-2

e The use of smaller and more flexible block sizes when computing
the motion compensation vector compared with the fixed 16 X 16
block of MPEG-2

¢ The availability of more than one reference frame in place of the
single reference | frame in MPEG-2

¢ The use of more powerful CAVLC/CABAC entropy encoding in place
of VLC

Intra-frame (spatial) prediction

One of the main innovations of AVC is the introduction of intra-frame
(within a frame) prediction. Intra-prediction as it is more commonly known,
is used where inter-prediction cannot be used, namely on the I frame. It is
applied to all three components: Y, C; and Cj. Intra-prediction makes use
of the fact that adjacent blocks within a single frame display a degree of
similarities. A block is predicted using data of previously scanned block or
blocks of the same frame.

Intra-blocks and modes

For the luminance samples, intra-prediction may be carried on each 4 X 4
sub-block or for a 16 X 16 macroblock. The process involves copying pixel
values of previously coded blocks (sub-blocks or macroblocks) into the
current block. Since block coding is performed in a raster scan order (left
to right, top to bottom); the previously encoded blocks used for intra-
prediction are those above and to the left of the block being predicted as
illustrated in Figure 5.1, namely:

* the lower pixel row of the block immediately above: A, B, C, D;

* the left pixel column of the block immediately to the left: I, J, K, L;
* the lower pixel row of the block above and to the right: E, F, G, H;
* lower right pixel of the block above and to the left (M).

There are a total of nine prediction modes for each 4 X 4 luma block; four
modes for a 16 X 16 luma block; and one mode that is always applied to
each 4 X 4 chroma block. For example 4 X 4 luma Mode 0 (vertical) copies
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Figure 5.2 Mode 0 (vertical)

lower pixel line of block above (A B C D) to all pixel lines in current block
as shown in Figure 5.2. This mode may be used in a picture with a left to
right gradient (Figure 5.3).

Mode 1 (horizontal) copies the rightmost column of the block to the left
(I'J K'L) suitable for a picture with a left to right gradient (Figure 5.4).

In Mode 2 (DC or average) Pixels values of previous blocks AB C D E
FGHIJ KL are averaged and the average (DC) value is copied in all 16
locations of the predicted block as illustrated in Figure 5.5 where P is the
calculated average.

The other modes are: Mode 3 (diagonal down-left); Mode 4 (diagonal
down-right); Mode 5 (vertical-right); Mode 6 (horizontal-down); Mode 7
(vertical-left) and Mode 8 (horizontal-up).

For a 16 X 16 block, only four modes are available: vertical (mode 0),
horizontal (mode 1), DC (mode 2) and plane. Plane mode is a refinement
to the DC mode which looks for change in the horizontal brightness in the
top row and left column to work out the average value.
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Previously coded
row of blocks

Prewously coded block

Figure 5.3 Mode 0 for a left to right gradient

Figure 5.5 Mode 2 (DC or average)



High definition television 65

Size and mode selection

The size of the block to be used for prediction is chosen by the coder which
identifies edges and their direction (horizontal, vertical, diagonal, etc.) in
order to select the most appropriate block size. The mode used to encode
the prediction of a block is chosen based on the textures and gradients in
the video source data. Different modes are tried and the one producing the
least amount of residual error is selected.

The choice of intra-prediction mode for each 4 X4 block must be
signalled to the decoder and this could potentially require a large num-
ber of bits. However, intra-modes for neighbouring 4 X4 blocks are
highly correlated. For example, if previously encoded 4 X 4 blocks X and
Y in Figure 5.6 were predicted using mode 2, it is likely that the best mode
for block Z (current block) is also mode 2.

Intra-prediction operation

The principle of intra-prediction is the same as that of inter-prediction
(Figure 5.7). A predicted P block is produced based on previously scanned
and encoded block or blocks of the same frame. The predicted block is

Figure 5.6 Adjacent 4 X 4 intra-coded blocks

Intra mode information

Residual
error

Current Block

block bitstream
block butfer Comparator ﬂ
P
Intra predicted
Intra block P
encoder
(predictor)
Decoded
Previous P residual

blocks
Block error
Adder

shaded: re-construction decoding process
Non-shaded: forward coding process

Figure 5.7 AVC intra (spatial) prediction process



66 Newnes Guide to Television and Video Technology

then compared with the current block or more precisely with the current
block as it would be when decoded at the receiving end to produce an
intra-residual error which is transformed into coefficients and quantised
to form the bitstream. In Figure 5.7, the block memory holds the pixel
data of the previous block or blocks which are fed into the intra-encoder
to produce a predicted intrablock P. The predicted block is then fed into a
comparator to produce the residual error. Following transformation and
quantisation, the bit stream is sent to the channel encoder for transmission.
Data containing information of the intra-prediction mode parameters is also
sent out to form part of the bit stream. The block memory is refreshed with
the currently encoded block. This is carried out by decoding the bitstream
(inverse transformation, T™! and inverse-quantisation, Q) to re-produce
the residual error as it would be produced at the receiving end. This resid-
ual error is then added to the predicted block P to reconstruct the current
block and refresh the block memory store.

AVC motion compensation

AVC achieves its most significant gains over MPEG-2 through substantial
improvements to the motion compensated prediction process. Table 5.3
gives a summary of these improvements.

AVC uses smaller picture areas with vectors that have accuracy down
to 1/4 pixel. In interpolating the motion vector, more than one previous
picture frame may be used. This provides an advantage in a situation
where a non-typical picture such as a flash from a firing gun is inserted in
a normal sequence. MPEG-2 which relies on a singles previous reference
picture, cannot handle such situations adequately. AVC on the other hand
deals with this simply by referring to the picture before the gun flash
when calculating the motion vector. Bidirectional inter-frame coding is
also enhanced with this capability since it improves the accuracy of the
motion vector which can now take account of few earlier pictures as well
as one later picture. While in MPEG-2, a B frame could not be used as a
reference picture frame, with AVC, this is now possible.

Table 5.3 AVC improved properties

e Supports a number of block sizes from 16 X 16 to 4 X 4 luminance
pixel samples compared with the fixed 16 X 16 used in MPEG-2

¢ Uses more than one reference frame to search for a good motion
predictive match

« Efficient bi-directional predicted B frames, are used more extensively

¢ Double the accuracy of the motion prediction (AVC offers interpolated
quarter pixel prediction)
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Figure 5.8 Macroblocks partitioning options for motion vector processing

Motion compensation block sizes

AVC 16 X 16 macroblocks may be coded with one and up to sixteen
motion vectors. With MPEG-2 prediction is carried out using a 16 X 16
macroblock which is highly inefficient if the edge of a moving object such
as a football goes across the macroblock resulting in a larger residual error.
In such cases, better results are obtained if the macroblock is divided into
different sizes and shapes according to the angle and position of the edge
of the object. The 16 X 16 macroblock may be partitioned into four high
level partitions: 16 X 16, 16 X 8, 8 X 16 and 8 X 8. When the 8 X 8 option is
selected, it may be further subdivided into three low-level finer partitions:
8 X 4,4 X8 and 4 X 4 as illustrated in Figure 5.8.

A separate motion vector is required for each partition or sub-partition.
Each motion vector must be coded and transmitted; in addition, the choice
of partition(s) must be encoded in the compressed bitstream. Choosing a
large partition size (e.g. 16 X 16, 16 X 8, 8 X 16) means that a small number
of bits are required to signal the choice of motion vector(s) and the type of
partition; however, the motion compensated residual may contain a sig-
nificant amount of bits in frame areas with high detail. Choosing a small
partition size (e.g. 8 X4, 4 X 4) may give a lower-energy residual after
motion compensation but requires a larger number of bits to signal the
motion vectors and choice of partition(s). The choice of partition size
therefore has a significant impact on compression efficiency. In general,
a large partition size is appropriate for homogeneous areas of the frame
and a small partition size may be beneficial for detailed areas. This
method of partitioning macroblocks into subpartitions of varying sizes
in order to cater to the shape of an edge is known as tree structured motion
compensation.

Once the motion vector is obtained from the luminance component, it is
then used for the chrominance components. Each chroma block is parti-
tioned in the same way as the Y component, except that since the resolution
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of each chroma component in a macroblock (Cy and Cg) is half that of the
luminance Y component, the chrominance partition sizes are halved. An
8 X 16 partition in Y corresponds to a 4 X 8 partition in chroma and an 8 X 4
partition corresponds to 4 X 2 in chroma; and so on. The horizontal and ver-
tical components of each motion vector (one per partition) are therefore
halved when applied to the chroma blocks.

Motion vector prediction

Encoding a motion vector for each partition can take a significant number
of bits, especially if small partition sizes are chosen. Motion vectors for
neighbouring partitions are often highly correlated and so each motion vec-
tor may be predicted from vectors of nearby, previously coded partitions.
A predicted vector, MVp, is formed based on previously calculated motion
vectors. The difference between the current vector and the predicted vector,
MVD is then encoded and transmitted. The method of forming the predic-
tion MVp depends on the motion compensation partition size and on the
availability of nearby vectors. At the decoder, the predicted vector MVp is
formed in the same way and added to the decoded vector difference MVD.

New transforms and quantisation

Once the motion vectors have been identified, the next stage is to produce
the frame difference or the residual error. In AVC this is done using
enhancements of proven MPEG-2 mechanisms. MPEG-2 uses a discrete
cosine transform (DCT) based on an 8 X 8 pixel block. This is effective for
some applications, but imperfect, since errors in the math would result in
loss of data. To get around this weakness, the new AVC technology uses a
new pseudo DCT 4 X 4 integer transform that is designed for accuracy, ease
of processing and can be implemented using 16-bit integer values with
addition and bit-shifting operations. Coding using this transform is fully
reversible at the decoding stage of the receiver.

Another area that will yield significant gains relates to the bit-allocation
process. Quantisation or bit rate control is the key part of the process,
enabling the system to determine how to use bits wisely to attain the
desired bit rate. MPEG-2's DCT is fully defined, with no room for
improvement. In contrast, the quantisation rate control process offered by
AVC has the potential for continued advancement over time.

Adaptive de-blocking filter

One of the main deficiencies of the MPEG-2 coding process is ‘blocking
artefacts’. These are caused by the division of the image into blocks for the
purposes of transform coding. The artefacts occur at the boundaries of
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these blocks and are most visually prominent with high degree of quanti-
sation at periods of extreme compression stress. To overcome this, AVC
incorporates a de-blocking filter as part of the decoding process as illus-
trated in Figure 5.9. The incoming bitstream contains video information on
a block by block basis. Each block is defined by three coded components:
residual error, motion vector and intra-prediction mode parameters. The
purpose of the demultiplxer is to separate these three components. The
coded residual error is decoded in three stages in reverse order of the cod-
ing process at the transmitter stage: entropy decoding, inverse quantisation
(Q!) and inverse transformation (T~'). For the reference intra-predicted
blocks, the intra-parameters are fed into the intra-decoder to obtain an
intra-predicted block which is added to the residual error to produce the
original block. These blocks are fed back into the intra-prediction decoder
to be used as a basis for decoding subsequent blocks. They are also fed
into the de-blocking filter to smooth the boundaries and reconstruct the
blocks into a digitised I frame. The reconstructed I frame is stored in mem-
ory to be used as a basis for decoding the P frames. For decoding the
P frames, the decoded residual error is now added to the inter-predicted
blocks that were obtained using the motion compensation vector. These
blocks are de-blocked and used to reconstruct a digitised video which is
used for display purposes. It is also fed into a memory store for decoding
subsequent P frames.
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De-block filtering is an adaptive process which must function in the
same way in all decoders and that includes the decoding part of the AVC
codec at the transmitting end where it is known as an in-loop de-blocking
as illustrated in Figure 5.10. For the I frame, the intra-prediction coder
produces predicted video, block by block and sends out the intra-mode
parameters (block size and mode) to the multiplexer for inclusion in the
video bitstream. The predicted blocks from the intra-coder are compared
with the current blocks and a residual error is produced which is then
transformed and quantised and following entropy coding is fed to the mul-
tiplexer. Following inverse quantisation (Q~!) and inverse transformation
(T™1), the residual error is added to the intra-predicted blocks from the
intra-coder to produce the original block. These are fed back to the intra-
coder for the purposes of encoding the remaining I-frame blocks. They are
also fed into the de-blocking filter to smooth the edges and re-construct the
complete I frame in the same way as it is produced by the decoder at
the receiving end. For the P frames, the inter-prediction coder uses the ref-
erence I frame in the re-constructed de-blocked frame buffer to produce
motion vectors and inter-predicted blocks. The motion vector parame-
ters are fed directly to the multiplexer while the inter-predicted blocks are
compared with the actual block of the current frame and a residual error is
produced which is transformed, quantised and entropy coded before going
into the multiplexer. In the same way as the intra-predicted frame, the
P frame is reconstructed for use in subsequent inter-coding.

The de-blocking filter has two benefits: block edges are smoothed, im-
proving the appearance of the image and reduced residual error as a result
of the use of filtered macroblocks for motion compensation prediction.

Filtering is applied to vertical or horizontal edges of 4 X 4 blocks affect-
ing up to three pixels on either side of the boundary. The choice whether
to filter or not and the strength of the filtering depends on the type of
blocks under consideration and the gradient across them. Filtering is
stronger at places where there is likely to be significant blocking distortion
such as the boundary of intra-coded macroblocks. To assess the gradient,
the de-blocking filter examines a set of vertical and horizontal pixels
across the block boundary and assesses changes in their values. A step
change could indicate a blocking artefact or may be a genuine transition in
the image. The threshold is dynamically set taking into account the degree
of quantisation. A low level of quantisation indicates a very small gradient
across the boundary which most likely is due to image features and
should be left alone. On the other hand, when the degree of quantisation
is high, blocking distortions are likely and the filter is turned on. Thus, if
the step change is smaller than the specified threshold, it is assumed to
be genuine and the filter is switched off. Otherwise, the filter is brought
in and the filtering strength is set according to the boundary type and the
calculated gradient.

De-blocking filters have to be modified when an interlaced video is used
because the vertical separation of the pixels in a field is twice that of a frame.
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New entropy coding technology

The final stage in the compression process is entropy coding. Here, AVC
adds two alternative methods for a more powerful entropy coding compared
with the variable length coding, VLC used in MPEG-2. These are context
adaptive variable length coding (CAVLC) and context adaptive binary arithmetic
coding (CABAC).

Recall the VLC employed in MPEG-2 which provides an extremely effi-
cient coding scheme based on a table indicating which symbols are much
more likely to occur than others. The CAVLC process is a more refined
version of this coding method employing a number of codeword tables to
encode transform coefficients. The difference is that the best table is
selected adaptively based upon statistics of already processed data.

The CABAC process offers substantial gains of about 20% compared
with VLC at the expense of intensive computing power for both the
encoder and decoder. It continually updates the statistics of the incoming
data and adaptively adjusts the algorithm in real time.

Summarised features of AVC

Technical item MPEG4/AVC features

Block division 16 X16,16 X 8,8 X 16, 8X8,8X4,4X8,4X4
Inter-prediction Pand B

Intra-prediction Intra 16 X 16: 4 types

Intra 4 X4 : 9 types
Quadrature conversion 4 X 4 pseudo-DCT (without calculation errors)

Quantisation Exponential transformation
Entropy coding/variable CAVLC, CABAC
length coding

De-block filter Standardised loop filter




6 Audio encoding

Audio compression was developed some time before the formation of
MPEG and its Eureka 147 project. Eureka 147 developed the MUSICAM
(Masking pattern adapted Universal Sub-band Integrated Coding and
Multiplexing) jointly with some European manufacturers. MUSICAM
was designed for digital audio broadcasting (DAB). In parallel with this,
another system was being developed called ASPEC (Adaptive Spectral
Perceptual Entropy Coding) jointly by AT&T Bell Labs, Thomson and
others. ASPEC included high compression for audio transmission on
ISDN lines. Following a comprehensive subjective testing on both sys-
tems by the Swedish Broadcasting Corporation, MPEG audio group
combined both systems into a common standard with three levels known
as layers: I, Il and II. The three layers differ in coding complexity and per-
formance in terms of bit rate reduction. Layer I is a simplified version of
MUSICAM which provides low compression rates at low cost. Layer II
employs MUSICAM technology in full; it provides high compression
rates and is generally employed in DAB and digital television (DTV).
Layer III (commonly known as MP3) combines the best features of both
techniques, providing extremely high rates of compression. It is mainly
employed in music download and telecommunication applications
where high compression ratios are necessary. Further development has
produced advanced audio coding (AAC) with increased rates of compres-
sion making multi-channel surround sound a practical possibility for
home users.

Principles of MPEG-1 audio

The process of audio compression starts with digitising the L and R audio
signals before going into the MPEG audio encoder as illustrated in Figure 6.1.
Digitising involves sampling the L and R channels separately and then
converts the samples into multi-bit pulse-coded modulation (PCM) codes by
the quantiser. The output is a series of PCM pulses representing the stereo
audio channels. This is followed by MPEG encoding.

Before MPEG encoding, the audio is uncompressed PCM with a bit rate
that is dependent on the chosen sampling rate. MPEG audio supports
three sampling rates, 32, 44.1 and 48 kHz. At a sampling rate of 48 kHz, the
bit rate of an uncompressed PCM audio may be as high as 480 kbps per
channel, i.e. almost 1 Mbps for stereo. Audio compression will reduce the
bit rate by up to a factor of 7 or 8, depending on the coding layer used. At



74 Newnes Guide to Television and Video Technology

a sampling frequency of 48kHz, these are the typical bit rates for hi-fi
quality sound:

Layer I: 192 kbps per channel (384 kbps for stereo)
Layer II: 128 kbps per channel (256 kbps for stereo)
Layer III: 64 kbps per channel (128 kbps for stereo)

MPEG audio basic elements

MPEG coding consists of five basic steps as illustrated in Figure 6.2:

Framing: The process of grouping the PCM audio samples into PCM
frames for the purposes of encoding.

Sub-band filtering: The use of poly-phase filter bank to divide the audio
signal into 32 frequency sub-bands.

Masking: To determine the amount of redundancy removal for each
band using a psychoacoustic model.

Scaling and quantisation: To determine number of bits needed to repre-
sent the samples such that noise is below the masking effect.
Formatting: The organisation of the coded audio bitstream into data
packets.

Framing

Before encoding can take place, the PCM audio samples are grouped
together into frames, each one containing a set number of samples. MPEG
encoding, is applied to a fixed-size frame of audio samples: 384 samples

L PCM L
I Quantisati WIFEE Audio

R Sampling vantisation audio >

(PCM) PCM R encoding PES
Figure 6.1 Basic elements of audio encoding
Scaling Audio

PCM—> Framing Slj‘lb_b.and & Formatting —> packets
audio filtering quantisation bitstream

Masking J

Figure 6.2 Elements of MPEG audio encoding
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for Layer I audio encoding and 1152 samples for Layer II. At a sampling
rate of 48kHz, using Layer I, 384 samples correspond to an audio time
span known as window of 1/48 X 384 =8ms. In Layer II coding, frames
of 1152 samples are used which correspond to a window size of 1/48 X
1152 =24 ms. This size window is adequate for most sounds which are
normally periodic. However, it fails where short duration transients are
present. To overcome this, Layer III provides for a smaller window size to
be employed whenever necessary. Layer III specifies two different win-
dow lengths: long and short. The long window is the same as that used for
Layer II, 24ms (1152 samples at a sampling frequency of 48kHz). The
short window is 8 ms duration containing 384 samples. The long window
provides greater frequency resolution. It is used for audio signals with sta-
tionary or periodic characteristics. The short window provides better time
resolution at the expense of frequency resolution used in blocks with
changing sound levels containing transients.

Sub-band filtering

The human auditory system, what we commonly call hearing, has a lim-
ited, frequency-dependent resolution (Figure 6.3). This frequency depend-
ency can be expressed in terms of critical frequency bands which are less
than 100Hz for the lowest audible frequencies and more than 4kHz at
the highest. The human auditory system blurs the various signal compo-
nents within these critical bands. MPEG audio encoding attempts to sim-
ulate this by dividing the audio range into 32 equal-width frequency
sub-bands to represent these critical bands using a poly-phase filter bank.

Sub-band 0
12 samples (Layer I)
36 samples (Layer )

Sub-band 1
12 samples (Layer I)
36 samples (Layer II)

Sub-band 0
12 samples (Layer I)
36 samples (Layer 1)

32 sub-bands

One PCM frame
384 samples (layer I)
1152 samples (Layer Il)

Sub-band 30
12 samples (Layer I)
36 samples (Layer Il)

Sub-band 31
12 samples (Layer |)
36 samples (Layer II)

Figure 6.3 Sub-band filtering
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Each sub-band block, known as a bin, consists of 384/32 =12 PCM sam-
ples for Layer I and 1152/32 = 36 samples for Layers II and IIL
This technique suffers from a number of shortcomings:

* The equal widths of the sub-bands do not accurately reflect the human
auditory system’s frequency-dependent behaviour.

* The filter bank and its inverse are not lossless transformations. Even
without quantisation, the inverse transformation cannot perfectly
recover the original signal.

* Adjacent filter bands have a major frequency overlap. A signal at a sin-
gle frequency can affect two adjacent filter bank outputs.

These shortcomings are mostly overcome with the introduction of
AAC, MPEG AAC and MPEG surround.

Masking

The human auditory system uses two transducers on either side of the
head, namely the ears. Disturbances in the equilibrium of the air, what we
call sound waves are picked up by the ears and using the mechanics of
the ear and numerous nerve ends. They are passed to the brain to produce
the sensation of hearing. Our hearing sense is a very complex system
which informs us of the source of the sound, its volume and its distance as
well as its character such as its pitch. To do this, the hearing system works
in three domains: time, frequency and space. The interaction within and
between these domains, creates a possibility for redundancy, i.e. sounds
that are present but not perceived. This is the basis of audio masking.

It is well known that the human ear can perceive sound frequencies in
the range 20 Hz—20 kHz. However, the sensitivity of the human ear is not
linear over the audio frequency range. Experiments show that the human
ear has a maximum sensitivity over the range 2-5kHz and that outside
this range its sensitivity decreases. The uppermost audio frequency is
20kHz and lowest that can be heard is about 40 Hz. However, reproduc-
tion of frequencies down to 20 Hz is shown to improve the audio ambience
making the experience more natural and real. The manner in which the
human ear responds to sound is represented by the threshold curve in
Figure 6.4. Only sounds above the threshold are perceived by the human
ear; sounds below the curve are not and therefore they do need not to be
transmitted. However, the hearing threshold curve will be distorted in
the presence of multiple audio signals which could “mask’ the presence of
one or more sound signals.

There are two types of audio masking:

 spectral (or frequency) masking where two or more signals occur simul-
taneously and

» temporal (i.e. time-related) masking where two or more signals occur in
close time proximity to each other.
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Figure 6.5 Spectral masking

It is common experience that a very loud sound, say a car backfiring will
render a low-level sound, such as that from a television or radio receiver
inaudible at the time of the backfiring. A closer examination would show
that the softer sound is also made inaudible immediately before and
immediately after the louder sound. The first is spectral masking and
the second is temporal masking. Consider two signals, Al at 500Hz and
A2 at 300 Hz, having the relative loudness shown in Figure 6.2. Each indi-
vidual signal is well above the hearing threshold shown in Figure 6.4
and will be easily perceived by the human ear. But, if they occur simulta-
neously, the louder sound A1 will tend to mask the softer sound A2, mak-
ing it less audible or completely inaudible. This is represented by the loud
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sound Al shifting the threshold as shown in Figure 6.5. Two other signals
with different frequencies and different relative loudness will result in a
different distortion of the masking shape.

In temporal masking, a sound of high volume will tend to mask sounds
immediately preceding it (pre-masking) and immediately following it
(post-masking). Temporal masking represents the fact that the ear has a
finite time resolution. Sounds arriving over a period of about 30ms are
averaged whereas sounds arriving outside that time period are perceived
separately. This is why echoes are only heard when the delay is substan-
tially more than 30 ms.

The effects of spectral and temporal masking can be quantified through
subjective experimentation to produce a model of human hearing known
as a psychoacoustical model. This model is then applied to each sub-band
to determine which sounds are perceived and therefore need coding and
transmitting and which fall below the threshold and are masked.

Scaling and quantisation

The purpose of scaling, also known as companding is to improve the sig-
nal-to-noise ratio (SNR) caused by the quantising errors which are most
pronounced with low-level sounds. Quantising errors are inherent in the
digitising process itself in which a number of discrete quantum steps are
used as determined by the number of bits. For instance, for three bits,
there would be 2° = 8 quantum steps; 8-bit codes have 2% = 256 steps and
so on. Within a given amplitude range the fewer the number of quantum
steps that are available, the larger the height of the step, known as the
quantum. Sample levels which may have any value within the given
amplitude range will invariably fall between these quantum levels result-
ing in an element of uncertainty or ambiguity in terms of the logic state of
the least significant bit (LSB). This ambiguity is known as the quantising
error which is equal to 1/2 the quantum step. With large signals, there
are so many steps involved, the quantum is therefore small and with it
the quantising error. For low-value samples representing low-level sound
signals where fewer steps are needed, the quantising error is large and
may fall above the noise level. The quantising error may be reduced by
scaling.

Scaling is achieved by amplifying the samples representing low-level
sound by a factor known as the scale factor. This will increase the number
of bits used for the samples resulting in a smaller quantum and reduced
quantising error. The scale factor is specified for each sub-band block,
which in the case of Layer I coding contains 12 samples. The amplitudes
of the 12 samples are examined and the scale factor is then based on the
highest amplitude present in the block. Scaling of a sub-band is deter-
mined by the power of each sub-band and its relative strength with
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respect to its neighbouring sub-bands. If the power in a band is below the
masking threshold, then it won’t be decoded.

The small number of samples is such that the sample amplitudes are
unlikely to vary very much within the sub-band block. This technique
cannot be used for Layers II and III with 36 samples per block as large
variations in sample levels are more likely to occur. First, the sample with
the highest amplitude in the block is used to set the scale factor for the
whole block. However, if there are vast differences between the ampli-
tudes within each group of 12 samples within the block, a different scale
factor may be set for each 12-sample group. The scale factor is identified
by a 6-bit code, giving 64 different levels (0-63). This information is
included with the audio packet before transmission.

Once the samples in each sub-band block are companded, they are then
‘re-quantised” in accordance with the predefined masking curve. The prin-
ciple of MPEG audio masking is based on comparing a spectral analysis of
the input signals with a predefined psychoacoustical masking model to
determine the relative importance of each audio component of the input.
For any combination of audio frequencies, some components will fall
below the masking curve, making them redundant as far as human hear-
ing. They are discarded and only those components falling above the
masking curve are re-quantised. The spectral analysis of the input fed into
the masking processor may be derived directly from the 32 sub-bands gen-
erated by the filter. This is a crude method which is used at Layer I audio
encoding. A more accurate analysis of the audio spectrum is to use a fast
Fourier transform (FFT) processor. Layer I provides an option to use a
512-point FFT. Layer II uses a 1024-point FFT.

Once the components that fall below the hearing threshold are removed
by the masking processor, the remaining components are allocated appro-
priate quantising bits. The masking processor determines the bit allocation
for each sub-band block, which is then applied to all samples in the block.
Bit allocation is dynamically set with the aim of generating a constant
audio bit rate stream over the whole 384-sample (Layer I) or 1152-sample
(Layers II and III) blocks. This means that some sub-bands can have long
code words provided others in the same block have shorter code words.

Formatting

Coded audio information together with the necessary parameters for the
decoding process are grouped into blocks known as frames. A frame
(Figure 6.6) is a block of data with its own header and a payload which
contains the coded audio data as well as other information such as bit allo-
cation and scaling factor that are necessary for the decoder to re-produce
the original sound. Figure 6.7 shows the construction of MPEG-1 Layers I,
II and III and MPEG-2 audio frames. The cyclic redundancy count (CRC)
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Figure 6.6 Audio frames

decoder calculates the CRC checksum of the payload and compares it with
the checksum stored in the CRC field. A difference indicates that the data
contained in the frame has altered during transmission, in which case, the
frame is dropped and replaced with a ‘silent’ frame.

The auxiliary data at the end of the frame is another optional field
which is used for information such as multi-channel sound. In Layer II, an
additional field SCFSI (scale factor select information) is included to deter-
mine which of the three scale factors has been sent for each sub-band. In
Layer III, all the information regarding scale factor, bit allocation and
SCFSI are included in single field called the side information field which
also include information about surround sound.

The header is 32 bits (4 bytes) in length with 13 different fields as illus-
trated in Figure 6.8. The first field is the frame sync comprising of 11 bits
(31-21) which are always set to 1 indicating the start of a new frame. The
next field (bits 20-19) indicates the MPEG version (MPEG-1 or MPEG-2)
followed by the layer type (bits 18-17). The presence of CRC field in the
payload is indicated by bit 16 set to logic 0. Four bits (15-12) are allocated
to indicate the bit rate of the transmission with the sampling frequency
indicated by bits 11 and 10. Bit 9 of the header tells the decoder if padding
has been used in the frame. Padding is used if the frame is not completely
filled with payload data. Bit 8 is for private use followed by 2 bits (7,6) to
indicate the channel mode, namely stereo, joint stereo, dual channel or
single channel. The next field (5,4) is only used when the channel mode is
joint stereo. The remaining three fields contain information on copyright
(bit 3), original media (bit 2) and emphasis to tell the decoder that the data
must be de-emphasised (1,0).

In the case of Layers I and II, the frames are totally independent of each
other. In the case of Layer III, frames are not always independent. This is
due to the use of the buffer reservoir, which ensures a constant bit rate by
changing frame sizes. Layer III frames are thus often dependent on each
other. In the worst case, nine frames may be needed before it is possible to
decode one frame.
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The full Layer Il audio coder

Analogue audio L and R channels are sampled separately at a predeter-
mined sampling rate. The samples are then encoded as a PCM stream,
which is used for MPEG audio encoding (Figure 6.9). Before MPEG cod-
ing, the stream is organised into the basic PCM frames of 1152 samples.
These frames are then filtered into 32 frequency sub-band blocks, each
containing 1152/32 = 36 samples. This is the basic encoding audio blocks.
The audio sub-band blocks take two different paths: one path examines
the individual blocks and allocates a scale factor for companding pur-
poses. The second path takes the PCM audio stream to the quantiser
which carries out its bit allocation function in accordance with the mask-
ing algorithm from the psychoacoustic processor. The FFT processor pre-
pares a spectral analysis of the PCM input for the masking processor. The
masking processor removes redundant audio components and sets the
quantising levels for the remaining audio samples. The companded audio
samples are then re-quantised in accordance with the bit allocation set by
the masking threshold processor to generate a fixed bit rate bitstream.
Both the scale factor and the bit allocation are varied as necessary to main-
tain a constant bit rate at the output. The bitstream by itself does not contain
sufficient information for the receiving end to decode the audio signals.
Information about the sampling rate, scale factor and bit allocation has to
be included with each coded audio bitstream, along with a variety of other
data. This information is incorporated within the audio packet produced
by the formatting block.

Layer lll coding
The MPEG-2 Layer Il (MP3) coding structure retains the 1152-sample

frame size and the 32-phase sub-band filter. However, the output from
the filter is further processed by modified discrete cosine transform (MDCT)
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processor. The main purpose of MDCT is to compensate for some of the
filter bank deficiencies mentioned earlier.

MP3 specifies two different size overlapping MDCT windows: a long
window with 1152 Samples and a short window of 384 samples as shown in
Figure 6.10. The overlap is 50% which means that the number of samples
per window is actually '/, X 1152 = 576 and '/, X 384 = 192 for the long
and short windows. Given the 32 sub-bands from the filter bank, the num-
ber of samples per sub-band is 576/32 = 18 samples or 1152/32 = 36 with
50% overlap and 192/32 = 6 sample or 384/32 = 12 with 50% overlap for
long and short windows, respectively. Note the short block length is one
third that of a long block. In the short block mode, three short blocks replace
a long block so that the number of samples for a frame of audio samples is
unchanged regardless of the block size selection. For a sampling frequency
of 48 kHz, the lengths of the respective windows are 1152/48 = 24ms and
384/48 = 8ms. Switching between the long and short windows decreased
the frequency resolution by a factor of 3 but increases the temporal or time
resolution by the same factor. The long block is used for audio signals with
stationary or periodic characteristics while the short block option is used in
blocks containing transients which require better time resolution.

Pre-echo

The combination of band coding and window size causes a strange
phenomenon known as pre-echo which is not removed by switching win-
dow sizes. Consider a transient occurring towards the end of a block.
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Quantising will take account of this and set the quantisation level for the
whole block to a higher level than without the transient. Quantising noise
will occur at the beginning of the block which is audible before the tran-
sient itself, hence the name pre-echo. Pre-echo is eliminated by the use of
the buffer shown in Figure 6.11.

Full Layer Il audio coder

In the Layer III audio coder (Figure 6.11), the output from the 32-phase filter
is fed into a MDCT processor before going into the bit allocation block.
Apart from compensating for the deficiencies of the poly-phase filter, the
MDCT ensures critical sampling in which the number of coefficients is the
same as the number of samples. A simple discrete frequency transform
(DFT) will produce twice as many coefficients than samples because the
50% overlap of the windows results in the same samples falling into two
adjacent windows. For this reason, sub-sampling is used to ensure that the
number of samples reverts back to its non-overlapping level.

The FFT processor drives the psychoacoustic masking processor which
drives the MDCT to determine the window size for each individual sub-
band. The masking processor also produces a masking threshold for the
quantising control unit. Following bit allocation, the bitstream is fed into
a buffer to ensure a constant bit rate. When the buffer overflows, it sends
a control signal to the quantising control unit to change the quantisation
level to reduce the bit rate and vice versa. This process will also serve to
remove pre-echo. During stationary sound material, the buffer contents
are deliberately reduced by the quantiser. If a transient arrives, the
increased number of coefficients may be handled by filling the buffer with-
out increasing the quantisation level thus avoiding pre-echo. The audio
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bitstream as well as information on the quantisation level, scale factor and
masking are formatted into an audio packet.

Advanced audio coding

AAC supports up to 48 audio channels incorporating mono, stereo and 5.1
audio. It was developed by MPEG to deliver the highest possible quality
using newly developed compression tools. The driving force to develop
AAC was the quest for an efficient coding method for surround sound like
those being used in cinemas today. There have been algorithms for these
signals in MPEG-2 for some time but further considerable reduction in bit
rates was necessary.

MPEG-2 AAC was developed first and declared as an international
standard in April 1997. It introduced temporal noise shaping (TNS) and
inter-block prediction. MPEG-2 AAC was followed by MPEG-4 audio.
MPEG-4 standardises natural audio coding at bit rates ranging from 2 kbps
up to and above 64 kbps. When variable rate coding is allowed, coding
atless than 2kbps, such as an average bit rate of 1.2kbps, is also supported.
The presence of the MPEG-2 AAC standard within the MPEG-4 tool set
provides for general compression of audio in the upper bit rate range.
MPEG-4 AAC extends these tools by adding new techniques such as
perceptual noise substitution (PNS), twin vector quantisation (TVQ) and
long-term prediction (LTP).

MPEG-2 AAC

Like all perceptual coding schemes, a psychoacoustic model is used to
simulate the ability of the human auditory system to perceive different fre-
quencies. Tones at different frequencies with equal power are not per-
ceived with equal power. The perceptual model is also used to model the
masking effect of loud tones that mask quieter tones and quantisation
noise around its frequency. The perceivable frequencies are divided into
several frequency bands; this part of the signal spectrum is then analysed
and a masking threshold is calculated.

Although AAC has a similar structure to MP3, compatibility with other
MPEG audio layers has been removed and AAC has no granule structure
within its frames whereas MP3 might contain one or two granules per
frame. Granules are used where, in order to reduce the number of bits used
to describe a sample, a number of samples are quantised as a group.
Furthermore, direct MDCT processing is performed over the PCM sample
frames before the audio signal is divided into 32 sub-bands. The same
tools (psychoacoustic filters, scale factors and Huffman coding) are applied
to reduce the number of bits used for encoding. Another important differ-
ence is that AAC has a better frequency resolution up to 1024 frequency
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lines compared with 576 for MP3. Similar to MP3 coding scheme, the two-
window options are available before MDCT is performed in order to
achieve a better time/frequency resolution. In the long window mode,
MDCT is directly applied over 1024 PCM samples. In short windowing
mode, an AAC frame is first divided into eight short windows each of
which contains 128 PCM samples and MDCT is applied to each short
window individually. Thus, in the short window mode, there are 128
frequency lines decreasing the spectral resolution by eight times whilst
increasing the temporal resolution by the same factor. With a 48-kHz
sampling rate, the length of the two windows are 1024/58 = 21.3ms and
128/48 = 2.7 ms. With a 50% overlap, the windows sizes are 2 X 1024 = 2048
and 2 X 128 = 256 samples. Table 6.1 compares the 2-window options of
MP3 and AAC.

The basic structure of MPEG-2 AAC is illustrated in Figure 6.12. It intro-
duces improvements to existing tools and few new tools. The crucial dif-
ferences between MPEG-2 AAC and its predecessor MPEG audio Layer III
are as follows:

Filter bank

A direct MDCT transformation is performed over the samples before
dividing the audio signal in 32 sub-bands as in MP3 encoding. Similar to
MP3 coding scheme, two 50% overlapping windows are used before
MDCT is performed. At a sampling rate of 48 kHz, the window sizes cor-
respond to a window of 21 and 2.6 ms.

Window shape

In AAC, the encoder can select the optimal shape for the windows
between a Kaiser—Bessel-derived (KBD) window with improved far-off
rejection of its filter response and a sine window with a wider main lobe.

Table 6.1 MP3 and AAC windows properties

Encoder Window Number Samples Samples per  Window

type per frame  frame with length (ms)
50% overlap
MP3 Long 1 576 1152 24
Short 3 192 384 8
AAC Long 1 1024 2048 21
Short 8 128 256 2.6
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Figure 6.12 MPEG-2 AAC encoder

Temporal noise shaping

This tool is an intra-block (within a block) compression technique which
uses the values of previously filtered 20 or more coefficients to predict the
current coefficient. The prediction is subtracted from the actual value and
the prediction error or residual thus obtained is transmitted. At the
decoder, an identical predictor is used to reverse the process.
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Intensity/coupling

This is used where stereo or surround sound is transmitted at very low bit
rate. It discards the spatial information related to the stereo and surround
sound and transmits mono with amplitude codes to allow the signal to be
panned out in the spatial domain at the receiving end.

Inter-block prediction

This technique exploits the fact that when sound is stationary or periodic
with no transient, adjacent blocks exhibit great similarities in their quan-
tised coefficients. A coefficient in a given block may then be predicted
from the confidents at the same location in two previous blocks. As before,
the prediction is subtracted from the actual value and a residual error is
obtained and transmitted. The predictor only operates on coefficients
below 16 kHz. Prediction can only be used over a specified number of
frames after which they have to be reset. Protracted use of prediction
would result in errors and drift.

Mid-side stereo

This is a facility for converting multi-channel sound (stereo or surround)
to the sum and difference format known as mid-side (M/S) format before
quantising in cases where quality can be improved. In M/S stereo, the
middle (sum of left and right) and side (difference of left and right) chan-
nels are encoded. In surround sound, M/S format can be applied to the
front and rear L/R pairs separately.

Quantisation

MPEG-2 AAC quantiser uses non-uniform steps resulting in finer control
of quantisation resolution and improved coding gain.

Referring to Figure 6.12, the MPEG-2 AAC coder provides a good and
consistent quality by dynamically switching between window sizes, intra-
prediction (TNS) and inter-block prediction and the control of buffer occu-
pancy to deal with peaks and transients.

MPEG-4 audio

The MPEG-4 audio standard provides a universal toolbox for transparent
and efficient audio coding for many different application areas. Its uni-
versality makes it possible to use the same standard (MPEG-4 audio) for



Audio encoding 89

different applications, so it is no longer dedicated to specific applications.
It can be adapted to different applications by selecting only the required
tools out of its toolbox. Another advantage in comparison to older stan-
dards is the expandability of the standard. There are still new develop-
ments made for MPEG-4 to provide new tools for even more applications.
The predefined profiles optimised for certain important applications
define the tools used for these applications. Possible applications for
MPEG-4 audio are internet streaming or downloads, digital radio broad-
cast, digital satellite and cable broadcast, portable players, data storage
(audio), third generation mobile phone and wireless networks multimedia
services and bidirectional communications.

MPEG-4 AAC

MPEG-4 AAC combines the tools for general audio coding such as that
used in digital audio and high definition television (HDTV) broadcasting.
It builds and extends the compression tools used in MPEG-2 AAC. The
following are the additional tools provided by MPEG-4 AAC:

Perceptual noise substitution

Noise-like sound which may be part of a normal sound material is very
difficult to encode as it has very little if any redundancy. Experiments have
shown that under certain circumstances, a listener would not be able to
distinguish between the original noise-like signal and general noise that
has the same amplitude that has been generated by the decoder. PNS
sends the parameters of the noise-like signal (which requires fewer bits to
describe) in place of the signal itself. In a band where there is no dominant
tone and no transients, the coefficients representing the band are replaced
by a noise substitution flag and the total power of the coefficients. The
decoder recreates the noise-like signal by generating random coefficients
(general noise) with the same power as that of the original signal.

Long-term prediction

This is a developed version of the prediction used in MPEG-2 AAC
described earlier. This tool is especially effective for the parts of a signal
which have clear pitch property (i.e. with many tonal components like
a solo violin as well as speech). It exploits time redundancy between the
current and the preceding frame (backward prediction).

Referring to Figure 6.13, the spectral coefficients of the preceding
frame are fed through a decoder to be matched with the current frame to
get the best prediction parameters. Then, the spectral representations of
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the predicted frame are fed into a filter bank (TNS), filtered and sub-
tracted from the current frame which has also gone through identical fil-
ter bank and TNS filter to get a residual error signal. A frequency selective
switch is used to choose either the residual or the original signal for each
band, for further coding with the signal needing the smaller bit rate is
chosen.

Twin vector quantisation

In MPEG-2 AAC, the coefficients are quantised using Huffman coding
techniques. In cases where the channel bit rate is low, coarse quantisation
takes place resulting in errors. For this reason, MPEG-4 AAC provides an
alternative coding system in cases where the bit rate is below 16 kbps,
namely twin vector quantisation (TVQ). TVQ works on blocks of coefficients
rather than individual coefficients, with one symbol representing a num-
ber of coefficients. Error is minimised by the use of interleaving.

Low-delay AAC

MPEG-4 audio toolbox contains a number of other techniques that may be
used for other applications. One of these tools is low-delay AAC (AAC-LD).

While the MPEG-4 AAC provides very efficient coding of general audio
signals at low bit rates, it has an algorithmic encoding/decoding delay of
up to several 100ms which is tolerable for broadcasting applications. As
an example, for the general audio coder operating at 24 kHz sampling rate
and 24 kbps, this results in an algorithmic coding delay of about 110ms
plus up to additional 210ms for the use of the bit reservoir. Such long
delays are unacceptable for such applications as real-time bidirectional
communication. To enable coding of general audio signals with a delay not
exceeding 20ms, MPEG-4 specifies a low-delay audio coder. Compared
with speech coding schemes, this coder allows compression of general
audio signal types, including music, at a low delay. It operates at up to
48 kHz sampling rate and uses a frame length of 512 or 480 samples, com-
pared with 1024 or 960 samples used in standard MPEG-2/4 AAC. Also,
the size of the window used in the analysis and synthesis filter bank is
reduced by a factor of 2. No block switching is used to avoid the ‘look-
ahead’ delay due to the block switching decision. To reduce pre-echo arte-
facts in case of transient signals, window shape switching is provided
instead. For non-transient parts of the signal a sine window is used, while
the low overlap KBD window is used in case of transient signals. Use of the
bit reservoir is minimised in the encoder in order to reach the desired tar-
get delay. As one extreme case, no bit reservoir is used at all. Verification
tests have shown that the reduction in coding delay comes at a very mod-
erate cost in compression performance.
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Surround sound

Stereo has been a mainstream consumer format for more than 40 years,
and so it is not surprising that there has been search for new techno-
logies that further enhance the listener experience. Along with other
types of refinements, such as longer audio sample word lengths and
higher sampling rates, what is known as high resolution audio, the
move towards multi-channel audio or surround sound has become a
practical possibility. Consumers can buy inexpensive 5.1-channel play-
back systems and even 7.1 channel systems are becoming common.
However, a non-disruptive transition from stereo to multi-channel audio
requires media formats that can serve both those using conventional
stereo equipment and those using next-generation multi-channel equip-
ment. While some recent consumer media, such as DVD-video, DVD-
audio and super audio CD, resolve the problem by storing both stereo
and multi-channel versions of the sound material, this is not a viable
option for applications that have to work under severe channel band-
width limitations, such as digital audio and TV broadcasting or Internet
streaming.

The new MPEG surround provides an efficient bridge between stereo
and multi-channel presentations in low-bit rate applications with com-
plete backward compatibility with non-multi-channel audio systems.
Legacy receivers decode an MPEG surround bitstream as stereo, enhanced
receivers provide multi-channel output. It employs the tools available in
AAC but introduces a technique for incorporating multi-channel sur-
round sound.

Delivering more than two channels with analogue systems is difficult,
however, the Dolby surround system managed to do this by encoding the
two rear channels into the standard stereo signals. In the digital field, any
number of channels may be encoded and multiplexed. The problem is the
bit rate requirements.

MPEG surround coding techniques overcome these shortcomings by
including spatial parameters as part of the sound bitstream.

Table 6.2 Multi-channel sound formats

1/0 Mono

2/0 Stereo (right, left)

3/0 Right, left, centre

2/1 Right, left, surround

3/1 Right, left, centre, surround

2/2 Right, left, right surround, left surround

3/2 (also known as 5) Right, left, centre, right surround, left surround
5/2 (also known as 7) Right, left, centre right, centre, centre left, right
surround, left surround
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Multi-channel formats

Multi-channel sound can take many formats as listed in Table 6.2.

In addition, a low frequency effect (LFE), also known as a sub-woofer
channel dedicated 120 Hz and lower frequencies is available with all combi-
nations, such as Dolby Digital 5.1 which adds a sub-woofer to the 5-channel
3/2 mode and the 7.1 adding a sub-woofer the 7-channel 5/2 mode. The LFE
channel provides the theatre effect. A typical 5.1 surround sound arrange-
ment is shown in Figure 6.14.

Perception of sounds in space

We live in a reverberant world with sounds coming from all direction,
some direct, some reflected. If the auditory system is able to distinguish
between every different sound, we would hear a confusing cacophony
of sounds. As was stated earlier, the ear has finite temporal discrimina-
tion as well finite frequency discrimination. When two or more versions of
the same sound (direct and reflected) arrive at the ear, they would not
be treated as separate sounds unless they are separated by more than
50-60ms in which case they may be heard as echoes. This is the reason
why “echoes’ are only heard in a valley or a dome where the reflecting wall
is some distance away. Versions of a sound that are separated by about
30ms or less are assumed to be a single sound. This, however, does not
impair the ability of the auditory system to locate the source of the sound
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based on the version that arrives to the ear first. This is the sound that
travelled the shortest distance and that must be the source of the sound.
This phenomenon is known as the precedent effect. The reflected sounds
are the reverberations which give the effect of the ambience of real-life sur-
round sound. They are at a relatively low level and as such are assumed
to be inaudible by most coding systems and are therefore not transmitted.
This is what has to be re-created at the decoding end.

Spatial perception is primarily attributed to three parameters, or cues,
describing how humans localise sound in the horizontal plane: inter-aural
level differences (ILD), inter-aural time differences (ITD) and inter-aural
coherence (IC). These three concepts are illustrated in Figure 6.15, which
schematically shows a human head and a distant sound source. Direct or
first-arrival sound from the source impinges on the left ear while direct
sound received by the right ear is diffracted around the head, with associ-
ated time delay and level attenuation. These two effects result in the ITD
and ILD cues associated with a given source. If the sound is from a point
source in a reverberant environment, reflected sound may impinge on
both ears, or if the sound is from a diffuse source, non-correlated sound
may impinge on both ears, either of which gives rise to the IC cue.

MPEG surround exploits inter-channel differences in level, phase and
coherence equivalent to the ILD, ITD and IC cues to capture the spatial
image of a multi-channel audio signal relative to a stereo (or mono) signal
constructed from the original multi-channel signals. The cues are encoded
in a very compact form and included into the side data portion of a MPEG

N I = Reflected left

Direct left

Reflected right ,’I

./ Refracted right

Direct right

Figure 6.15 Perception of spatial sound by human auditory system
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Figure 6.16 MPEG surround sound encoder

audio packet or in a separate auxiliary packet. Figure 6.16 illustrates the
principle of MPEG surround sound encoding. The MPEG surround
encoder receives a multi-channel audio signal, e.g. 5.1, a total of six chan-
nels. They are fed into a downmixer to produce a 2-channel downmix sig-
nal for stereo (or one-channel downmix signal for mono). The downmix
signal is a faithful representation of the original multi-channel signal in
stereophonic (or in the monophonic) spheres. It is this downmix signal
that is compressed for transmission rather than the original multi-channel
signal. The multi-channel signal is also fed into a spatial parameter esti-
mation block to extract the ILD, ITD and IC cues of the input surround
sound for inclusion in the audio packet bitstream.

A key aspect of the MPEG surround technique is that the transmitted
downmix (e.g. stereo) is an excellent stereo version of the multi-channel
signal. This is vital, since stereo presentation remains one of the main
listening modes primarily via headphones, such as portable music play-
ers. Additionally, MPEG surround supports a mode in which the down-
mix is compatible with popular matrix surround decoders, e.g. Dolby
surround.

At the decoding stage, the cue parameters are used to expand the down-
mix signal into a high-quality multi-channel output (Figure 6.17). The oper-
ation involves a filterbank analyser for high-resolution time/frequency
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Figure 6.17 MPEG surround sound decoder

transformation in preparation for the 2—-6 upmix process. The upmix proces-
sor using the transmitted spatial cues converts the 2-channel time/frequency
representation of the input downmix into a 6-channel time/frequency repre-
sentation which, following a 6-channel synthesis filterbank, is converted into
the original 6-channel surround sound.



7 MPEG-2 transport stream

Broadcasting digital television signals involves multiplexing and formatting
the coded audio and video elementary bitstreams, into packetised elemen-
tary streams (PESs) and multiplexing them together with relevant service
PESs as well as PESs of other programmes. The multiplexed PESs are then
formatted into 188-byte packets to form a transport stream as illustrated in
Figure 7.1. This is followed by the channel encoder in which the transport
stream is used to modulate a suitable carrier. The transport stream is fully
defined by MPEG-2. MPEG-4 on the other hand is designed to be transport
agnostic. This means that MPEG-4 coded data can be carried over differ-
ent transport layers and could move from one transport layer to another.
In the case of HDTV, an amendment to MPEG-2’s transport stream has
been defined to carry MPEG-4 data. This involves introducing additional
identification and other flags specifically for MPEG-4 packets. Transport of
MPEG-4 over IP has also been defined.

Transport stream multiplexing

Video and audio coders deliver their outputs in the form of an elementary
stream (ES). Raw uncompressed pieces of video or audio, known as pre-
sentation units are fed into their respective coders to produce video and
audio access units. A video access unit could be an I, P or B coded picture.
The audio access units contain coded information for a few milliseconds of
sound window: 24ms (layer II) and 24 or 8ms in the case of window
switching (layer III). The sequence of the video and audio access units
forms the video and audio elementary streams respectively. Each ES is then
broken up into packets to form the video or audio PES. Service data and
other data are similarly grouped into their own PESs. The PES packets are
then sliced into smaller 188-byte transport packets.

The transport stream is intended for broadcasting applications in which
the communication medium is error prone, be it satellite or terrestrial. An
error-prone transmission medium is one that has a potential bit error rate
(BER) greater than 10~!4. To ensure that errors caused by the transmission
medium can be corrected at the receiving end, and to facilitate the multi-
plexing of several programmes, the transport stream packet is set to a
standard, relatively short length of 188 bytes. For applications on DVD,
where the communication medium has a lower potential BER, a packet
length in kilobytes can be used to form what is known as a programme
stream.
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Figure 7.1 Basic elements of a digital television broadcasting (DVB) system
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MPEG-2 PES packet

Like any data packet, the PES packet starts with a header followed by the
payload (Figure 7.2). The PES packet may vary in length up to a maximum
of 64 KB. A typical length however is 2 KB. The payload consists of access
units taken sequentially from the original ES. There is no requirement to
align the start of access units and the start of the payload (Figure 7.3). Thus
a new access unit may start at any point on the payload of a PES packet,
and it is also possible for several small access units to be contained in a
single PES packet.

The essential components of the header are the start code prefix
(3 bytes), the start code stream_id (1 byte), programme time stamp, PTS
(33 bits) and the decoding time stamp, DTS (33 bits). PTS and DTS need
not be included in every PES packet as long as they are included at least
once every 100ms in transport stream applications (DTV) or 700ms in
programme stream applications (DVD). The header includes other fields
containing important parameters such as the length of the PES packet,
the length of the header itself and whether PTS and DTS fields are pres-
ent in the packet. Besides these, there are several other optional fields, 25
in total, which may be used to convey additional information about the

Start code
Start code stream_id
l\/
PTS DTS Data
N
Header Payload
Figure 7.2 PES packet construction
Video/audio
access units
% | | | | % Elementary
stream (ES)
Packetized
\ elementary
[ —) stream (PES)

PES packet
Header Payload

Figure 7.3 The video and audio elementary access units used to con-
struct a series of PESs
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PES such as whether scrambled or not, relative priority and copyright
information.

The contents of the PES header are outlined in Figure 7.4. The first four
fields comprise the PES packet start code. It consists of a 24-bit prefix and
8-bit stream identification (stream_id). This combination of 32 bits is guar-
anteed not to arise in the PES other than at the start of a PES packet. The
prefix is set to 00 00 01 in hex. The stream_id byte distinguishes packets
belonging to one ES from those of another within the same programme.
MPEG specifies the permitted values for this field, which include 32 differ-
ent values for audio and 16 different values for video elementary streams.
The next field, packet length field, is another mandatory field indicating
the length of the packet in bytes after the end of this field. This is followed
by two flag fields, flags 1 and flags 2, containing bits which show the pres-
ence or absence of various optional fields. The two most significant bits
of flags 1, marked SS, indicate the type of scrambling if any, and the two
most significant bits of flags 2, marked P and D, indicate the presence or
absence of PTS and DTS fields respectively. The last mandatory field,
PES_header_length, gives the number of bytes of optional data present in
the header before the first byte of the payload is reached. The remaining
fields are optional including the PTS and the DTS fields.
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Time stamps

At the receiving end, video and audio access units belonging to different pro-
grammes arrive at different times. A demultiplexer picks out the video and
audio access units belonging to the selected programme and stores them into
a buffer. When instructed to do so, the video decoder takes a complete access
unit from the buffer, decodes it and displays the picture on the screen.
Similarly, the audio decoder decodes audio access units to provide a few mil-
liseconds of sound in sync with the displayed picture. This process can only
be carried out with a common time base if the video access units are dis-
played in the correct order and in sync with the audio pieces, what is known
as lip sync. This is provided by time stamps. It is generated at the multiplex-
ing/formatting stage at the transmitting end. There are two types of time
stamp: presentation time stamp (PTS) and decoding time stamp (DTS). The PTS
specifies the time when an access unit should be removed from the buffer,
decoded and displayed at the receiving end. A PTS is adequate for decoding
audio and other data. However, a second time stamp is required to decode
the video elementary stream; this is the DTS. A DTS specifies the time when
a video access unit should be removed from the buffer and decoded but not
displayed to the viewer. Instead, the decoded picture is held temporarily in
memory for later presentation. This is necessary for I- and P-coded pictures
where they are separated by a B-coded picture. In these cases, both DTS and
PTS are necessary. The PTS determines the time when the video access unit
is decoded and the DTS determines the time when the decoded picture is
released from the temporary store for presentation to the viewer. This means
the PTS will always be longer than the DTS. The transfer of data from the
buffer and the decoding process itself take a certain amount of time, and this
has to be compensated in the design of the decoder. Failure to do this would
result in lip-sync fault as experienced by some cheap decoder boxes.

It is not necessary for every access unit to be allocated a time stamp. A
decoder will normally know the rate at which access units are to be decoded
and it is therefore sufficient to provide time stamps on an occasional basis
to ensure the decoding process maintains long-term synchronisation. For
DTV broadcasting, MPEG specifies that a time stamp must occur at least
every 100 ms in an audio or video PES.

Program clock reference

For the time stamps to have meaning at the receiving end, some common
measure of time must be available. This is provided by the programme clock
generated at the multiplier stage of the transmitter. The programme clock is
based on the 27 MHz video sampling clock. There is no requirement that
the system clock should be related to any real-time standard. It is purely a
notional time. In the transport stream multiplex, which carries a number of
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programmes, each programme has its own independent programme clock
but it need not be synchronised with the clocks of other programmes,
although several programmes may share a single programme clock. Access
units are assigned time stamps based on the programme clock. The 27 MHz
clock is divided by a factor of 300 to generate a standard time unit of 90 kHz
expressed as a 33-bit binary number. A similar process is carried out for the
47 5MHz system clock for an HD transport stream. Samples of this clock,
known as the programme clock reference (PCR), are included in the transport
stream. A PCR for each programme clock in the multiplex must appear in
the transport stream at least every 100ms.

At the receiving end, the PCR arriving on the transport stream is used
to speed up or slow down the local 27 MHz (47.5 MHz for HDTV) voltage-
controlled oscillator. This ensures the two transmitter and receiver clocks
are fully synchronised.

Transport stream packet

The MPEG-2 transport stream is a series of 188-byte packets with each
packet consisting of a header and a payload. The payload carries data
belonging to different PES packets from the various components of one
of a number of programmes. This process is subject to two constraints.
The first is that only data from one PES packet may be carried in any one
transport packet. The second is that a PES packet should always start at
the beginning of the payload part of a transport packet and end at the
end of a transport packet. The PES packet itself, typically 2048 KB in
length, is larger than the transport packet and will thus be spread across
a large number of transport packets. Furthermore, since it is unlikely
that a single PES packet will fill the payloads of an integer number of
transport packets, the last transport packet that carries the residue of the
PES will only be partially occupied. To avoid breaking the two con-
straints mentioned earlier, the excess space is deliberately ‘wasted” by
filling it with an adaptation field; the field length is the difference between
184 bytes and the PES residue (Figure 7.5). The adaptation field is never
completely wasted. It is structured so it can carry some useful data such
as the PCR.

Null transport packets

When all the PESs are converted into transport packets, these packets are
then sent out sequentially at a constant bit rate to form the MPEG-2 trans-
port stream. The bit rate of the transport stream is determined by the num-
ber of transport packets produced by the multiplexer. If the number of
programmes is few with fewer packets, the bit rate may fall below the
value set by the broadcaster. In such a situation, service information and
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Table 7.1 The use of the adaptation field

Field Description Number of bits
Adaptation_field_length  Total length of adaption field 8
Flags Various information on 8
subsequent fields
Optional fields Various fields, including a unspecified
48-bit PCR field
Stuffing Bytes fo fill in reaming space unspecified
4 Bytes
Payload
Header video, audio or other data

[«———— 184bytes —————»|

< 188 bytes >

Figure 7.6 The 188-Byte transport packet

‘null” transport packets are used to soak up any spare multiplex capacity
and ensure a constant bit rate.

Transport packet header

Each transport packet comprises a 4-byte header followed by a 184-byte
payload of actual video, audio or other coded data, and a total of 188 bytes
(Figure 7.6). The header provides the information needed by the receiver
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Figure 7.7 The transport packet header
Table 7.2 Contents of transport packet header
Field Function Bits
Syn_byte Header start sequence (hex code 47) 8
Error_indicator Indicates error in previous stage 1
PUSI (payload_unit_  Indicates start of payload 1

start_indicator)
Priority Indicates transport priority 1
PID (packet identifier) Indicates content of packet 13
Scrambling_control Indicates type of scrambling used 2
Adaptation_field_ Indicates the presence of an adaptation 1

control field
Payload flag Indicates the presence of payload data 1

in the packet

Continuty_counter Keeps count of truncate PES portions 4

to unpack the various programmes to generate the ES of the selected pro-
gramme. The structure of the transport packet header is illustrated in
Figure 7.7 and listed in Table 7.2.

The header commences with a 1-byte sync word, 01000111 binary
(47 hex), which provides a run-in clock sequence for the packet. This
sequence is not unique and it can quite naturally occur in other fields of the
transport packet. However, the fact that a sync word will occur every 188
bytes within the transport stream enables the decoder to lock onto it. This
is another reason for making sure that all payloads are fully filled with
actual data or stuffed with useless data. The payload_unit_start_indicator
is a 1-bit flag which when set to 1 indicates that the first byte of the
payload part of the transport packet is also the first byte of the PES packet.
The 13-bit packet identifier (PID) is used to indicate the ES its payload
belongs to. There may be many ESs comprising many different pro-
grammes. With 13 bits there are 2!3 = 8192 possible values or codes (0-8191)
available to be allocated. Of these, 17 are reserved for special purposes. The
remaining 8175 codes may be allocated to ESs as necessary. MPEG does not
specify any constraints on which PID code of the available 8175 is assigned
to which ES, except that ESs must be allocated unique PID values. This allo-
cation of PID codes is carried out by the broadcaster at the system layer
multiplexer stage. The continuity counter keeps track of how a single PES
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packet is spread across transport packets. It is incremented between suc-
cessive transport packets belonging to the same ES.

Programme-specific information

As stated earlier, an MPEG-2 transport stream can be used to carry infor-
mation for more than one programme, where each programme is composed
of several ESs: audio, video and other data packets. These ESs are identified
by a unique PID. At the receiving end, the decoder must be able to identify
the ESs that comprise the selected programme. This is the purpose of the
programme-specific information (PSI). PSI consists of four tables:

o The programme association table (PAT) contains a list of all the pro-
grammes together with the PID of the transport packets that carry their
programme map table (PMT).

* The PMT contains a list of all ESs belonging to the selected programme
with the PIDs of the relevant transport packets.

* The network information table (NIT) provides information about the phys-
ical network carrying the transport stream, such as channel frequencies
and service name; this table is optional.

* The conditional access table (CAT) provides information on the scram-
bling system, if any, and the PID of the transport packets carrying the
conditional access management and entitlement information; this table
is present only where conditional access is applied.

When a receiver is turned on and a programme selected, the decoder is first
directed to the transport packets with a PID of zero to retrieve the PAT. It
examines the PAT to identify the PID of the transport packet that contains

PAT (PID 0)
Programme PID
number
0 (NIT) 16
1 (BBC) 306
2(ITV) 3F5
5 17 PMT for programme 1
18 244 PID for programme clock reference 726
10 87 PID for video ES 726
PID for audio ES (English) 56
PID for audio ES (French) 1022
PID for audio ES (German) 803
PID for subtitles data 585

Figure 7.8 Programme association table (PAT) and programme map
table (PMT)
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the PMT for the selected programme. For instance, if programme 1 (BBC) is
selected, then from the PAT in Figure 7.8, PID 306 will be identified and all
transport packets with that PID extracted and decoded to produce the PMT
for programme 1. The PMT lists the PID of the ESs making up the pro-
gramme and any other service information related to the programme. The
next and final step is for the decoder to extract and decode all transport
packets with the listed PIDs to reproduce the PES. For programme 1 (Figure
7.8), that means PID 726 (for the PCR and the video elementary stream), PID
56 (for English language) and PID 585 if subtitles are required. This process
naturally takes some time, which explains why changing channels for a dig-
ital TV receiver is not as instantaneous as for an analogue TV receiver.

The other two tables, NIT and CAT, are optional. Programme 0 in the
PAT is reserved for the NIT, and in Figure 7.8 it points to PID 16. The CAT
is retrieved only if the scramble control flag in the PES header is enabled.

Transport stream multiplexing

The transport packets of several programmes are multiplexed as illus-
trated in Figure 7.9. The simple time-division multiplexing allocates time
slots in a regular sequence to participating data streams. For this to func-
tion, the data streams must share a time clock and have a common fixed
bit rate. But MPEG-2 PESs have a varying bit rate that is determined to a
large extent by the amount of residual error produced by the video encod-
ing process. Furthermore, the participating program share the available bit
rate of the transport stream as necessary with video facing coding diffi-
culties given a larger share of the available transport stream bit rate. For
this reason, statistical (also known as packet) multiplexing is used. First the
188-byte transport packets of each program are sent to their individual
buffer with a buffer arbitrator as shown in Figure 7.9. The buffer arbitra-
tor decides which program buffer should have a packet extracted by the
statistical multiplexer. Thus if a particular program encounters difficult
material with a requirement for increased bit rate, its buffer will fill up and
the arbitrator will then allocate more packets to accommodate the interim
need for increased bit rate. This is only possible if the other programs are
experiencing normal video content, otherwise, the re-quantisation at the
video encoder would have to be re-adjusted. Thus there has to be a direct
connection between the stat-mux and the relevant video coders by which
the level of re-quantising is determine by the multiplexer.

As the process proceeds, the buffers would slowly empty. This allows
for the PSI to be inserted in the transport stream. Meanwhile, the buffers
are filled again. If the multiplexer finds that having sent enough of every-
thing including PCREs, it is still short of a packet, it will send a null packet
to maintain the bit rate at its output. This may be repeated if necessary to
give time for the buffers to fill up. This process provides for the bit rate of
the transport stream to be fixed independently from the timing of the data
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being carried. This is important because the transport stream is the bit-
stream that is modulated and transmitted and as such, it determines the
spectrum of the transmission and that must not vary.

Re-multiplexing

The straight forward broadcasting involves a transport stream carrying a
number of programs. However, in several applications, a provider may
take in a number of streams from several sources and select programs
from among them to be carried by a newly created transport stream.
Furthermore, a broadcaster may wish to include an advert within a trans-
port stream. To support such activities, re-multiplexing, also known as
transmultiplexing is used. Nominally, a re-multiplexer does not alter bit
rates while constructing a new multiplex out of the input streams. It is of
course possible, with statistical multiplexing that the sum of the bit rates
of the selected programs would exceed the bit rate of the transport stream.
To avoid this, transcoding or re-compression has to be used. Transcoding is
the technique by which a compressed video stream is translated to a lower
bit rate strictly within the compressed domain. It can reduce the bit rate of
MPEG-2-compressed video without fully decoding and re-encoding a bit-
stream. It is in partial compression in that it involves identifying the DCT
coefficients and re-quantise them to ensure the totality of the bit rate
remains within the limit set for the transport stream. This results in occa-
sional or moderate reductions in the average bit rate of individual video
streams with little noticeable degradation in picture quality.

While insertion of MPEG-2-coded advertisements into a channel with
stat-multiplexed video requires bit rate transcoding of the advertisement
stream, MPEG-4 coding schemes not only allow use of coding tools that
are more attractive for advertisements (such as natural video merged with
synthetic video with lots of scene changes), they allow for lowering of bit
rates to values that are far lower than MPEG-2 stat-mux stream rates.
Advertisements could be authored at rates lower than 500 kbps with qual-
ity that matches that of the MPEG-2-coded video.

With the use of MPEG-4 coding, multiple advertisement streams can
now be inserted into a stat-mux channel instead of a bitrate-transcoded,
single advertisement stream using MPEG-2.



8 Channel encoding

The transport stream emerging from the system layer multiplexer forms
what is known as a channel. It is also known as a multiplex carrying a num-
ber of different programmes. Before transmission can take place, the packe-
tised transport stream is first scrambled to obtain an even distribution
energy across the channel. This is followed by forward error correction
(FEC) before the signal is finally modulated and transmitted (Figure 8.1).
The channel encoder is agnostic as the type of encoding (MPEG-2, MPEG-4,
AVC, ACC, etc.). The delivery of audio and video encoded data is the same
regardless of the encoding tools used.

Scrambling

Scrambling is the process of rearranging the order of the data bits. It is not
to be confused with encryption, which is the replacement of the original
information by an alternative code pattern. Encryption is a secure system
and it is used in conditional access applications where restrictions apply.
Scrambling is used only for energy dispersal. The problem with plain
unscrambled bitstreams is that they are likely to have long series of zeros
and ones, which introduce a d.c. component. This results in an uneven
distribution of energy making the transmission highly inefficient. If the bit-
stream can be randomised and the series of Os and 1s scattered, a more even
energy distribution will be obtained. This is the purpose of scrambling.
Totally random scattering is not possible as there is no way of descrambling
the bits back to their original order at the receiver. However, a pseudo-
random scattering with a known pattern can be easily descrambled at the
receiving end to regenerate the original order of the data bits. To ensure the
start of each transport packet can be recognised, the start byte is not scram-
bled and the scrambler is disabled for the duration of the start code.

Forward error correction

Digital signals, especially signals with a high level of data compression,
require an efficient error protection capability. In digital video broadcast-
ing (DVB), the bit error rate (BER) must be better than 107! or 1 in 100,000
million bits. This is equivalent to less than 1 uncorrected bit in 1h of
transmission. A transmission channel with such a low BER is known as a
quasi-error-free (QEF) channel. DVD re-production and cable television
are such channels. However, open communication, terrestrial or satellite,
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are prone to errors caused by a variety of reasons including weather con-
ditions and reflections. To ensure such communication media meet the
QEF specification, preventive measures must be taken to ensure that
errors introduced by the transmission medium are detected and, where
possible, corrected. This is the function of the FEC block.

In general, if an error is detected at the receiving end of a communica-
tion system, it can be corrected in two different ways: the recipient can
request the original transmitter for a repeat of the transmission, or the
recipient can attempt to correct the errors without any further information
from the transmitter. Whenever it is a realistic option, communication sys-
tems tend to go for retransmission. But if the distances are large, perhaps
to contact a space probe, or if real-time signals are involved, such as in
audio and video broadcasting, then retransmission is not an option. These
cases require error correction techniques.

Error correction is common place in all walks of life including aural
communication. It makes use of redundancy in messages. Redundancy
exists naturally in all codes including languages. In ordinary English, the
u following a q is quite unnecessary and ‘at this moment in time” can be
shortened to ‘at this moment’ or even ‘now’. Redundant letters or words
play a very important role in communication. They allow the recipient to
make sense of distorted information. This is how we can make sense of
badly spelled emails, a text message, a badly tuned receiver, and so on.

In digital communications, redundancy means unnecessary data that
occupies precious bandwidth and the purpose of data compressions is
precisely to remove them. But without redundancy, there cannot be error
correction. For this reason, controlled redundancy bits are added to enable
data corrupted in transmission to be corrected at the receiving end.

The most basic technique, parity, provides rudimentary error detection.
It involves a single parity bit at the end of a digital word to indicate
whether the number of 1s is even or odd (Figure 8.2). There are two types
of parity checking. Even parity (Figure 8.2a) is when the complete coded
data, including the parity bit, contains an even number of 1s. Odd parity
(Figure 8.2b) is when the complete coded data contains an odd number of
1s. At the receiving end, the number of 1s is counted and checked against
the parity bit; a difference indicates an error. This simple parity check can
only detect an error occurring in a single bit. An error affecting two bits
will go undetected. Furthermore, there is no provision for determining
which bit is actually faulty. For these reasons, more sophisticated tech-
niques are normally used with higher levels of redundancy. One such
technique is FEC employed in digital television (DTV) broadcasting.

Error correction

The introduction of redundancy bits to a package of data increases the
data length and with it the number of possible combinations. Consider a
6-bit package consisting of 4 bits of useful data and 2 redundancy bits.



112  Newnes Guide to Television and Video Technology

parity bit
No.of 1s
\
6 1 1 1 0 1 1 0 1
Even parity
2 1 0 0 1 0 0 0 0
Ja
\
5 1 1 1 0 1 1 0 0
Odd parity
3 1 0 0 1 0 0 0 1
B

Figure 8.2 Parity error detection

The 4 bits of useful data contain 2* = 16 different valid messages. At the
receiving end, however, a set of 2° = 64 different messages may be received,
of which only a sub-set contains the 16 valid messages. This sub-set is called
a code and the valid messages are called code words or code vectors (vectors for
short). When a message is received that does not correspond to any of the
valid codes, the receiver finds a valid code word ‘nearest’ to the received
message, on the assumption that the nearest is the most likely correct mes-
sage in the same way as the corrupted word in the sentence ‘the fishing boat
saiked in the morning’ is easily deduced to be ‘sailed’ being the nearest valid
replacement. This technique is known as forward error correction (FEC).
In practice, real codes contain very long strings of binary bits with
thousands of valid code words requiring carefully designed coding tech-
niques to produce code words which are well structured into sets and
sub-sets. The process of correction is then carried out by advanced
and sophisticated mathematics. There are two coding techniques: block
coding and convolutional coding. In block coding, such as Hamming or
Reed-Solomon codes, a block of k data digits is encoded by a code gener-
ator into a code word of n digits where # is larger than k. The number of
redundancy bits is therefore (1 — k). The ratio k/n represents the efficiency
of the code and is normally known as the code rate. In convolutional codes,
the coded sequence from the encoder depends not only on the sequence
of the incoming block of k bits, but also on the sequence of data bits that
preceded it. Unlike block codes, the code word of a convolutional code
is not unique to the incoming k bits, but depends on earlier data as well.
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For convolutional codes, k and n are usually small, giving small code rates
suchas1/2,2/3,3/4 and 7/8.

Convolutional codes invariably outperform block codes, especially for
correcting random and burst errors. One of the more efficient algorithms
for decoding convolutional codes was devised by Viterbi with especially
good results in correcting random channel errors. DTV uses both block
coding (Hamming and Reed—-Solomon) and convolutional coding.

FEC processing

FEC employed in DTV channel encoding consists of three layers:

* Outer coding
* Interleaving
* Inner coding — for satellite and terrestrial broadcasting only

Outer coding employs the Reed-Solomon code RS (204, 188); this adds
16 bytes to the transport packet, making a total of 188 +16 =204 bytes
(Figure 8.3). It can correct up to eight erroneous bytes in any single trans-
port packet. If the error is higher than 8 bytes, the packet will be marked
erroneous and uncorrectable. A code rate of 1/2 is normally used, and this
has to be set at the receiver to ensure the signals are properly decoded.

Reed-Solomon coding does not provide correction for error bursts, i.e.
errors in adjacent bits, hence the need for an interleaving stage.
Interleaving ensures that adjacent bits are separated before transmission.
If the transmission medium introduces lengthy bursts of errors, they are
broken down at the receiving end by the de-interleaver before reaching
the outer decoder. For a fuller description of the interleaving technique,
refer to Appendix A3.

The inner layer employs convolutional coding to ensure powerful error
correction capabilities at the receiving end. Such error correction capabili-
ties are essential for satellite and terrestrial DTV broadcasting where the
medium of transmission is ‘error-prone’. This layer is not necessary for a
QEF medium, such as cable in which there is less than one uncorrected
error event per hour of transmission.

Both inner and outer coding involves the addition of redundancy bits
which make code words longer. Long code words increase the bit rate,

Header Payload FEC
error

| | | |
I | I 1
4 bytes 184 bytes 16 bytes

Figure 8.3 204-byte transport packet
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which in turn increases the potential for errors. These problems may be
avoided by shortening the code word, a process known as puncturing the
code. Puncturing operates by selectively and periodically removing cer-
tain coded bits from each code word according to a regular pattern known
to the receiver. At the receiver, dummy bits are reinserted to replace the
omitted ones, but they are marked as erasures, i.e. bits with zero confidence
in their accuracy. Consider a code rate of 1/2 that is punctured by remov-
ing 1 bit in 4, a puncturing ratio of 1/4. The mother code rate of 1/2 pro-
duces 2 coded bits for every 1 uncoded bit and thus 4 coded bits for every
2 uncoded bits. If 1 bit in 4 is punctured, then only 3 coded bits are trans-
mitted for every 2 uncoded bits, which is equivalent to a code rate of 2/3.
In fact, this is exactly how a 2/3 rate is generated.

Puncturing a code word increases its code rate as the number of redun-
dant bits is reduced. Punctured codes are obviously less powerful than
the original unpunctured mother code. However, there is an acceptable
trade-off between performance and code rate as the degree of puncturing
increases.

Modulation

The final reduction in the bit rate is provided by the use of advanced
modulation techniques. Simple frequency modulation in which logic 0
and logic 1 are represented by two different frequencies is highly ineffi-
cient in terms of bit rate and bandwidth requirements. Three types of
modulation are used in DVB:

* Differential quadrature phase shift keying (DQPSK) for DVB satellite
(DVB-S)

* Quadrature amplitude modulation (QAM) for cable

*  Orthogonal frequency division multiplexing (OFDM) for DVB terrestrial
(DVB-T)

Phase shift keying

A digital signal has only two states, 1 and 0, and when it is used to mod-
ulate a carrier, only two states of the carrier amplitude, frequency or phase
are necessary to convey the digital information. In terms of bandwidth,
the most economical form of modulation is phase modulation, known as
phase shift keying (PSK). Here, the carrier frequency remains constant
while its phase changes in discrete quantities in accordance with the logic
state of the data bit. Binary PSK (BPSK) is a two-phase modulation tech-
nique in which the carrier is transmitted with a reference phase to indicate
logic 1 and a phase change of 180° to indicate logic 0.

In quadrature phase shift keying (QPSK), also known as 4-phase PSK,
the serial bitstream is first converted into a 2-bit parallel format using a
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Table 8.1 DPSK phase angle representation

Phase angle (°) Bit combination
45 00
135 01
225 10
315 11
135° 45°
225° 315°

Figure 8.4 QPSK phasor diagram

serial-to-parallel converter. The instantaneous states of each pair of bits,
known as dibits, can take one of four combinations, namely 00, 01, 10 and
11. For each of these combinations, the carrier is set to a particular phase
angle (Table 8.1). The carrier has four phases: 45°, 135°, 225° and 315°. For
example, data 00 and 10 are represented by 45° and 225°, respectively. The
four phases are obtained from two quadrature (at right angles) carriers
having the same frequency (Figure 8.4) I (in-phase) and Q (quadrature).
Each phase is used to represent a 2-bit combination known as a symbol
(Table 8.1). As can be seen, the bit rate is twice the symbol rate (also known
as the baud rate). It is the symbol rate, i.e. the rate of phase change that
determines the bandwidth. For the same bandwidth, twice as much infor-
mation can thus be sent using QPSK compared with BPSK.

Differential phase shift keying (DPSK) has no specific reference phase.
A phase shift occurs only if the current bit is different from the previous
bit. The phase reference is therefore the previously transmitted signal
phase. The advantage of this technique is that the receiver and the trans-
mitter do not have to maintain an absolute phase reference with which the
phase of the received signal is compared. DQPSK combines the advan-
tages of QPSK and DPSK.

Phase shift keying may be improved by increasing the number of carrier
phase angles from 4 in the case of QPSK to 8 or 16 in the case of 8-PSK and
16-PSK, respectively. In 8-PSK, the carrier may have one of eight different
phase angles (Figure 8.5) with each phasor representing one of eight 3-bit
combinations.
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011 001

010 000

110 100

111 101

Figure 8.5 8-PSK phasor diagram

0010 0110 Q 1110 1010
Amplitude
modulated
phasor

0011~ 0111 1111 1911
1101
0001 0101 1001
0100 1100 1000
0000

Figure 8.6 16-QAM phasor diagram

Quadrature amplitude modulation

QAM is an extension of PSK in that some phasors are changed in ampli-
tude as well as phase to provide increased bit representation. For instance,
16-QAM encoding increases the bit width of the modulation to 4 as shown
in Figure 8.6. Twelve different carrier phasors are used, four of which have
two amplitudes to provide further 4-bit combinations. Figure 8.7 depicts
all possible carrier phase angles and amplitudes; it is known as a constel-
lation map.
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Figure 8.7 16-QAM constellation map

Figure 8.8 64-QAM constellation map

A higher order of digital modulation may be employed, for example, in
cable, namely 64-QAM encoding, in which each carrier phase/amplitude
represents one of 64 possible 6-bit combinations. The constellation map for
64-QAM is shown in Figure 8.8.

Orthogonal frequency division multiplexing

QAM encoding is very effective and very efficient. However, unlike satellite
transmission, terrestrial broadcasting suffers from multiple path interfer-
ence. In terrestrial transmission, besides the direct signal from the transmit-
ter, a receiving aerial may receive one or more signals that have been
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Direct
signal

Reflected
signal

Figure 8.9 Reflection for short symbol duration

reflected off buildings, trees or moving objects such as flying airplanes.
Reflected signals take a longer time to reach the receiving aerial than direct
signals. In analogue TV transmission, the delayed signal will cause another
faded picture to appear on the screen, known as a ghost. In DTV transmis-
sion, delayed signals can cause intersymbol interference and fading, which
may result in partial or full picture and sound break-up depending on the
amount of delay. If the delay results in a phase delay of 180°, the reflected
signal cancels out the direct signal and complete picture and sound failure
occurs (Figure 8.9). This can be avoided by using OFDM.

OFDM involves the distribution of a high-rate serial bitstream over a
large number of parallel carriers. For each carrier, the bit rate is far below
that of the original modulating bitstream. The carriers, 2048 (2K mode) or
8192 (8K mode), are closely and precisely spaced across the available band-
width. Each carrier is modulated (PSK, 16-QAM or 64-QAM) simultane-
ously at regular intervals with the set of data bits used to modulate the
carriers known as the OFDM symbol. Due to the large number of carriers,
the duration of the OFDM symbol is considerably larger than the duration
of one bit of the modulating bitstream. Consider a bitstream consisting of
1000 bits, with bit duration of 0.1 us. If the 1000 bits are used to modulate a
single carrier (simple PSK), the duration over which each bit remains
‘active’, i.e. the symbol duration, is 0.1 ps. If, on the other hand, the 1000 bits
are used to modulate 500 carriers to form an OFDM symbol, the duration
of the OFDM symbol will be 2 X 0.1 X 1000 =50ps. With a few thousand
carriers and a more efficient modulation, e.g. 6-QAM, the symbol duration
could be a few hundred times longer than the duration of the bits in the
original bitstream.

With long symbol duration, a reflected signal will only be out of phase
with the direct signal for a part of the total duration, shown shaded in
Figure 8.10. For the rest of the symbol duration, the reflected signal is
actively supporting the direct path signal. To avoid the shaded area, a
guard interval (also known as a guard period) is added at the start of the
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Figure 8.10 Effect of long symbol duration of reflected signals
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Figure 8.11 Frequency spectrum of a single OFDM carrier

symbol during which time the receiver pauses before starting the evalua-
tion of the carriers.

The total symbol duration thus consists of two parts: a useful duration
t, proceeded by a guard period set to a fraction of the useful duration, e.g.
t,/4,t,/8, t,/16. For instance, employing the 8K mode, the useful symbol
duration is set to 896 ps. Using a guard period t,/4 would protect against
echoes with delays as large as 224 us. The introduction of a guard period,
however, reduces the number of active carriers available for modulation
and hence lowers the data capacity of the system. In the UK, the number
of carriers used is 2048 but the number of active carriers is only 1705.

In OFDM,, the carriers are harmonically related with a common and pre-
cisely calculated frequency spacing to ensure orthogonality (Figure 8.11).
The spacing is set to the reciprocal of the symbol duration ¢:

OFDM frequency spacing = tl

u
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Figure 8.12 Frequency spectrums of orthogonal carriers

cSéc.000Miz A S10Miz
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smm One 8 MHzDTTV channel

Figure 8.13 OFMD frequency spectrum (2K mode)

By ensuring orthogonality of the carriers, the demodulator of one carrier
is not made aware of the existence of the other carriers, thus avoiding
crosstalk. Figure 8.12 shows the effect of orthogonality in which the fun-
damental frequency of one carrier which, being a sine wave, is the only
frequency component, occurs when adjacent carriers spectrums crosses
the zero line.

When all the carriers are included, a flat spectrum is obtained (Figure
8.13); this is designed to occupy the same bandwidth as allocated to a con-
ventional analogue television programme, namely 8 MHz for the UK and
6 MHz for the USA.

The flat spectrum of OFDM reduces the effective radiated power (ERP)
required of the digital terrestrial television (DTTV) transmitter compared
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Figure 8.14 Spectrum of an analogue TV broadcast

with analogue terrestrial broadcasting, in which the carrier power is con-
centrated in narrow bands around the vision carrier, colour sub-carrier,
FM sound and NICAM carriers (Figure 8.14). In contrast, DTTV transmit-
ted power is more evenly and efficiently spread across the whole spec-
trum, giving considerable savings in power as shown in Figure 8.15. The
complete standard definition terrestrial transmission from Crystal Palace
is shown in Figure 8.16. It will be noticed that the digital multiplexes are
15-20dB below the analogue TV broadcasts. This is necessary while both
systems cohabit the same UHF band with adjacent channels to avoid
cross-interference. However, when analogue is switched off, this restric-
tion will no longer be necessary. Digital terrestrial broadcasts power may
thus be increased making it possible for good un-interrupted reception
using a simple indoor aerial.

Single-frequency network

Apart from improving the quality of reception of DTTV, the high tolerance
to fading and multipath interference has an added advantage. It allows
broadcasting authorities to use a single-frequency network (SEN) through-
out the country. A signal from an adjacent transmitter broadcasting an
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Figure 8.15 Spectrum showing analogue channel peaky spread com-
pared with the flat response of a digital multiplex
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Figure 8.16 Standard terrestrial television broadcasts from Crystal
Palace, London
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identical signal will cause ghosting in analogue TV transmission. In digi-
tal terrestrial broadcasting, these signals are indistinguishable from
reflected waves, and are therefore treated accordingly. They enhance the
direct path signals and improve reception.

Coded OFDM

Besides multipath interference, terrestrial transmission suffers from fre-
quency-dependent noise caused by narrowband interfering signals within
the bandwidth. This is why it is necessary to use a more powerful FEC
coding system, the C in COFDM, than that used in satellite broadcasting.
Noise in the transmission media often causes bits to lose their original
logic levels, rather like the erasures introduced by puncturing. At the
receiving end, soft decision decoding has to establish whether a received bit
is actually logic 1 or logic 0 before an irrevocable decision (hard decision) is
taken on its integrity. The process involves gathering information about
the effect of noise on all the carriers in the multiplex. A history of possible
sequences and their relative likelihood is thus established. Combined with
the FEC punctured codes, this history of sequences and their likelihood,
known as channel state information (CSI) ensures that errors caused by
frequency-selective interference and fading are detected and corrected at
the receiving end.

8K/2K COFDM modes

For DTTV, the European DVB system is based on COFDM modulation
with either 8K (8192) or 2K (2048) carriers with a symbol duration f, of 896
and 224 ps, respectively. The effective number of carriers, i.e. the actual
number of carriers that may be used for COFDM modulation, is 6817 (8K
mode) and 1705 (2K mode). The remaining 343 carriers (2K mode) or 1375
carriers (8K mode) are transmitted without any modulation during the
guard period. Apart from removing the effect of reflected signals, the
guard interval performs two other important functions: (a) the carriers
that are transmitted during the guard interval are used by the decoder for
synchronisation purposes and (b) the guard period allows the useful car-
riers to settle following the abrupt changes in their phases each time they
are modulated by a new set of symbol bits. From among the 1705 carriers
(2K system), 1512 are used to carry data. The remaining carriers are used
to carry the necessary reference signals for accurate decoding to take place
at the receiving end. The 2K COFDM mode is currently used in the UK.
However, DTTV being a very flexible broadcasting system, the 8K mode
may be introduced in the future without making current decoder boxes
redundant. Table 8.2 lists the main characteristics of an OFDM signal for a
channel with 8MHz bandwidth.
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Table 8.2 COFDM specification for 8 MHz channels

Type 8K mode 2K mode
Useful duration ¢, (us) 896 224
Guard interval A t/4,t,/8,t,/16, t/4,t,/8,t,/16,
t,/32 t,/32
Symbol duration t, = £, + A
Number of carriers 8192 2048
Number of active carriers 6817 1705
Carrier spacing 1/t, (Hz) 1116 4464
Spacing between extreme 7.61 7.62

carriers, i.e. bandwidth (MHz)

The 2K mode provides optimum performance for mobile receivers
whereas the 8K mode is generally preferable for large-scale SENs. The sys-
tem may be adapted for other channel bandwidths by merely changing
the ratio f,/n; where n is 2048 for the 2K mode and 8192 for the 8K mode.
This ratio is known as the elementary time element, T, and 1/T is known as
the OFDM system clock. By changing T, hence 1/T, the characteristics of the
emitted signal (apart from the bandwidth) is maintained. For the
8MHz, T =224/2048 and 1/T = 2048/224 = 64/7 or 9.143MHz. The same
figure is obtained for the 8K mode namely 8192/896 = 9.143. For the
7MHz channel, 1/T = 2048/256 = 8MHz. In a 7-MHz channel, the carrier
spacing is 976.6Hz (8K mode) and 3906 Hz (2K mode). Table 8.3 lists
OFDM specifications for channels with 7MHz bandwidth used in some
countries including Australia.

The actual bit rate available depends on the type of modulation of the
carriers. 64-QAM would result in a 27 Mbps multiplex whereas 16-QAM
would almost halve the bit rate capacity. However, 64-QAM is more error-
prone than 16-QAM. QPSK must be used for DTTV reception on fast-
moving vehicles, e.g. trains and cars; this reduces the bit rate capacity to
10-12 Mbps but it also reduces the possibility of decoding errors. In the UK,
the introduction of DTTV was notorious for picture freeze and pixelisation.

Table 8.3 COFDM specification for 7 MHz channels

Type 8K mode 2K mode
Useful duration ¢, (us) 1024 256
Guard interval A t./4,t,/8, t,/16, t/4, t,/8, t,/16,
t,/32 t/32
Symbol duration t, =, + A
Number of carriers 8192 2048
Number of active carriers 6818 1706
Carrier spacing 1/t, (Hz) 976.6 3906
Spacing between extreme 6.656 6.656

carriers (MHz)
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This was mainly as a result of the commercial services using 64-QAM to
pack as many programmes as possible within a single multiplex. That bad
reputation was only broken with Freeview which changed to 16-QAM.

High definition terrestrial television

In 2006, both the BBC and ITV started HD terrestrial broadcasts on a trial
basis from Crystal Palace: channel 27 for the ITV and 31 for the BBC
(Figure 8.17). Each HD multiplex occupied a standard 8 MHz bandwidth
using 8K mode, 64-QAM, code rate 2/3 and a guard period of 1/32. A
lower transmission power (10dB below SD) was used to avoid any inter-
ference with adjacent analogue and digital channels.

Satellite channel encoder

Figure 8.18 shows the main components of a satellite DTV transmission sys-
tem. The input signal is a multiplexed MPEG-2 transport stream consisting
of 188-byte packets. The signal is first randomised with a pseudo-random
bit sequencer, for energy dispersal. The Reed—Solomon coding RS (204, 188)

HD trial HD trial

Figure 8.17 Terrestrial TV broadcasts from Crystal Palace showing
analogue channels, SD and HD multiplexes

MPEG-2 Transport stream 204 Byte packets

188-byte packets

Energy
| dispersal |—» Outer | | Outer | | Innercoder | ' [ QPSK | Satellite uplink

(scrambling) coder interleaving and puncturing modulator

Figure 8.18 Channel encoder (satellite)
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Figure 8.19 Channel encoder (terrestrial)

adds 16 bytes of error protection data to the packet, making a total of 204
bytes. There are then interleaved before entering the inner coder. The inner
coder employs convolutional coding with a mother code rate of 1/2. The
convolutional code is then punctured to produce a code rate of 2/3,3/4,5/6
or 7/8 as determined by the service provider. The error-protected packets
are now ready for the QPSK modulator before entering the satellite uplink
interface for transmission to the transponder.

Terrestrial channel encoder

Figure 8.19 shows the main elements of a DTTV transmission system. The
188-byte multiplexed MPEG-2 transport stream is first randomised and
then processed through the inner coder, interleaver and outer coder and
punctured in the same way as for a satellite system. However, DTTV
broadcasting requires further error protection, provided by the inner inter-
leaver, before the packets can be framed, modulated and transmitted via
UHEF aerial. The inner interleaver is a frequency interleaver which carries
out bit interleaving as well as symbol interleaving; here ‘symbol’ refers to
the bits being transmitted by one OFDM carrier during one OFDM sym-
bol period. The error-protected packet must now be framed before the
modulating stage.

A DVB-T frame consist of data from 68 consecutive OFDM symbols
together with reference pilots and transmission parameter signalling (TPS)
information scattered among the data (Figure 8.20). Four OFDM frames
constitute one super-frame, and one super-frame will always carry an
integer number of MPEG-2 packets. There are two types of pilots: contin-
ual pilots and scattered pilots. Continual pilots are spread at random over
each OFDM symbol. They are used to modulate the same carriers on all
OFDM symbols. Scattered pilots are spread evenly in time and frequency
across the OFDM symbol. The continual pilots are used for synchronisa-
tion and phase error estimation whereas the scattered pilots allow the
receiver to take account of echoes and other impairments when estimating
the channel characteristics. Channel parameters such as the mode (2K or
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Figure 8.20 DVB frame (terrestrial)

8K), guard interval length, modulation type and code rate have to be
included within the transmitted bitstream. For this reason, a TPS channel
is added to the OFDM signal. The TPS information, 68 bits in length, is car-
ried by specified carriers spread over the entire OFDM frame. One carrier
in each symbol is allocated to carry one bit of TPS using simple BPSK.

The OFDM modulation is implemented using an inverse fast Fourier
transform (FFT) where the OFDM carriers (1705 or 6817) are modulated by
each frame. The modulation of the carriers may be BPSK (used for TPS
channel), 16-QAM or 64-QAM as determined by the service provider. The
guard interval is added next, followed by a digital-to-analogue converter
to prepare the signal for the RF interface.
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9 Video re-production

Overview

The process of television re-production involves video and audio process-
ing as well as video formatting and drive for the particular video display
unit. Figure 9.1 shows the major sections of the video section of a televi-
sion receiver set. The video input may be from an analogue or digital
source and the latter may be standard definition or high definition. The
analogue video may take several formats:

* CVBS signal obtained from an analogue terrestrial tuner or directly
from a SCART connection.

* Y and C from an S-video connection.

e Component video Y, P,, P,.

* RGB via VGA port.

These analogue video signals are first fed into the next chip which selects
the video signal to processes it as determined by the viewer. Modern TV
receivers are designed to receive direct audio/video (AV) input from exter-
nal sources such as video recorders, camcorders, satellite receivers and dig-
ital television decoders. They also provide direct AV signals to peripherals
such as video recorders and MPEG decoding audio systems. There are
several ways for connecting AV devices to each other including the SCART
connector, video coupling (S-video, component video, RGB), digital video
interface (DVI), HDMI, VGA for PC, universal serial bus (USB), RS232 and
FireWire. Refer to Chapter 25 for details.

Video processing includes colour decoding using a comb filter which
separates the luminance Y signal from the chrominance components. The
resulting RGB signals are then fed into the next stage for video formatting.

The purpose of video formatting is to ensure that the incoming video
which may be interlaced or progressive, and may have a variety of line and
frame frequencies (PAL, NTSC, PC VGA) is converted into the native fixed
format or resolution of the display unit. Formatting is followed by the
drive circuitry which may be RGB amplifiers in the case of a cathode ray
tube (CRT) display, scan and sustain drive in the case of a plasma panel or
line (row) and data (column) drivers in the case of an LCD display.

Video formatting is not necessary if the display unit is a CRT. Cathode
ray tubes do not have a fixed resolution in which case, analogue RGB is
fed directly into the tube via a driver amplifier.

Digital video may be obtained from a standard definition terrestrial DVB
decoder consisting of a digital terrestrial tuner, COFDM demodulator and
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Figure 9.1 Generalised block diagram of a TV re-production system
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an MPEG-2 decoder. High-definition video would arrive as an uncom-
pressed digitised video via HDMI port to an HDMI decoder or receiver
which converts back into digitised R, G, B as illustrated in Figure 9.1. Both
digital video signals are fed directly into the video formatting and drive
section of the receiver.

Audio from a terrestrial analogue broadcast is tapped off the CVBS sig-
nal by a SAW filter and following demodulation by the sound detector, it
is fed to a multi-media sound processor, amplified and fed into the speak-
ers. For digital reception, stereo sound forms part of the transport stream
produced by the COFDM demodulator. It is MPEG-2 decoded and fed to
the sound select switch for further processing and amplification. External
sound in the form of phono L/R connection may be fed directly to the
sound select switch. However, audio may also be available in a digitised
form via a coaxial or a fibre optic (SPDIF) connection in which case it is fed
directly to the multi-media sound processor (MSP).

Display units

The purpose of the display unit is to re-produce the original moving pic-
tures in as faithful a way as possible. The faithfulness of the re-production
depends on the type of unit used, its properties and mode of operation.
The earliest display unit is the traditional CRT which remains the standard
by which all other units (plasma, LCD, DLP, etc.) are compared.

The cathode ray tube

A great deal of research and development has gone into the technology of
colour picture tubes over the years, and direct-view types are now avail-
able with screen diagonals up to 89 cm. Improvements have been made in
screen materials, gun technology and energy demand. The colour tube
uses all the techniques of its simpler counterpart, and by extension and
refinement of these is able to present a full colour picture on a single ‘inte-
grated” screen. These colour tubes work on the shadowmask principle
originally brought to fruition by Dr A. N. Goldsmith and his research team
in the American laboratories of RCA Ltd in 1950. The original device was
rather clumsy and cumbersome by today’s standards, but it embodied all
the fundamental features of the current generation of colour tubes, and
was amenable to mass production with all the cost advantages that could
bring. The practical realisation of a relatively compact and decidedly
cheap domestic colour TV receiver was (and is) dependent on the direct-
viewing shadowmask tube concept. Today a number of display devices
are available including the LCD and Plasma screen. The CRT however, is
standard display device with which all other devices are compared. It
remains best the device in terms of picture quality.
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In the CRT, high-speed electrons in the form of a beam current are emit-
ted by an electron gun, focused and accelerated by an electron lens and
then directed towards a screen which acts as a positively charged anode.
The screen which is coated with phosphor gives a visible glow when hit
by high-speed electrons. The colour of the emitted light is determined by
the type of phosphor used. For monochrome display, only one type of
phosphor coating is used. For a colour display, three types of phosphors
are used in order to obtain the three primary colours.

Extra high tension

A final anode voltage known as the extra high tension (e.h.t.) in the region
of 15-30kV is required by tube to attract and accelerate the electrons.
This e.h.t. is produced by a voltage multiplier network known as the
tripler (Figure 9.2). The a.c. voltage input is obtained from an overwind
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to final
anode
4Vp D4
C4 3Vp
2Vp b3 —_—C8
e.h.t
overwind c2 D2 Ve
. D1 —¢y
+ V?\J
— Vp
Other
E d.c. supplies

Line output
transformer

Figure 9.2 The tripler arrangement providing e.h.t. for the CRT
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on the line output transformer. C1/D1 act as a clamper which charges C1
to the peak of the input voltage, Vp. This is then applied to the second
clamping circuit consisting of D2 and C2 charging C2 to 2 X Vp and so.
The elements of the tripler are contained in a single well isolated pack-
age or capsule known as the Tripler.

Monochrome tube

The monochrome display tube consists of a single electron gun, an anode
assembly acting as the electron lens and a viewing surface. The beam
passes through a 4-anode assembly (Figure 9.3) which provides accelera-
tion (Al), electrostatic focusing (A2/A3) and final e.h.t. anode (A4). As
well as the grid potential the emission of electrons is also dependent upon
the potential between the cathode and the first anode. An increase in the
potential between these two electrodes causes more electrons to be emit-
ted and vice versa. The actual tube voltages depends on the size of the
tube and its design, however the following are typical voltages for a
monochrome receiver tube:

Cathode 70V

Grid 30V

Al 300—400V (accelerating anode)

A2 15-20kV (final anode)

A3 variable up to 500V (focus anode)
A4 15-20kV (final anode)

The electron gun and the anode assembly are contained within a vacu-
umed thick glass envelope. Access to the various electrodes is obtained via
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Scan
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First Second Third \
grid anode anode anode
(-V) Al ( A2 (+V) A3 (+V) &
Heater — ——— )( [ \ ( | | ™
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beam
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Electron
(V) gun Electron lens

Figure 9.3 Components parts of a monochrome CRT
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pin connections at the back of the neck of the tube with the exception of
the final anode which is accessed along the tube flare. The inside and out-
side of the tube flare are coated with a layer of graphite known as aquadag
coating (Figure 9.4). The outer coating is connected to chassis and the
inner coating is connected to the e.h.t. The glass separation between them
forms a reservoir capacitor for the e.h.t supply. This is why it is important
that this capacitance is fully discharged before handling the tube other-
wise a very violent shock may be experienced.

In order to produce a display the electron beam is deflected in the hor-
izontal and vertical directions. Electromagnetic deflection is employed
using two sets of coils (line and field) known as scan coils placed along the
neck of the tube.

The tube’s angle of deflection forms an important specification of the
CRT. It refers to the angle through which the beam is deflected as it goes
across the screen. The most common deflection angle is 90° although 100°
and 110° are widely used for large tube displays. The deflection angle
depends on the strength of the magnetic field created by the scan coils, the
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Aspect ratio 16/9

Figure 9.5 Screen size

speed of the electron beam which is a function of the e.h.t. and the diame-
ter of the neck of the tube. A narrow neck allows the scan coils to operate
in close proximity to the beam and hence exercise greater influence upon it.

Screen size

Another tube specification is the tube size which refers to the diagonal
measurement from the lower corner to the opposite upper corner of the
screen given in inches or centimetres as illustrated in Figure 9.5. However,
the tube size does not translate into the actual display or visible screen
size. The television tube is generally partially covered by the external cas-
ing of the screen. In addition, the tube cannot project an image to the edges
of the full tube size. For instance, a 28 inch (71 cm) tube has a visible screen
of 26inch (66 cm). The precise dimensions of the screen depends on the
aspect ratio, e.g. 4:3 or 16:9 (widescreen). The power required by the scan
coils is a function of the size and geometry of the tube (screen size and
neck diameter) as well as the deflection angle and the e.h.t. applied to the
final anode.

Raster geometry

A pure sawtooth scan waveform would produce what is known as ‘pin-
cushion’ distortion in a flat or nearly flat screen tubes. This is because an
equal angular deflections of the beam scans a smaller distance near the
centre of a flat screen compared with the distance it scans further away. A
similar effect is produced for the vertical scan. When both non-linearities
are considered together, the raster produced on a flat screen exhibits the
pincushion distortion illustrated in Figure 9.6. Such distortion may be
reduced by the design of the scan coils and to a larger extent by ‘distort-
ing’ the shape of the scanning waveform by introducing a non-linearity as
a counter balance to the non-linearity of the display, a process known as
S-correction. An old technique is the use of small peripheral permanent
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Figure 9.6 Pin cushioning effect

magnets placed on the scan coils which may be manually manipulated to
obtain the necessary modification of the magnetic field.

Scan velocity modulation

As the electron beam in a CRT display unit retraces the image, line by line
across the screen, details and definition may be lost when the scene includes
transitions from dark to light, i.e. black vertical edges. Such edges become
soft and diffused. Scan velocity modulation, or velocity modulation (VM),
attempts to overcome this by emphasizing the edges to improve sharpness.
This may be desirable with analogue television and low-resolution video
from VCRs. However it is not necessary for high-resolution videos sources
such as HDTV and DVD and it must be switched off for these applications
to prevent the inevitable artifacts from degrading the picture quality.

VM regulates the speed by which the electron beam scans the screen,
hence the name scan velocity modulation. The VM circuit examines the
luminance signal and where transition from light to dark area is detected;
the beam is slowed down before the transition and speeded up during it.
When the beam is slowed down it spends more time writing the light area
and the phosphor receives more energy and hence increased brightness
and vice versa. This results in an enlarged or ‘enhanced” black edge.
Although this technique remains controversial as far as picture quality
is concerned, it has been adopted by many manufacturers and has been
promoted as ‘picture enhancement’.

Beam modulation

In order to produce an image on the tube, the brightness of the screen has
to be varied as it scans the surface of the tube to recreates the picture infor-
mation line by line. This is achieved by varying the intensity of the elec-
tron beam in accordance with the video signal, a process known as beam
modulation. The beam is modulated by varying the potential between the
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cathode and the grid. There are two types of modulation: grid modulation
in which the cathode voltage is be held constant while the grid voltage is
varied by the video signal and cathode modulation in which the voltage
at the grid is fixed and that of the cathode is varied with the video signal.
With cathode modulation the video signal is negative-going as shown in
Figure 9.7. Peak white is produced when the cathode is at its most nega-
tive potential. In practice cathode modulation is normally used because of
its greater sensitivity with negative-going blanking pulses applied to the
grid to cut the beam off during line and field flybacks.

Colour receiver tubes

CRTs used for colour display have three separate guns, one for each pri-
mary colour arranged to bombard a screen which is coated with three
different types of phosphors, one for each primary colour. The three
phosphors are either grouped in triangular delta (3-colour triad) or in-line
formation. When a group of triads is caused to glow at proportioned
colour intensities, the eye is deceived into perceiving that the primary
colours occur at the same point and so it discerns a spot or a dot corre-
sponding to the mix of the three colour intensities.

Typical voltages for colour tubes are considerably higher than their mono-
chrome counterparts with the final anode voltage in the region of 30kV.

Purity

For correct colour reproduction, the red, green and blue beams must strike
only their own particular phosphors and no other. This is known as purity.
Purity adjustment involves changing the magnetic field formed by the
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scan coils both in terms of strength and direction to move the beams so
that they strike the correct phosphor coating of the screen. This is achieved
by the use of a pair of two-pole ring magnets placed along the neck of the
tube and a rotating disk magnet as shown in Figure 9.8.

Convergence

The three electron beams scanning the screen produce three separate rasters
as illustrated in Figure 9.9 thus rendering the problem of raster correction
considerably more complicated compared with those encountered with
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monochrome displays. The three rasters must not only be of the correct rec-
tangular shape with no pincushion distortion, they must also coincide pre-
cisely. This is known as convergence. There are two types of convergence,
static and dynamic. Static convergence relate to the central part of the picture.
Dynamic convergence covers the rest of the screen which involves the estab-
lishment of a continuously varying (dynamic) magnetic field to ensure con-
vergence at the outlying areas and corners of the display. As we will see
later, this requires electromagnetic waveforms which are a function of both
the line and field frequencies.

The shadowmask tube

The first mass-produced colour tube was the delta-gun shadowmask. It
has three electron guns mounted at 120° to each other at the neck of the
tube each with its own electron lens. The guns are tilted by a small amount
towards the central axis of the tube so that their electron beams converge
and cross at the shadowmask and pass through carefully positioned holes
to strike their correct phosphor dot. A large number of electrons miss their
holes and are lost by hitting the mask resulting in what is known as low
electron transparency resulting in low efficiency and low brightness. In
the delta arrangement (Figure 9.10), the three guns are in three different
planes making it difficult to achieve accurate conversion as the beams
are made to scan the screen. This is the main disadvantage of the delta
type. Highly complex and expensive convergence circuits are necessary to
overcome the two dimensional distortion of the rasters and to maintain
good convergence. Several presets have to be used in a complex sequence

Shadow mask

%
o202

%
SR
9.%%!

$900%

5

oY
X Screen

TN
%
oo

4
y
%
g
2038
R
s
$9%%

o2

)

>
TN
<R B
K055 K
K5
5

o
5
to%ess
to%ess
5

(-
Sogesosess
%

5
93¢

0% %

:‘

o3
000
¢

%

B
o
RSB

\

‘0
Sogesoses
s
§ o
RS
(%S
RYL
KK
&
</

KX
26%

oos
gl

Electron Deflecting
guns coils

Figure 9.10 The shadowmask tube



140 Newnes Guide to Television and Video Technology

requiring highly skilled labour. Furthermore, the tendency for conver-
gence to drift means frequent adjustments are necessary. For this reason,
delta-gun tubes are no longer used for domestic TV receivers. However,
they are still in production for use as monitors for advanced computer
displays because of their high definition when fitted with a very fine-pitch
shadowmask.

The in-line colour tube

In the in-line shadowmask tube the three guns are placed side by side and
the phosphors coating on the screen is in the form of striped triads. Each
3-colour group is arranged to coincide with a longitudinal grill or slot in
the shadowmask. Having three beams in the same horizontal plane has
two advantages.

First, purity is unaffected by horizontal magnetic fields such as the
earth’s magnetic field. Secondly, the need for vertical conversion correc-
tion disappears because the three beams always travel in the same hori-
zontal plane. Convergence is then reduced to the relatively easy task of
deflecting the two outer beams inward slightly to converge with central
beam. The first in-line tube was developed by Sony known as the Trinitron.
This was followed by the Mullard’s precision-in-line, PIL (AX series) self-
converging tube which eliminated the need for dynamic convergence
adjustment altogether.

The trinitron tube

The Trinitron uses a single in-line gun assembly and a single electron lens
assembly as shown in Figure 9.11. The phosphors are arranged in vertical

In-line
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Figure 9.11 The trinitron tube
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stripes forming three-colour striped triads. Higher electron transparency
is achieved as fewer electrons are lost by hitting the mask resulting in
improved efficiency and brightness. The single electron gun employs
three in-line cathodes. The three beams pass through a complicated
anode arrangement which bends the two outer (red and blue) beams so
that they seem to be emanating from the same source as the green beam
in the middle. The Trinitron suffers from two basic disadvantages. The
first is that the construction of the striped mask has very little stiffness in
the vertical direction and has to be kept under considerable tension to
prevent sagging or buckling. The second disadvantage is the need for
some dynamic convergence adjustments especially in wide angle large
screens.

The PIL tube

In the precision-in-line, PIL tube, three separate guns are mounted side by
side on the same horizontal plane. The phosphors are painted in vertical
stripes with the shadowmask consisting of staggered slots (Figure 9.12)
providing mechanical rigidity and high electron transparency for
improved brightness. The main advantage of the PIL tube is the develop-
ment of astigmatic magnetic field produced by a special deflection yoke
designed to produce staggered magnetic field to eliminate the need for
dynamic convergence.



This page intentionally left blank



10 Plasma panels

Introduction to flat panel displays

Electronic displays have been around almost since the electron was first
discovered in 1897. Scientists and engineers have developed a very wide
range of electronic display technologies and today, the choice has never
been wider.

For years, the most common display technology has been the cathode ray
tube or CRT. In the last few years, around 115 million new CRT computer
monitors and 130 million new television sets based on CRT technology have
been sold annually throughout the world. CRTs have been produced in large
volumes for over 50 years and consequently, manufacturers have developed
very efficient processes and enjoy great economies of scale. This means that
CRT technology delivers a good performance at relatively low cost.

But now there are newer, slimmer, lighter and more versatile products
that are true alternatives to the traditional CRT device. Currently, the most
popular technologies are:

Plasma display panel, PDP.
Liquid crystal display, LCD.
Digital light processing, DLP.

There are other technologies that are being developed such as organic
light-emitting diodes (OLED), field emissive displays and surface-
conduction electron-emitter displays (SED).

The CRT is a well tried and tested technology and remains the standard
for standard definition picture quality. Nonetheless, flat panel displays
(FPDs) have a number of advantages that makes them more desirable than
the CRT. These advantages are:

Fully flat display.

Large screen formats.

Thin (40 mm) — suitable for wall hanging.
Small in size — occupying less desk space.
Fully digital internal operation.

Light weight — 1/6th of CRT.

Unaffected by magnetic fields.

Fully flicker-free operation.

Larger viewing area —a 15" flat panel gives the same viewable screen as
a 17" CRT.

» High resolution.
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On the other hand, flat panels have disadvantages, but these are differ-
ent depending on the type of FPD under consideration. In general, how-
ever, FPDs are more complex, more expensive, have restricted viewing
angle and use more power than the comparable conventional CRT display.

Viewing angle

Traditional CRT displays may be viewed at virtually any angle without
degradation in colour or brightness. The same cannot be said of flat panel
displays FPDs. FPDs are specified with a ‘viewing angle” defined as the
angle (horizontal and vertical) from which the display can be correctly
seen without discolouring or brightness degradation. Most FDPs have a
viewing angle of 160°V and H. That means that a picture may be viewed
at 80° (160°/2) from a line drawn vertically from the centre of the screen.
Given that at 90° the viewer is facing the edge of panel, such a viewing
angle is a very tall order. Some manufacturers claim a viewing angle as
high as 170°. That being said, a viewer may find that images at the extreme
ends of the specified viewing angle do not provide comfortable viewing
or good picture quality.

Matrix format

All flat panels consist of a number of picture elements, known as pixels
arranged in a matrix format of rows and columns as illustrated in Figure
10.1. For colour production, each pixel is sub-divided into three sub-pixels
or cells. The construction of a colour flat panel will be as illustrated in
Figure 10.2 with barrier ribs separating the pixel cells.

Pixels

Columns

Rows

Figure 10.1 Matrix format
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Resolution

The resolution of an FPD is defined as the number of pixels that make up
the panel. It is specified as X X Y where X and Y are the number of pixels
in the horizontal and vertical directions respectively. Although a flat panel
may be manufactured with any resolution, the following is the accepted
standard resolutions:

VGA (video graphic array): 640 X 480

SVGA (supper VGA): 800 X 600

XVGA or XGA (extended VGA): 1024 X 768

SXGA (super extended graphic array): 1280 X 1024
UXGA (ultra extended graphic array): 1600 X 1200

The total number of pixels in a panel is the product X X Y. For example,
an SVGA panel has total number of pixels = 800 X 600 = 480,000. It should
be noted here that the number of cells is 3 X 800 X 600 = 1,440,000. It fol-
lows that while the number of rows or pixel lines = 600, the number of
columns = 3 X 800 = 2400.

Pixel specifications

The size of a pixel is normally defined by its horizontal pitch which is the
distance between the middle of one cell and the next cell of the same
colour as illustrated in Figure 10.2. A pixel also has a vertical pitch dimen-
sion. Pixel size depends on screen size as well as resolution. Higher reso-
lutions for same screen size necessitate a smaller pixel size and vice versa.

1st pixel 2ndpixel | ______________._ 1023th pixel | 1024th pixel
array array array array
S IR|G|B|R|G|B| ~rrereeee R|G|B|R|G|B
et I1R|G|B|R|G|B| ---m-mmmmeee- R|G|B|R|G|B
\\
; ; R ; \§ Ribs
T R|G|B|R|G|B| ---momeeeee- R|G|B|R|G|B|—F pelpicn
- I Cell pitch
e IR|G|B|R|G|B| e R|G|B|R|G|B|—L O
—— n
Pixel pitch (1dof) B cell Cell pitch
(Hor) (Hor)

Figure 10.2 Pixel cell construction of a flat panel display
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Typical values for a PDP are 1080 pm (H) and 810 pm (V) for a 42 in. VGA
panel. For high resolution PDPs, a typical pixel pitch could be as low as
800 um (H) and 500 pm (V).

The size of a cell is normally defined by its horizontal pitch or width
which is the distance between the middle point of adjacent cells. A cell also
has a vertical pitch dimension which is the same as the pixel pitch (verti-
cal). The cell pitch depends on screen size as well as resolution. A typical
cell width for a PDP is between 360 and 300 um.

The final specification of a pixel is the rib width and height (or vertical)
dimensions, typically 80 and and 150 um respectively for a plasma panel.
For deep cell construction, the rib height is doubled.

Resolution: flat panel versus CRT

It is appropriate here to compare the resolution of a flat panel with that of
a CRT display. CRTs are completely analog devices, and unlike FPDs, they
do not have discretely addressable pixels that define a native resolution. A
CRT resolution is defined as the maximum number of points or dots that
can be displayed without overlap. A colour CRT has a matrix of red, green
and blue phosphor dots. A phosphor dot is not a discrete pixel. The
sweeping electron beam does not uniquely turn each individual dot on
and off, as is the case with discrete pixel types of displays. Rather, as the
beam scans across the face of the tube, the areas of phosphor that the beam
strikes glow with an intensity proportional to the beam current’s instanta-
neous amplitude. The size of the phosphor area illuminated by the beam
depends on the focus of the electron beam and the distance between
adjacent dots of the same colour. If the electron beam is sufficiently well-
focused, the tube will be able to resolve an area smaller than a single dot
which is in fact just a tiny area of continuous phosphor. If the electron
beam’s focus is sufficiently diffuse, it may not just illuminate a single dot,
but may also simultaneously illuminate a whole or part of an adjacent
dot. The dot pitch plays a significant role in determining a colour CRT’s
resolution capability, because it determines the distance between adjacent
dots of the same colour. If we consider just blue dots, for example, one
blue dot is not directly adjacent to another blue dot. There are green and
red dots that are to some degree positioned between the two red dots.
The result is a gap between adjacent blue dots, and the size of this gap
influences the attainable resolution. The farther apart the blue dots, for
example, the less blue resolution the screen is capable of displaying, and
likewise for the red and green dots. The smallest dot pitch found in a
typical top-quality monitor tube is about 0.22mm, or about 4.45 dots per
millimetre, which is about 115 dots per inch. Such a display with a width
of 36in. has about 4156 dots in a horizontal line. It is safe to say that it is
possible for such a CRT monitor to display the resolution of HDTV, either
1280 X 720 or 1980 X 1020, if the proper conditions of dot pitch, electron
beam focus and scanning speed are met.
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To summarise, the resolution capability of a given colour CRT depends
on a number of factors, the most important being the dot pitch, how
tightly the electron beam is focused and the electron beam’s scanning
speed. Most manufacturers do not list the dot pitch ratings anymore
which are typically between 0.12 and 028 mm with an average of
0.25mm. CRTs are, within limits, flexible in their resolution capabilities
and can handle a video signal of any resolution. This is not the case with
flat panel FPDs containing discrete pixels. If you want to display a resolu-
tion other than the native pixel resolution on a display containing discrete
pixels, the image must be re-scaled.

Plasma operation

The principle of operation of a plasma pixel is closely related to that of the
simple neon light. It has long been known that certain mixtures of gases
such as neon, helium and xenon when subjected to a sufficiently strong
electric voltage will break down into ‘plasma’ and what is known as
plasma discharge occurs. Plasma is an electrically neutral, highly ionised
substance consisting of electrons, positive ions and neutral particles. Being
electrically neutral, it contains equal quantities of electrons and ions and
is, by definition, a good conductor. Apart from conducting a current,
plasma discharge converts a part of the electric energy into electromag-
netic waves including ultra violet (UV) and visible light.

The first drawback of this simple plasma unit is the fact that the light
emission from such a pixel is the familiar orange glow of neon signs. To
overcome this, and produce colour, appropriate phosphors which emit dif-
ferent colours when excited is used to cover the inside of the pixel.
Ultraviolet rays generated by the discharge are then used to impact onto the
phosphor coating to emit colour light as shown in Figure 10.3. To optimise
the UV emission, the gas mixture is modified with the addition of xenon.

Visible
light

Row electrode
AN

(o[

\ A\

N
= \] ]

\

Barrier Phosphor
ribs

Column
electrode

Figure 10.3 Double (matrix) substrate plasma pixel cell
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This process is used as the basis for a matrix of tiny pixel cells formed
by an array of row and column electrodes placed within two glass sub-
strates. In this type of construction, known as the matrix or double substrate
plasma panel, the two electrodes are deposited in strips on two separate
parallel glass plates with a discharge cell placed at each intersection.

This early design was modified to simplify manufacture, reduce cost and
increase brightness. This is how the co-planar panel was born (Figure 10.4)
in which the two electrodes, scan (Y) and common sustain (X or C) are placed
on the same plane rather than facing each. The discharge thus occurs
between two electrodes which are parallel to each other and are deposited
on the same glass plate. A third electrode, the address or data electrode is
added to ensure the discharge takes place perpendicular to the parallel
electrodes and to determine which cell will suffer a discharge.

Figure 10.5 shows the construction of a coplanar pixel cell. The cells are
separated by barrier ribs to prevent electrical and optical interaction
(crosstalk) between the cells. The inside walls of the ribs are covered with
a layer of phosphor. The electrodes are deposited on the front and rear
glass plates: scan and sustain electrodes on the front and the address
electrodes on the rear. The dielectric layer above the electrodes which is
typically 20-25 um thick protects the electrodes and provides a capacitive
reactance in series with the cell which apart from acting as a current
limiter, is crucial to the formation of the wall charge which acts as a tem-
porary memory storing one-bit video data. This is followed by the MgO
(Magnesium Oxide) layer to protect the dielectric. Its large secondary
electron emission coefficient when bombarded by neon or helium ions
helps to maintain a low plasma breakdown voltage. The final layer is the
phosphor layer responsible for light emission.

The panel is constructed by first mounting the address electrodes on the
rear glass (Figure 10.6). A protective coating of a dielectric is then added.
Ribs are formed as dividers and colour phosphors are then added to the
cells. Scan and Sustain transparent electrodes are mounted on the front
glass and coated with a protective dielectric. Finally an MgO overcoat is
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applied on the front glass for protection of electrodes from the discharge.
The scan and sustain electrodes occupy a large area on the front glass plate
and therefore must be transparent. Indium tin oxide, ITO is used for that
purpose. Due to the resistivity of ITO, a small metal electrode, a bus
electrode, is generally deposited on the edge of each coplanar electrode to
maintain a constant voltage along the electrode. The two plates are then
sealed and plasma gas, e.g. Xenon in Neon or Helium are pumped at a
pressure lower than normal atmospheric sea level. In this way, the two
glass plates are constantly under external pressure thus sustaining the seal.

From this basic structure, Red, Green and Blue colour are produced. It
will be noticed from Figure 10.6 that the pixel cells have different sizes with
the blue cell being the largest and the red cell smallest. The reason for this
asymmetric cell structure is that blue makes a greater contribution to colour
temperature and when blue is brighter, it is possible to use brighter red and
green so that the panel as a whole is brighter. However, the asymmetric
arrangement has the major disadvantage of increasing manufacturing costs
and reducing lifetime. For this reason, some manufacturers have opted to
the symmetrical phosphor arrangement with appropriate changes to the
video signal to counter the varied colour contribution of primary colours.

The life time of a display is mainly limited by the sputtering of the MgO
layer. Although the secondary emission properties of MgO do not change
significantly even after hundreds of nanometers are removed from its sur-
face by sputtering, its life time is limited, typically 50,000 or 60,000 h at
average brightness.

Address display separated

Driving a pixel cell involves three phases (Figure 10.7):

* set or initialise (also known as erase),
e address or write,
e sustain or discharge (also known as display).

The set phase
The cell is set by removing any residual charge that may remain from a

previous drive cycle. This is accomplished by applying a step pulse in the
region of 300400 V, between the scan (S) and common sustain (C) electrodes

@I- |:>| Address ||:>| Sustain

Figure 10.7 Three-phase pixel cell drive cycle
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Figure 10.8 Set or erase pulse applied between scan S and common C
electrodes

(Figure 10.8). The step voltage causes a small start discharge to take place
and the gas in the cell becomes ionised. This start discharge is not a fully
fledged discharge and very low light emission occurs.

The address phase

Once the cell has been cleared and set, the next stage is to determine if the
cell is required to be ‘turned ON’, i.e. required to produce light emission.
This depends on the picture content represented by the video information
fed into the address (A) electrode. At this stage, the scan (S) electrode is
taken to a negative potential by a scan pulse. If the data electrode is at logic
1, then the cell is selected for emission. The potential between the data and
scan electrode causes a small discharge to take place in the cell. The dis-
charge is quickly quenched as the dielectric surrounding the electrodes
charges up. This charge is known as the “wall charge’ which primes the cell
for a fully fledged plasma discharge at the next phase (Figure 10.9). The
pixel cell that does not have a wall charge will not produce light at the next
phase. This technique in which the active cells are selected by forming a
wall charge at the address stage is known as ‘selective write’ addressing.

The sustain phase

The final stage is to discharge the cell and produce light emission. This is
accomplished by applying a high frequency pulse (in the region of 200 kHz)
known as the sustain pulse between the scan S and the common sustain
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Figure 10.9 Address phase and wall charge formation
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Figure 10.10 The sustain phase

C electrodes. The amplitude of the sustain pulse is smaller than the break-
down voltage of the plasma. However, its polarity is such as to add to the
existing wall charge causing plasma discharge to take place and with it the
emission of UV which upon bombarding the phosphor coating release
the appropriate colour glow (Figure 10.10). This discharge will also be
quenched by the dielectric creating a new wall charge. This time, however,
the wall charge is in the reverse polarity to the previous one. If now a sus-
tain pulse with an opposite polarity is applied to the scan-sustain electrodes,
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Figure 10.11 Discharge takes place at each positive and negative edges
of the sustain pulse

it will add to the newly created wall charge to produce another full dis-
charge which in turn reverses the wall charge and so on. Discharge will thus
occur at each positive and negative halves of the sustain pulse as illustrated
in Figure 10.11. The brightness of the pixel cell is determined by the number
of sustain pulses applied to the electrodes. If the cell was not selected for
emission during the address phase, there would not be a wall charge and a
pixel cell discharge will not occur even when a sustain pulse is applied.

From the above, it can be seen that the set-address—discharge process
have three distinct and separate phases. This technique is known as
address display separated (ADS) in which pixel cells are ‘addressed” individ-
ually and then in a ‘separate” phase the pixels are ‘displayed” by a simul-
taneous discharge.

Driving the panel

The process of driving a plasma panel follows the sequence of ADS
described above. First, the set voltage is applied simultaneously to all the
pixels and their individual cells. Next, the pixels are addressed one line at
a time. Each line is selected in turn and the pixel cells along that line are
addressed individually by the digitised video data fed down the address
electrode bus. If a particular cell in that line is to be selected for discharge,
then the dielectric in that cell is charged and a wall charge is formed. Once
the pixel cells have been addressed and the appropriate cells primed by a
wall charge, the next line is selected and the cells in that line are addressed
and primed as dictated by the next set of video data clocked down the
address columns and so on.

When all the lines have been scanned and all the pixel cells addressed
and primed as necessary, the sustain phase is then executed by applying
a series of sustain pulses to all S electrodes and a similar but anti-phase
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Figure 10.12 Scan and sustain drive waveforms

sustain pulses to the common C electrodes. The scan and sustain wave-
forms will thus have the distinctive shapes shown in Figure 10.12. A set
voltage pulse Vg is applied to all scan electrodes simultaneously to clear
and set all pixel cells. This is then followed by the address or write period
in which, each line or row of pixels is selected in turn by a negative going
select pulse. The cells along the selected line are then addressed and
primed by one-bit video data fed down the address bus, hence the name
one-bit plane technique. A video data bit of 1 will select the cell for emission
and a wall charge will be formed. A data bit of 0 will not select the cell and
wall charge will not be formed. After the line has been addressed, its scan
voltage is kept at a negative voltage known as base-write voltage Vi, for
the remaining duration of the address period. This is necessary in order to
avoid pre-mature discharge of the cells, known as self-erasing discharge
which will remove the wall charge. As for the sustain electrode, it is kept
at a small negative voltage known as sub-write voltage Vg, during the
address period. At the end of the address period, out-of-phases 4-5 ps
pulses are fed into the sustain and scan electrodes for the simultaneous
discharge and display of all selected pixel cells.

Figure 10.13b shows the waveforms associated with addressing three
pixel cells, Ky, Ly and My on three consecutive lines, Yy, Y; and Y, respec-
tively. All three cells fall along the same address line A | (Figure 10.13a). At
the set phase, a set pulse is fed to all scan lines. The address phase involves
selecting each line separately by a negative going pulse. Pixel line Yy is
selected by Yy select pulse and at the same time, data for pixel cell K,
appears on address line A, to prime the cell for discharge during the sus-
tain phase. Pixel line Y| is then selected by Y, select and simultaneously
data L, appears on address bus A | to prime the cell. Similarly for pixel line
Y, except that in this case the data for cell M, is zero and the cell is not
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Figure 10.13 Sustain and scan pulses for three cells along one data line

primed for discharge. When the scan phase is completed, anti-phase sus-
tain pulses are applied to the Y and C electrodes.

Scanning: sequential and interlaced

One of the major drawbacks of CRT displays is flicker. There are two types
of flicker that affect a CRT display: inter-field caused by interlacing and
the less significant intra-field flicker. Both are caused by electron beam
scanning. When the beam scans a line, the phosphor glows and as soon as
the beam moves along, the phosphor begins to fade. By the time the beam
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Table 10.1 CRT—PDP comparison

CRT PDP
Scan Interlace Progressive
Emission Dot sequence Simultaneous
Phosphor excitation Electron beam Ultra violet rays
Brightness control Beam current Discharge (sustain) period
Power consumption 100-150 W 200400 W

reaches the end of a field, the phosphor at the start of the field would have
almost completely faded, causing intra-field flicker to occur. Similarly for
intra-field flicker, by the time the beam reaches the end of a line, the phos-
phor at the start would have faded.

In plasma panels, the process of line-by-line scanning is separate from
the actual process of light emission. The latter takes place during the sus-
tain period exciting and discharging all pixels simultaneously. For this rea-
son, flicker disappears completely. It will also be noticed that the ADS
plasma addressing technique is sequential and since television broadcast-
ing involves interlaced pictures, it is necessary for interlace-to-progressive
(I/P) conversion to take place before video data are fed to the video driving
board. Table 10.1 shows a comparison between a CRT and a PDP.

Sub-field coding

As was stated earlier, the brightness of a pixel cell depends on the number
of sustain pulses and therefore the duration of the sustain period. A long
sustain period produces more plasma discharges and therefore higher
brightness levels and vice versa. A single drive cycle of set-address—
sustain produces one level of brightness for all selected cells. To produce
different levels of brightness for different cells within a single picture
frame, in other words, to produce a greyscale, we need more than one
drive cycle in which each drive cycle known as a sub-field (SF) is given a
brightness weighting determined by the length of its sustain period. A SF
with a short discharge period would result in low brightness and vice
versa. If two SFs are used, then 2> = 4 different greyscale levels can be
obtained, whereas 6 SFs would result in 2° = 64 different levels. And since
each drive cycle or SF requires one bit of video, then the number of
bits used to describe the video signal determines the number of SFs. For
example the standard eight-bit colour signal would generate eight SFs per
frame and with it 28 = 256 greyscale levels.

Table 10.2 shows a binary weighting stretching from lowest order SF1
valued at 1 to the highest order SF7 valued at 128. Figure 10.4 shows the
weighting of each SF in terms of its period. Each pixel cell is selected for
one, two or more SF to the maximum depending on the required brightness
of the cell. For low brightness, the cell is selected and primed for low SFs
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Table 10.2 Weighting values for an 8-SF frame

SF1 20=1 SF5 24=16
SF2 21=2 SF6 25 =32
SF3 22=4 SF7 26 = 64
SF4 2°=8 SF8 27 = 128

while high brightness is achieved by priming the cell for the high order SFs.
The total brightness of each pixel cell in a frame is the summation of the
brightness produced by each SF. Minimum brightness, i.e. black is obtained
when the cell is not selected in any SF and the highest brightness is
obtained when a cell is selected for all SFs giving a brightness value of 256.

Plasma panel brightness

The complete set of SFs has to be processed within the duration of one
complete TV picture frame which for the UK’s 625-line system is 20 ms
and for the USA’s 525-line system is 16.7 ms. In any SF, the sustain or dis-
charge time progressively increases in binary steps. The address period,
however, is constant throughout. This is because the address period
depends on the number of lines and the duration of the write pulse. Given
a typical write pulse of 2 ps, then for a VGA panel with 480 lines and 8 SF
(256 greyscale levels), the address period = 2 pus X 8 SF X 480 = 7.68 ms.

With a PAL TV field period of 20 ms, the available sustain period
per frame = 20 —7.68 = 12.32 ms. The percentage of the TV field available
to sustain the cells = 12.32/20 = 61.6%. The equivalent calculations for
NTSC is 17.6 — 7.68 = 9.92 ms giving a percentage sustain of 9.92/17.6 =
56.4%. These are low percentages which result in low panel brightness,
something that early plasma panels were notorious for. One of the first
methods used to increase the time available for the sustain period is the
dual scanning.

— 1 TV Frame (PAL 20 ms; NTSC 16.7ms) _—
8 Sub Fields for each colour pixel cell
1st 2nd 3rd 4th 5th 6th 7th
Binary | I I I .
weighting 1 2 4 8

|:| Address |:| Set Sustaln

Figure 10.14 SF weighting in terms of its sustain period
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Dual scan

With dual scan the screen is divided into two halves: upper and lower. The
two halves are initialised and sustained simultaneously, but scanned as
two separate screens. Pairs of lines, one from each half are scanned simul-
taneously thus reducing the time for the address period by almost a half
and consequently virtually doubling the time available for the sustain
period and with it the maximum brightness of the screen. However, the
simultaneous scanning of plasma lines requires two independent panel
drive circuits, with the consequent increase in cost.

Selective erase addressing

For high definition television with 1000 or more lines, even dual scanning
is insufficient to provide the necessary sustain period for good quality pic-
ture. Given a write pulse of 2 ps, then for an XSGA panel (1280 X 1024),

address period =2 us X 8 SF X 1024 =16.38 ms

This gives a total sustain period = 20 — 16.38 = 3.62 ms with the equiva-
lent value for NTSC of 17.6 — 16.38 = 0.32ms. The percentage sustain
period = 3.62/20 = 3.68% for PAL and 0.32/17.6 = 1.9% for NTSC. Neither
value is any where adequate for good quality picture reproduction.

One way of increasing the sustain time is to reduce the duration of the
address phase. For HD panels, selective write addressing requires the
address cycle time per line to be reduced to 1.0 pus or less. That means
addressing frequencies approaching 1 MHz. Such high frequencies would
increase the power requirements and with it the cost of the address driv-
ers. Furthermore, regardless of how fast the line addressing cycle is, the
address pulse itself cannot be very narrow because time is needed to form
the wall charge if a cell is to be selected. Another way to reduce the pulse
width is to raise the addressing voltage, but this often results in higher
power consumption. For this reason, a different technique known as
‘selective erase’ is used.

The “selective erase’ (also known as “erase wall-charge’) addressing reverses
the process of creating the wall charge. In the ‘selective write’ the cells are
cleared in the initialisation set phase and a wall is formed during the
address phase in those cells selected for emission. With ‘selective erase’,
a wall charge is formed in all the cells during the initialisation phase. In
the following address phase, those cells that are not required to ignite are
‘de-selected’ by erasing the wall charge, hence the name ‘selective erase’.
The three phases are thus:

Initialisation and wall charge formation,
addressing (erasing wall charge),
sustaining.
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The advantage of this is that it takes a relatively short time to discharge
a cell and remove the wall charge compared with charging a cell to form
the wall charge thus making it possible to use narrower line select pulses.
With a typical address (or select) pulse width of 1.2 us, a SXGA (1280 X
1024) panel with 256 greyscale levels (8 SFs), and the address period is

1.2 psX 8 SFx 1024 = 9.83 ms

The resulting total sustain period per TV frame = 20 — 9.83 = 10.17 ms
for PAL and 16.7 — 9.83 = 6.84 ms for NTSC. This gives a percentage sus-
tain period of 10.17/20 = 50.8% for PAL and 6.84/17.6 = 40.9% for NTSC.

Sustain-during-erase

Even with the use of the selective erase technique, the amount of time
available for discharging the cells continue to impose a limitation on the
brightness and contrast of the picture of an HD panel. To overcome these
limitations, a new scanning technique has been developed known as
‘scan-during-sustain’, SDS. As the name suggests, with SDS, scanning and
sustaining are carried out simultaneously.

In the SDS technique, the row electrodes are grouped into a number of
blocks. At any one time, two of the blocks known as the scan blocks are
addressed while the other blocks, known as sustain blocks are discharged.
The process is then repeated with two different blocks being addressed
while the remaining blocks are sustained and so on. Thus scan pulses are
applied to the scan blocks simultaneously with the sustain pulses to the
sustain blocks. For example, an SXGA panel which contains 1024 row elec-
trode pairs and 1024 X3 = 3840 data D electrode is divided into eight
blocks: B1 — B8. Each block contains 128 pairs of S and C electrodes. In each
block, the scan electrodes are driven separately while the common (sustain)
electrodes are connected and driven together as shown in Figure 10.15. The
odd numbered blocks use the left side of the panel for S and the other side
for C electrode connections. The reverse is true for the even numbered
blocks. With this arrangement, a single type of drive board can be used for
both left and right sides of the panel.

Greyscale and colours

In digitised video applications, the number of colours that may be dis-
played depends on the number of greyscale levels available and that of
course is determined by the number of bits allocated to each colour. In
broadcast application 8 bits are allocated to each primary colour making a
total of 24 bits for the RGB video signal, hence the name 24-bit video. Each
colour thus have 2% greyscale levels and hence a pixel with three colour
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Figure 10.15 Scan-during-sustain (SDS) arrangement for SXGA panel

cells can produce 256 X 256 X 256 (or 2%*) = 16.778 million colours. A
10-bit video results in 210 X 210 x 210 = 230 = 1 07 billion colours and so on.
In general, the number of colours = 2" where 7 is the total number of bits
allocated to the video which for a 24-bit video is 24 bits. However, with the
introduction of SFs, the number of greyscale levels and with it the number
of colours is now dependent on the number of SFs which may be different
than the original bit allocation at the analogue-to-digital converter stage.
In modern plasma panels, 10, 11, 12 and even 13 SFs are used which allows
manufacturers to claim astronomical number of colours. For instance, 10
SFs would produce 2'° = 1024 greyscale levels and 1024 X 1024 X 1024 (or
230) = 1.07 billion colours. As for 12 SFs, the figure is 67.8 billion. Increasing
the number of SFs does not improve the inherent quality of the picture as
the amount of video information remains unchanged. It merely allows it
to be presented differently, which as we will see later, does enhance the
video experience.

False contours

The basic plasma technology described so far would produce an accept-
able moving pictures but its quality leaves a lot to be desired as many of
those who purchased early plasma television discovered to their dismay.
The basic PDP suffers from two major shortcomings: dynamic false contours
and black-level luminance.
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False contours are a serious impairment of picture quality that appears
on a moving picture. This artefact is the result of the SF coding techni-
ques used to control the brightness of the pixel cells. As described earlier,
TV picture frames are broken up into a number of SFs, conventionally,
8 binary-weighted SFs are used. Consider an image in which the brightness
of two adjacent column of pixels is 127 and 128 respectively (Figure 10.16).
The set of pixels on the right reach their brightness level of 127 by being
selected and primed to discharge for the first seven of the 8 SFs while the
second set to the left fires for the 8th SF only. For a still image there are no
problems and the picture information would be re-produced without arte-
facts. However, if there is movement from left to right, then what is known
as false contours may be observed depending on the direction and speed
of the movement. Figure 10.17 shows a schematic time chart representing
two such adjacent pixels. The left pixel has a level of 127 moving towards
a second to its right that has level of 128. Because the human eye follows
the motion of an image, the movement of the pixel causes the visual sen-
sation to be integrated along the arrow shown in the figure. The seven SFs
of the pixel on the left and the 8th SF of the second pixel are added up by
the eye resulting in a brightness intensity of 127 + 128 = 255 with a bound-
ary of 127 on the left and 128 on the right. The effect for the human eye is
a bright spot and in the case of few such pixel combination, a line contour.
This artefact is most pronounced when an image of middle and almost
uniform intensity such as a Caucasian skin or blue sky moves across the
screen resulting in the smudging illustrated in Figure 10.18.

Several techniques have been developed by PDP manufacturers to min-
imise the effect of false contour, namely time compression, SF splitting and
non-binary weighting of SFs.

Time compression

The time-compression technique as the name suggests, reduces the light
emission period of the SFs by introducing a time interval between one set
of SFs and the next and consequently squeezing the SFs as shown in
Figure 10.19. The time interval reduces the possibility of the eye adding up
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Figure 10.17 False contours visualised by human eye along the arrow

Figure 10.18 The effect of a severe form of false contours
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Figure 10.19 Time compressed sustain waveform

the intensities of consecutive SFs. In this way, the area that may suffer false
contours can be greatly reduced by a factor depending on the compression
ratio.

Adaptive time compression

The drawback with time-compressed SF drive is the reduction in panel
brightness as a result of reducing the total sustain period of each SF. This
is especially significant for darker images. To overcome this, adaptive
time-compressed drive is used in which the compression ratio is changed
with varying picture brightness. For a bright image, a high compression
ratio is used and vice versa for dark images. In this way, images with a low
average picture level (APL) have a longer sustain period and increased level
of brightness. Figures 10.20 and 10.21 show the scan and sustain wave-
forms for low and high APL pictures respectively.

Sub-field splitting

In addition to time-compression, one or two highly weighted SFs may be
split into two lower-weighted SFs. With the conventional binary coding,
the maximum intensity weighting is provided by SF8 with 128. If this SF
was split into two SFs, each with a weighting of 64, then if a false contour
described earlier is to take place, the visualised intensity would be greatly
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Figure 10.20 Adaptive time compression. Sustain and scan waveforms
showing time compression for a picture with high brightness

reduced to 127 + 64 = 191. In practice, using this SF splitting, nine SFs are
employed with a weighting distribution shown in Figure 10.22. SFs corre-
sponding to 128 and 64 are divided into four SFs of weighting 48 each and
positioned at either end of the SF set. In the figure, the SF with weighting
1 is neglected to reduce the number of SFs and maintain the total level of
brightness. The effect of removing the LSB SF is compensated for by an
error diffusion circuit.

Non-binary sub-field coding

Non-binary coding is similar to SF splitting in that it removes the very
high-weighted SF8 and introduces a larger number of lower-weighted SFs
that can be selected for any greyscale level to reduce the effect of false con-
tours. Figure 10.23 shows a typical non-binary 12-SF drive system.

Dynamic brightness control

As started earlier one of the major drawbacks of early plasma screens has
been its low level of brightness compared with a CRT equivalent. Dynamic
brightness control which Panasonic calls Adaptive Brightness Intensifier
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(Al) and Pioneer calls i-CLEAR attempts to rectify this. The average picture
level, APL is used to adjust the number of SFs. The standard number is 11
for normal brightness; it is reduced to 10 for dark scenes (low APL) and
increased to 12 for bright scenes (high APL). The use of a larger number of
SFs allows for finer weighting distribution and hence increased greyscale
levels which improve the picture contrast range. In darker images, reduced
number of SFs provides more time for the discharge period which improves
peak brightness making dark scenes more visible. The reduction in
greyscale levels in a low luminance picture is not discernable by the human
eye. Furthermore, variable SF coding helps to maintain power consumption
within small variations which improves efficiency and reduces cooling
requirements making it possible to dispense with the use of cooling fans.

Other techniques employed by various manufacturers to improve
panel brightness and contrast include box-shaped and deep cell structures
to enlarge the effective phosphor surface and the use of ‘direct colour filter’
to reduce ambient light reflection. Ambient light reflection may also be
reduced using ‘black stripes’ applied to the front glass, a technique devel-
oped by Pioneer.

Black level drive

One of the most important factors in the perception of natural images on
a television screen is the contrast. Contrast is the difference between black
level and maximum brightness. It may be improved by either increasing
peak brightness or decreasing the black level. Light emission in a plasma
panel is produced whenever a discharge takes place. While plasma dis-
charges take place mainly during the sustain period, there are other small
discharges that take place outside the sustain phase. The most significant
of these is that caused by the high-voltage high-rising initialisation pulse
at the start of each set-address—sustain cycle. The effect of this discharge
is a fairly bright radiation known as ‘priming light’ emanating from the
phosphor which makes the blacks slightly grey making it difficult to
reproduce dark scenes. As this is repeated for each SF, some ten to twelve
times per frame, the accumulated effect is to lift the black level and
decrease the contrast ratio. The effect of the set pulse may be reduced
by employing the ramp-shaped pulse shown in Figure 10.24. When a
ramp is applied to the sustain-scan electrodes, a very weak discharge
occurs for a longer period generating fewer UV rays and hence less
phosphor radiation.

The shape of the set pulse in terms of its gradients and voltage levels
have to be precisely set according to the manufacturer’s specifications to
within very tight limits. One such specification is illustrated in Figure 10.25.

The shape of the ramp pulse may be adjusted with two or more vari-
able pots as indicated by the manufacturer. Slight changes in the shape
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of the ramp set pulse would result in colour noise on part or the entire
displayed image depending on the type and severity of the change. A typ-
ical symptom of a badly adjusted set ramp pulse is shown in Figure 10.26.

Another technique called ‘Real Black drive” used by some manufacturers
dispenses with the use of large initialisation pulse at the start of all SF
except the first one. The first SF starts with the normal high-amplitude ini-
tialisation pulse while the remaining SFs use smaller initialisation pulses
as shown in Figure 10.27.
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Figure 10.26 Effect of maladjusted ramp set pulse
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Figure 10.27 ‘Real’ black level drive in which only one initial high volt-
age set pulse is used for each set of sub-fields

Sub-field generation

Figure 10.28 shows a block diagram incorporating the adaptive or dynamic
brightness control technique. Analogue RGB signals are digitised by the
A/D converter and following interlace-to-progressive (I/P) conversion, the
digitised 24-bit video is fed to the scalar. The function of the scalar is to con-
vert the format of the incoming video to the native resolution of the panel.
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The converted video is then fed to the adaptive brightness control chip
which determines the number of SF to be used, frame by frame and passes
this information to the SF processor. It also synchronises the discharge of
the pixel cells to control the sustain pulses and the duration of the dis-
charge in line with the selected SF coding. A Flash memory holds the
necessary software and a field memory stores the field contents. The SF
processor produces the video information in the required bit stream to be
stored in a Static Graphic RAM (SGRAM) memory chip before going into
the serial-to-parallel converter to be clocked into the data electrode bus SF
by SF. All processing chips are controlled via a serial control bus, normally
an I’C from the microprocessor. For details of serial control bus I’C, se
Appendix 2.

Alternate lighting of surfaces

In the conventional PDP construction, each pixel cell depends on two elec-
trodes: scan and sustain. Discharge takes place between these two elec-
trodes when a sustain pulse is applied across them. It follows that each
line of pixels requires two strips of electrodes. As the panels resolution
increases, the number of pixels per line and the number of lines increase
demanding a much finer-pitched pixel cells. Furthermore, the number of
electrode drivers has to rise which increases production costs. Another
drawback of the conventional structure is the gap between electrode pairs
that cannot be utilised for luminance radiation. While this structure is ade-
quate for VGA-resolution PDPs, it is certainly impractical and costly for
high-definition panels. Several developments have taken place in the con-
struction of the pixel cells and the plasma panel to improve their high
luminance efficiency and contrast ratio. These include alternate lighting of
surfaces (ALiS) developed by Fujitsu-Hitachi.

With ALIS, the Y electrode is shared between two X electrodes as illus-
trated in Figure 10.29. The electrodes are arranged in equal intervals and

Visible
pixel lines

Scan Common
electrodes [ ] electrodes

Y4

Figure 10.29 AL/’s electrode-sharing construction
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the space between them is used as display lines thus doubling the resolu-
tion for the same number of electrodes. The non-luminance area between
pairs of electrodes in the conventional PDP has been removed as shown in
Figure 10.30, raising the aperture rate by 65% and improving luminance
by 50.

Since each Y electrode is shared between two X electrodes, in order to
ensure that each pixel line is independently addressed and discharged,
interlaced addressing must be used. First the ‘odd’ field is addressed, line
by line by energising pairs of electrodes in the following order: X1-Y1;
X2-Y2; X3-Y3 and so on (Figure 10.29). This is followed by the sustain
stage in which all pixel cells that have been selected in the ‘odd’ field are
discharged. The same process is then repeated for the ‘even’ field by ener-
gising the following pairs of electrodes: X2-Y1; X3-Y2; X4-Y3 and so on
followed by sustaining the even filed. The whole process is then repeated
for each individual SE. The interlaced driving of the PDP removes the need
for interlace-to-progressive (I/P) converter. With ALiS, the number of elec-
trodes required for a given number of pixel lines = %2 no. of lines + 1.

Compared with a conventional PDP, ALiS has higher resolution, brighter
picture, lower cost, lower noise, longer life as the lighting duty of each cell
is reduced by half as a result of interlacing and requiring no I/P conversion.

Enhanced-ALiS

Like all interlaced picture re-production, ALiS suffers from intra-frame
line flicker. Although flicker with ALIS is far less than that experienced
with a CRT, there still remains an element of it which is removed with the
enhanced-ALiS (e-ALiS) developed by Fujitsu. Such displays are fre-
quently known as Al panels. The most outstanding characteristic of the
new e-ALiS display type is that they once more offer progressive driving.

For ALIS technology to be used with progressive driving, it is necessary
to control two pixel lines both simultaneously and independently using
one electrode only. This is made possible by the introduction of horizontal
barriers to separate the cells into individual units that can be pre-charged
independently from each other.
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Figure 10.31 Enhanced-ALiS (e-ALiS)

4-phase sub-field drive

With e-ALiS, the display is broken up into pairs of visible lines allocated to
two groups: Group 1 comprising lines 1-2, 5-6, 9-11 and so on and group
2 comprising lines 3—4, 7-8, 11-12 and so on as shown in Figure 10.31.
A 4-phase drive cycle is used:

Erase — Pre-condition (or reset) — Address — Discharge

The sequence begins with a simultaneous X-Y erase pulse to all lines
and pixels (Figure 10.32). This is followed by the pre-conditioning phase
to initialise lines in group 1 to be ready for the addressing phase. Pre-
conditioning is achieved by applying a common reset pulse (Reset 1) to
the Y electrodes while at the same time applying a pulse to the X elec-
trodes involved in group one, line by line. A small discharge takes place
which creates a small pre-conditioning wall charge. This is followed by the
address phase in which the pre-conditioned pixel cells are addressed line-
by-line and primed to be “‘ON’ or ‘OFF’". Next, group 2 (line-pairs 34, 7-8,
11-12, etc.) are pre-conditioned and addressed in a similar way. Once both
groups of line-pairs are addressed and the cells are selected for discharge,
a sustain pulse is applied to discharge all selected cells simultaneously.
The process is then repeated for the next SF and so on. Thus, while inter-
lacing is used in the address phase, the discharge or light emission is
simultaneously eliminating line flicker completely.

Erase )
all ml Address 1 | 1 Reset 2 *Addressz :) Su:ltlaln

Figure 10.32 4-phase SF drive sequence for e-ALiS
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Pioneer’s Waffle rib and T-shaped structured panel

A number of developments have taken place and continue to take place in
the structure of a plasma panel to improve its brightness and contrast. Box-
shaped cells are commonly used to provide a larger effective phosphor sur-
face and hence higher brightness. Pioneer developed the Waffle-structured
Rib curbing like the surface of a waffle and the T-shaped electrode struc-
ture. The deep cells are encapsulated with horizontal ribs so emitted light
won't escape into neighbouring cells. Further improvement was produced
with the addition of ‘Crystal Emissive Layer’ to increase luminous effi-
ciency. Figure 10.33 shows the basic layers of a modern Pioneer plasma
display panel.

Plasma panel faults

The first step in fault finding on PDP panels is to ascertain if the fault is a
panel malfunction, in which case it has to be replaced, or if the cause of the
fault is outside the panel in which case a repair is possible. Some of the symp-
toms point clearly to a panel fault, others may be ambiguous. One of the
more obvious symptoms of a faulty panel is Pixel defects. This may be a sin-
gle pixel, several pixels or cluster pf pixel failure as illustrated in Figure 10.34.
Manufacturers allow for a certain number of pixel defects before the panel is
rendered obsolete. The display panel is divided into a central area and side
areas and the number of bad pixels permitted depends on the area.

Other classic symptoms pointing to faulty PDP panel are shown in
Figure 10.35. A horizontal line across the screen (Figure 10.35a) may be
caused by a faulty panel or a faulty tape carrier in which case, the panel
has to be replaced. However, it could also be caused by a bad connec-
tion between scan driver board and the panel. A single vertical line shown
in Figure 10.35b is caused by a faulty panel. Multiple vertical lines shown
in Figure 10.35c are caused by a faulty tape carrier. In either case, the panel
has to be changed.

Drive faults

The classic symptom for a source (or column) drive is a vertical band
across the screen as shown in Figure 10.36. A horizontal band would indi-
cate a faulty line scan drive.

Image burn

Image burn is a result of a residual image remaining on a panel after the
same still picture has been displayed for some time. Image burn is caused
when the phosphor of some pixels is continuously bombarded with UV
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A Single pixel defect B Multiple pixel failure

C Pixel cluster failure

Figure 10.34 Pixel defects. (a) Single pixel defect. (b) Multiple pixel
failure. (c) Pixel cluster failure

radiation due to displaying a permanent image such as one or two lines
of text for a long time. The pixels involved in displaying the image use
their phosphor to radiate visible light continuously causing the phosphor
to darken resulting in a fall in the brightness of light emission.
Meanwhile those pixels not involved in the displayed image retain their
strength. This differential in phosphor strength is revealed as a burned
image.

A residual image or burn may be permanent or temporary A tempo-
rary burn is where the affected pixel cells have been subjected to full level
emission for a relatively short time, as short as half an hour. Such tem-
porary burn is reversible. Permanent image burn occurs after the tempo-
rary burn phase when the constant high emission of pixel cells has
caused the phosphor to be permanently damaged. This type of burn is
irreversible. Image burn may be avoided by ensuring an actively moving
picture at all time, regular change of video display and not display-
ing bright images for too long. Of particular importance is the burn
caused by displaying a 4:3 picture on a wide screen panel. Leaving such
a picture on for a long time could cause a burn at the picture edges.
Furthermore, 4:3 curtain lines may appear when the display goes back to
wide screen format. Later panels have been equipped with side curtain
colour and level adjustments to avoid these burns. Temporary burns may
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A Asingle horizontal line across B A single vertical line across
the screen the screen. For dual scan panels,
the line would extend half way up
or down)

C Multiple vertical lines —
faulty Tape carrier

Figure 10.35 Symptoms of a faulty panel. (a) A single horizontal line
across the screen. (b) A single vertical line across the screen. For dual
scan panels, the line would extend half way up or down. (c) Multiple
vertical lines — faulty tape carrier

Figure 10.36 Source (or column) drive fault
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be removed by applying a natural moving picture for as long a time as
possible, in the order of few days, to reset the pixel’s response, activate
the scroll bar from the user setup for few hours, apply a totally white
picture a number of minutes depending on the length of time the fixed
picture has been displayed.
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11 Liquid crystal display (LCD)

Liquid crystal display (LCD) units used for the purposes of moving pic-
ture reproduction are some of the more popular flat panel displays. Like
all flat panel displays, LCDs employ a matrix structure in which the active
element, in this case a liquid crystal (LC), forming the pixel cell is located
at the intersection of two electrode buses.

So, what is a liquid crystal? An LC is neither crystal nor liquid. It
exhibits liquid-like as well as crystal-like properties. This feature is a result
of the LC’s comparatively elongated molecules and their structure.
Though an LC is a natural material, the liquid crystal which is used for
LC displays is a multi-component mixture that is artificially created by
blending of biphenyl, cyclohexane, ester and the like.

Polarisation

Light is a transverse electromagnetic (EM) wave composed of an electric and
a magnetic field. The two fields are at right angles to each other travelling at
the speed of light. In an EM wave, the electric field defines the designation
of the wave in terms of its polarisation: if the electric field is vertical, the
wave is said to be vertically polarised or ‘p-polarised’ (Figure 11.1) and con-
versely if the electric field is horizontal, the wave is said to be horizontally
polarised or ‘s-polarised’. Natural light from the sun or any other light source
such as a lamp is unpolarised. It contains both vertical and horizontal polar-
isation. Light may become polarised if the vertical or horizontal polarisation
is reduced or removed completely by, for instance a polarising filter, the type
used in Polaroid sunglasses. If the horizontal polarisation is removed, the
light would be vertically polarised and vice versa. This simple principle is
used to control the brightness of an LC cell.

Principles of operation of LC cell

By themselves, the molecules in an LC are arranged in a loose order.
However, when they come into contact with a finely grooved surface, the
molecules line up in parallel along grooves of alignment layer as shown in
Figure 11.2.

Furthermore, the application of an electric field across the LC causes a
change in the molecular structure. This change affects the optical proper-
ties of the crystal in the way light is reflected off it or passes through it.
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Electric field

S~ \ A Magnetic field

~ ~a Direction of
movement

Figure 11.1 Vertically polarised electromagnetic (EM) wave

Alignment layer

Figure 11.2 Alignment of LC molecules along tiny grooves of glass plate

The most popular type of LC is the Twist-Nematic (TN). In this mode, the
grooves in the two plates are at right angles as shown in Figure 11.3. The
molecules along the upper plate point in direction ‘A’ and those along
the lower plate in direction ‘B’ thus forcing the molecules of LC to arrange
themselves in a helical form. The helix has the effect of twisting the EM
wave (light) passing through it by 90°. Thus, if a vertically polarised light
is forced through such a crystal, it will suffer a 90° twist and become hor-
izontally polarised. However, what is special about LCs is that if an elec-
tric field is applied across it (Figure 11.4), the helical structure begins to
break down and with it the polarisation of light resulting in a smaller twist
than the natural 90°. The voltage level determines the extent to which
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Figure 11.3 Twist-Nematic (TN) liquid crystal (LC) with a 90° twist
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Figure 11.4 TN crystal molecules re-arranged removing the twist when
a voltage is applied

breakdown occurs and the amount of twist. If a high enough voltage, in
the region of 8V, is applied, the twist is eliminated completely.

Reflective and transmissive

An LC does not produce light, so the technology is ‘non-emissive’ and
therefore does not give off a glow like a cathode ray tube (CRT) or a plasma
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panel does. An external form of light is therefore necessary which may
be provided in two ways for two types of LC displays: reflective and
transmissive. In the reflective type, the change in the molecular structure
controls the reflected light while in the transmissive type it controls the
light passing through it. The former is dependent on an external or ambi-
ent light for its brightness while the transmissive type has its own backlight
and is not dependent on ambient light. For this reason, the transmissive
type is the more popular of the two. In either case, the voltage across the
LC controls its luminance.

The TN transmissive LCD

Consider two differently polarised filter plates placed opposite each other
with a backlight unit as shown in Figure 11.5. Plate A allows only vertically
polarised light through while plate B permits only horizontally polarised
light. The effect of the two glass plates is to block the unpolarised light ema-
nating from the backlight completely. Now, consider the same arrangement

No light through
4 J— Horizontally polarising

glass plate B
Vertically ﬁ
polarised light

AL E T T TR TR T LTV TTTTTTTY] - Vertically polarising

glass plate A
Un-polarised ﬁ
light

[ Back light unit |

Figure 11.5 Light is blocked by two opposite polarised filters
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Un-polarised
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Back light unit |

Figure 11.6 Amount of light controlled by voltage across LC cell
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with an LC placed between the two polarised glass plates as illustrated in
Figure 11.6. The unpolarised light from the backlight passes through plate A,
becomes vertically polarised and goes through the LC which, without any
voltage across it, forces a 90° twist changing its polarisation from vertical to
horizontal which pass through the second plate B without any hindrance. If
now a voltage is applied across the LC, the 90° twist would be removed and
light would be blocked. If a smaller voltage is applied, a twist angle less
than 90° is introduced by the LC and low-intensity light would appear at the
other end. Since the applied voltage determines the twist angle of the LC, it
follows that the voltage now controls the intensity of light appearing at the
other end and a greyscale may thus be obtained by varying the voltage
applied across the LC.

Normally white and normally black

The LC display may be used in two different modes: normally white (or
bright) and normally black (or dark). The former allows the backlight through
while the latter blocks the backlight when the voltage across the LC cell is
zero. The arrangement in Figure 11.6 is that for the more popular normally
white LCD. A normally black LCD would have only one polarising plate.

There are several types of TNLC cells depending on the angular twist
the molecules are subjected to. In the simple TN type, the molecules are
twisted by 90° resulting in a drop in contrast when used with large
screens. The Super Twist-Nematic (STN) has its molecules twisted from 180
to 260° to improve the contrast ratio. Finally, the Film Super Twist-Nematic
(FSTN) twists the molecules by 360°. This is used for very high quality
black and white LCDs.

Passive- and active-matrix LCDs

There are two matrix LCD technologies: passive-matrix LCD (PMLCD) and
active-matrix LCD (AMLCD). In the PMLCD, pixels are addressed directly
with no switching devices involved in the process as illustrated in Figure
11.7). The effective voltage applied to the LC must average the signal volt-
age pulses over several frame times, which results in a slow response time
greater than 150 ms and a reduction of the maximum contrast ratio. The
addressing of a PMLCD also produces a kind of cross-talk resulting in
blurred images because non-selected pixels are driven through a second-
ary signal-voltage path. This places a limit to the number of pixels that may
be used in a display and with it a limit on the maximum resolution.

In the AMLCDs, on the other hand, a switching device is used to apply
the voltage across the LC (Figure 11.8) and hence a better response time
becomes possible. In contrast to PMLCDs, the active type, AMLCDs has no
inherent limitation in the number of pixels, and they present fewer cross-
talk problems.
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There are several kinds of AMLCD depending on the type of switching
device used. Most use transistors made of deposited thin films, which
are accordingly called thin-film transistors (TFT5). The most common
TFT semiconductor material is made of amorphous silicon (a-Si). a-Si TFTs
are amenable to large-area fabrication using glass substrates in a low
temperature (300-400°C).

An alternative TFT technology, polycrystalline silicon, normally known
as polysilicon or p-Si is costly to produce and especially difficult to fabricate
when manufacturing large-area displays. Nearly, all TFT LCDs are made
from a-Si because of the technology’s economy and maturity, but the elec-
tron mobility of a p-Si TFT is 100 times better than that of an a-Si TFT. This
makes the p-Si TFT a good candidate for a TFT array containing integrated
drivers, which is likely to be an attractive choice for small, high definition
displays such as view finders and projection displays.

eeat

Pixel cells

Figure 11.7 Passive-matrix LCD (PMLCD)

Common
electrode
connection

Figure 11.8 Active-matrix LCD (AMLCD)
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TFT cell drive

In the TFT LCD, switching transistors are provided for each pixel cell as
shown in Figure 11.9. One side of each LC cells is connected to its own
individual TFT while the other side is connected to a common electrode
which is made of transparent indium tin oxide (ITO) material. This is
necessary to ensure high aperture ratio. Aperture ratio is the ratio of the
transparent area to the opaque area of the panel. A cross-section of a TFT
is shown in Figure 11.10.

Unlike the CRT in which the phosphor persistence allows for continued
luminance of the picture even after the electron beam has moved to scan
other lines, in flat display applications, no such persistence exists and
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Figure 11.9 Equivalent circuit for TFT-LC display
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refreshing of pixels to produce natural moving pictures becomes difficult
as the number of pixels increases. Hence, the need for a pixel cell ‘mem-
ory’. A charge on a storage capacitor Cg is used for this purpose as illus-
trated in Figure 11.9. Each cell consists of three sub-pixels (RGB) normally
referred to as cells. Each cell contains an LC driven by a TFT acting as a
switch. The LC is placed within two electrodes. One electrode is connected
to the TFT’s source electrode and the other goes to a common electrode.

The TFT-LCD panel is scanned line by line. Each line is selected in turn
by a Vg pulse to the line (or gate) electrode bus. Once a line is selected, the
pixel cells along that line can be addressed and their luminance levels set
by a voltage applied via a source driver to their corresponding data (also
known as source or column) electrode. The source driver supplies the
desired voltage level known as the greyscale voltage representing the pixel
value, i.e. the luminance of the pixel cell. The storage capacitor Cg is
charged and this charge maintains the luminance level of the pixel cell
while the other lines are being scanned. When all the lines have been
scanned and all the pixel cells addressed, the process is repeated for the
next frame and the picture is refreshed.

Figure 11.11 shows the operation of an TFT-LC cell where Gy is the cur-
rently selected gate line and Gy _, is the immediately preceding gate line.
The TFT gate is connected to the line (or gate) electrode bus, also known
as the gate bus and the drain is connected to the data (or column) bus, also
known as the source bus. Storage capacitor Cg is connected between the
current gate line G and the immediately preceding gate line (Gy_,). For
this reason, Cg is known as Cg-on-gate. It forms the drain load for the TFT.
The TFT turns fully on when its gate voltage is 20V and turns off when
its gate goes to at least —5V. To select the pixel cell, a 20V pulse, Vg, is
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Figure 11.11 TFT cell equivalent circuit
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applied to the gate. At the same time, data in the form of an analogue pos-
itive voltage V,r is applied to the drain. For peak white, Vi, is 0V while
for pitch black Vi, is a maximum of about 8 V. With the TFT on, the
source and drain are shorted and Vi, is applied across the LC. The stor-
age capacitor, Cg-on-gate charges up and this charge is sustained even
when the TFT is turned off. This is then repeated for the next line and so
on. The main function of Cg is to maintain the voltage across the LC until
the next line select voltage is applied when the picture is refreshed. A large
Cs can improve the voltage holding ratio of the pixel cell and improve the
contrast and flicker. However, a large Cg results in higher TFT load and
lower aperture ratio. In determining the value of the storage capacitance,
account must be taken of the stray capacitance between the TFT’s gate and
source, G which is effectively in parallel with C.

Response time

Response time is one of the few areas remaining where the performance of
a traditional CRT still holds an advantage over LCD displays. CRTs have
nearly instantaneous pixel response times, but LCDs tend to be much
slower. The result is the user might see smearing, motion blur or other
visual artefacts when there is movement on the screen.

A pixel’s response time is the time it takes a pixel to change state. If it is
a rise-and-fall response, then it is a measure of the time it takes a pixel to
change state from black-to-white-to-black as illustrated in Figure 11.12.
More specifically, it represents the pixel ability to change from 10% ‘on’ to
90% ‘on” and then back from 10% ‘off” to 90% ‘off” again. Originally, this
was the standard way of reporting response times of LCD TVs and com-
puter monitors, and was normally listed as a TrTf (time rising, time falling)
measurement. Some manufactures started using a grey-to-grey (GtG) meas-
urement for LCD response times which is different from TrTf. There are as
yet no standards and manufacturers can state any figure that suits them.
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! Rise ! ©OFall
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Figure 11.12 ‘Time rising, time falling’ (TrTf) response of an LC
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One factor that affects the response time is the viscosity of the LC mate-
rial. This means it takes a finite time to re-orientate its molecules in
response to a changed electric field. A second factor is that the capacitance
of the LC material is affected by the molecule re-alignment which changes
the TFT load and with it the brightness to which the cell ultimately settles.

A good response time starts at around 25ms with some LCD TV man-
ufacturers claiming a response time as fast as 16 ms or less. Short response
times are required for fast moving images such as games. New techniques
have been developed to reduce the response time. Such techniques include
the use of lower viscosity LC material. Reducing the cell gap thickness is
another technique which results in fewer LC material to re-orientate giving
a response time as little as 8 ms. Thinner cells make production more dif-
ficult with lower yields and hence more expensive. Another technique
apply a drive signal for a brief duration in order to give the pixel cells a
‘jump start” and then reducing it to the required level as illustrated in
Figure 11.13. This technique known as amplified impulse provides grey-
to-grey transition to be completed up to five times faster than a typical LC
display.

For TV images, two techniques have been developed, both attempt
to hide the cell transition time. ‘Backlight strobing’ involves flickering the
backlight off momentarily and the “black frame insertion” introduces a black
frame during the LC transition. Backlight strobing also helps improve
motion blur caused by the ‘sample-and-hold” effect in which an image when
held on the screen for the duration of a frame-time, blurs the retina as the
eye tracks the motion from one frame to the next. By comparison, when an
electron beam sweeps the surface of a cathode ray tube, it lights any given
part of the screen only for a miniscule fraction of the frame time. It’s a bit
like comparing film or video footage shot with low- and high-shutter
speeds. This type of motion-blur has come about as manufacturers moved
from the traditional resistor type digital-to-analogue converter (DAC) to
the much more compact sample-and-hold type. Motion blur originating
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Figure 11.13 Amplified impulse LC cell drive technique
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from sample-and-hold in the display can become less of an issue as the
frame rate is increased.

Polarity inversion

In LC cells, it is the magnitude of the applied voltage which determines
the amount of light transmission. Such voltage may be d.c. or a.c.
Applying a voltage of the same (d.c.) polarity to an LC cell would cause
electroplating of one electrode resulting in what is known as ‘d.c. stress’
causing deterioration in image quality. To prevent polarisation (and
rapid permanent damage) of the LC material, the polarity of the cell
voltage is reversed, a process known as polarity inversion. Polarity inver-
sion may be implemented in three different ways: frame inversion, line (or
horizontal) inversion and dot inversion (Figure 11.14). It will be noticed
that line inversion incorporates frame inversion as well since a positive
line in one frame becomes negative in the following frame and vice
versa.

Unfortunately, it is very difficult to get exactly the same voltage on
the cell in both polarities, so the pixel-cell brightness will tend to flicker.
This flicker is most noticeable with frame inversion in which the polar-
ity of the whole screen is inverted once every frame resulting in a 25-Hz
and 30-Hz flicker for PAL and NTSC, respectively. Flicker may be
reduced by having the polarity of adjacent lines using line inversion
thus cancelling out the flicker. Better results may be obtained with dot
inversion. In this way, the flicker can be made imperceptible for most
‘natural’ images.

Polarity inversion is carried out by inverting both the pixel cell electrode
V;, and voltage at the common electrode, V-, frame-by-frame, line-by-line

Driving method 1stframe » 2ndframe -» 3rd frame

Frame
inversion

. EEHEREE

 Line HEEEE , BEEEEE K  BEEEE

inversion EEEEE EHEEEE

HEEEE HEEEE COEREEE

HEOEEHE HEEEE HEEEE

_ Dot HEEEE IElEI*EIEIEI
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Figure 11.14 Polarity inversion



190 Newnes Guide to Television and Video Technology

Vpar Vcom

Al

To common
electrode

i

=]

\4

/ Line (gate)

Data (column) electrode bus
electrode bus

Figure 11.15 Voltage across LC, V. = Vp — Vo

or dot-by-dot. Referring to Figure 11.15, the voltage across the LC cell, V-
is the difference between V}, and Vs

Vie =Vo = Veou
When both V}, and V. are inverted,

Vie= Ve = (=Veoum)
Vie==Vs +Veou
Vie=~(Vs =Vieom)

The line inversion sequence for three lines of a plain white screen is shown
in Figure 11.16. For line n, the pixel voltage V,, for all the pixels on the
line is high to remove the 90° twist of the LC and remains constant
throughout ‘line n” since all pixels are at the same luminance level. They
are then inverted for the following ‘line n + 1 and so on. The pixel voltage
Veom is also constant over one whole line and inverted for the following
line. For a 5-step greyscale display, the pixel values change along the line
as shown in Figure 11.17 starting with V. for peak white and -V, for
black at the end of the line. This is then inverted and repeated for the next
line and so on. V), on the other hand, is constant over one line and
inverted over the next. The LC voltage V., being the difference between



Liquid crystal display (LCD) 191

Voltage at pixel _,1—
V

| Yo L
| L
! JR—
t | t
Voltage at common v | v
electrode com com
————— t
'Vcom I 'Vcom
§ : 4
] | L
Line n-1  Line n Line n+1 : Line n-1  Linen Line n+1
Frame A | Frame B
|

Figure 11.16 Line inversion pixel voltage sequence for plain white display
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Vp and Vg is that shown in Figure 11.17 inverted every line. For dot
inversion, the pixel voltage and the common electrode voltage will invert
on successive dots.

Greyscale and colour generation

In general, there are two ways of generating greyscale: digital and ana-
logue. The digital method includes the sub-field coding known as ‘time
ratio” technique employed in plasma panels. The other digital technique is
the “area ratio’ in which the pixel cell is divided into several smaller areas,
e.g. 6, 8 or 10. Each area is energised independently. The sum total of
the luminance of the separate areas is the luminance of the pixel cell. The
analogue method is by far the simplest technique by which luminance is
determined by the instantaneous value of the voltage fed into the data bus
and this is the method used in LCD panels.

With the video data being in digital format, the analogue technique
requires a digital-to-analogue DAC. Traditionally, a resistor-DAC was used
employing a resistor ladder to generate a set of binary-weighted reference
voltages, which may be combined to produce an instantaneous voltage that
represents the value of the signal. Given eight different reference voltages,
28 =256 different greyscale voltage values may be produced. In the case of
LCD panel drives, two separate sets of reference voltages are needed
because of the asymmetrical gamma characteristics encountered during
polarity inversion. The resistor chains may of course be incorporated
within the DAC chip itself which can also provide the necessary gamma
correction. Current LCD panels use linear DACs and sample-and-hold
architecture in which the DACs are shared by the column video data thus
reducing their number and with it the chip size.

To produce colour, each pixel is divided into three R, G and B sub-pixels
or cells in the same way as a plasma pixel. While this arrangement can
produce a greyscale, it cannot generate a colour image. To do that, three
filters, one for each of the three primary colours are provided on a masked
filter substrate. The RGB elements of this colour filter line up one-to-
one with the pixel cells on the TFT-array substrate. Because the cells are
too small to distinguish independently, the RGB elements appear to the
human eye as a mixture of the three colours. Practically, any colour can
thus be produced by mixing these three primary colours. Pixel cells may
be arranged in three formats: vertical stripe, horizontal stripe and the triad
or delta as illustrated in Figure 11.18. The most popular with manufactur-
ers is the vertical stripe which is sometimes described as 3m X #n format.
Thus, for an SVGA-resolution LCD panel (resolution 800 X 600), the total
number of pixel cells =800 X 3 X 600=1,440,000 with the number of
columns = 800 X 3 = 2400.

The number of colours provided by the LC display is determined in the
same way as that for plasma panels namely by the number of combinations
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Vertical Horizontal Triad or
stripe stripe delta

Figure 11.18 Colour filter formats

of R, G and B that may be produced given a particular greyscale levels. In
general, the number of colours = 2" where 7 is the total number of bits allo-
cated to the video which for a 24-bit video is 24 bits. Given this, the num-
ber of different colours = 22*=16.78 million. Alternatively, the same figure
may be produced by multiplying the greyscales levels of each colour,
namely 256 X 256 X 256 = 16.78 million.

Panel drive

In a TFT-LCD panel, each pixel cell may be addressed by selecting two
electrodes: the line (or gate) electrode and the data (or source) electrode
with respective line and data drives as illustrated in Figure 11.19. 24-bit
video is fed into the LCD controller which addresses each line in turn by
a line select voltage which turns all the TFTs on that line on. At the same
time, the controller feeds the corresponding RGB video data for the pixel
cells of the selected line to the greyscale generator. The greyscale genera-
tor consists of a DAC and a sample-and-hold circuit. It converts the
digital greyscale value of each cell into an equivalent analogue voltage
that when fed into the LC electrode produces the correct luminance.
The sample-and-hold ensures the analogue value remains steady long
enough for the cell to respond to any change in value. Before going into
the cell electrode, the voltage is inverted by a line sync for line inversion
(shown) or by a dot frequency pulse for dot inversion. Similarly, the
common electrode voltage V-, is inverted by a line sync pulse of a dot-
frequency pulse. The backlight which forms a part of the panel assem-
bly is fed by a sine wave in the region of 2000 V from an external d.c.—a.c.
converter.

The analogue cell values are fed into the panel using a tape carrier
package (TCP) in which an LSI chip is installed on a thermostabile film
and sealed with plastic as illustrated in Figure 11.20. The chip may be a
driver or a shift register or both delivering not an inconsiderable power to
the cells, power that must be dissipated using a heat sink. The heat sink
normally forms part of the panel frame. A faulty TCP IC would result in
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Figure 11.20 Tape carrier package connection to the LCD panel

vertical lines along the section of the screen which is fed by the particular
TCP as shown in Figure 11.21. This is an un-repairable fault and the whole
panel must be changed. The same symptom would be observed if the tape
carrier is damaged in any way.
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Figure 11.21 Symptom of a faulty tape carrier package (TCP) chip or
tape carrier itself
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Figure 11.22 Backlight assembly (light guide type)

The backlight assembly

There are two types of backlight formats: the guided type for screen of 20in.
or less and the direct type for larger screen sizes. Both use cold cathode fluo-
rescent tubes (CCFT) for their low energy consumption and low cost. The
guided type is slim and compact but suffers from complicated structure
and low light efficiency. By contrast, the direct type is thick in structure but
simpler in structure with high efficiency.

The assembly of the guided type consists of one CCFT on either side of the
screen with a light guide, and a reflector behind the light together with one or
more microprisms and one or more diffusers in front of it (Figure 11.22). The
light guide is based on a methacrylate material and it is used to guide the
light through the layers. The reflector is located in the back of panel and it is



196 Newnes Guide to Television and Video Technology

used to improve the reflection of light. It is made of a material called poly-
ethylene (PET). The diffuser layer has two functions, to diffuse and to colli-
mate the light to make it parallel and uniform. Using the same material PET
as the reflector, the diffuser improves brightness by 20%. The light from the
diffuser is collimated by the next microprism layer which improves bright-
ness by 40%.

The direct light assembly has more than two lamps as shown in
Figure 11.23. The same layers are used as for the guided light type per-
forming the same functions. Direct light diffuser are used to diffuse the
light and to avoid seeing the backlight. A transparent indium tin oxide
(ITO) sheet connected to ground is used to filter out the noise produced
by the lamps.

When servicing a backlight assembly, care must be taken to ensure that
the layers are replaced in the correct order as well as orientation other-
wise a permanent pattern may appear on the screen. Other precautions
that must be observed when servicing the LCD panel include keeping the
surfaces clean and avoiding scratching their surfaces, keeping the LCD
dry as water could cause electrical shorts and corrosion, avoiding swift
temperature changes as dew and ice could cause non-conformance and
malfunction, avoid electrostatic discharges by ensuring proper body
earth before handing the LCD and do not operate the LCD for a long time
with the same pattern as this would cause image persistence which may
result in permanent damage.

CCF tubes )
f
Reflection
Diffusor
\\ ITO sheet
LCD panel unit T~
Reflection/
deflection

Figure 11.23 Backlight assembly (direct light type)



Liquid crystal display (LCD) 197

CCFT parameters

The following are the main parameters of a cold cathode fluorescent tube
that have to be considered when designing the driving d.c.—a.c. inverter or
in replacing the tube:

* Starting voltage (typical values 2000-3000 V,,): Also known as the dis-
charge voltage, the starting voltage is the minimum voltage required to
ignite, i.e. start the tube. The starting voltage is usually 50% higher than
its operating voltage. The starting voltage is the primary parameter
which determines the ‘end of life” for the tube. The older is the tube, the
higher is its starting voltage.

* Operating voltage (typical values 2500-3500 V;_,): This is the voltage
across the tube when it has been lit. It is a key parameter in the design
of the d.c.—a.c. inverter.

* Tube current: The current through the tube determines, to a large extent,
its brightness. It also indirectly determines the tube’s useful life. In gen-
eral, the tube’s life is the square of its current. If the current increases by
20% above its normal value, its life span decreases by 40%. Higher than
normal current also results in excessive heat.

» Frequency (typical value: 40-60 kHz): Frequency generally has no effect
on the brightness of the tube, its efficiency or its useful life. However, it
does have an impact on the compatibility between the tube, the display
itself and the graphic information displayed by the tube.

* Waveform: An undistorted current and voltage sinusoidal waveforms
are required to avoid radiated electric noise that may impact on the sys-
tem and surrounding environment introduced by a distorted sine wave.
Although the a.c—d.c. inverters produce pure sine waves, the dynamic
nature of the tube distorts both the voltage and the current waveforms.

 Impedance: A high impedance is presented by the CCFT assembly which
is in the region of 50-70 k€.

Tube brightness control

The CCFT requires a sine wave with an amplitude of few thousand volts
and a frequency in the region of 50-70kHz. This is provided by a d.c.—a.c.
converter which is essence an oscillator. While maximum brightness may
be obtained by turning the tube fully on, in most application, there is a
need to reduce the lamp’s brightness. There are two basic methods for dim-
ming the CCFT. The first simply reduces the tube current either directly or
indirectly by reducing the voltage applied to it. The second method main-
tains a constant current but turns the lamp on and of to control its bright-
ness (Figure 11.24). If the inverter is turned on for longer periods than it is
off, a brighter light is produced and vice versa. This technique employs a
pulse-width modulated (PWM) waveform to turn the inverter oscillator on
and off. A typical tube drive and control signals are shown in Figure 11.25.
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Figure 11.25 CCFT drive and control signals
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The frequency of the PWM waveform has to be chosen carefully to avoid
interaction with the frame rate. Typical values are 270 and 330Hz and
in the case of PC monitors, it is varied with the frame rate itself to avoid
interference with the graphics.

The d.c.—a.c. inverter

Essentially, the d.c.—a.c. inverter is a tuned collector oscillator (Figure 11.26).
When power is switched on, the transistor conducts feeding energy into
inductor L. When the inductor saturates, current ceases and the back e.m.f.
forces the current to reverse. Energy in L is now transferred to C. When C is
fully charged, charging current ceases causing an opposite back e.m.f. across
the inductor and the capacitor discharges into L with its energy transfer-
ring back to L until the inductor saturates and so on. The output across the
secondary of the transformer is a pure sine wave.

The basic elements of a d.c.—a.c. inverter are illustrated in Figure 11.27.
Capacitor Cp is the primary tuned capacitor which resonates with the
inductance of the primary winding of transformer T1. Capacitor Cq is
connected in series with the tube to ensure constant current operation.
At the frequency of operation, the impedance of the tube assembly
together with the ballast capacitor is very high making the inverter act
as a constant current source. The output is a sine wave with a slight
distortion caused by the reactance of the tube. Because of the very high
impedance, measuring devices such as a DVM or a CRO would load
the output so much as to render the readings almost meaningless. A
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Sinusoidal
output

oV

Figure 11.26 Tune-collector oscillator as a d.c.—a.c. inverter
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Figure 11.28 The essential elements of a practical d.c.—a.c. inverter

current probe should be used to observe the shape of the waveform on an
oscilloscope.

Figure 11.28 shows practical backlight inverter driving two CCFTs
together with the control chip as used by a Panasonic 15-in. LCD receiver.
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The control chip provides the PWM signal to drive two separate inverters,
one for each CCFT. The control chip itself is controlled by a signal from the
microprocessor. For inverter 1, a centre-tapped step-up transformer is
used to feed 700V, to drive CCFT1. The tuned circuit is formed by C1
and the primary of the transformer and a pair of transistors is used to
oscillate back-to-back. The d.c. power to the oscillator is obtained from
switching transistor Q1. While Q1 is on, oscillation takes place and the
tube lights up. However when Q1 is off, the oscillator turns off and with
it the tube itself. Switching transistor Q1 is controlled by a PWM signal
from the control chip. The width of the pulse controls the ON/OFF ratio
of Q1 and with it the brightness of the tube. For inverter 2, Q2 is the
switching transistor and C2 is the tuning capacitor. The tuning capacitors
may be recognised by their non-nominal values, in this case 0.12pF.
Capacitors marked Cg are the series capacitors that ensures the lamp pres-
ents a very high impedance to the inverter. It is normal to include over
voltage/over current protection as well as a panel enable from the micro-
processor controller.

Lamp error detection

Invariably, LC displays go into standby if one or more lamps fail to light
up. This may be caused by a actual malfunction lamp or a faulty inverter
circuit. A typical lamp error detection circuit is shown in Figure 11.29.
When the lamp is functioning normally, lamp current flows through R1
and turns D1 on feeding a positive voltage to the inverter. The output from
the inverter is negative which turns D2 off producing an zero error volt-
age. If the lamp fails to light up, current through R1 ceases, D1 turns off,
inverter output is positive and D2 turns on resulting in a positive (~4V)

1
L
_ A .
% M R3 Micro
] P D1 INVERTER D2
I II J_ ERROR
INVERTER TRANS ci
R1 R2 R4
L

ERROR voltage Abnormal: High (about 4.4V)
Normal: Low (about 0V)

Figure 11.29 Lamp error detection circuit
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error voltage which will interrupt the microcontroller and the set will be
forced into standby. Smoothing is provided by R2C1.

Adaptive transmissive scaling

Light, which is emitted from the LCD panel, is a function of two para-
meters: the intensity of the backlight and the transmissiveness of the LC cells.
The latter is the amount of polarising twist the LC imposes on the light
passing through it. Therefore, by carefully adjusting these two parameters,
one can achieve the same perception of brightness at different values of
the backlight intensity and the LCD twist. Since the changes in energy con-
sumption of the backlight lamp are higher than that of the LCD cells,
energy may be saved by simply dimming the backlight and increasing the
LC cells’” transmissiveness. This is known as brightness enhancement which
may be carried out dynamically, frame-by-frame. Apart from power sav-
ings, a dramatic improvement in brightness and contrast ratio as well as
black reproduction is achieved.

Figure 11.30 shows a block diagram for an adaptive transmissive scalar.
The video information is assessed by the brightness detector to obtain
three-frame parameters: average picture level (APL) and maximum and
minimum luminance. These parameters are then used to establish the opti-
mum combinations of pixel voltage and the backlight brightness. Signals
are sent to the video gain control and the lamp current control as shown.

Transmissive scaling invariably introduces distortion which may be
minimised by the use of a histogram. A histogram is used to calculate or
estimate the distortion produced by transmissive scaling and if it is above
a specified threshold, both the backlight and the LC pixel values are read-
justed to bring the distortion down to an acceptable level.

LCD panel faults

The first step in fault finding on LCD panels is to ascertain if the fault is a
panel malfunction, in which case it has to be replaced, or if the cause of the
fault is outside the panel in which case a repair is possible. Some of the
symptoms point clearly to a panel fault, others may be ambiguous. One of
the main symptoms of a faulty panel is pixel defect. This may be a single
pixel, several pixels or cluster of pixel failure in the same way as pixel fail-
ures in a plasma panel shown in Figure 10.34 in the previous chapter. Again,
in the same way as plasma displays, manufacturers allow for a certain num-
ber of pixel defects before the panel is rendered obsolete. The display panel
is divided into a number of areas and the number of bad pixels permitted
depends on the area. Other classic symptoms pointing to faulty LCD panel
are shown in Figure 11.31. A horizontal line across the screen may also be
caused by a bad connection between gate driver board and the panel. The
‘negative picture’ effect in Figure 11.32 is also a result of panel failure.
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A single vertical line A single horizontal line

Multiple vertical lines — faulty tape carrier Image stick or burn

Figure 11.31 Symptoms of faulty panel

Figure 11.32 ‘Negative picture’ effect due to panel malfunction
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Figure 11.33 Source or column drive fault

Figure 11.34 Symptom of a line gate driver fault

Drive faults

The classic symptom for a source (or column) drive is a vertical band across
the screen as shown in Figure 11.33. A horizontal band (Figure 11.34) would
indicate a faulty line scan drive.



This page intentionally left blank



12 DLP and SED

Plasma and LCD television receivers have long enjoyed the singular billing
as the ‘Big Thing’ in consumer electronics. Recently, two new display tech-
nologies have begun to make some headlines of their own, namely digital
light processing (DLP) and surface-conduction electron-emitter display (SED)
technologies. DLP is a video projection technology that has recently been
available as rear projection large-screen domestic television receivers. The
technology took decades to become a viable technology for the ever
expanding consumer market. It was developed by Larry Hornbeck at Texas
Instruments (TI) in the 1970s, perfected in the 80s and finally introduced
to the public in 1996. Since then, DLP TV has started making waves in
the fixed-pixel display market by meeting the surging demand for less
expensive — though no less capable — large-screen TVs.

SED uses surface-conduction electron emission to excite a phosphor
coating of individual pixels, the same basic concept of the traditional cath-
ode ray tube (CRT).

Principles of DLP display

Central to the DLP display is the digital micromirror device (DMD) devel-
oped by TI. The DMD is a thumbnail-size semiconductor light switch. It
consists of an array of millions of microscopic-size mirrors, each mounted
on a hinge structure so that it can be individually tilted back and forth.
Figure 12.1 shows the basic components of a simple DLP system composed
of a light source and a projection lens. Light from the lamp is reflected off
the micromirrors and directed towards the projector lens if the mirror is
tilted in one direction and away from the lens and towards a light absorber
if tilted the opposite way. In the diagram, the two end mirrors are tilted so
that the reflected light goes through the lens to be projected on an external
surface as two bright square dots. These two mirrors are said to be ‘on’. The
middle mirror is tilted in the opposite direction and its reflection avoids the
lens to be absorbed by a light absorber. It is said to be ‘off’. The absence of
light reflection from the middle mirror appears as a dark square dot on the
screen. The top view of the three micromirrors is shown in Figure 12.2.
Now imagine thousands of these tiny micromirrors, arranged in a
matrix. The result is an image with a resolution determined by the num-
ber of micromirrors with each micromirror corresponding to one pixel.
Thus a VGA-resolution image requires a DMD matrix of 640 X 480 and an
XGA a matrix of 1024 X 768 and so on. To produce a moving image, the
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Figure 12.2 Top view of the three micromirrors shown in Figure 12.1

micromirrors have to be addressed and set to one position or the other and
refreshed at every frame.

Greyscale generation

The simple operation described above does not provide for shades of grey
as the operation of the micromirrors is purely digital. A mirror can only be
turned ‘on’ for full brightness or ‘off” for no brightness or black. To produce
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Table 12.1 Bit plane weighting for an 8-bit pixel value

Pixel value bit Portion of frame period
Bit 0 (LSB) 1/255
Bit 1 2/255
Bit 2 4/255
Bit 3 8/255
Bit 4 16/255
Bit 5 32/255
Bit 6 64/255
Bit 7 (MSB) 128/255

greyscale light has to be modulated using a technique known as binary-
weighted pulse width modulation (PWM). The binary-weighted PWM is a
time ratio technique not dissimilar to that used for plasma panels, in that the
frame period is divided into a number of binary-weighted intervals, also
known as bit intervals. The weighting for each interval reflects the binary
code of the pixel value, a technique known as bit plane weighting in which
the pixel’s least significant bit (LSB) consumes 1/(2"—1) and the LSB +1
bit consumes double that and so on where # is the number of bits used
to describe the luminance or value of the pixel. The most significant bit
(MSB) consumes (n—1)/(2"—1) of the frame interval. The human eye inte-
grates the pulsed light to an average intensity. The greyscale perceived is
proportional to the proportion of time the mirror is ‘on” during the frame
refresh cycle. Table 12.1 lists the bit plane weighting of an 8-bit pixel value.
As can be seen, the MSB addresses (i.e. tilts and holds) the mirror in posi-
tion for ‘half” (128/255) the frame period, 10.04 ms for PAL and 8.38 ms for
NTSC. The MSB-1 bit addresses the mirror for a ‘quarter” (64/255) of the
frame period and so on up to the LSB which addresses the mirror for the
smallest bit interval, namely 1/255th.

A pixel value bit of 1 would turn the mirror ‘on” and a 0 would tilt the
mirror in the opposite ‘off” position. For maximum light intensity, the pixel
value would be 11111111 (all 1s) which sets the micromirror ‘on’ throughout
the frame period. For minimum intensity or black, all bits would be 0 and
the micromirror would be “off” throughout the frame. Other combinations
of 0s and 1s would produce different shades of grey, a total of 28 = 256.

Figure 12.3 shows a typical binary-weighted PWM frame period for an
8-bit pixel value showing the bit intervals as well as the ‘on” and ‘off’
sequence for two different light intensities, 60 and 35.5%.

Bit splitting

Current DLP systems are either 24-bit colour (8 bits or 256 grey levels per
primary colour) or 30-bit colour (10 bits or 1024 grey levels per primary
colour). In the simple binary PWM addressing, spatial and temporal
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Figure 12.3 Binary-weighted pulse width modulation

artefacts can be produced because of imperfect integration of the pulsed
light by the viewer’s eye. These artefacts can be reduced to negligible lev-
els by what is known as ‘bit-splitting’. In this technique, the longer dura-
tion bits are subdivided into shorter durations, and these split bits are
distributed throughout the video frame time. DLP displays combine PWM
and bit splitting to produce analogue-quality projection systems.

DMD structure

The DMD chip consists of a monolithically integrated micro-electronic mechan-
ical system (MEMS) superstructure fabricated over a CMOS SRAM memory
as illustrated in Figure 12.4. The MEMS superstructure consists of three lay-
ers: the micromirror itself, the yoke and hinge layer and the base referred to
as metal-3. Each mirror is associated with an individual SRAM memory
cell, the content of which determines the tilt of the mirror: ‘on” or ‘off’. A
schematic drawing of the construction of an individual MEMS mirror
superstructure is shown in Figure 12.5.

The layers of the superstructure are separated by a microscopic air gap.
The air gaps allow the structure to rotate freely about two compliant tor-
sion hinges. The mirror is rigidly connected to an underlying yoke. The
yoke, in turn, is connected by two thin torsion hinges to the underlying
substrate. The address electrodes are connected to the complementary
sides of the underlying SRAM cell while the yoke and mirror are con-
nected to a bias bus fabricated at the metal-3 layer. The bias bus intercon-
nects the yoke and mirror to a bond pad at the chip perimeter. An off-chip
driver supplies the bias waveform necessary for proper digital operation.

The DMD mirrors are 16 pm square and made of aluminium for maxi-
mum reflectivity. They are arrayed 17 um apart leaving a gap between
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Figure 12.4 DMD structure

them of only 1 um to form a matrix having a high aperture ratio known as
fill factor of about 90%. The high fill factor produces high luminance effi-
ciency. Furthermore, the high fill factor results in a ‘seamless’ image avoid-
ing the pixelisation or ‘screen door effect’ experienced with large-screen
LCD panels and projectors.

DMD operation

At the beginning of each frame, the value of each pixel is fed, bit by bit into
the corresponding SRAM cell starting with the MBS. All mirrors remain in
the MSB state for half of a frame time. The next MSB is then loaded and
held for one quarter and the next bit for one eighth of a frame time and so
on until all the bits have been loaded. The process is then repeated for the
next frame and so on.

The logic state of a bit in a SRAM cell is fed to an embedded driver to
create an electrostatic torque between the mirrors and address electrodes.
This works against the restoring torque of the hinges producing a rotation
of the yoke and mirror in the positive or negative directions depending on
whether the content of the cell is a 1 or a 0. The mirror and yoke rotate
until the yoke comes to rest (or lands) against mechanical stops that are at
the same potential as the yoke. Because geometry determines the rotation
angle, as opposed to a balance of electrostatic torques, the rotation angle is
precisely determined.
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Figure 12.5 Construction of a single mirror on a DMD

Once the memory array has been updated, all the mirrors in the array
are released simultaneously and allowed to move to their new positions
by a bias address voltage. They stay latched in that position by applying a
higher bias latch voltage. This prevents the mirrors from responding to
changes in the memory while the memory is being written with updated
video data. While the mirrors are latched, the memory cells are updated

with new data.
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Figure 12.6 Addressing the DMD

DMD addressing cycle

The DMD addressing scheme takes advantage of the ‘mechanical latching’
feature of the DMD. If a bias (latch) voltage in excess of the address volt-
age is applied to the array of DMD mirrors after the “1” or ‘0" address volt-
ages are set, the mirrors will stay latched (tilted) in the selected state even
if the address voltage changes. Only if the bias (latch) voltage is removed
will the mirrors be free to respond to any changes in the address voltage.

The complete address cycle is shown in Figure 12.6. The mirrors are set
or tilted into position determined by the contents of their corresponding
cells and stay in that position for the bit interval. To keep them into that
position, a bias (latch) voltage is applied. While the mirrors of the array are
latched, the underlying memory array is refreshed or updated by the next bit
of the pixel value for the next bit interval. At the end of the bit interval, the
latch bias is turned off to release mirrors allowing them to rotate if neces-
sary. However, the stickiness of the mirrors keeps them in position. The
next phase, the differentiation phase, is to identify which mirrors are to
remain in the same state and which are to cross over to a new state for the
next bit interval. The latter are then released by applying a retarding field
to the yokes and mirrors. Having done that, the rotationally separated
mirrors are set by applying an address bias voltage and rotating them to
their new states. The others remain in their previous states. A bias latch
voltage is then applied and so on.

The bias voltage has three important functions: first, it produces a
bistable condition to minimise the address voltage requirement. In this
manner, large rotation angles can be achieved with conventional 5V
CMOS. Second, it electromechanically latches the mirrors so that they can-
not respond to changes in the address voltage until the mirrors are reset.
The third function is to reset the pixels so that they can reliably break free
of surface adhesive forces and begin to rotate to their new address states.

Typical mirror tilt is +10° from a plane parallel to the underlying sili-
con substrate, so the illumination beam is incident on the DMD 20° from
the perpendicular to the plane of the silicon. The contrast ratio of a display
is limited to a large extent by light which, regardless of the ‘on” or “off’
position of the mirrors, is diffracted from the DMD, enters the projection
lens. Such light may be diffracted from the edges of the mirrors, torsion
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beams, posts and the underlying circuit structure. Decreasing the amount
of diffracted light improves the black level and thus increases the contrast
ratio. To do this requires a mirror structure that minimises light diffraction
from the underlying structure. Higher contrast ratios may also be
achieved by limiting the aperture of the projection lens, thus discriminat-
ing preferentially in favour of reflected rather than diffracted light.
However, this results in a reduction in the light throughput of the system.

Multiplexed addressing

The traditional addressing technique described above suffers from two
drawbacks. The first is a result of the manner in which the SRAM chip is
refreshed and the other is the relatively low throughput of the manufac-
turing process. In the traditional addressing technique, the MSB of a new
frame must be loaded into the DMD SRAM during the LSB bit interval of
the preceding frame as shown in Figure 12.7. As the LSB bit interval is the
shortest interval in a frame, the bit rate associated with loading the MSB is
at a peak. The lowest bit rate is when the MSB-1 data is loaded during
the long MSB bit interval. The DMD device and its drivers must therefore
have high bandwidths to cope with the highest bit rate even though the data
rate is essentially zero throughout the 50% of the frame time represented by
the MSB time period and the average bit rate is relatively low. The second
drawback is the difficulty in achieving defect-free SRAM substrate reducing
the manufacturing throughput. DMD throughput would be improved if the
SRAM cell count is reduced below the pixel counts, i.e. if one cell can serv-
ice more than one pixel. To increase throughput and improve the bandwidth
requirements multiplex addressing was developed.

In the traditional addressing technique, the mirrors share a single bias
voltage which is applied to all the mirrors simultaneously. The mirrors are
latched, released and rotated simultaneously. In multiplex addressing, the
DMD mirror array is divided into a number of separate sections, normally
16, each with its own separate source of bias voltage. The mirrors are
addressed section by section. In this way, 16 mirrors, one from each sec-
tion can be addressed by the same SRAM cell thus reducing the number
of SRAM cells required.

LSB MSB

I I | I

PO Frame n-1 Frame n

Figure 12.7 Traditional addressing
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Figure 12.8 Multiplex addressing

As an illustration, consider a DMD with a resolution of 864 X576
divided into 16 horizontal sections of 864 X 36 as shown in Figure 12.8.
With multiplex addressing, a SRAM cell array of only 864 X 36 would be
required to address each section in turn. The memory would then be
refreshed 16 times to update just one bit of the frame. This addressing
scheme requires a change in the simple bit plane sequence described
above. Figure 12.9 gives an illustration of multiplexed addressing
sequence for a system with a 5-bit (0—4) pixel depth and a DMD with four
horizontal sections labelled A, B, C and D. It will be noticed that the pixel
bits are not loaded in the normal binary sequence and that they appear at
a different time throughout the video frame in each of the four sections of
the device. With the X-axis divided into LSB bit intervals, it can be seen
from the diagram in Figure 12.9 that updating bit A4 is carried out in one
LSB interval. Similar is the case for B3, C2 and D3. They are followed by
B0 which has three LSB intervals to be updated and so on. One section or
another of the device is updated with one bit or another almost constantly.
The peak data rate for the DMD and its drivers is thus reduced almost to
the average data rate. Furthermore, the DMD memory requirement has
been reduced to a quarter of the pixel count.

This multiplexing, or time sharing, of memory among groups of pixels
within the display implies that particular bit weightings appear on different

. A4
Bit sequence : 9?% A2 N A3 >'.A1>'.
Section A
) B3 BO B1 B4 B2
Bit sequence I e 5 >
Section B
glt Sequgnce | Cc2 N C4 \?8', C‘l>I| C3 \I
ection
) D3 D1 DO D2 4
Bit sequence | St 5 <
Section D

Pt et

Time in LSB intervals

Figure 12.9 Multiplexed addressing bit sequence



216 Newnes Guide to Television and Video Technology

groups of lines within the display at different times during each video
frame. This arrangement introduces the possibility of fixed-pattern artefact
associated with the pattern of multiplexed lines. Careful rearrangement of
the temporal location of the bit weights goes a long way towards mitigating
the visual effects of these artefacts.

Generating colour

Colour DLP optical systems have been designed in a variety of configura-
tions distinguished by the number of DMD chips (one, two or three) used.
The one-chip and two-chip systems rely on a rotating colour disk to time
multiplex the colours.

The one-chip configuration is used for lower brightness applications
and is the most compact. Two-chip systems yield higher brightness per-
formance but are primarily intended to compensate for the colour defi-
ciencies resulting from spectrally imbalanced lamps (e.g. the red deficiency
in many metalhalide lamps). For the highest brightness applications, three-
chip systems are required.

In the one-chip configuration (Figure 12.10), white light is focused onto
a colour wheel filter system. The colour wheel spins causing a sequence of
red, green and blue light to shine onto the DMD mirrors to produce the
red, green and blue frames, bit interval by bit interval. The DMD SRAM
memory cells are thus fed with red, green and blue pixel values, bit by
bit in the same sequence as the spinning colour. The eye integrates the
sequential images and a full colour image is seen. The data as well as
the mirrors’ transition rates are increased by three times as the DMD cells are

DMD™

Optics

Light
™. ___— source

Clour
filter

Gn

Figure 12.10 A single-chip DLP system
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refreshed by the full pixel depth three times for each video frame. This
was made possible with improvements in the optical and mechanical
switching times of the DMD. Single-chip DLP systems made small size
projectors a possibility. The drawback is a reduced brightness level com-
pared with the three-chip type.

The rainbow effect

If there is one single issue that people point to as a weakness in DLP, it is
that the use of a spinning colour wheel to modulate the image has the
potential to produce a unique visible artefact on the screen commonly
referred to as the ‘rainbow effect’ (Figure 12.11). This is simply due to
colours separating out in distinct red, green and blue because of the
sequential colour updating from the wheel (three-chip DLP projectors
have no colour wheels, and thus do not manifest this artefact). Basically,
as the colour wheel spins the image on the screen is either red, or green, or
blue at any given instant in time, and the technology relies upon your eyes
not being able to detect the rapid changes from one to the other.
Unfortunately some people can see it. Not only can some see the colours
break out, but the rapid sequencing of colour is thought to be the culprit
in reported cases of eyestrain and headaches. Since LCD projectors always
deliver a constant red, green and blue image simultaneously, viewers of
LCD projectors do not report these problems.

How big of a deal is this? Well, it is different for different people. Most
people cannot detect colour separation artefacts at all. However, for some

Figure 12.11 The rainbow effect
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who can see the rainbow effect, it is so distracting that it renders the pic-
ture literally unwatchable. Others report being able to see the rainbow
artefacts on occasion, but find that they are not particularly annoying and
do not inhibit the enjoyment of the viewing experience.

TI and the vendors who build DLP-based projectors have made strides
in addressing this problem. The first-generation DLP projectors incorpo-
rated a colour wheel that rotated 60 times per second, which can be des-
ignated as 60 Hz, or 3600 RPM. So with one red, green and blue panel in
the wheel, updates on each colour happened 60 times per second. This
baseline 60 Hz rotation speed in the first-generation products is known as
a “1X’ rotation speed.

Upon release of the first-generation machines, it became apparent that quite
a few people were seeing rainbow artefacts. So in the second-generation DLP
products the colour wheel rotation speed was doubled to 2X at 120Hz
or 7200 RPM. The doubling of the colour refresh rate reduced the time
between colour updates, and so reduced or eliminated the visibility of
colour separation artefacts for most people.

Today, as noted above, many DLP projectors being built for the home
theatre market incorporate a six-segment colour wheel which has two sets
of red, green and blue filters. This wheel still spins at 120 Hz or 7200 RPM,
but because red, green and blue are refreshed twice in every rotation
rather than once, the industry refers to this as a 4X rotation speed. This
further doubling of the refresh rate has again reduced the number of peo-
ple who can detect them.

For the large majority of users the six-segment, 4X speed wheels have
solved the problem for home theatre or video products. Meanwhile, due
to the higher lumen output requirements for business presentation use,
most commercial DLP units still use the four-segment, 2X speed wheels.

The three-chip DLP

In the three-chip configuration, three separate DMDs are used, one for
each colour in the arrangement shown in Figure 12.12. Light from a metal
halide or xenon lamp is collected by a condenser lens. The light must now
be separated into its three primary components red, green and blue. This
is carried out by a set of colour-splitting and colour-combining prisms.
Furthermore, these light waves must be directed at 20° relative to their
DMD chip. This must be accomplished in a way that eliminates mechani-
cal interference between the illuminating and projecting waves. This task
is performed by a ‘total internal reflection’ (TIR) prism which is interposed
between the projection lens and the DMD colour-splitting/colour-combining
prisms. The colour-splitting/colour-combining prisms use dichroic filters
deposited on their surfaces to split the light into red, green and blue
components. A dichroic filter has significantly different properties at two
different wavelengths that can be used to selectively pass light of a small
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Figure 12.12 An outline of a three-chip DLP system

range of colours only. The red and blue prisms require an additional
reflection from a TIR surface of the prism in order to direct the light at the
correct angle to the red and blue DMDs. Light reflected from the ‘on” mir-
rors of the three DMDs is directed back through the prisms and the colour
components are recombined. The combined light then passes through the
TIR prism and into the projection lens.

Principles of SED panel

The SED relies on electrons striking a phosphor-coated screen to produce
light. This is the same technology as that used by the traditional CRT. The
difference is that while the CRT has an electron emitter or gun that scans
the phosphor-coated surface of the screen, the SED panel has an array of
electron emitters, one for each pixel as illustrated in Figure 12.13.

The display consists of two flat piece of glass, sealed with a vacuum in
between. One of them is covered with electron emitters, while the other is
covered with phosphor. The vacuum in between the glasses is only half an
inch thick, which allows for extremely thin monitors. Each electron emit-
ter is matched up with a pixel on the screen.

The electron emitters, at the heart of the SED, are characterised by an
extremely narrow gap measuring only a few nanometres in width known
as a nanogap. It is formed between two electrodes on the electron-emitting
layer. When a voltage of approximately 10V is applied to the nanogaps,
what is known as tunnelling effect takes place with electrons emitted from
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one side of the nanogap as shown in Figure 12.14. Some of these electrons
are scattered at the opposite electrode and accelerated by the roughly
10 kV applied between the front and back glass substrates, causing light to
be emitted when they collide with the phosphor-coated glass substrate.

SEDs have the same advantages in terms of fast video response and
high contrast. Unlike CRTs, however, they do not require electron beam
deflection, so they can produce high-definition images with low distortion
for high overall image quality.

Cannon, the SED manufacturer claims lower power consumption than
equivalent CRT, LCD and plasma panels. SEDs combine a slim form fac-
tor and contrast ratios of LCDs and plasma displays with the superior
viewing angles, black levels and pixel response time of CRTs.



13 Television receivers
CRT-type

In the previous chapters, we described the various types of display devices
from the traditional CRT to the plasma, LCD and the latest DLP rear-
projection. The next few chapters will consider the technology involved in
receiving and processing video signals in preparation for display.

There are several ways in which a video signal may be received for pro-
cessing. These include the traditional analogue TV broadcasts as well as the
current digital television. Video signals may also be received from a variety
of video equipments such as DVD players, VCRs and set-top-boxes via a
variety of connections such as SCART, S-video and HDMI. This chapter
will cover terrestrial analogue television using a CRT display unit.

The analogue TV receiver

The basic functional units of an analogue terrestrial television receiver are
shown in Figure 13.1.

The tuner selects the UHF carrier frequency for the TV channel as
chosen by the user and converts it to an intermediate frequency (IF) of
39.5 MHz. The modulated IF is then amplified through several stages of
amplification and demodulated to obtain the original composite video,
blanking and sync (CVBS) signal. The CVBS signal is then separated into
its three component parts: video, sound and sync.

The wvideo selection switch (sometimes inappropriately called video
processor) selects one of the video signal for further processing as chosen
by the user. The video in the form of CVBS from the video selector is fed to
the colour decoder to reproduce the original RGB (or YUV) signals which fol-
lowing the RGB matrix, are fed to the CRT via individual RGB amplifiers.
The 6-MHz sound inter-carrier is taken off at the video detector stage using
a surface acoustic wave (SAW) filter. The FM sound signal is detected, ampli-
fied and fed into the loudspeaker via the sound select chip. The sync pulses
are clipped from the video information at the video output stage, separated
into line and field, and taken to the appropriate timebase. After amplifica-
tion, line and field pulses are used to deflect the electron beam in the hori-
zontal and vertical directions via a pair of scan coils.

Automatic gain control (a.g.c.) is employed to ensure that the output of
the IF stage remains steady irrespective of changes in the strength of the
received signal. The a.g.c. performs three basic functions in a TV receiver.
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First, it enables the switching over from a strong channel to a weaker one,
or vice versa, without having to adjust the receiver. Second, it avoids over-
loading the RF/IF amplifying stages which would introduce severe dis-
tortion. Third, it attempts to reduce the flutter caused by reflections of
transmitted signals from moving objects such as airplanes. The effective-
ness of flutter reduction depends on the time constant of the a.g.c. circuit.
Automatic frequency control (a.f.c.) is sometimes used to keep the IF stable at
39.5MHz.

Apart from providing the drive for the line scan coils, the line output
stage also provides the extra high tension (e.h.t.) for the c.r.t. by the use of
an overwind at the line output transformer (LOPT) as was mentioned in
Chapter 9. The line output stage is also used to provide other stabilised
d.c. supplies for the receiver.

The front end

The component parts of the front end of an analogue terrestrial television
are shown in Figure 13.2. It consists of the tuner and the IF amplifier stage.
The function of the tuner is to select a TV channel frequency, amplify it and
convert it into an IF for further amplification by the IF stage. The tuner
must be capable of selecting any channel from bands IV and V, and it must
provide sufficient RF amplification with good signal-to-noise ratio (SNR)
and minimal frequency drift. One or more stages of RF amplification are
therefore necessary before the mixer-oscillator stage. A high-pass filter is
normally used at the input to the RF amplifier to produce a correctly
shaped response curve. The mixer-oscillator changes the tuned RF to a
common IF of 39.5MHz. The tuner unit is built inside a metal case to
screen it from outside RF interference. Further screening is also provided
between various stages of the unit by metal walls. These inner walls which
form part of the tuned circuits prevent unwanted coupling between one

Tuner \
UHF
aerial RF 39.5 MHz
L / IF
) ) / IF .
Aerial R RF Mixer- " To vision
isolation "l amplifier oscillator ar;glgl,f;er detector
Automatic Automatic
gain frequency
control, control,
A.g.c. Af.c.

Figure 13.2 Terrestrial TV front end
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Figure 13.3 Typical front end unit

compartment and another. But when a coupling capacitance is needed, a
small hole or slot may be cut in the dividing wall.

Both the RF amplifier and RF oscillator use LC tuned circuits. Given the
resonant frequency of a tuned circuit f=1/2nv/LC and the very high car-
rier frequencies (370-862 MHz) to which the tuned circuits must resonate,
the values of L and C has to be so small as to make it impractical to use
normal inductors and capacitors. Instead, transmission lines, normally a
quarter of a wavelength long, known as lecher lines are employed in com-
bination with a tuning capacitor. Coupling between stages is achieved by
simple loops of wire or by tapping the lecher line. Figure 13.3 shows a typ-
ical front end unit incorporating the tuner and the IF stage, all within a
single metal case.

The aerial is usually connected to the tuner via an isolating circuit. This
is essential in receivers operating from the mains supply that do not use an
isolating transformer. If the receiver is fed directly from the mains, the
chassis can become live; and if a live chassis were connected directly to the
aerial, it would make the aerial live as well. A commonly used aerial isola-
tion circuit is shown in Figure 13.4. Capacitors C1 and C2 are large enough
to give adequate coupling for radio frequencies, but of high enough imped-
ance at the mains frequency of 50 Hz (or 60 Hz) to effectively isolate the aer-
ial from the mains supply. Resistors R1 and R2 prevent static charge from
building up on the aerial.
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RF oscillator

At the UHF range of frequencies, feedback in the oscillator is obtained by
mutual inductance, employing lecher lines to form a Hartley or a Colpitts
oscillator. Use may also be made of the inter-electrode capacitors of the
transistor. The circuit in Figure 13.5 shows a common-base Colpitts oscil-
lator in which inter-electrode capacitors C_, (between collector and emit-
ter) and C,, (between emitter and base) provide the necessary feedback for
sustained oscillation. C,, in series with C,, effectively fall across the output
developed between the collector and base. Part of this output, that part
across C,,, is fed back into the input between the emitter and base. R1 is
the emitter resistor, R2/R3 is the base bias chain with C2 as the base or bias
decoupling capacitor and TL1 is the output lecher line resonating with
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varicap diode C3. A varicap diode is a reversed-biased diode which looks
like a capacitance as far as the circuit is concerned. The value of the capac-
itance it represents is determined by the reverse-bias voltage.

Mixer-oscillator

The purpose of the mixer-oscillator stage is to change the incoming UHF
carrier frequency to a common IF, a technique known as super-heterodyne
(superhet for short). Frequency changing may be achieved either through
multiplication or addition. Addition is the preferred method for TV tuners.
A single transistor is made to oscillate at frequency f,, which is 39.5MHz
above the selected channel frequency f.. The non-linear part of the transis-
tor characteristic is then used to produce the sum (f, + f.) and the difference
(f, —f.) of the two frequencies together with the two original frequencies, f,
and f.. A tuned circuit at the output is then made to select the frequency dif-
ference, f, — f.=39.5MHz.

Complete tuner

The various tuned circuits in the tuner unit must keep in step with each
other as different frequencies are selected, and this calls for good match-
ing in manufacture. The variable tuning is carried out by means of fixed
Lecher bars in conjunction with varicap diodes. Tuning control, then, is
carried out by varying the d.c. potential applied to the varicap diode. A
swing of 30V would scan the whole UHF television band. The tuning
voltage source may be as simple as a single potentiometer or as complex
as a frequency-synthesis, self-seeking ensemble. A self-seeking system,
when initiated, sweeps up the TV transmission band(s) by itself, stopping
each time it encounters a station for storing (manually or automatically) to
a non-volatile memory, NVRAM. Frequency-synthesis offers a self-seek
and memory facility along with a ‘direct addressing’ feature in which a
required channel number (21-68 for UHF) can be requested by the viewer
and automatically tuned. This involves a very stable crystal oscillator in a
phase-locked loop (PLL) embracing the tuner’s local oscillator.

The phase-locked loop

The PLL is commonly used in TV receivers to ensure stability of the IF out-
put without the use of an a.f.c. Available in integrated circuit packages, the
PLL is today widely used in a variety of electronic applications, including
chrominance decoding. The principle of operation of the PLL is illustrated
in Figure 13.6. It consists of a phase discriminator or detector, low-pass loop
filter and a woltage-controlled oscillator (VCO). Without an input signal to
the phase discriminator, the VCO is free running at its own natural fre-
quency, f,. When a signal arrives, the phase discriminator compares the



Television receivers CRT-type 227

input frequency f, with that generated by the VCO. A difference results in a
d.c. output which after filtering is fed back into the VCO to change its fre-
quency. The process continues until the two frequencies are equal and the

PLL is said to be locked.

Figure 13.7 shows a block diagram for a typical UHF tuner used by
modern TV manufacturers. As well as a UHF aerial connection, the tuner
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provides a facility for FM radio reception. TV IF output is provided at pin
11 and the FM IF output is available at pin 10. The a.g.c. is fed into pin 1
and tuning is controlled by an I°C serial bus (SCL and SDA) from the
microcontroller. For detailed information on I*C bus operation, refer to
Appendix 2.

Synthesised tuning

Synthesis is the process of combining or adding up incremental amounts to
obtain a certain quantity of, say, a voltage or a frequency. In the frequency
synthesised tuner (FST), the tuning voltage is obtained from a programma-
ble PLL composed of the tuner’s local oscillator, a controlled pre-scaler, a
phase discriminator and a low-pass filter (Figure 13.8). A sample of the
tuner’s local oscillator frequency is fed back to the phase discriminator via
a controlled divider (divide by N), known as a pre-scaler. The value of N is
set by the channel select input which determines the frequency f; going into
the phase discriminator. The discriminator then compares f; with reference
frequency f,. A d.c. output is produced that reflects the difference between
the two frequencies. After filtering, this d.c. voltage is used to tune the
tuner to the selected channel. Synthesised PLL-controlled tuners have
extremely stable output with practically no drift, thus removing the need

\1/—‘ UHF tuner ~ Local  —= IF output

0O5C
Controlled
pre-scaler . Channel
Tuning +N select
voltage
PLL | f1
Loop Phase
LPF discriminator
s Divider
oscillator -

Figure 13.8 Synthesised tuning
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for an a.f.c. circuit. The stability of the tuner output depends to a large
extent on the stability of the reference frequency. For this reason, a fre-
quency divider is used to divide the frequency of a crystal-controlled ref-
erence oscillator by a large factor to improve its stability.

The IF stage

Recall that the IF is derived at the mixer-oscillator stage of the tuner. The
local oscillator is made to oscillate at a frequency which is 39.5 MHz higher
than the selected carrier frequency. The IF is then obtained by selecting
the difference between the carrier and the oscillator frequencies. For exam-
ple, if the TV receiver is tuned to a channel frequency of 511.25 MHz (BBC
1 transmission from Crystal Palace) then the oscillator must be tuned to
frequency f, = 511.25 + 39.5 = 550.75 MHz. The relative position of the var-
ious frequencies of a modulated UHF carrier may be observed on a spec-
trum analyser such as that illustrated in Figure 13.9 for a modulated 511.25
MHz carrier. The 8MHz bandwidth extends from f,;, to f,.., where

fin = 511.2—1.75=509.5MHz and
froaxe = 511.25+6.25=517.5MHz.

The sound carrier is 6MHz above the vision carrier, so it has a frequency
of 511.25+ 6.00 = 517.25 MHz.

After the mixer-oscillator stage, the vision carrier is replaced by a vision
IF of 39.5MHz with RF oscillator frequency of 511.25 + 39.5 = 550.75 MHz.
The sound carrier is translated into a sound IF of

oscillator frequency — sound carrier = 550.75—517.25

=33.5MHz
Vision carrier Sound carrier
511.25 MHz 517.25 MHz
Colour SC
515.68
6 MHz
509.5 517.5
| Bandwidth 8 MHz |

fmin fmax

Figure 13.9 Spectrum of a modulated 511.25-MHz carrier
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The sound IF is now 6 MHz below the vision IF Similarly, all other fre-
quencies will reverse their position relative to the vision carrier when they
are converted to their equivalent on the IF spectrum.

The IF response curve

Apart from providing sufficient IF amplification to drive the detector, the
IF stage is required to shape the frequency response of the received signal
to that shown in Figure 13.10. The IF response curve has four purposes:

1. To reject the vision IF of the adjacent higher channel. The adjacent
vision IF falls 8 MHz below the vision IF at 39.5 —8 =31.5MHz.

2. To reject the sound IF of the adjacent lower channel. The adjacent sound
IF falls 8MHz above the sound inter-carrier at 33.5+ 8 =41.5MHz.

3. To provide 26 dB attenuation at 33.5 MHz. This is necessary to prevent
any interference caused by a beat between the sound and vision IFs. A
small step or ledge is provided as shown to accommodate the FM devi-
ation of the sound inter-carrier. The FM step prevents amplitude mod-
ulation of the sound carrier; otherwise it would be detected by the
vision demodulator, causing a pattern to appear on the screen and a
buzz on the sound, a symptom known as sound on vision.

Adjacent Vision Adjacent
vision IF Sound IF IF sound IF

31.5 MHz 33-5MHz 395MHz  41.5 MHz

0dB : !
! |
! 1
! 1
! |

-6 dB

-26 dB Sound IF
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Figure 13.10 The IF response curve



Television receivers CRT-type 231

4. To provide a steady fall in amplitude from 38 to 41 MHz at the vision
IF end. This is necessary because the vestigial sideband transmission
gives increased emphasis to these frequencies.

These four functions become very critical in colour TV reception. The
443MHz chrominance sub-carrier falls at the higher end of the video
spectrum, and when this is converted to an IF it becomes 39.5 —4.43 =
35.07MHz, only 1.57MHz away from the 33.5MHz sound IF. It follows
that, in order to retain the full chrominance information and its correct
relationship to the luminance information, the response curve on the one
hand must not be allowed to fall too early at this end, thus restricting the
chrominance information, and on the other hand must provide sufficient
rejection of the sound IF. Failure to do this produces cross-modulation
between the 4.43MHz chrominance sub-carrier and the 6 MHz sound
inter-carrier. This cross-modulation appears as a 1.57 MHz (6.00 — 4.43)
pattern on the screen, known as herring-bone pattern.

The vision detector

In the amplitude-modulated waveform, the information is contained in
the change of amplitude of the peak of the carrier waveform. By joining
the tips of the carrier, an envelope is obtained which represents the origi-
nal modulating information. The purpose of an a.m. demodulator is there-
fore simply to retrieve that envelope while removing the high-frequency
carrier wave. This may be carried out by the simple rectifier diode detec-
tor with a smoothing low pass filter shown in Figure 13.11. For adequate
reproduction of the video information, the time constant of the detector
C1RI must be shorter than the period of one cycle of the highest video
frequency, 5.5MHz, and longer than the duration of one cycle of the
39.5MHz IF. It follows that the time constant has to be somewhere in
between 1/5.5=0.18 us and 1/39.5 =0.025 ps. For this reason, 0.1 ps is nor-
mally aimed for. A time constant longer than 0.1 s would reduce the high-
frequency response of the detector. The output which is the charge across C1

D1
L1

— C1 R1

T

Figure 13.11 Diode a.m. detector
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is then no longer able to follow the fast changes in brightness which are rep-
resented by high video frequencies. A very short time constant, on the other
hand, would retain a high proportion of the IF in the form of a ripple.

Synchronous demodulator

The rectifier is in essence a switch which closes during one half-cycle of
the carrier wave and opens during the other half. From this point of view,
any switching device may be used, provided it allows the carrier through
for one half-cycle only. Since we are only interested in the amplitude of the
peak of the carrier, the switch need only be open for the duration imme-
diately before and immediately after the positive (or negative) peak of
the carrier. In truth, the modulated carrier is sampled once every cycle of
the carrier, a sampling rate equal to the carrier frequency itself. This is the
principle of the synchronous demodulator.

The sampling pulses are obtained by the use of a limiter which removes
the envelope and leaves a clipped 39.5MHz carrier only as shown in
Figure 13.12. The switching or sampling pulses, which have the same fre-
quency and the same phase as the IF, are used to control a sampling gate
that switches on at the peaks of the modulated carrier. The peak levels are
then used to charge a capacitor which, given the correct time constant, will
reproduce the original modulating signal. An important characteristic of
the synchronous demodulator is that it will only demodulate those a.m.
waveforms which have a carrier that is equal in frequency to and is in phase
with the sampling pulses. In this way, synchronous demodulators remove
both stray modulation caused by noise and beat frequencies between the
sound IF on one hand and the adjacent vision carrier and adjacent sound
inter-carrier on the other.

The output of the synchronous demodulator may be improved by dou-
bling the sampling rate. Two switching square waves in antiphase to each
other are used to operate two separate gates. The two gates are also fed

A.m. . Sampling /\/\ Composite
composne gate video
video
Switching or
sampling
pulses
Limiting
circuit

Figure 13.12 Synchronous detector
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with out-of-phase IF signals. The effect is to produce a signal which
appears to have passed through a full-wave rectifier. The output contains a
carrier component which is twice the frequency of the original carrier, mak-
ing it easy to filter out. Synchronous demodulators are too complex and
expensive for construction from discrete components but lend them easily
to design on a silicon chip as part of an IF or video integrated circuit.

Tuner IC package

An IC package incorporating a tuner, IF stage and vision detector is
shown in block-diagram form in Figure 13.13. It uses no conventional
tuned circuits and thus needs no tuning control voltage: all its tuning
instructions come from the TV’s control microcomputer via the SDA and
SCL lines of the I>C control.

This IC tunes from 50 to 860 MHz and uses a double-superhet tech-
nique. The RF amplifier stage consists of a wideband gain-controlled low-
noise amplifier suitable for use with both aerial and cable input signals. It
feeds mixer 1 where the first frequency conversion takes place; in fact it is
an up-conversion to a first IF frequency well above 1GHz. This passes
through an external filter, a simple inexpensive two-pole ceramic reso-
nator with a bandwidth of about 15MHz: this defines the initial pass-
band and provides image-frequency rejection. In conjunction with on-chip
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Figure 13.13 Vision detector IC package
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image-rejecting mixer design, image-signal suppression of 65dB is
achieved over the entire tuning range. The signal then undergoes a sec-
ond, down-conversion in mixer 2, whose local oscillator 2 runs at a fre-
quency such that the second IF frequency is 39.5 MHz (vision). The second
mixer stage is again a special image-rejecting type to provide suppression
of 65dB to the image signal produced in the first mixer stage. The two local
oscillators are fully integrated into the IC, and generate the required fre-
quencies with reference to a single external crystal. Tuning resolution is
62.5kHz, giving 128 steps in the (typical) 8MHz channel width.
The system uses a complex frequency-synthesis circuit whose components —
varicap diodes, voltage-controlled oscillators, phase/frequency detectors,
programmable dividers and charge pumps — are all on the chip. The IF
amplifier is gain-controlled in the same way as for a conventional tuner/IF
ensemble to optimise the noise performance and minimise cross-modulation
when large input signals are present. This device has an a.g.c. range of
96dB, a noise figure of 8dB, image rejection of more than 57dB, and cross-
modulation performance of less than 1dB in the presence of 30mV input
signal.

The ‘tuner-only” version of the IC in Figure 13.13 ends at the dotted line
to the left of diagram centre. The ‘complete-receiver’ IC incorporates further
procession which will now be described; either chip can be used for digital
TV by taking the IF output signal (top centre) to a suitable demodulator.

Continuing to the right, the 39.5MHz IF signal is ‘shaped” in a SAW fil-
ter for passage to a further IF amplifier, after which analogue demodula-
tion takes place. This involves a PLL locked to the vision carrier frequency.
The demodulated video signal passes through an external trap (right of
diagram) to take out the sound carrier, then back through a chip-internal
noise clipper to remove impulse interference.

Down-converted inter-carrier sound has an FM carrier frequency of
6MHz for the UK, and is fed through a chroma trap to remove colour sub-
carriers, then an on-chip self-tuned filter on its way to the FM demodula-
tor. After filtering and de-emphasis, the baseband signal is ready for
amplification and passage to the speaker(s). Take-off of a Nicam stereo
signal feed is also possible with this IC. The tuner chip is controlled by the
industry-standard I°C serial control bus which allows interrogation and
readout of the contents of all the status registers on the chip, and enables the
device to be programmed in software. Data registers in the tuning PLLs
are loaded to tune in a specific channel.

The sync separator

The purpose of the synchronising separator is to slice the sync pulses off the
composite video waveform, separate them into line and field, and feed
each one to its individual timebase. The process must be immune to
changes in the amplitude and picture composition of the video signal.
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As explained in Chapter 1, the sync pulses are arranged to fall beyond
the black level and to occupy 30% of the total amplitude of the composite
video. A clipping network is therefore all that is required in order to sep-
arate the sync pulses away from the video information.

Once the sync pulses have been separated from the composite video,
the receiver must be able to distinguish between the two types of sync
pulses. While the line sync is represented by a straightforward pulse, the
field sync is identified by a series of pulse-width modulated (PWM) wave-
form consisting of five consecutive broad pulses at twice line frequency
(Figure 13.14). The field flyback lasts for 25 complete lines, giving a total
field blanking time of 25 X 64 = 1600 ws = 1.6 ms. In order to ensure contin-
uous line synchronisation throughout the field blanking period, it is nec-
essary for line triggering edges to occur where a line sync pulse normally
appears. The 2 Xline frequency broad pulses ensure this takes place. The
extra edges during the field flyback are disregarded by the line oscillator.
Before and after the five broad field pulses, five equalising pulses are
inserted to ensure good interlacing.

Flywheel sync separator

Random pulses due to noise and other interference are sometimes present
on the composite video signal. These pulses are similar to the sync pulses
themselves and may trigger the timebase at the wrong time. In the case of
the field timebase, the integrator which has a slow response removes most
of the noise. However, a random pulse occurring near the end of a field
causes what is known as frame or field slip. To avoid this, a noise gate (also
known as a noise canceller) may be included to obtain a noise-free output
from the sync separator. In the case of the line timebase, noise causes what
is known as line tearing as some lines are displaced with respect to the oth-
ers. On vertical objects, the effect of line tearing is illustrated by ragged
edges. Line tearing may be avoided by the use of a flywheel synchronising
circuit. The principle of flywheel synchronisation is similar to that of the
mechanical flywheel which, due to its large momentum, maintains an aver-
age speed unaffected by random changes. The flywheel sync circuit main-
tains an average frequency of the sync pulses by monitoring and taking the
average frequency of a number of incoming line pulses so that a random
pulse will have very little effect on the frequency. A block diagram for a
flywheel synchroniser is shown in Figure 13.15. It consists of a flywheel
discriminator followed by a reactance stage which controls the fre-
quency of the line oscillator. The flywheel discriminator itself consists of a
phase comparator or discriminator and a smoothing circuit. A control
voltage proportional to the timing, i.e. phase, between the line oscillator
and the incoming sync pulse is obtained from the phase comparator. The
voltage is then smoothed by the use of a low-pass filter. For good noise
immunity, the flywheel discriminator should have slow response, which
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Figure 13.16 Sync separator chip

means a long time constant for the smoothing circuit so that the average
frequency is taken over a large number of line sync pulses. However, the
time constant also determines the pull-in range of the flywheel discrimi-
nator. The pull-in range is the range of oscillator frequency drift over
which the discriminator will pull the oscillator into lock without having to
adjust the manual line hold control. A short time constant improves the
sensitivity; hence it widens the pull-in range of the discriminator. A com-
promise has to be struck so the oscillator has stability within the pull-in
range of the discriminator.

Figure 13.16 shows the basic arrangement of a sync processing chip in
which PLLs act as flywheel synchronisers. The stability of the line flyback
is secured by the use of two PLLs, PLL1 and PLL2. Phase detector 1 com-
pares the phase of the square wave output of the line oscillator with the
line sync from the sync separator, so it ensures the line oscillator is run-
ning at the correct frequency and phase. The second phase detector com-
pares the phase of the line oscillator with the line flyback pulse from the
line output stage. Any phase error is then corrected by the phase shift net-
work which is in essence a PWM that changes the width and hence the
phase of the line oscillator square wave output. An additional third PLL
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may be added in to control the sensitivity of PLL1. Upon switching on,
changing channels or any change in signal strength resulting in a momen-
tary loss of line oscillator lock, it is desirable for PLL1 to have a fast
response, so that good pull-in and quick lock are obtained. When the oscil-
lator has been brought into lock, a slow response is desirable. To do this, a
third phase detector compares the phase of the line flyback from the line
output stage with the sync from the sync separator. An output is produced
when the two pulses are in phase in which case the control circuit changes
the sensitivity of PLL1 and the time constant of the filter.

Sandcastle pulse

Some sync separator processing systems incorporate the line and field
pulses in a single multi-level pulse known as a sandcastle pulse. A typical
three-level sandcastle pulse is shown in Figure 13.17. The highest level,
7.5V, provides the narrow burst gating pulse whose average duration is
4ps. It is generated by level detection of the line sawtooth signal. The
intermediate level, 4.5V, is derived from the line flyback and has duration
of 12 us. At the lowest level, 2.5V, we have the field blanking pulse with
duration of 21 lines. A level detector or slicer may be used to extract the
required pulse from the sandcastle combination as and when required.

Field timebase

In the case of a CRT display, the function of the field timebase is to deflect
the electron beam relatively slowly (cycle time 20ms for PAL and 16.7ms
for NTSC) from top to bottom of the viewing screen, then rush them
quickly back to the top during the field blanking interval. During the
downward stroke, the line timebase draws over 300 scanning lines on
the screen, and the timing is such that they are distributed evenly over the
viewing area. The lines of one field are traced out in the spaces between

————————— 7.5V Burst gate pulse
4 us
——————— 4.5V Line blanking
12 us
,\/\ /\/\ — - 2.5V Field blanking
oV
21 lines

Figure 13.17 The sandcastle pulse
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those of the previous field to satisfy the interlace requirement. The trig-
gering of the field timebase by the broadcast sync pulses is critical for
good interlacing performance.

Figure 13.18 is a representative block diagram of a field timebase sys-
tem. It starts with a free-running oscillator capable of being triggered by
the separated broadcast field sync pulses at 50Hz (or 60Hz for NTSC)
rate. The timing pulse produced by the oscillator triggers a precision ramp
generator whose output is a sawtooth waveform with a period of 20ms (or
17.6ms for NTSC) and excellent linearity. It is amplified by a driver stage
for application to the power output stage and thence to the field coils
in the deflection yoke. The a.c. and d.c. feedback are used respectively for
linearity correction and stabilisation of the working conditions.

Field output stage

The field output amplifier is made up of a class B complementary-
symmetry transistor pair whose mid-point feeds the deflection coils via a
large d.c.-blocking electrolytic coupling capacitor.

A typical class B field output stage is shown in Figure 13.19, in which
VT8/VT9 is the driver combination and VT10/VT11 is the complementary
output pair. At the start of the scan, VI8 base voltage is low, ‘turning oft’
VT8 and VT9. VT9 collector is almost at d.c. supply potential turning VT10
fully on, driving current into the field scan coils. VT11 is off. At the mid-
point of the scan, the centre of the picture, VI8/9 begins to conduct, turn-
ing VT10 off and VT11 on; this provides the scan current for the second
half of the picture. W1/W2 provides a small forward bias for the output
transistors to prevent cross-over distortion. Resistor R4 provides d.c. feed-
back for bias stability.

A more advanced field output amplifier employs a switched-mode
modulator (Figure 13.20) in which a pulse train is fed into an LC low-pass
filter. As can be seen, the pulses are smoothed with the capacitor charging
up to the mean value of the input pulse. Since the mean value is deter-
mined by the mark-to-space ratio of the input pulse, a varying mark-
to-space ratio produces a varying charge across the capacitor. A linearly
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Figure 13.20 Pulse-width modulated (PWM) field output stage

increasing capacitor voltage, i.e. a timebase ramp scan, may thus be pro-
duced if the mark-to-space ratio of the input pulse is gradually increased.
The PWM waveform is first fed into the output stage to turn the active
device on and off before going into an LC low-pass filter, which produces
the sawtooth waveform. The output device, which may be a transistor or
a thyristor, thus acts as a switch. The clock pulse which drives the PWM
may be a separately generated waveform or it may be derived from the
line scanning pulse. Since the active element is a switch, its power dissi-
pation is extremely low. When the switch is on, its resistance is very small
and therefore its power dissipation is very low. When the switch is open,
current ceases and power dissipation is nil.
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Line timebase and drive

The purpose of the line timebase is to provide the appropriate deflection
current through the line scan coils. As in the case of the field scan, the
current waveform required to produce linear deflection is a sawtooth.
However, at the relatively high line frequency, the reactance of the coil XL is
very high compared with its d.c. resistance, so the resistance is insignificant.
The line scan coils may then be treated as purely inductive. Given that V| is
proportional to the rate of change of current (V; = LX(di/dt)) it follows that
a linear current waveform in a pure inductor is obtained when a constant or
d.c. voltage is applied across it. To obtain a sawtooth current waveform, the
voltage waveform must be the pulse shown in Figure 13.21. For the scan
period AB, the current is increasing at a small and constant rate.
Consequently, voltage V; is a small positive value which remains constant
for that duration. For the flyback period BC, the current is decreasing at a
high and constant rate; V| is again constant but this time large and negative.

Consider the tuned circuit in Figure 13.22. When the switch is closed,
a step waveform is applied across the tuned circuit and energy is fed
into it. Oscillation, known as ringing, takes place at a resonant frequency
f=1/2nJLC These oscillations take place because electromagnetic
energy in the scan coils is continuously transferred from electrostatic
energy in the capacitor to electromagnetic energy in the inductor and vice
versa. Current therefore flows from the coil to the capacitor and back
again. Theoretically, this ringing would continue indefinitely since there is
no power or energy loss in either a pure inductor or a pure capacitor.
However, due to losses caused mainly by the very small resistance of the
inductor, ringing gradually dies out; producing what is known as damped
oscillation (Figure 13.23).

Scan coil
current

Scan coil
voltage 0V
VL

Figure 13.21 Line scan current and voltage waveforms
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Figure 13.22 Applying a step voltage to an LC tuned circuit
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Figure 13.23 Damped oscillation
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Figure 13.24 Ringing

Similar oscillation or ringing occurs when a sharp change in voltage is
applied across an inductor. The tuning frequency in this case is the self-
capacitance of the coil as well as any stray capacitance due to other com-
ponents. In the case of the line scan, ringing occurs at the beginning of
each flyback (Figure 13.24) with a consequent distortion on the left-hand
side of the picture on the tube face.

It is possible to remove the effect of ringing by shunting the scan coils
with a damping resistor. This, however, will result in a large waste of
energy, reducing the power available for beam deflection and reducing the
angle of deflection of the tube.

To avoid ringing but without the loss of energy, an efficiency diode may
used. This technique is based on making use of the energy stored in the
scan coils due to flyback to provide the first half of the scan. It involves a
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Figure 13.25 Use of efficiency diode in line timebase circuit

switching network which directs the transfer of energy to and from the
scan coils to obtain the required waveform. A circuit using a parallel
transistor-diode switch is shown in Figure 13.25, in which L1 is the scan
coil, D1 is the efficiency diode and TR1 is the line output transistor. When
TR1 is switched on by a positive edge to its base at time t1 (Figure 13.26),
a constant h.t. voltage is applied across L1. A linearly increasing current is
therefore obtained, forming part AB of the scan. The current continues to
rise until point B, when at time t2 a negative step to the base switches off
TR1. At this point, TR1 collector suffers a sudden jump from almost chas-
sis potential to +h.t. This positive voltage ensures that D1 remains non-
conducting. C1 is now effectively connected across L1. The large change in
current in L1 produces ringing at a frequency determined by C1 and other
stray capacitors. Energy due to the sudden change of current through L1
is transferred to C1 to commence ringing oscillation at point B. When C1
is fully charged (point C on the flyback), the charging current drops to
zero as the ringing comes to the end of the first quarter-cycle of oscillation.
The second quarter-cycle begins as energy from Cl1 is transferred to L1.
The current reverses as the capacitor begins to discharge. When the cycle
reaches its negative peak at the end of the first half-cycle (point D), the cur-
rent begins to decrease, attempting to go to zero again. The rate of change
of current di/dt suffers a change of direction. Before the negative peak
(point D), the rate of change of current is positive. This induces an e.m.f.
across L1, which makes TR1 collector (and D1 cathode) positive, ensuring
the diode is off. At the negative peak itself, di/dt=0 and the induced
e.m.f. is also zero. After the negative peak, the current begins to decrease.
The rate of change of current is therefore negative, reversing the induced
em.f. and making TR1 collector (and D1 cathode) negative. The diode
conducts. Its effect is similar to TR1 conducting, placing the h.t. across L1
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Figure 13.26 Current waveform using efficiency diode circuit in Figure 13.25

to start the scan. Current through L1 rises linearly to form about 30% of
the scan up to A’, when TR1 is switched on at time t3 by a positive edge
to the base, and so on.

S-correction

Recall that in order to compensate for the flat surface of the tube face, cor-
rection of the line scan waveform is necessary. This correction, known as
symmetrical or S-correction, becomes increasingly important with wide-
angle deflection tubes.

As can be seen from Figure 13.27, an equal angular deflection of the
beam scans a smaller distance at the centre compared with the distance it
scans at the two ends of the line. Thus, to obtain a linear picture scan using
a flat tube face, a non-linear angular deflection is necessary. The purpose
of the non-linearity is to slow the rate of change of the angular deflection
at both ends of the scan (Figure 13.28). Since the current through the line
scan coils is responsible for the angular deflection, the corrected waveform
must be of the same shape.

The scan part of the S-correction waveform approximates a half-cycle of
the half-line frequency sine wave in Figure 13.28. The scan part may be
simply obtained by connecting a tuning capacitor in series with the scan
coils. The value of the capacitor is chosen so that it resonates with the scan
coils at a frequency slightly higher than half the line frequency, approxi-
mately 7.8 kHz. This provides time duration from A to B of

% period = % X % = 64 ps(approximately)
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Figure 13.29 Line output stage incorporating S-correction capacitor C2
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Figure 13.30 Directly coupled line scan coils

In the line output stage of Figure 13.29, C2 is the S-correction capacitor
which has a value of between 1.5 and 3 pE. The scan coils are transformer-
coupled to the line output transistor TR1. D1 is the efficiency diode and C1
is the flyback tuning capacitor.

Modern TV receivers employ direct coupling (Figure 13.30). At the end
of the scan, TR1 is switched off, tuned circuit L1/C1/C2 is pulsed into
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oscillation to provide the flyback AB. At the negative peak (point B), diode
D1 conducts placing C2 across L1 to commence an oscillation at a fre-
quency of

1
2V LC

= half-line frequency

The first half-cycle of this oscillation, BC, provides the scan. At approxi-
mately one third of the scan, TR1 is switched on and takes over from the
diode, and so on.

Further simplification of the line timebase circuit may be obtained by
using the b—c junction of the output transistor TR1 as the efficiency diode
(Figure 13.31). The polarity of the b—c junction is the same as the polar-
ity of an efficiency diode, had it been connected; the n-region collector
(cathode) is connected to h.t. whereas the p-region base (anode) is con-
nected to chassis via the secondary winding of T1. At the end of the scan,
the b—c junction is forward biased in the same manner as an efficiency
diode.

Line output transformer

Although the scan coils are not normally transformer-coupled, a trans-
former known as the LOPT (line output transformer), pronounced ‘loptie’
is employed to provide a number of functions including the e.h.t., the

+ h.t.

L1 Line output
transformer

. I
= o

C2

Figure 13.31 Line output stage using b—c junction as the efficiency diode
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auxiliary d.c. supplies, the boost voltage, the gating pulses for a.g.c. and
the reference pulse for the flywheel discriminator (Figure 13.31). In
choosing the value of the tuning capacitor for the line output stage, the
inductance introduced by the LOPT must be taken into account.

One important function of the LOPT is to provide the high d.c. supply
voltage of 30-90V required by the video, line and field output ampli-
fiers. For receivers operating from the mains supply, this d.c. voltage
may be obtained by rectifying the mains voltage. However, this is not
possible for battery-operated receivers, so a boost voltage from the LOPT
is used.

The boost voltage is obtained by the use of an efficiency diode and a
storage capacitor. Consider the circuit in Figure 13.32, in which L1 is the
primary winding of the LOPT, D1 is the boost diode, C1 is the storage or
boost capacitor and TR1 is the line output transistor. D1 is connected in
such a way that it only allows charging current to flow through C1 and
prevents the discharging current from flowing through L1, thus maintain-
ing the charge across C1. When TR1 is switched on, D1 conducts; this
places C1 across L1. Ringing occurs and electromagnetic energy in L1 is
transferred to C1, which charges up to h.t. When C1 attempts to discharge
through L1, the current reverses and D1 stops conducting. Provided C1 is
large, in the region of 200 wF, it will retain the charge across it. When TR1
is switched off to start the flyback, D1 remains off. At the end of the fly-
back, TR1 collector goes negative due to the reversal of the rate of change
of current in the scan coils. D1 and D2 conduct. Energy in L1 is transferred

i
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Figure 13.32 Line output with boost capacitor C1 and boost diode D1
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Figure 13.33 Line output with boost capacitor in series with h.t. line

to C1 to replace any loss in its charge. Excess energy is fedback into the h.t.
supply line. C1 thus remains charged up to h.t.

It is possible to connect the boost capacitor in series with the h.t. line to
produce a boosted voltage (Figure 13.33). The voltage V; across the capac-
itor, which could exceed the h.t. potential, is added to the h.t. line.



This page intentionally left blank



14 Television receivers: colour
processing

You will recall from Chapter 2 that the chrominance information is con-
tained in a 4.43-MHz modulated sub-carrier which forms part of the incom-
ing composite video signal. Colour difference signals B'—Y' and R —Y’
are used to modulate the sub-carrier, which is then suppressed to leave two
quadrature components, U and V. At the receiver, the chrominance infor-
mation is separated from the luminance signal by a comb filter, decoded and
applied to a matrix network, which performs the operation necessary to
reproduce the original RGB colour signals that can be applied to a colour
tube. Figure 14.1 shows a block diagram of the major functional units
required for TV video processing. It consists of two major processing sec-
tions: luminance and chrominance. Chrominance processing itself consist of
four distinct parts: a colour burst section, a colour decoding section, a matrix
and a colour drive amplifier.

Colour burst processing

Colour burst processing separates the sub-carrier burst signal from the
chrominance information so it may be used to recreate the sub-carrier
which has been suppressed at the transmitter. The sub-carrier has to be
restored in both its frequency and phase to ensure correct colour repro-
duction. Two sub-carriers at 90° to each other have to be produced, one for
each colour difference, B’ — Y’ and R’ — Y'. Furthermore, in the PAL sys-
tem, the sub-carrier for the R" — Y’ demodulator has to be phase reversed
on alternate lines. The burst processing section is also used to provide
automatic chrominance control (a.c.c.) as well as the colour killer signal for
monochrome-only transmissions.

The colour burst, which consists of about 10 cycles of the original sub-
carrier, is mounted on the back porch of the line sync pulse. A burst gate
amplifier triggered by the line sync is used to separate the burst from the
composite video. The burst gate amplifier is turned on by a delayed line fly-
back pulse. The delay in the flyback pulse is necessary because, having been
placed on the back porch arrives immediately after the line sync. The delay
ensures that the amplifier begins to conduct on the arrival of the burst. The
burst gate amplifier allows the burst to go through a phase-locked loop
(PLL) network known as the automatic phase control (a.p.c.) consisting of
the phase discriminator, filter and the voltage-controlled oscillator (VCO).
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The phase discriminator compares the phase of the burst with the 4.43 MHz
output of the voltage-controlled crystal oscillator. If there is an error, a cor-
rection voltage is produced, which after going through a low-pass filter is
fed to the VCO to bring the frequency and phase of the oscillator into step
with the burst. For a more precise and stable sub-carrier, the VCO natural
resonant frequency is doubled to 2 X 4.43 = 8.86 MHz. The 4.43MHz sub-
carrier is obtained by dividing the output of the oscillator by 2. For PAL, the
burst signal is not of constant phase but swings to convey information of
the phase reversal of the V component at the transmitter. For this reason,
the phase discriminator must compare the phase of the oscillator with the
average phase of the burst signal.

Finally, the sub-carrier for the B’ — Y’ demodulator is obtained by the
insertion of a simple 90° phase shift at the output of the oscillator. The sub-
carrier for the R’ —Y’ demodulator must suffer a phase reversal on alter-
nate lines. To achieve this, a square wave at half-line frequency is needed.
A component of this frequency is present at the incoming signal because of
the 90° phase change of the colour burst on alternate lines. Since one com-
plete swing of the burst phase takes place every two lines, the frequency of
the ‘swing’ is half the line frequency, i.e. 15.625/2 =7.8125kHz, which is
normally quoted as 7.8 kHz and referred to as the identification or ident
signal. After amplification, the ident signal is fed into a PAL switch that
reverses the phase of the 4.43 MHz oscillator signal on alternate lines.

Two other functions are derived from the burst processing section:
colour killing and a.c.c. The purpose of the colour killer circuit is to close
down the chrominance amplifier path on monochrome-only transmis-
sions to prevent random colour noise appearing on the screen. The ident
signal is therefore used to provide a normal bias for the chrominance
amplifier, which will be turned off if ident is absent.

The a.c.c. prevents varying propagation conditions from changing the
amplitude of the chrominance signal in relation to the luminance. To realise
this, the gain of the chrominance amplifier is made variable by a control
voltage in a similar way to the control of the gain of the i.f. stage by an a.g.c.
signal. The a.c.c. control voltage must be proportional to the amplitude of
the chrominance signal. This voltage cannot be derived from the actual
chrominance signal during the active picture scan as this varies in ampli-
tude as the colour information changes. It is derived instead by monitoring
the amplitude of the colour burst. A fall in the amplitude of the burst sig-
nifies an attenuated chrominance. This is corrected when the a.c.c. control
voltage into the chrominance amplifier increases its gain, and vice versa.

Colour decoding

As stated earlier, the chrominance information forms part of the compos-
ite video, from which it has to be separated before demodulation. The
chrominance information is centred on a 4.43-MHz sub-carrier with a
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Figure 14.2 Colour decoding

bandwidth limited to +1MHz. The first task of the chrominance decoder
is therefore to separate the chrominance from the composite video which
is carried out by a comb filter (Figure 14.2). The next task is to break up the
composite chrominance signal into its two component parts, U and V, each
of which must be demodulated separately to obtain the original colour
difference signals. The weighted colour difference signals, U and V, are
separated from each other by a unit consisting of a delay line (usually
known as PAL delay line) and an add/subtract network. Two separate
signals, U and V, are produced, which are fed to their respective demodu-
lators, B' =Y’ and R’ —Y’. Each demodulator is fed with a 4.43-MHz
signal at the correct phase from the reference oscillator and burst channel.
Two gamma-corrected colour difference signals, B' —Y" and R’ —Y’, are
thus obtained. The third colour difference signal, G' —Y’, is obtained from
the first two by the G’ — Y’ network as shown. The three colour difference
signals, together with luminance signal Y’, are then fed into the RGB
matrix. By adding Y’ to the three colour difference signals, the original
gamma-corrected R’, G and B’ colours are reproduced, and after amplifi-
cation they are fed directly into the appropriate CRT gun. As a conse-
quence of the colour decoding process, the chrominance component
suffers a delay with respect to the luminance part. A luminance delay line
is therefore inserted into the luminance signal path to ensure that both sig-
nals arrive at the matrix at the same time.

The chrominance channel must also provide a facility for some or all of
the following functions:

* Colour kill to turn the chrominance amplifier off during monochrome-
only transmission.
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* Manual saturation (or colour) control to allow the user to change the
colour intensity of the display by varying the gain of the chrominance
amplifier.

* Automatic colour control, a.c.c. to vary the gain of the chrominance
amplifier.

* Burst blanking to turn the amplifier off during the sub-carrier burst.
Failure to do this will result in a greenish striation appearing on the left
side of the screen.

* Inter-carrier sound rejection. The 6 MHz sound inter-carrier must be
removed by one or more 6 MHz traps in the amplifying stage.

e d.c. clamping to reintroduce the d.c. level lost during the processing
channel.

It is necessary to d.c. clamp all three colour signals to ensure a common
black level for the red, green and blue guns. Any drift in the d.c. level of
one amplifier with respect to any of the other two would lead to overem-
phasis producing an unwanted colour tint. Where a.c. coupling is used
throughout the channel, d.c. clamping is carried out at the RGB drive
amplifier stage. However, in modern receivers, d.c. coupling is employed
for the early part of the processing system.

The comb filter

Recall that in TV broadcasting, the colour content of a picture is used to
modulate a 4.34-MHz (3.795 MHz for NTSC) sub-carrier. The resulting side
frequencies appear in clusters which fit neatly within the clusters produced
by the luminance side frequencies. Some kind of filtering is therefore nec-
essary to separate the two components. If no filtering is used, the colour
information is interpreted as spurious fine details and the result is a grainy
appearance over the entire picture. The question is what type of filter.

The cheapest solution is to use simple filters such as a bandpass or a
notch filter that pass only the coarse and medium horizontal detail (lower
about 3.5 or 3MHz for PAL and NTSC, respectively) to the luminance cir-
cuits and pass the bulk of the higher frequencies as colour information.
For low-frequency luminance, the picture would suffer very little colour
contamination or cross talk but at high frequency video where there are
fine details such as striped clothing, noticeable artefacts in the form of
‘rainbow swirls” appear in the picture at that location. Conversely, medium
detail colour information cannot be used because there is too much lumi-
nance contamination. Cross-talk from chroma C into luminance Y pro-
duces waves of dots in the picture detail while cross-talk from Y into C
results in spurious tints appearing as ‘rainbow swirls’ (Figure 14.3).

To avoid Y/C cross-talk, the two components must be separated as
cleanly as possible. Hence, the use of comb filters.

You would recall from Chapter 2 that in order to avoid a dot pattern of
alternate black and white dots caused by the insertion of the chrominance
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Figure 14.3 Composite video artefacts without a comb filter

information within the luminance bandwidth, the sub-carrier value was
selected very carefully to ensure that the number of sub-carrier cycles per
line ends with a half-cycle. This ensures that the sub-carrier clock is always
180° out-of-phase with the sub-carrier of the previous line in the same field.
This fact is used by the comb filter to separate the two components Y and C.
The technique involves the simple process of adding and subtracting the
video contents of two successive lines. If line 1 in the odd field contains
Y + C and line 3 contains Y — C, then by adding and subtracting we get

(Y +C)+(Y—C)=2Y
(Y+C)—(Y-C)=2C

Similarly for the even field.

However, life is not as easy as that. The above assumes the Y and C
components of two lines are the same. In practice, both Y and C change
line-by-line as the picture content varies and along each line resulting in
severe artefacts. For the effect on colour, consider a simple still picture,
with a red square on top of a green square. In the middle of either square,
consecutive horizontal scan lines are the same and the addition and sub-
traction work adequately. However, where the squares meet, we pick up
a pair of scan lines that differ profoundly, red versus green. What comes
out in the picture is a yellow line. This is the result of two differing scan
lines mixed together and yielding a third unrelated colour. More correctly,
we see a yellow boundary two lines thick because the commingling of a
red line and a green line happens twice per frame, first during the odd
interlaced field and again during the even interlaced field. The yellow
lines have a fine undulating dark-light pattern due to imperfect removal
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of the colour information from the luminance information. This is known
as dot crawl. The undulations usually shift during the 25 or 30 frames per
second refresh cycle. This artefact is entirely due to actions of the comb
filter. Without a comb filter, there would be a perfectly sharp red to green
horizontal boundary. To overcome these drawbacks, several techniques
are available for TV manufacturers to use. There are four types of comb
filters: 2L, 3L, 2D-3L and 3D.

The 2-line comb filter

This is the simplest and cheapest comb filter. It uses the simple add and
subtract technique mentioned above. The Y and C components of consec-
utive lines in a frame are added and subtracted to produce luminance
chrominance components, respectively. Compared with the notch filter,
the 2-line (2L) comb filter improves Y/C cross-talk reducing the ‘rainbow
swirls” effect and improves horizontal resolution.

The 3-line comb filter

This technique uses three lines giving the first 50% weighting, the second
100% weighting and the third 50% weighting. If all three lines are identi-
cal, the result is perfect since the two half strength lines are out-of-phase
with the full strength middle line. Where the lines are not the same, the
result is a vast improvement on the 2-line filtering. Let us go back to
the picture of a red square above a green square. Starting from the top, we
get perfect red mixtures until we get down to the boundary between the two
squares. When we first encounter a green line we take it at half strength. The
two preceding lines are a red line at full strength and another red line at half
strength. In this 75% red-25% green mixture, the red overwhelms the green.
As we move one line further down, we pick up the next green line at half
strength, use the previous green line at full strength, and the line before that
is a red line at half strength. This time the green is at 75% thus overwhelm-
ing the red at 25%. Again this process happens twice, first in the odd field
and then in the even field. So, the total number of finished scan lines derived
from less than 100% red or less than 100% green in this example is four com-
pared with the two in the 2L filter.

The 3-line (3L) comb filter provides better resolution than the 2L type,
sharper horizontal boundaries and reduced ‘rainbow swirl” effect.

The two-dimensional 3-line comb filter

This uses three lines in the same way as the 3L type. However, the weight-
ing is not fixed. It is changed from left to right along the scan lines depend-
ing on the similarity of the three lines. For example, where just the last two
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of the three lines are the same, the comb filter mixes them 0, 50 and 50%
to get near perfect filtering. Moving further along the line, the first two
lines might be the same and the mixture is switched to 50, 50 and 0%.
There may be intermediate mixtures too, used if the filter logic ‘was not
sure’ whether the line above or the line below was a better match. Dot
crawl can be eliminated over most of the picture and be made almost
unnoticeable in the most difficult places. Crisp colour boundaries are
achieved for most of the content of the picture. However, if neither the line
above nor the line below matches, these comb filters cannot improve that
part on the picture. An artefact will appear just as with the 2L comb filter.
The 2D-3L type of comb filters are called two-dimensional (2D) because the
mixture is varied vertically by using or not using the predecessor and/or
successor lines and changed numerous times horizontally along the line.

The 3D (motion adaptive) comb filter

The 3D comb filter technique is qualitatively different. It uses the fact that
the sub-carrier clock is always 180° out-of-phase with not just the sub-carrier
of the previous line but of the previous frame as well. Thus, if line L, in
frame n has chroma C, then on the same line L, on the previous frame
n—1 would have chroma -C; the chrominance component is phase
reversed on adjacent frames.

The 3D comb filter uses adjacent frames (next and/or previous frames)
to get a scan line that has the same content as the current line for correct
Y/C separation. If there was no motion of the subject matter, the corre-
sponding line in the next frame (625 PAL and 525 NTSC lines away) will
have the same content as the line being processed. Its colour content, how-
ever, is phase reversed. So, the sum of these lines is pure luminance
and the difference is pure colour. Of course, if there is movement at that
spot, the lines will differ and should not be commingled. The filter logic
senses that, foregoes the ‘third dimension” and go back to a method that
2D filters use. A good 3D comb filter contains within it a 2D comb filter.
While there are elaborate processes for detecting motion, possibly involv-
ing three frames instead of two, all that has to be done is sense whether
portions of the lines are the same or different. This process is not perfect
and is made more difficult if the picture is noisy (snowy). The circuits
would also have to store an entire frame in a rolling data buffer since a line
could not be drawn on the picture tube until the corresponding line in the
next frame has arrived.

A typical 3D comb filter arrangement employed by Sony is illustrated in
Figure 14.4. The composite video CBVS is fed into the colour decoder (IC1)
from the video selector at pin 44. It comes out at pin 3 to go to IC2 (3D) and
IC3 (3L) for comb filter processing. Two separate combinations of Y and C
(Yp and Cp, from IC2 and Y, and C; from IC3) are made available for the
2-channel demux to select from. The selection is made by a signal from the
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Figure 14.4 3D comb filter arrangement

central control unit (CCU) to transistor Q1. A logic high signal will turn the
transistor on and the demux will select the outputs from the 3D comb filter
and vice versa. The CCU will assess the movement between successive
frames and if there is movement, the outputs from the 3L filter will be
selected, otherwise, that from the 3D filter will be chosen. The output from
the colour decoder is in the form of Y, C, and Cj, (or YP,P,) which in this case
is digitised by a analogue-to-digital converter (ADC) for further processing.

Comb filter delays

Mixing two adjacent scan lines can be achieved by the introducing time
delay. One kind of time delay is the use of tiny loudspeaker that plays the
video signal into a tiny glass chamber where a tiny microphone picks it up
at the other end. Another is similar except that a thin glass fibre transmits
the signal from the speaker to the microphone like a toy tin can and string
telephone. Still others (CCDs, or charged coupled devices) use silicon
chips with a chain of ‘charged cells” so as to make the signal travel slower
as is passes through. The circuits are arranged so that the video signal goes
through both the apparatus described above and through a straight wire.
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At the other end where the signals are mixed, when the current line is
coming down the wire, the previous line is coming out of the delay appa-
ratus. This happens for each line in the field. For the 3L comb filter, there
are two delay apparatus, so we have available for commingling one line
delayed twice, the next line delayed once and the third line not delayed.

U and V separation

Figure 14.5 shows how the PAL-D system separates the U and V compo-
nents; the chrominance signal of the previous line is stored or delayed for
one line duration (64 ps for PAL and 63.59 us for NTSC). The delayed sig-
nal is then added to and subtracted from the signal of the current line to
produce separate U and V signals. The precise value of the required delay
is very slightly less than one line duration; this is because the number of
cycles per line always ends with a half cycle and the delay must corre-
spond to a whole number of sub-carriers.

Let us assume that the chrominance signal going into the delay line
driver in Figure 14.5 is unswitched, i.e. U + V. The chrominance signal at
the output of the delayed line is that of the preceding line, i.e. switched
line U — V. Addition of the two signals gives

(U+V)+(U-V)=2U
(U+V)—(U—-V)=2V

Alternatively when the input to the line driver is a switched line (U — V),
the stored signal is unswitched (U + V). The result of the adder remains as

(U—-V)+(U+V)=2U

u-v
u+Vv
crroma Ut Y, Delay | /|
roma ——| Delay line ¢
drive / Add 12U 1By’ demod

2V
l Subtract | —» To R’ - Y’ demod

=

Uu+Vv

Figure 14.5 U and V separation
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But the subtraction is reversed
U-V)—-U+V)=-2V

The U and V separator thus retains the phase reversal of the V component
and also removes the phase error.

Colour difference demodulation

The weighted chrominance components U and V from the separator unit
are applied to their individual colour difference demodulators to obtain
B’ =Y’ and R’ — Y’. The third colour difference signal, G’ —Y’, is obtained
by a G' — Y’ matrix (Figure 14.6). For the B’ — Y’ demodulator, the sub-
carrier is shifted by 90° for the R’ — Y’ demodulator, the sub-carrier is
phase reversed every line through the PAL switch. Recall that the U and V
components of the chrominance signal are the weighted colour difference
signals, whereby

U=0.493(R'—-Y")
and

V=0877(R' - Y')
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Figure 14.6 Colour difference demodulation
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It follows that, before B'—Y' and R’ —Y’ are recovered, the weighted
components must be deweighted. This is usually carried out at the
demodulation stage by the inclusion of colour difference amplifiers which
provide the B’ — Y’ channel with more gain than the R’ — Y’ channel.

In amplitude modulation, the information is contained in the change of
the amplitude of the peak of the carrier. When the carrier is suppressed,
the modulating information continues to reside in the changing amplitude
of the modulated signal. To recover the original information, the ampli-
tude of the modulated signal has to be detected when the carrier is at its
peak. In order to do this, a synchronous detector is used. In essence, the
colour difference synchronous demodulator is a switching device which
detects the level of the incoming modulated U (or V) signal every time the
regenerated sub-carrier is at its positive peak.

Matrix network

The purpose of the matrix is to reproduce the original RGB signals to be
fed to the tube electrodes. The first stage is to obtain the green colour dif-
ference (Y' — G’) which will be used to produce the RGB signals.

The proportions of R” — Y’ and B’ — Y’ components which are necessary
to obtain the third colour difference component G’ —Y' may be mathe-
matically determined as

G —Y =051(R' —Y') - 0.186(B' = Y’)

However, if G’ — Y’ matrixing takes place before deweighting of the U
and V components is carried out, different proportions are necessary

G —Y' =—029R’—Y')—0.186(B' - Y')

Since the required R’ — Y’ and B" — Y’ levels are both less than unity, they
may be derived by using a simple resistor network.

Now to the RGB network itself at the c.r.t., a picture is produced by
modulating the three c.r.t. electron beams using the gamma-corrected
R’, G" and B’ signals. These are derived by the addition of the colour dif-
ference signals to the gamma-corrected luminance signals Y’

Y+R -Y)=R
Y +(G -Y)=G
Y +(B -Y)=B
During addition, the difference in the bandwidth of the luminance sig-

nal and the colour difference signals (5.5MHz for the luminance and
1MHz for the colour difference) introduces glitches or notches at points of
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fast colour transition. The narrow bandwidth of the colour difference sig-
nals restricts the rise time of rapidly changing signals. When they are
added to the rapidly changing luminance signal, a ‘glitch’ is introduced.
On a colour-bar display, the effect of the glitch appears as a narrow dark
band between the colour bars.

The addition may be carried out by a dedicated RGB matrix before the
colour signals are applied to the cathode of the c.r.t., a technique known as
direct drive. Alternatively, matrixing may be carried out by the tube itself,
a technique known a colour difference drive. Colour difference drive invol-
ves feeding the colour difference signals to the control grids of the c.r.t.
while applying a negative luminance of —Y' to the cathodes. Applying a
negative luminance to the cathode is equivalent to applying a positive
luminance to the grid; it results in the mathematical addition of the two
signals.

In the colour difference drive, separate colour difference and luminance
signals are fed into different electrodes of the c.r.t. This creates problems
with timing, accentuated because the two signals have different band-
widths. Further problems arise from the relative sensitivities of the elec-
trodes, which have to be the same for all levels of the input signals. Direct
RGB drive overcomes these problems by performing the necessary matrix-
ing close to the point of demodulation. For these reasons, direct RGB drive
is used in modern TV receivers.

Beam limiting

CRT-type TV receivers employ some form of beam current limiting to
ensure the electron emission (beam current), hence the brightness does not
exceed a pre-determined limit. Beam limiting is optional for monochrome
TVs but essential for colour TVs. A very high beam current overloads the
line output amplifier and the extra high tension (e.h.t.) tripper, causing
deterioration in focus; it overdrives the c.r.t.,, causing limited highlights;
and it leads to excessive power dissipation in the mask within the tube,
which may cause misconvergence of the three primary colours on the
screen. Beam limiting involves sampling or monitoring the strength of
the beam current directly at the cathode, or indirectly by monitoring the
d.c. current taken at the line output stage or the e.h.t. winding. The
beam current itself is then controlled by reducing the black level (i.e. the
brightness) or the amplitude of the luminance signal (i.e. the contrast) or
both.

Figure 14.7 shows a circuit of a typical beam limiter arrangement used
in colour TV receivers; the e.h.t. current is monitored by a diode D1 placed
between the earthy end of the e.h.t. overwind and chassis. Two types of
current flow through D1: forward current ID of about 600 pA to chassis,
caused by voltage V., and beam current IB flowing in the opposite direc-
tion. When the beam current goes above 600 pA, D1 switches off and its
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Figure 14.7 Current limiting circuit

anode goes negative; this reduces the base voltage of emitter follower TR1,
hence it varies the brightness/contrast controls. For larger tubes, the pre-
set beam current limiting is raised to 1mA. Decoupling is carried out by
Cl and C2.

Signal-processing IC package

All the low-level signal-processing stages in a colour TV are amenable for
integration on a single chip, an example of which is given in Figure 14.8.
At the top left-hand corner, the IF signal from the SAW filter enters the
vision IF amplifier and PLL demodulator. From here is produced an auto-
matic frequency control (a.f.c.) potential for the tuner — it counteracts drift
of the input carrier or the tuner itself. Baseband video signal, complete
with inter-carrier sound, passes down to the video amplifier block. Taking
first the ‘auxiliary’ outputs from here, a sample goes up to the a.g.c. sec-
tion, whose link to the tuner feeds back information on signal strength at
high input levels. A video mute block prevents noise in the form of ‘snowy
screen’ being displayed in the absence of a transmission, and from this the
video signal comes out of the IC on pin 6. The sound carrier is selected by
a ceramic filter (“sound bypass’) to re-enter the IC on pin 1, where it encoun-
ters a limiter stage to clip off any amplitude modulation. A PLL FM
demodulator follows from which the baseband (mono) audio signal
passes through a mute/pre-amp/de-emphasis stage on its way out of the
IC on pin 15. It is intercepted by a switch — under I2C bus control — to
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enable other sources of audio, entering on pin 2, to be selected (along with
external video on pin 17) when the set is switched to AV mode.

The main path for the video signal is out of IC pin 6 and through a
sound trap, sharply tuned to 6 MHz, into chip pin 13. Here it encounters
two routing switches, both working under I2C-bus instructions. The first
of them selects between internal and external (coming in on pin 17) com-
posite video; the second selects composite or Y/C signals, the latter enter-
ing on IC pins 11 (Y) and 10 (C). We shall meet Y/C signals later. Pin 38
gives a route out for the composite signal, typically via an AV socket. The
chroma trap and bandpass block is used to separate the video and colour
sub-carrier signals contained in a composite video signal. The entire PAL
decoder, also capable of NTSC and SECAM operation, is contained in the
bottom centre block in the diagram. The delay line is catered for by on-
chip components. The components at IC pin 36 provide time-constants for
the sub-carrier flywheel filter, while 4.43 and 3.58 MHz crystals at pins
35 and 34 respectively regenerate colour sub-carriers for PAL and NTSC
signals. In the latter case, hue control is affected via the I2C control bus.
R — Y and B — Y are separated in the internal baseband delay line on their
way to a colour difference/RGB matrix in the bottom right-hand side of
the diagram. This also incorporates the saturation (colour) control.
Luminance signal on its way to the RGB matrix is optimised in the peak-
ing/’coring’ block, and delayed to coincide with the lower-bandwidth,
slower-rising chrominance signals.

RGB signals from the chip internal decoder pass into the primary-
colour switch, where selection is made between them and signals entering
on pins 23/24/25, usually from a teletext decoder. ‘Black stretch’ provides
level-dependent amplification to low-level (near black) video signals if
required. The final picture-processing block in the chip is centre-right,
RGB output. As well as providing buffered feeds out to pins 21/20/19,
this provides brightness and contrast control for each of the three chan-
nels: separately and in parallel, so that external RGB input signals, when
selected, can also be controlled. Brightness and contrast settings are pulled
back when the voltage entering on IC pin 22 indicates that the beam cur-
rent in the picture tube is near the point at which its shadow mask will
hot-bulge. Also present here is an auto greyscale correction system in
which the black current sample enters the chip on pin 18 for entry to the
cathode calibration block. RGB signals pass through a two-stage amplifier,
usually mounted on the tube base panel, on their way to the cathodes of
the picture tube.

It remains to trace the path of the synchronisation pulses. At top centre
of the diagram of Figure 14.8, the sync separator stage is fed with com-
posite video signal, from which it strips out line sync pulses and feeds
them to a comparison stage which keeps the TV line frequency in step
with the broadcast picture. Line drive pulses from IC pin 40 switch the line
output stage at 15.625 kHz for PAL operation. A second feed from the com-
posite video signal operates the on-chip vertical sync separator. The result
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is a single ‘clean’ pulse once per field to reset an H/V divider, a counter
circuit which triggers field flyback every scanning line. Thus synchronised
to the broadcast signal, the field oscillator’s drive waveform passes
through a shaping stage (vertical geometry) on its way out of the IC on
pins 46 and 47. There are two influences on the vertical geometry correc-
tor: a feed coming into IC pin 50 contains a sample of EHT voltage to pre-
vent the picture size changing with beam current; and from within the
chip, a correction factor by which — under I2C bus control — the vertical
scanning current can be adjusted in amplitude and shape to render good
picture geometry and linearity. Control of all the functions of the IC
depends on the 12C bus transceiver near the top centre of the diagram; it
governs all the switches in the chip, plus the D-A converters which set
parameters like colour, brightness, contrast and sound level as well as fac-
tory/technician settings such as picture-white points and vertical scan
correction. For information on the SCL and SDA control I2C bus which
enter this chip on pins 7 and 8, refer to Appendix 2. To round up some of
the pins not so far mentioned, pins 12 and 37 provide a +8V operating
voltage; pin 33 provides a sample of locked colour sub-carrier; pin 26 takes
a picture-blanking pulse from the text decoder for use when text is super-
imposed on a picture; and pin 41 has the dual purpose of dispensing a
sandcastle pulse output and receiving a flyback input from the line scan
stage. There are other pins and functions of this 56-pin package which are
not absolutely essential to the main operation.

RGB output stage

With RGB drive, the output stage must be able to deliver a peak-to-peak
signal of 80-150V to the c.r.t. cathode. The signal drive to each gun is dif-
ferent because of the different efficiencies of the electrodes; the red gun
requires the largest drive. The large signal drive requires a high d.c. sup-
ply voltage and often two transistors are connected in series to share this
high voltage. To ensure adequate bandwidth, series peaking coils may be
employed. Power transistors in class A configuration are used with the
necessary heat sinks to deliver the relatively large power necessary to
drive the red, green and blue guns of the c.r.t. A small load resistance or an
emitter follower buffer is used to ensure low output impedance. This low
impedance allows for fast charge and discharge of the c.r.t.’s cathode input
impedance, giving good frequency response at the upper end of the
bandwidth.

Output stages are normally mounted on the c.r.t. base panel to remove
the band-width limitations associated with long leads. Early output stages
were also used for matrixing by feeding the luminance to the base and the
colour difference signal to the emitter of the transistor. Black level clamping
and brightness control of the three guns were also incorporated at the
video output stage as well as greyscale adjustment. The purpose of
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greyscale adjustment, or tracking, is to ensure that a purely monochrome
picture has no traces of colour tint at any level of brightness from low-
lights to highlights across the greyscale display. With the introduction of
more advanced integrated circuits, matrixing is now carried out sepa-
rately and clamping is introduced at the luminance signal channel before
matrixing.

A typical RGB output schematic diagram for a 28-in. flat screen cathode
ray tube (CRT) is shown in Figure 14.9 together with relevant waveforms.
IC1 is the RGB drive chip and IC2 is the rotation amplifier providing
the necessary S-correction as well as velocity modulation. RGB inputs
arrive at pins 1, 2 and 3 of IC1 and following amplification they are fed to
the tube neck panel pins 10, 9 and 8, respectively. Diode 707, 706 and 702
are reversed biased by 200V d.c. to act as limiting diodes for the R, G and
B signals going into the tube electrodes.
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15 DC power generation

The various sections of the TV receiver have different power requirements
depending on their function and the level of the signal that is being han-
dled. Large-amplitude signals from the video and the line output stages
require a high or boost voltage of 150-250 V known as high tension (HT).
On the other hand, a low voltage supply of 340V, sometimes known as
low tension (LT), is required for those sections such as the front end, video
or sound-processing chips and drives and field and line timebase that
handle small signal levels. Furthermore, extra high tension (e.h.t.) in the
region of 30kV is necessary for the final anode of the cathode-ray tube
(CRT). In this chapter we will cover the principles of power generation
and its applications to CRT television receivers. Power requirements for
other display systems follow in later chapters.

CRT television power requirements

Apart from the a.c. supply to the tube’s heater, regulated power supplies
are necessary. Protection measures have to be taken to ensure safe opera-
tion of the receiver under normal conditions as well as under faulty con-
ditions such as excessive load current. A great diversity of approaches and
techniques are employed in the design of power supplies for TV receivers.
The aim is to improve regulation and efficiency and to minimise power
dissipation, thus reducing the cost and weight of the receiver.

The simplest power supply is the unregulated rectifier circuit shown in
Figure 15.1, in which D1/D2 forms a full-wave rectifier, C1 a reservoir
capacitor and R1/C2 a smoothing or low-pass filter to remove the 100 Hz
ripple appearing at the output. For a more effective smoothing, the series
resistor R1 may be replaced by a large inductor. In this simple circuit the d.c.
output decreases as the load current increases. For a stable d.c. output, a
requlator or a stabiliser is used. A regulator maintains the d.c. output level as
constant against both changes in the mains supply and changes in the load
current, known as mains regulation and load regulation respectively.

Linear regulators

A simple linear series regulated power supply is shown in Figure 15.2,
in which TR1 is the regulator. Load regulation is obtained by zener diode
Z1, which provides the reference voltage for the base of common-emitter
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transistor TR1. Z1 maintains the base of TR1 at a constant potential estab-
lished by its breakdown voltage. The d.c. output taken at the emitter is
thus maintained at 0.6 V below the zener voltage. Changes in the output
level produce changes in the b—e bias of the transistor in such a way as to
keep the output constant. For higher load currents, a Darlington pair may
be used, normally as an IC package. Sensitivity and response may be
improved by using an error detector as shown in Figure 15.3. TR1 is the
normal series regulator. TR2 compares a portion of the output voltage
with the reference voltage of e zener. Changes in the output level are
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Figure 15.3 Linear regulator with error detector

amplified and fed into the base of TR1, which maintains the output con-
stant. A shunt bypass also known as ‘bleeding’ resistor, R2, is sometimes
connected across the c—e junction of TR1 to reduce the power dissipation
of the series regulator by diverting a portion of the load current away from
the transistor. It also provides the initial start-up voltage for the regulator
by ‘bleeding’ the current across TR1 to the output; this provides the nec-
essary potential for TR2 and the zener to begin to conduct and start the
regulator functioning.

Thyristor-controlled rectifier
An alternative to the transistor, a thyristor (Figure 15.4) may be used as the

regulating device for a power supply. A thyristor is triggered into conduc-
tion by a positive voltage applied to its gate, provided that its anode is

Anode N\ Cathode

Gate

Trigger
pulse

Figure 15.4 The Thyristor
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positive with respect to the cathode. When fed with an a.c. voltage, the
thyristor can only conduct during the positive half cycle. The conduction
period is determined by the timing of the trigger pulse to the gate. The
output level may thus be controlled by switching the thyristor for longer
or shorter periods of time as shown in Figure 15.5.

Switched-mode power supplies

In the low and medium power range, 50W and over, a regulated d.c.
source is often required which contains negligible a.c. ripple. For these
application, the switched-mode power supply (SMPS) is often used. Apart
from reducing a.c. ripple, switched mode power supplies are more effi-
cient than the linear types, dissipating less heat and are smaller in size.
The SMPS is basically a d.c.-to-d.c. converter; it converts d.c. into a
switched or pulsating d.c. and back again into a d.c. The switching speed
determines the a.c. content or ripple frequency at the output.

The basic principle of a switched mode power supply circuit is shown in
Figure 15.6. When the switching element S is closed, current I, flows from
the positive side of the unregulated input into the load as shown.
The magnetic field set up by the current flowing through L1 causes energy
to be stored in the inductor. When the switch is open, the current ceases and
the magnetic field collapses. A back e.m.f. is induced across the inductor in
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such a way as to forward-bias D1, causing a current I, to flow into the load
in the same direction as I;. The energy stored in the inductor when the
switch was closed is transferred to the load to keep the load current con-
stant. The ripple at the output has a frequency that is twice the switching
speed and is easily removed by the low-pass filter action of L1/C1.

The switching element may be a bipolar power transistor or a power
MOSFET; opened and closed at regular intervals by a pulse from a control
unit. Regulation is obtained by making the time intervals when the switch-
ing element is open and closed (i.e. the mark-to-space ratio of the control
pulse) depending on the d.c. output. They may also be made to depend on
the input voltage; this guards against changes in the mains (or battery) sup-
ply voltage as shown in Figure 15.7. The control unit, which is normally an
IC package, may also provide protection against excessive current and volt-
age. The control pulse is in essence a pulse-width modulated waveform
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(PWM) obtained from a free-running oscillator or an oscillator driven by
line sync pulses.

There are three main types of switched mode power supplies: Flyback
or Boost, Forward or Buck and Cuk converters. A flyback-type SMPS is
shown Figure 15.8 employing an isolating transformer. Apart from the
isolation between ‘hot’ and ‘cold” sides, the transformer also provides a
simple way of obtaining a range of d.c. outputs by simply employing a
number of secondary windings with different turn ratios.

The transformer windings are such that the voltage and current in the
secondary L, are in anti-phase to their counter part in the primary as
denoted by the dots. When the MOSFET transistor is turned on, current
flows into the primary of the transformer causing a current to flow in the
secondary winding L, in the opposite direction. Diode D is reverse biased
and energy is stored in inductor L,. When the MOSFET switches off,
inductor current ceases and the back e.m.f. across L, forward biases the
diode and energy is transferred from L, to capacitor C and hence to the
load. The process is then repeated when the transistor is switched on again
and so on.

A forward-type (Buck) converter is shown in Figure 15.9. When the
MOSEFET is turned on, the induced secondary voltage turns diode D1 on
and energy is stored in inductor L. When the transistor is turned off,
inductor current collapses and a back e.m.f. appears across it. D1 is reverse
biased and D2 is forward biased. Energy is transferred from the inductor
to the capacitor which charges up to keep a stable voltage across the load.
L/C also acts as a low-pass filter.

A Cuk converter configuration is shown in Figure 15.10. The operation
of the Cuk is slightly more complex than the other two types, but essen-
tially, when the MOSFET is on, current flows in the inductor and energy is
stored in L1. When the transistor turns off, energy is transferred from the
inductor to capacitor C1 via the transformer windings.
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A typical flyback converter for a TV receiver, commonly known as a
chopper power supply is shown in Figure 15.11. Electrical isolation between
live mains and the circuits of the TV is provided by the (chopper) trans-
former whose primary and secondary windings are separated by insulat-
ing layers capable of withstanding over 2kV. To maintain mains isolation,
an isolating break in the feedback path is necessary. This may be provided
by a transformer, but normally an opto-coupler is used as shown. The
opto-coupler consists of two highly insulated halves, linked by an infrared
light beam, generated by a light-emitting diode (LED) and monitored
by a photo-transistor. An increase in the diode current and hence its emit-
ted light would cause the photo-transistor current to go up as well. The
isolating transformer makes it possible to obtain a number of regulated
d.c. rails by merely adding secondary windings. The ‘chopper’ transistor
TR1 is normally a bipolar or a MOSFET transistor. Network D3/R1/C1
provides protection for the chopper transistor against excessive rise of col-
lector voltage caused by the turns off. When TR1 is off, its collector volt-
age rises, turning D3 on. This effectively places snubbing capacitor C1
across TR1, diverting the major part of the back e.m.f. energy away from
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Figure 15.10 Cuk converter configuration
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Figure 15.11 A typical configuration for a chopper power supply

the transistor. When TR1 is switched on, C1 is discharged through R1.
Control PWM pulses arrive at the base of the transistor from the control
chip. Both the input and output d.c. levels are monitored by the chip to
establish a good regulated output. The output is monitored at one of the
d.c. rails and fed back to the control chip via an opto-coulper. A typical
PWM control waveform is shown in Figure 15.12.

i
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=

Figure 15.12 PWM control waveform
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It is normal to derive the control pulse generated by the control chip
from the line sync. This makes the functions of the chopper transistor and
the line output transformer very similar. This similarity prompted some
manufacturers to combine the functions of both into a single transistor, a
technique known as synchronous converter output stage (Syclops). Other
techniques involve combining the functions of the chopper transformer
and the line output transformer into a single transformer, known as
integrated power supply and line output (IPSALO).

High-frequency chokes

The switching action of the SMPS, which may involve large currents, can
introduce interference known as mains pollution in the form of sharp tran-
sients, spikes or glitches superimposed upon the mains waveform. This is
overcome by the introduction of high-frequency chokes or decoupling
capacitors at the input terminals; they prevent high-frequency pulses from
going back into the mains supply.

Start-up and soft start

The switching element and the control unit require a d.c. supply before
they can begin to function. This voltage may be obtained from the nomi-
nal 12V regulated supply for the control unit or other regulated or unreg-
ulated d.c. rails. It is normal that, once the control chip is brought into
operation, the SMPS itself is used to provide the required regulated volt-
age to the chip. A slow or soft start is desirable for the switching element
to prevent it from overworking at switch-on when the output voltage of
the SMPS is zero. Soft start also ensures that the auto-degaussing is com-
pleted before the tube starts to be scanned.

Standby supply

The standby supply to a TV receiver is a separate power supply. It is sep-
arated from the main power supply of the receiver in order to reduce
power consumption when the set is in the standby mode as required by
legislation. The standby power supply is fed with a.c. from the input
mains filter. It is therefore always operational when the mains input is
present regardless of the position of the power switch.

The circuit diagram of a standby power unit is shown in Figure 15.13.
Rectified mains is applied to the SMPS control TNY256 chip. This IC con-
tains a control circuitry as well as a MOSFET transistor. The power supply
provides 9, 5, 3.3 and 25V (HOT). Feedback is provided by sensing the
secondary voltage using a reference zener and an opto-coulper for mains
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isolation. When the output voltage rises above the reference voltage of the
diode, its current increases and with it that of the opto-coulper. When this
current goes above a threshold of 50 nA, the MOSFET will switch off.
When the current falls below 40 pA, the MOSFET will switch on.

Self-oscillating power supply

The functions of regulator and oscillator may be combined in a single
transistor to form a self-oscillating power supply (SOPS). The simplest arrange-
ment is that shown in Figure 15.14 in which a secondary winding of the iso-
lating transformer is used as a part of a blocking oscillator. At switch-on the
switching transistor TR1 begins to conduct as a result of the forward-bias
applied to its base via start-up resistor R1. The collector current increases,
which induces a positive voltage across secondary winding S2. This forward
biases D1 and further increases TR1 current. When saturation is reached, the
increase in current ceases and a negative voltage is induced across S2 to
reverse-bias D1, switching off TR1. At this point, the voltage across primary
winding P1 reverses and D2 switches on. The tuned circuit formed by pri-
mary winding P1 and C1 begins to oscillate, transferring energy from P1 to
C1. For the second half of the cycle, when energy begins to transfer back to
P1, diode D2 is reverse-biased, oscillations stop and the current in P1
reverses; this causes a positive voltage to be induced across S1, turning TR1
on, and so on. Trigger pulses from a control circuit are used to initiate each
cycle to keep the d.c. output constant.

A self-oscillating SMPS circuit based on a Panasonic chassis is shown in
Figure 15.15, in which TR3 is the chopper/oscillator transistor and C9 is
the blocking capacitor, which discharges through transistor TR2. Pulses
derived from the line output stage are fed to the base of TR3, via isolating
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transformer T2, to turn on TR3 just before its natural turning off point.
Regulation is obtained by controlling the conduction of TR2 and thus the
discharge of C9. Transistor TR2 is itself controlled by TR1, which senses
any change in the voltage developed across C8 caused by changes in the
loading of the isolating transformer as well as changes in the mains input.
The voltage across feedback winding S1 is rectified by D7. The negative
voltage thus produced is used to charge C8 to provide a measure of the
loading of the transformer. This voltage is then used to provide TR1 emit-
ter voltage via zener D6. Changes in the loading of the transformer,
whether caused by changes in the load current or in the mains voltage,
cause the voltage at the emitter of TR1 to change, which determines the
base bias of TR2, hence the discharging current of C9. The current through
TR1 may also be varied by the ‘set” control R2. TR4 provides a degree of
protection against excessive current taken by TR3. A large current through
R11 will cause TR4 to conduct, taking TR3 base to chassis via diode D5.
Further protection is provided by D10 and D11 on the secondary side of
the circuit. Transformer T2 provides mains isolation.

Resonant converters

Increased demands for increased power and improve efficiency coupled
with stringent electromagnetic interference (EMI) interference levels
brought a well-known technology in the field of electric motors and other
high-power devices, namely the resonant converter to be used in television
receivers. Resonant converters will be discussed in detail in the following
chapter.



16 Flat panel television
receivers

Unlike the cathode ray tube (CRT) display, flat panel displays (FPDs) have
a fixed screen format or resolution. If the format of the incoming video is
different from the native format of the panel, which it invariably is, image
formatting has to take place to re-scale the incoming resolution of the
received video to that of the panel. Figure 16.1 shows the main parts of a
FPD television.

A FPD TV receiver consists of three main sections:

* Video processing,
e Formatting,
* Display panel.

The video section receives video signals from a variety of sources
including

e Tuner (CVBS),

e AV, eg SCART (YC, CVBS, RGB, Y, Pr, Pb),
» DVI (digital video interface),

e PC (serial, VGA).

One of these inputs is selected by the video selection switch (sometimes
called video processor) to be sent to the colour decoder which in conjunc-
tion with the comb filter separates the luminance from the chrominance to
obtain the three RGB signals. These are then converted into a digital multi-
bit stream by the analogue-to-digital converter (ADC). The connection to
the next section is normally direct or where a longer connection is needed,
as in the case of a PC, it may be attained via a DVI, normally a transition
minimised differential signalling (TMDS) interface. The formatting section
carries out the necessary conversion including interlace-to-progressive, scan
conversion and image formatting to re-scale the image to the native resolu-
tion of the panel. The connection to the next stage is made via a DVI nor-
mally an LVDS.

The display panel section provides the necessary drive signals for the
panel electrodes.

The video processing section is the same as that employed for a CRT tel-
evision receiver that was explained in detail in the previous two chapters.
However, before the video enters the formatting section, it is converted
into a 24-bit video with three separate 8-bit groups, one for each primary
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Figure 16.1 Flat panel television receiver

colour, R, G and B. Each colour thus has a greyscale of 256 shades result-
ing in 16.78 million different colours as was explained in Chapter 10.

Video formatting

Figure 16.2 illustrates main functions of a display formatting section of
a FPD.

De-interlacing

Unlike the television broadcasts and the CRT in which interlace scanning
is used, flat panels are progressively scanned. Hence, the first task of the
formatting section is to de-interlace the video using an interlace/progres-
sive (I/P) converter.

The process involves the creation of new scan lines and inserts them
between the existing lines of an interlaced field. This is not simply insert-
ing even lines of an even field in between the odd lines of the previous odd
field. As a result of the time difference between the two fields and the
movement that may have occurred during that time, even lines of an even
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Figure 16.2 Main functions of a display formatting section

field are different from the actual missing even lines in a previous odd
field.

Several techniques may be used including the very simple line repeat to
the very complex motion adaptation and compensation. I/P conversion
normally results in artefacts caused by abrupt frame transitions. Some sort
of filtering is therefore desirable to smooth out high frequencies.

There are four different techniques available for de-interlacing a video
signal: Intra-field, inter-field, motion adaptive and motion compensation.

Intra-field I/P conversion

In this simple technique, data from the same field are used to obtain the
missing lines. There are two types of infra-field de-interlacing: line repeat
and line average. In the line repeat also known as line doubling technique,
the contents of each line are repeated field by field resulting in the follow-
ing sequence: 1, 1, 3, 3, 5, 5 and so on for the odd field and 2, 2, 4, 4, 6, 6
and so on for the even field. In the line-averaging technique, also known
as ‘Bob’ or interpolating technique, a scan line is added to a following line
and the average of the two is inserted as the missing line. The sequence for
the odd field will thus be

Line 1,

Average of lines 1 and 3,

Line 3,

Average of lines 3 and 5 and so on.

Similarly for the even field.

The major advantage of intra-field I/P conversion is that, unlike other
progressive-scan techniques, they do not use multiple fields of data and
hence do not require field data storage, translating into lower system man-
ufacturing cost. The penalty paid is in terms of performance, intra-field
converters being characterised by horizontal line flicker, still area flicker
and a relatively low resolution.
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Inter-field I/P conversion

Inter-field I/P conversion, also known as ‘Weave’, combines data from odd
and even fields. Two or more fields may be involved. The new line is cre-
ated by referring to the current as well as to the previous and/or next
field. The odd lines of an odd field are incorporated in the even field and
vice versa. This technique does not take account of motion between fields
resulting; a ‘tearing’ artefact may appear in moving areas.

Motion-adaptive I/P conversion

In this technique either intra- or inter-field method is used depending on the
motion between successive interlaced fields. A ‘motion value’ is produced by
comparing successive fields and this is then used to determine the ‘bias’
towards the intra- or the inter-field method. For large ‘motion values’ with
large variation between the successive video fields, interpolation is biased
towards using intra-field components. In this case, use of inter-field data in
the presence of motion would result in visible motion artefacts due to the lack
of correlation between the current and previous field. However, for small
motion values, a high degree of temporal correlation exists between adjacent
video fields, and hence a heavy weighting to the inter-field component is
given. Motion detection and estimation is therefore critical in this method.

Motion compensation I/P conversion

In this method, the picture content of successive fields are analysed to find
out if there is motion from one field to the next. If motion is detected, a full
field is then constructed and weaved into the intervening scan lines.

Scan-rate conversion

Once the video has been de-interlaced, a scan-rate conversion process may
be necessary in order to insure that the input frame rate matches the out-
put display refresh rate. In order to equalise the two, fields may need to be
dropped or duplicated. As with de-interlacing, some sort of filtering is
desirable to smooth out high-frequency artefacts caused by creating
abrupt frame transitions.

Image scaling

Flat panels, plasma, LCD or DLP have a fixed format and a fixed resolu-
tion to which all video information must adapt. The purpose of the image
scaling (or image conversion) chip, normally referred to as the scalar, is to
convert the incoming signals which may be NTSC, PAL or computer-
generated VGA into the native resolution of the flat panel.
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Video scaling is very important because it allows the generation of an
output stream whose resolution is different from that of the input format.
The only way to avoid image scaling is to crop the image to fit within
the confines of a smaller panel. This is the cheapest method but not a very
satisfactory one.

Depending on the application, scaling can be done either upwards or
downwards. It is important for the scalar to distinguish between the video
content and the non-video elements such as text. Failure to do so would
distort the non-video parts of the picture making text unreadable or cause
some horizontal lines to disappear in the scaled image.

The most straightforward methods of scaling involve either dropping
pixels or duplicating existing pixels. That is, when scaling down to a lower
resolution, a number of pixels on each line (and/or some number of lines
per frame) can be discarded. While this represents a low processing load,
the results will yield aliasing and visual artefacts.

A small step upward in complexity uses linear interpolation to improve
the image quality. For example, when scaling down an image, interpola-
tion in either the horizontal or vertical directions provides a new output
pixel to replace the pixels used in the interpolation process. As with the
previous technique, information is still thrown away, so artefacts and
aliasing will again be present.

If the image quality is paramount, there are other ways to perform scal-
ing without reducing quality. These methods strive to maintain the high-
frequency content of the image consistent with the horizontal and vertical
scaling, while reducing the effects of aliasing. For example, assume an
image is to be scale