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CHAPTER 1

Editors’ Introduction: Institutional
Conditions for Progress and Renewal
1n Science

Thomas Heinze and Richard Miinch

1.1 PROGRESS AND RENEWAL IN SCIENCE

In the history, philosophy, and sociology of science, there is a consen-
sus that the primary goal of scientific research is the continuous renewal
of knowledge and technology. In this context, renewal refers not only to
the generation of new ideas, theories, methods, and instruments or to
the discovery of previously unknown phenomena but also to the diftu-
sion of innovative scientific developments, and the institutionalization of
such advances in existing scientific communities and ultimately as new
academic fields. Accepting the premise that the renewal of knowledge and
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2 T.HEINZE AND R. MUNCH

technology is the objective of scientific research, we can then ask what are
institutional conditions for successful renewal.

This edited volume contributes to the debate about renewal in science
by addressing two interrelated questions. First, this volume explores the
capability of research organizations to generate original and transformative
intellectual contributions, such as new theories, methods, instrumenta-
tion, and empirical discoveries. Second, this volume addresses the capabil-
ity of national research systems and research organizations to absorb new
intellectual developments and to institutionalize new fields of research.
Through detailed historical and comparative case studies, this volume
presents new and thought-provoking evidence that improves our con-
ceptual knowledge and empirical understanding about how new research
fields are formed, how research organizations adapt to changes both in
the sciences and in their societal environment, and how research sponsors
strike the balance between support for new research areas and continuity
for established lines of disciplinary research.

Investigating the complex connections between scientific innovation
and institutional change requires a long-term perspective. Therefore, the
volume assembles scholars in science history, as well as in sociology of sci-
ence and research policy. Yet, the distinctive contribution of this volume
is that while being firmly based in science history, it strives for broader
and more general sociological and policy propositions regarding renewal
in science. Through the juxtaposition between science history and the
sociology of science and research policy, we attempt to narrow the gap
between detailed microhistories of particular entities or episodes and over-
generalized sociological propositions on institutional change in science.

In this introductory chapter, we argue that renewal within the organiza-
tions that conduct scientific research, as well as within their environment,
is contingent upon at least three institutional conditions: (1) investments
in exploration, (2) facilitation of meso-level competition, and (3) organizing
intevdisciplinary research. What follows below is a discussion of these three
institutional conditions, how each chapter in this edited volume contrib-
utes to their analysis, and finally, extended abstracts of all chapters.

1.2 INVESTMENTS IN EXPLORATION

Generally speaking, scientists face two opposing expectations. First,
they are expected to seek fundamentally new knowledge and to move
beyond established doctrine. Second, they are expected to develop and
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maintain an inventory of disciplinary knowledge that can be passed on
from generation to generation. These two expectations are conflicting,
and they operate as antipodal values under various labels: innovation
versus tradition, originality versus relevance, dissent versus conformity,
rebellion versus discipline, exploration versus exploitation, search versus
production, experimentation versus implementation, or risk taking versus
refinement.

Michael Polanyi argues that the tension between these two oppos-
ing expectations pervades the entire institutional structure of scientific
research: “This internal tension is essential in guiding and motivating sci-
entific work. The professional standards of science must impose a frame-
work of discipline and at the same time encourage rebellion against it.
They must demand that ... an investigation should largely conform to the
currently predominant beliefs about the nature of things, while allowing
in order to be original it may to some extent go against these.”!

That there is a fundamental tension between seeking new and refin-
ing existing knowledge implies that depending on historical circumstances
and institutional context there may either be a delicate balance between
the two, or one pole will dominate the other. Polanyi argues that the insti-
tutional structure of science—in general—tends to be biased toward the
refinement of existing knowledge. Taking peer review as an example, he
claims that publications are primarily evaluated in terms of their plausibil-
ity and scientific value, and thus with respect to their contribution toward
an inventory of disciplinary knowledge. Publications have to be plausible
and valuable extensions of existing knowledge for them to be accepted by
the scientific community. In contrast, publications of sufficient plausibility
and scientific value may vary considerably with respect to their originality,
that is, the degree of surprise which they arouse among scientists. Hence,
not every publication, no matter how plausible and valuable it may be, is
novel and original.

In a similar vein, Richard Whitley argues that despite the strong insti-
tutional commitment to the exploration of fundamentally new knowledge
in modern science, “the extent of originality and novelty in research goals
and procedures is restricted by the need to convince specialist colleagues
of the significance of one’s work in reputational work organizations. ...
The degree of innovation is thus diminished and constrained by the neces-
sity of showing how new contributions fit in with, and are relevant to,
existing knowledge.”? Hence, Whitley asserts that the scientific elite holds
the innovators in check. Novel ideas and artifacts are accepted only if they
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can be connected to previous knowledge and thus prove their scientific
relevance.

The view that the institutional structure of science gives consider-
ably more weight to the plausibility of contributions and their connect-
ability to previous research than to originality and surprise has garnered
empirical support in recent years. Many commentators argue that dur-
ing the past three decades, the funding of public research organizations
has increasingly shifted toward external, peer-reviewed sponsorship
despite that such funding tends to favor mainstream and risk-averse proj-
ects.? Thus, the proliferation of peer review in funding decisions most
likely has deepened existing knowledge paths at the expense of finding
fundamentally new ones.

In his essay on exploration versus exploitation in organizational learn-
ing, James March warns that “systems that engage in exploitation to the
exclusion of exploration are likely to find themselves trapped in suboptimal
stable equilibria.” He concludes that “maintaining an appropriate balance
between exploration and exploitation is a primary factor in system sur-
vival and prosperity.”* In this respect, it is interesting that several private
and public research sponsors, among them the Volkswagen Foundation,
the Wellcome Trust, the MacDonnell Foundation, the Howard Hughes
Medical Institute, and the European Research Council, set up funding
programs dedicated to the support of unconventional research that has
the potential for groundbreaking results.” Many of these programs are
intended to counterbalance the dominant exploitation-mode inherent
in research council funding. Yet, typically they command small budgets,
operate under heightened evaluation requirements, and rely a fortiori on
traditional peer review.®

The two observations in the literature that the institutional structure
of science tends to be biased toward the refinement of existing knowl-
edge, and that research funding in recent decades has strengthened
established knowledge paths have led sociologists of science and orga-
nizational scholars alike to reconsider institutional conditions in support
of explorative and path-breaking research. The common theme in these
contributions is that the forces of exploration need to be strengthened to
balance the two conflicting orientations in the institutional structure of
science. This plea for investments in exploration is articulated either from a
comparative historical perspective,” from an organizational sociology per-
spective,® from an individual’s research strategy view,” or from a research
policy viewpoint.!?
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The present volume contributes to this renewed discussion by asking
(1) how and why investments in exploration have occurred historically
and (2) more generally, how the two opposing orientations of innovation
and tradition are balanced in different institutional settings. In contrast
to the current emphasis on funding structure, this volume puts emphasis
on new organizational forms and internal organizational change. Several
chapters in this volume present evidence that investments in exploration
are made by building entirely new forms of research organizations, such
as the university-based microfabrication user facility (Mody), the National
Center for Ecological Analysis and Synthesis (Hackett and Parker), and
the space research laboratories and consortia that built the two satellites
ANS and IRAS (Baneke); or new forms of conferences, such as the Solvay
Conferences or the Seven Pines Symposia (Stuewer). These new organi-
zations or conferences are examples of an ongoing process of renewal in
the institutional arrangements of science that have considerable effects on
intellectual opportunities and innovations. In addition, several chapters
in this volume present cases of adaptation and internal change of existing
research organizations, including the Deutsches Elektronensynchrotron
(DESY) and the Stanford Linear Accelerator Center (SLAC) (Hallonsten
and Heinze), or the Goddard Space Flight Center at the National
Aeronautics and Space Administration, NASA (Launius). As shown by
these chapters, internal organizational changes oftentimes occur gradu-
ally, particularly in institutional environments in which entrance of new
forms of research organizations is either difficult or impossible, or in cases
where existing research capacities can serve as platform for building new
ones. Therefore, both founding new organizational forms and support-
ing gradual internal adaptations of existing research organizations are two
equally important investments in exploration.

1.3 FACILITATION OF MESO-LEVEL COMPETITION

In addition to the tension between exploration and exploitation, competi-
tion pervades the entire institutional structure of scientific research. A clas-
sical view on competition in science is Karl Popper’s falsificationist account
on how theories are used to explain phenomena and to make forecasts.!!
If a theory fails to explain or forecast a phenomenon, this may constitute
an anomaly that has no immediate impact on the theory. However, fre-
quent occurrence of such anomalies weakens a theory’s foundation. As
soon as a new theory is available that is more successful at explaining and
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predicting observed events, the old theory should be abandoned. Thus,
the driving force of scientific progress is competition between theories for
better explanations.

In his discussion of Popper’s approach to scientific progress, Imre
Lakatos points out that theories must first be constructed and then initially
protected against criticism, since otherwise they would be abandoned
before fully blooming.!? The establishment of research programs serves
precisely this goal. Such programs pursue a specific knowledge goal in a
given field of research, using a particular set of theoretical basic assump-
tions and methods. According to Lakatos, the differentiation of research
programs into a protected core of basic assumptions and a peripheral area
of special hypotheses produces a balance between stability and change
that serves progress in knowledge better than ubiquitous and aggressive
criticism. It can also be considered beneficial for scientific progress when
the protagonists of a research program do their utmost to protect their
program against possible criticism, and leave it to their competitors to
launch criticism and offer alternatives. Hence, in Lakatos’ view, competi-
tion between theories is less important than competition between research
programs.

According to classical sociology of science, the competition between
either theories or research programs is socially embedded in scientific
fields where scientists compete for reputation and intellectual control.'® In
this regard, Whitley points out that “scientific fields are a particular kind
of work organization which structure and control the production of intel-
lectual novelty through competition for reputations from national and
international audiences for contributions to collective goals.”!* However,
scientists are not just seeking personal acclaim from colleagues for their
scientific achievements, “they also seek to direct others’ research along
particular lines and ensure that their interests, problems, and standards are
accepted by colleagues in their own research.”!®

In addition to the argument that individual scientists seek reputa-
tion and intellectual control, sociology of science discusses how nation
states compete for global leadership in science and technology. For example,
Joseph Ben-David demonstrates that ever since the emergence of the
modern sciences in the seventeenth century in Renaissance Italy, competi-
tion for global scientific and technological leadership has been a driving
force in science.’® More recent history and sociology of science studies
corroborate this view in that such international competition has influenced
the emergence of new science and technology fields, particularly during
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the Cold War, including fields such as earth sciences, space science, ocean-
ography, seismology, and biotechnology.!”

This brief outline illustrates that competition in science is a multilevel
phenomenon, including cognitive aspects, such as competition between
theories or research programs, and social and historical aspects, such as
individuals competing with colleagues for scientific reputation and intel-
lectual control or nation states competing for global scientific, military,
and technological leadership. However, the meso-level of vesearch organiza-
tions has been largely neglected in scholarly discourse on competition as an
institutional condition for scientific progress and renewal. Although some
studies have shown that both the distribution of scientific productivity
and the number of major scientific achievements are highly skewed among
universities and non-university research laboratories,'® we know relatively
little about the institutional conditions that increase the scientific competi-
tiveness of universities and other public and private research laboratories,
neither do we know much about capabilities of research systems to flexibly
adapt their organizational infrastructure to heightened global scientific
and technological competition.

Therefore, the present volume aims at contributing to a better under-
standing of meso-level competition in science by asking (1) which factors
are conducive to research organizations’ capabilities to seize upon new
scientific opportunities, and thus successfully compete in emerging fields
of science and technology, and (2) how new research capacities are built
up to strengthen national competitiveness in response to global scientific
and technological pressures.

Several chapters in this volume present evidence in this regard: in a
comparison between public universities in Germany and the USA, it is
shown that the capability of universities to support new fields of research
critically depends on both their funding and scientific staft structures
(Jappe and Heinze); furthermore, it is demonstrated that inter-university
competition was a major driver in the proliferation of the microfabrication
user facility in the USA, and that the leading contenders in this competi-
tion were universities that could demonstrate a long-term track record
of partnership with industry (Mody); yet another chapter argues that the
small community of Dutch astronomers forged an alliance between policy
makers and two major Dutch companies, Philips and Fokker, to build
very expensive scientific instruments (satellites), and thereby consider-
ably improved their global scientific and technological competitiveness
(Bancke).
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1.4 ORGANIZING INTERDISCIPLINARY RESEARCH

In addition to investments in exploration and the facilitation of meso-
level competition, the emergence of new disciplines and specialties is often
regarded as emblematic for progress and renewal in science. In his late
writings, Thomas Kuhn argues that similar to speciation of new biological
organisms, new disciplines emerge when scientists increasingly rely on a
new lexicon that excludes non-specialists from scientific communication.
Therefore, breakdowns in communication between scientists are “crucial
symptoms of the speciation-like process through which new disciplines
emerge, each with its own lexicon, and each with its own area of knowl-
edge.”!® Most importantly, Kuhn argues that “very likely it is the special-
ization consequent on lexical diversity that permits the sciences, viewed
collectively, to solve the puzzles posed by a wider range of natural phe-
nomena than a lexically homogencous science could achieve.”?® Hence,
the increasing specialization of lexicons reduces communication between
different research areas, but at the same time, it increases the diversity of
scientific approaches, and thus our knowledge to understand the (physi-
cal) world. It is by the division of specialized scientific communication
that knowledge grows: “the limited range of possible partners for fruitful
intercourse is the essential precondition for what is known as progress in
both biological development and the development of knowledge.”*!

Kuhn’s strong emphasis on incommensurability between disciplinary
lexicons as a prerequisite for scientific progress and renewal can be con-
trasted with the concept of intellectual “trading zones”*? which instead
focuses on “interdisciplinary partnership in which two or more perspec-
tives are combined and a new, shared language develops.”? Quite in
general, studies in interdisciplinarity, multidisciplinarity, and transdisci-
plinarity agree that disconnected branches of scientific research can be
effectively linked.?*

Evidence from science history and the sociology of science suggests
that both private and public sponsorship, and the establishment of new
types of research institutes both inside and outside universities, played
an important role in effectively organizing interdisciplinary vesearch. For
example, Ben-David argues that interdisciplinary research centers in uni-
versities in the USA, established across discipline-based departments, were
more successful scientifically than discipline-based institutes that prevailed
in Germany.?® Both David A. Hounshell and John Kenly Smith and John
W. Servos show that the emergence of physical chemistry as a new field
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of research was supported by the fruitful application of physics tools and
techniques to chemistry, and sponsored by large chemical corporations
both within their own laboratories and through grants to major research
universities.?® In addition, Robert E. Kohler describes the Rockefeller
Foundation’s dedication to funding scientists who applied the tools and
techniques of physics and chemistry toward the advancement of knowl-
edge of biological processes, and how this played an important role in
building research capacity in molecular biology.”” More recent studies,
including J. Rogers Hollingsworth, Jerald Hage, and Jonathon Mote,
suggest that research laboratories, which were internally structured into
groups rather than discipline-based departments, were highly effective in
establishing productive work relationships between scientists from various
specialties and fields.?

In light of the discussion above, the contribution of this edited volume
is threefold. First, it assembles contributions that provide considerable
support for the argument that effective communication across disciplinary
boundaries is facilitated by new types or forms of research organizations:
the university-based microfabrication user facility (Mody), the National
Center for Ecological Analysis and Synthesis, and the Resilience Alliance
(Hackett and Parker) are recent examples that add further substance to
the existing literature.

Second, several chapters show research organizations have consider-
able adaptive capabilities when research across disciplinary boundaries
is required: NASA established, alongside its main mission, a multidisci-
plinary earth system science program (Launius); DESY and SLAC gradu-
ally replaced particle physics by the study of materials by X-rays as the
main purpose of accelerators, and established units for multidisciplinary
photon science inside their formal organizational structure (Hallonsten
and Heinze); the two companies Philips and Fokker, together with several
Dutch university institutes, were engaged in research consortia to which
scientific and engineering staff from various disciplines was recruited for
conducting space-related research and development (Baneke).

Third, several chapters argue that interdisciplinarity is anchored not
only in centers or institutes but also in scientific careers: NASA encour-
aged many individuals to migrate from planetary to earth science, helping
to create earth science as a cohesive entity (Launius); abundant research
opportunities in emerging scientific fields that were adjacent to where
scientists had worked before, provided the opportunity structure to
effectively link different methods and competences (Jappe and Heinze);



10 T HEINZE AND R. MUNCH

and academic astronomers were in a good position to move into space
research, provided they were able to attract people with technological and
managerial competence into their research groups (Baneke).

Last but not least, the final chapter in this volume shows how inter-
disciplinary research has been initiated and shaped by national science
policy, and that recent shifts toward funding interdisciplinary research at
the expense of mainstream disciplinary research, and increasing require-
ments for accountability and evidence of performance on the part of those
receiving public-sector support have produced tighter funding condi-
tions for academic researchers, even as total science-agency budgets have
increased (Feller).

1.5 CONTRIBUTIONS TO THE EDITED Booxk

Cyrus Mody’s Fabricating an Organizational Field for Research: US
Academic Micvofabrication Facilities in the 1970s and 1980s (Chap. 2)
examines the emergence and diffusion of the university-based microfabri-
cation user facility in the USA. This new organizational form arose in the
1970s to foster greater interaction among stakeholders in industry, aca-
demia, and government, thereby facilitating new and innovative research
in materials science. Mody describes the mechanisms by which this new
organizational form was replicated and spread, and how it coevolved with
shifts in industrial structure, including the decline of basic research in
semiconductor companies, as well as shifts in federal science policy, pri-
marily the decline of defense-related R&D. This new type of facility dif-
fused widely in the USA today constitutes an entire organizational field of
its own.

Edward Hackett and John Parker’s From Salomon’s House to Synthesis
Centers (Chap. 3) analyzes synthesis centers as an innovative form of scien-
tific organization that promotes the integration of scientific diversity and
its engagement with real-world problems. Placed in historical perspective,
such centers are examples of an ongoing process of renewal in the orga-
nizational and institutional arrangements of science, and they have con-
sequences for the character and effects of scientific knowledge. Hackett
and Parker describe how intellectual and institutional innovations emerge
and are entwined within such centers, then draw upon ideas from science
studies, small group dynamics, and the creativity and interdisciplinarity
literatures to identify the patterns and processes of social interaction
responsible for the centers’ performance.
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Roger Stuewer’s The Seventh Solvay Conference: Nuclear Physics,
Intellectunl Migration, and Institutional Influence (Chap. 4) demonstrates
how new types of conferences promote mutual learning of scientists from
different national and institutional contexts. The chapter shows how the
seventh Solvay Conference in 1933 lay at the crossroads in the history
of experimental and theoretical nuclear physics when new experimental
techniques and instruments were being developed and new theoretical
ideas and concepts were being generated, all of which were diffused to
physicists in many countries of the world. Stuewer shows the influence
that the Solvay Conferences exerted as a model for future conferences in
physics and in the history and philosophy of physics, particularly the Seven
Pines Symposia.

Olof Hallonsten and Thomas Heinze’s “Preservation of the Laboratory is
not o Mission.” Gradual Organizational Renewal in National Laboratories
in Germany and the United States (Chap. 5) examines the gradual but
transformative changes inside two national laboratories in the USA
(SLAC) and Germany (DESY) from single-mission particle physics labo-
ratories in the early 1960s to multipurpose research centers for photon
science in the 2000s. The authors describe how the field of synchrotron
radiation research increasingly challenged, and ultimately succeeded, par-
ticle physics as the established discipline in these laboratories. Their focus
is on the processes that led to intra-organizational change, including con-
version of large technical infrastructures, gradual replacement of particle
physics by the study of materials by X-rays as the main purpose of accel-
erators, and layering of new organizational units for photon science. By
investigating the complexity of institutional change at the micro-level of
two laboratories, the chapter contributes important conceptual tools for
a more detailed understanding of organizational adaptation and renewal.

Arlette Jappe and Thomas Heinze’s Institutional Context and Growth of
New Research Fields. Comparison between Universities in Germany and the
United States (Chap. 6) shows that differences in funding and staff struc-
ture of state universities in Germany and the USA affect the capabilities
of their research groups and departments to rapidly seize upon research
breakthroughs. Using the Scanning Tunneling Microscope, STM (Nobel
Prize in Physics, 1986) and the discovery of Buckminster Fullerenes, BUF
(Nobel Prize in Chemistry, 1996) as empirical examples, they demonstrate
that universities whose budgets grew and had a high number of professors
among their scientific staff were among the early adopters of STM and
BUEF, and thus highly competitive in the newly emerging research fields.
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In contrast, universities whose budgets stagnated and had a low share
of professors among their scientific staff were mostly among those who
engaged in follow-up research relatively late.

David Baneke’s Owganizing Space: Dutch Space Science between
Astronomy, Industry and the Government (Chap. 7) shows that whenever
new technological or scientific fields emerged after the Second World
War, scientists, government officials, and industrial companies in the
Netherlands feared being left behind. Especially in strategically impor-
tant fields such as nuclear physics, radio astronomy, and computing, these
three groups collaborated intensively to keep up with international devel-
opments; and Philips as a major company played an important role in these
collaborations. Using space science as an example, Baneke demonstrates
how the small community of Dutch astronomers, with the help of Philips
and Fokker, managed to build two of the most expensive scientific instru-
ments ever built in the Netherlands: the two satellites ANS and IRAS. The
new research capacities that were created both in Dutch universities and in
Philip’s and Fokker’s laboratories considerably improved the scientific and
technological competitiveness of the Netherlands.

Roger Launius’s “ We will learn more about the Earth by leaving it than
by remaining on it.” NASA and the Forming of an Earth Science Discipline
in the 1960s (Chap. 8) argues that despite recent criticism that NASA in
the 1960s failed to recognize and make a part of its core mission “earthly
environmentalism,” this chapter responds by discussing the manner in
which NASA in a subtle but transformative way encouraged the collabo-
ration of scientists from many different disciplines focused on Earth to
transcend disciplinary boundaries using space technology to treat Earth
as an integrated system. Indeed, from limited cooperative efforts in the
1960s overseen by NASA, emerged the broadly interdisciplinary efforts
to understand the interactions of Earth in the last quarter century. While
such efforts never dominated the agency and were resisted in some quar-
ters, the seeds of the earth system science discipline were planted dur-
ing this era. Launius shows that NASA encouraged many individuals to
migrate from planetary to earth science, helping to create earth science as
a cohesive entity.

Irwin Feller’s Interdisciplinary Research and Transformative Research as
Facets of National Science Policy (Chap. 9) argues that the total resources
required to satisfy the claims for continued support of established academic
disciplines on the one hand, and for underwriting the reconfigurations
of these disciplines into new research fields on the other hand, push up
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against and invariably exceed whatever level of total resources are pro-
vided by the collectivity of sponsors. Therefore, the strong emphasis in
the USA’s national science policy on interdisciplinary research, and more
recently on transformative research, is emblematic for the ongoing debate
about how important public-science funding should be, and what levels
and forms of funding are most appropriate. Feller argues that recent shifts
toward funding interdisciplinary research at the expense of mainstream
disciplinary research, and increasing requirements for accountability and
evidence of performance might lead to adverse conditions for academic
researchers in disciplinary settings, even as total science-agency budgets
continue to increase in absolute terms.
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CHAPTER 2

Fabricating an Organizational Field
for Research: US Academic Microfabrication
Facilities in the 1970s and 1980s

Cyrus C.M. Mody

2.1 INTRODUCTION

The research area today known as “nanofabrication” or “nanostructure
fabrication” takes a very broad purview. As the description of the 2012
Gordon Research Conference on Nanostructure Fabrication put it, the
field’s jurisdiction includes:

novel fabrication methods and the limits of lithography; single atom and
molecule manipulation and devices; nano-electrical, -mechanical, and -opto-
electronic devices and phenomena; fabrication involving nanostructured and
atomic-scale materials, including nanowires, nanotubes, and graphene; bio-
logical and biomolecular assembly and fabrication at the nanoscale; and the
physics and applications of such devices and structures.!
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As that description implies, practitioners of nanofabrication hail from
many disciplines and commercial sectors, and use a variety of techniques
to characterize and manipulate many different nanoscale phenomena.

That diversity was not always the case. The origins of this conference,
and the field as a whole, date to the late 1960s and early 1970s. At that
time, nanofabrication was “microfabrication,” since its techniques could
only make structures with dimensions around one micron (millionth of
a meter), whereas today’s techniques can make structures with nano-
meter dimensions (billionths of a meter). In the micro era, practitio-
ners oriented almost entirely to the microelectronics industry, utilized
only a few techniques, and were trained primarily in electrical engineer-
ing or applied physics. Microfabrication diversified in both techniques
and disciplines as it moved into the nanoscale in the 1990s. Both trans-
formations were enabled by post-Cold War reshaping of organizations
and institutions—journals, research units, conferences series, funding
streams—that supported microfabrication since the late 1960s.

This chapter traces the emergence and reshaping of a distinctive new
organizational form associated with microfabrication—the university-
based interdisciplinary microfabrication user facility. From the beginning
of a microfabrication community, user facilities have shared equipment
and technical advice with a large user base seeking to construct leading-
edge microelectronic circuits and other nanoscale experimental devices.
These facilities also played an important role in shifts in American science
and science policy, since they have been used as models for university—
industry—government partnerships since the late 1970s.

The history of academic microfabrication user facilities offers a window
onto transitions in American (and global) science in the late twentieth
century: less corporate basic research; more reliance on industrial research
consortia and university—industry partnerships; more pressure on faculty
to patent research, found start-up companies, and “translate” findings into
civil society; less federal money for academic laboratory buildings. These
transitions have been given suggestive labels such as “triple helix,” “Mode
1/Mode 2.,” “post-academic science,” “post-modern science,” and “neo-
liberal science,” but their exact nature is still contentious.?

This chapter makes three contributions to understanding post-1980
science, especially in the USA. First, I call attention to the microelec-
tronics industry’s role in stimulating late and post-Cold War changes in
American science. In most accounts of these changes, the biotech and
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pharmaceutical industries receive the lion’s share of the blame /credit, but
as Science put it in 1982,

While attention has been focused on the expanding links between aca-
demic biologists and the corporate world, a second revolution in university-
industry relationships has been taking place in a different field. Electronics
companies, faced with growing competition from Japan and fearing a short-
age of well-trained Ph.D s, are pouring unprecedented amounts of cash into
university electrical engineering and computer science departments.?

The microelectronics industry’s influence was not a one-time event pre-
cipitated by the threat of competition from Japanese firms, however. In
microfabrication research, continuing changes in the structure of the
microelectronics industry were echoed by changes in what “microfabrica-
tion” meant, who was doing it, with what tools, and for what purposes.
Thus, the second contribution of this chapter is to show how reorganiza-
tion of an industry can lead to reorganization of a research field.

The final contribution is to offer a case study of how the new values,
practices, and tools of post-1980 American science spread from campus to
campus via the emergence of an “organizational field”—by which I mean
“those organizations that, in the aggregate, constitute a recognized area
of institutional life ... that produce similar services or products.”* An orga-
nizational field of academic microfabrication user facilities became a rec-
ognized area of institutional life in the late 1970s by providing equipment
and advice to researchers making experimental microelectronic (and
other) devices.

The formation of organizational fields in science is a largely neglected
topic among historians of the postwar era. For earlier periods, we know
how new organizational forms such as universities and national institutes
diffused.> We have excellent depictions of individual, exemplary postwar
research units.® However, little has been written about how exemplary
units became exemplary—how their practices and values spread to similar
organizations. This is a woeful gap, considering the importance of net-
works of research centers as a tool of postwar (especially post-Sputnik)
science policy.”

Microfabrication facilities were a much-copied instance of an organiza-
tional field in science. Many of these facilities spun off from earlier organiza-
tional fields centered on other areas of research, particularly materials science.
A few (initially 5, later 14) microfabrication facilities eventually formalized as
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a federally funded network of centers. Even the facilities not formally in this
network looked to other sites for insight into how to administer and oper-
ate such an organization. Thus, the emergence of the organizational field
of microfabrication facilities aided in what the editors of this volume call
“investments in exploration” via new organizational forms that bring about
innovations in techniques (as methods and equipment propagated across
the field) as well as in administrative procedures and even communal norms
(such as the increasing value placed on interdisciplinary collaboration).

2.2  TaEe LitHOGRAPHY WARS

The first academic facilities with microfabrication equipment shared
among multiple users were apparently founded at Berkeley in the early
1960s, and Stanford and the University of Arizona somewhat later.® There
was also an earlier Massachusetts Institute of Technology (MIT) group
led by Dudley Buck (affiliated with Project Whirlwind) that operated
much like later facilities. Certainly, today’s MIT nanofabrication facility
celebrates Buck as a notable ancestor.”

These first facilities were founded during a dramatic transition in
microelectronics technology and manufacturing. Electronic circuits
improve with miniaturization—they get faster, cheaper, and more dura-
ble and energy-efficient. Even in the vacuum tube era, there were intense
efforts to miniaturize circuits for military applications and hearing
aids.!® However, microfabrication, in the sense the term later acquired,
only became possible with the invention of the integrated circuit in
1957. At that point, manufacturers, government researchers and grant
and procurement officers, and academic physicists and electrical engi-
neers realized vast improvements in circuit performance and cost could
be achieved by improving the means of miniaturizing circuit patterns.

Over time, many lithographic techniques were proposed. By the late
1960s, though, a consensus formed that the microelectronics indus-
try would rely primarily on techniques in which a particle beam shone
through a template (a “mask”) onto a wafer coated with a “resist,” alter-
ing the resist to make it more (or less) susceptible to acid in places where
the beam passed through the mask. Acid would then be applied to transfer
the pattern on the mask onto the wafer. To make complex structures, the
process would be repeated, sometimes with tens of masks.

But what kind of particle beam to use? Photon beams, ion beams,
and electron beams all competed in “lithography wars” waged in
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conferences, laboratories, boardrooms, and journals.!! Optical photon
lithography led from the start, with electron beam lithography at its
heels. By the mid-1970s, Bell Labs was using e-beam lithography to
make masks, and many observers assumed “direct-write” e-beam would
soon replace optical lithography for writing commercial chip patterns.!?
Further behind were ion beam and extreme ultraviolet photon beam
lithographies.!?

The late 1960s and early 1970s saw rapid progress in all these tech-
niques. That progress gave impetus to—and was sustained by—the
formation of institutions where these techniques’ proponents could
share knowledge. An annual “Three Beams” meeting took shape in
the late 1960s, though it took several years to acquire a formal steering
committee and begin publishing proceedings. In 1976, the Gordon
Conference series on the Chemistry and Physics of Microstructure
Fabrication began, overlapping the Three Beams meeting in leadership
and attendance.' Similar conferences also sprouted in Europe and
Japan.

These institutions arose because of the complex relationship among
the three beams. Each beam had advocates who believed it would be
the primary technique for making commercial integrated circuits. But
each beam also relied on ancillary technologies that it shared with other
beams: resists, equipment for cleaning wafers and growing crystals,
steppers to align masks, and so on. At a few universities, uncertainty
about which technique would triumph combined with knowledge spill-
over among different techniques gave rise to rudimentary microfabri-
cation “facilities.” Wherever multiple faculty members on one campus
were working on different aspects of microfabrication, an incentive
arose to share expensive equipment that the different microfabrication
techniques had in common. Here, for instance, is one of the found-
ing members of the University of Texas’ Microelectronics Research
Center (MRC) describing how things worked even before the MRC
was founded in 1984:

The photolithography and the thermal equipment are two easy things to
identify as equipment that didn’t make a whole lot of sense to be owned and
solely used by one group. They’re painful enough to keep and maintain and
the duty cycle’s low. So, those are naturally shared: photolithography, simple
metallization, etch, and thermal furnaces. Those are four things that are just
sort of naturals for co-owned or co-used equipment.!
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Initially, pooling was a radical departure from academic norms of individual
achievement. Here, for instance, is a description of the philosophy behind
the Berkeley facility:

One of the principles that [the founders] agreed upon was going to be
one lab and they would all share as equal partners and if others wanted
to join, they could be accepted as equal partners too—which was defi-
nitely in contrast to the pattern of most experimental academic programs,
where it was Professor X’s lab, right, and only X and his students, and
everything was under his control.... [T]he reason a lot of people oppose
[sharing], is that when you don’t have enough of the right lab discipline,
one person can screw up everything. Everything can be put out of order
and damaged.!®

Despite the dangers of pooled equipment falling prey to the tragedy of the
commons, and of individuals’ having to cede autonomy, the expense and
diversity of microfabrication equipment were conducive to sharing.

2.3 NATIONAL RESEARCH AND RESOURCE FAcCILITY

The sense that research equipment was becoming so expensive that aca-
demic researchers were priced out of many fields—not just microfabrica-
tion—was keenly felt in science policy circles in the 1970s.'” The National
Science Foundation (NSF), in particular, responded with the concept
of federally funded shared user facilities. In astronomy, for instance, the
NSF established four “National Research Centers” to redress an imbal-
ance between an elite corps of astronomers with access to a few private,
first-class observatories, and the larger mass of practitioners with access to
public, second-class equipment.'® Similarly, in 1973, NSF provided funds
for the Stanford Synchrotron Radiation Project to serve as a “national user
facility” for materials science, microelectronics, and molecular biology.!?
Later in the decade, Berkeley’s Museum of Vertebrate Zoology received
a major Operational Support grant from the NSF’s Biological Research
Resources program to serve as a repository available to users from around
the world.?® In chemistry, the NSF received authorization in 1978 to fund
a series of Regional Instrumentation Facilities, 14 of which were built by
19822

The NSF was at the time undergoing dramatic change. Prior to 1970,
it was a small funder of individual basic researchers in the physical and
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life sciences. In the 1970s, it began to put more emphasis on engineering
and social sciences and on interdisciplinary, applied research, and to chan-
nel more funding through centers rather than individuals. This was also
when the Mansfield Amendment (barring the military from funding basic
research) forced the Pentagon to transfer oversight and funding of several
interdisciplinary academic research centers to the NSF, such as the dozen
or so Materials Research Laboratories (MRLs) and the Francis Bitter
National Magnet Laboratory at MIT.?

It was in this context that, in 1974, the NSF’s 16 Engineering Division
program officers were instructed to put forward proposals for a “marquee”
project that would solidify the division’s growing influence within the
foundation.?® One, Jay Harris, proposed that the NSF fund a university-
based shared equipment facility for microfabrication, based on the model
of the Bitter Magnet Lab.?* As one of Harris” superiors, Charles Polk, head
of the Engineering Division in 1976-77, put it:

We have talked about a national center or several regional laboratories where
that major, expensive equipment would be availnble.... [T]he large initial
investment and the continuing support which are required could be justified
only in terms of benefits to many research workers and to many different
institutions. As a consequence, a national or regional laboratory, supported
by NSF, would have to make very good provisions for guest workers and
would have to engage permanent personnel which would help visitors with
physical implementation of their ideas.?®

Harris’ own experiences as a faculty member motivated his proposal:

T used to visit various industrial laboratories to try to get some help in mak-
ing small optical structures. I got my best reception at the Hughes research
labs in Malibu, from a guy named Ed Wolf, who was working with electron
beams, but Ed didn’t really have time to devote to supporting academics
trying to work over their heads.?¢

Wolf later concurred that by 1975:

a very noticeable gap opened between university research on the one hand
and the accomplishments of industrial laboratories on the other—a gap
due mainly to the expensive equipment and the interdisciplinary nature of
microstructure science and engineering that universities found difficult, if
not impossible, to support.?”
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Harris’ proposal was well timed because the institutionalization and
technological progress of the microfabrication research community were
already drawing the NSF’s attention. But he was also lucky that his pro-
posal coincided with the 1975 announcement by the Japanese Ministry
of International Trade and Industry (MITI) of a crash program to aid
Japanese semiconductor firms.?® The resulting panic among American sci-
ence policymakers would last another 15 years. At the outset of that panic,
Harris’ proposal allowed the NSF to be out in front of addressing declin-
ing US competitiveness in microelectronics.

Harris’ proposal therefore doubly benefited from what the editors of
this volume term “renewal in science.” Harris’ original goal was to con-
tribute to a long-term, evolutionary renewal already underway in electri-
cal engineering, applied physics, and microelectronics manufacturing—an
evolutionary renewal made possible by developments in techniques for
fabricating integrated circuits and by the emergence of institutions for sup-
porting and propagating innovations in those techniques. After the 1975
MITTI announcement, though, Harris’ proposal was folded into what the
editors of this volume call “facilitation of meso-level competition” via new
research capabilities: an acute, short-term demand for renewal posed by
political and industrial stakeholders.

Harris’ proposal for a “National Research and Resource Facility for
Submicron Structures” (NRRESS) was enthusiastically approved by his
superiors, but the National Science Board (NSB; the NSF’s governing
body) was initially wary of awarding a block grant to a center rather
than merit-based grants to individual investigators—a sign of how early
Harris was in establishing center-based block grants as the new normal
at NSE. The NSB also expressed anxiety that the NRRFSS might dupli-
cate or compete with industrial efforts.? Yet supporters of the NRRFSS
claimed that by fostering new forms of university—industry—government
interaction the facility would aid, not hinder, an industry that was losing
ground to global competition. As a report from a workshop Harris orga-
nized to gather support for his proposal put it:

foreign competition [is] a subject not normally viewed as part of a NSF
sponsored Workshop’s concern. However, if the electrical engineering aca-
demic community is to assess its priorities for the 1980s, the health and
vigor of the American electronics industry is an essential consideration....
When one considers the obituaries of such industries both here and abroad
as consumer electronics, cameras, electron microscopes and large tankers
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that have fallen before the intense developmental efforts that Japan has
become properly and respectedly [sic] famous for, it raises a grim specter
for this country. Other countries like Germany and France are active in sub-
micron fabrication as well. We court serious economic danger if the United
States government fails to respond with adequate resources in this new area
for technological supremacy.*

Several NRREFSS bids highlighted industrial connections. The Lincoln
Lab/MIT proposal, for instance, declared its facility’s “intended purposes
[would be] the development of submicrometer technology and the trans-
fer of that technology to universities and commercial firms” and listed suc-
cessful technology transfers from Lincoln Lab microfabrication research.?!
Similarly, a Penn/Drexel /Lehigh proposal played up those universities’
proximity to (and endorsement from) major corporate R&D players such
as IBM, Sperry-Univac, RCA, and Bell Labs, as well as “a small silicon
house, MOS Technology of Valley Forge.”3? Cornell’s team, too, told
their dean that “we have a history of successful collaboration with industry
in our semiconductor work. ([Harris’] Workshop felt industrial participa-
tion was important.)”33

The NRRESS competition should therefore be seen in the context of the
increasing importance of economic thinking in American science policy in
the 1970s and the growing view that American universities should gener-
ate innovations (not just personnel) to flow into, and provide competitive
advantage for, firms. Scholars of the 1970s economic turn in American
science policy, particularly Elizabeth Popp Berman, have noted the use of
University-Industry Research Centers as a new tool of technology trans-
fer; in fact one of Berman’s cases, the Silicon Structures Project at Caltech,
was partly a microfabrication facility.3*

A closer look at the NRRESS, however, reveals details underplayed in
studies such as Berman’s. First, the specific woes of the American semicon-
ductor industry—beyond just general economic malaise—were central to
the emergence of academic centers, especially after 1975. Because it was
such an obviously science-based industry, semiconductor manufacturing
lent itself well to academic participation; microelectronics was the object
of concerted national efforts by Japan and several Western European
states which seemed to demand an energetic response from the American
state; and microelectronics’ importance to war-fighting lent that response
an urgency not seen with respect to industries such as textiles and auto
manufacturing.®®
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Second, the NRRESS competition shows that the new university—
industry centers of the 1970s were built on an earlier generation of centers
linking universities and industry. The leading contenders for the NRRESS
were universities that possessed one of the MRLs formerly funded by the
Defense Advanced Research Projects Agency (DARPA) because DARPA
had, since 1964, insisted on greater “coupling” between the MRLs and
industry.?® The use of centers as points of contact between universities and
industry may have increased since the mid-1970s, as has the economic
justification for such centers; but the USA’s reliance on such centers after
1975 was enabled by long-standing precedents.

2.4  THE FLOODGATES OPEN

Indeed, Cornell’s status as lead center in the MRL program was probably
decisive in its winning the NRRESS competition. Cornell has hosted the
USA’s “national” academic microfabrication user facility ever since. The
NRRESS competition itself, however, spurred emergence of an organiza-
tional field of academic microfabrication user facilities far beyond Cornell.
Initially, the leader of the Berkeley proposal, Tom Everhart, attempted to
recruit the leader of the MIT /Lincoln Lab team, Hank Smith, to Berkeley
with the offer that “You come out here as a faculty member. I’ll raise the
money, you do the work. We’ll set up our own nanofabrication facility and
we’ll beat the pants off of Cornell.”?” As a counteroffer, the director of
Smith’s division at Lincoln Lab

asked what I [Smith] was going to do. So I told him that I would like to
demonstrate that the NSF had made a big mistake. He says, ‘Great! Let’s
do it.” Just like that, they gave me a million dollars. A million dollar budget,
where in the hell did that came from? I didn’t know there was that much
fat in the budget.®

Lincoln Lab’s “Submicron Technology Program ... was operational by
late 1977.73 Meanwhile, MIT recruited Smith to build a Submicrometer
Structures Laboratory on the main campus. That facility opened in 1978,
before Cornell’s NRRFESS did.** By 1980, Smith was a full-time faculty
member at MIT.

The NRRESS competition also triggered movement at Stanford’s
Integrated Circuits Laboratory (ICL), the leading academic facility that
had not submitted a proposal. The director of the ICL, James Meindl,
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did not submit an NRRESS bid because he was skeptical of the facil-
ity’s long-term funding prospects and because he was unenthused by the
administrative load of running a user facility. By 1978, though, Meindl and
his department chair and ally, John Linvill, devised a “Center for Integrated
Systems” (CIS) containing an expanded ICL containing shared equipment
much like the NRRFESS and the Submicron Structures Laboratory.*!

To fund the CIS, Linvill and Meindl carefully cultivated an elite group
of American companies to form an “industrial affiliates” program.*> They
also struck up a vigorous correspondence with Jay Harris and his supe-
riors, culminating in a visit to Stanford by James Krumhansl, Assistant
Director for Mathematical and Physical Sciences and Engineering in
October 1978.#* Stanford’s lobbying was fortuitous because Krumhansl
was beginning to assemble an NSF program in “Microstructures Science,
Engineering, and Technology.” Krumhansl seems to have intended this
program to foster a new proto-discipline focused on microstructures in
the same way the Advanced Research Projects Agency (ARPA) used the
MRLs to foster a new discipline of materials science in the early 1960s.

To aid that effort, Krumhansl was the “moving force” behind a workshop
held in November 1978 at the NSF’s Airlie House, organized by the Cornell
facility and steered jointly by the NSF and a National Research Council
(NRC) panel on Thin Film Microstructure Science and Technology.** The
NRC panel framed its conclusions in the now-ubiquitous language conflat-
ing economic competition and national security:

The United States has led in the development and exploitation of modern
solid-state electronics technology; whether it will maintain this leadership is
by no means certain.... Japanese industry, with active and extensive support
from the Japanese Government, has mounted an intense research and devel-
opment effort in microfabrication.... [S]ignificant research and develop-
ment efforts are under way England, Holland, France, and West Germany.
In addition, the technologies employed in national defense depend on semi-
conductor electronics; therefore, leadership in semiconductor electronics is
essential to our national security.*®

Remedying that would require “a new and expanded set of coordinated
research programs in microstructure science and engineering,” including
“Regional Research Centers .... comparable in scope with the Materials
Research Laboratories and the Cornell Submicron Facility.”*® The NSF
was already imagining an organizational field of academic centers for what
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would become nanoscience research, nucleated around the NRRFSS and
other microfabrication facilities.

Since the late 1970s, the Cornell, Stanford, and MIT facilities have
vied for leadership of a microfabrication user facility organizational field
populated by a growing list of peers. The University of Minnesota, for
instance, formed a Microelectronics and Information Science Center
(MISC) in 1980 to allow users access to “the processing facilities of nearby
corporate contributors, including Control Data, Honeywell, Sperry, and
3 M.”% Caltech did something similar with its Silicon Structures Project
in 1977, and in 1981 Rensselaer Polytechnic followed with its Center for
Integrated Electronics, and Arizona State with its Center for Solid State
Electronics Research.*® By the mid-1980s, one or two campus facilities
opened every year at places like the Rochester Institute of Technology
(1985), the University of Michigan (1986), Yale and the University of
Cincinnati (both 1988).

In some cases, entrepreneurial faculty used the emergence of the aca-
demic microfabrication organizational field to attract resources to expand
pre-existing rudimentary efforts. For instance, the University of Arkansas
“obtained its first fabrication facilities in the late 1960’s ... [but] in 1978,
largely through the efforts of Dr. W.D. Brown ... the [EE] department
obtained considerable additional equipment through grants from Sandia
Laboratories, Texas Instruments, and the National Science Foundation.”*
Similarly, “development of the Auburn University Microelectronics
Laboratory beganin 1975,” but “the Alabama Microelectronics Science and
Technology Center (AMSTEC) was [only] formed at Auburn University
in 1984, following a special legislative appropriation of $250,000 /year.”*°

As the Auburn case implies, propagation of the microfabrication facility
field sometimes occurred when state governments engaged in mesoscale
(economic) competition with each other. The Microelectronics Center of
North Carolina (MCNC), for instance, formed as a five-school state-funded
consortium in 1981, championed by Governor James Hunt and funded
with an initial $24.4 million from the state budget between 1981 and
1983. The Microelectronics Center of North Carolina (MCNC) was inte-
gral to North Carolina’s success in attracting the Semiconductor Research
Corporation, an industrial research consortium founded in 1982.5!

Similarly, when the state of Texas wanted to woo another research con-
sortium, the Microelectronics and Computer Technology Corporation
(MCC), to Austin in 1983-84, part of Governor Mark White’s pitch
was that the state would put money into a new MRC at the University
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of Texas.”> Then, when the state wanted to attract a semiconductor
manufacturing R&D consortium, Sematech, in 1986-87, it built the
MRC a brand-new, state-of-the-art facility.>® These new microelectron-
ics and microfabrication facilities almost always cited their predecessors as
models and competitors. As the proposal for University of Texas’ (UT)
MRC put it in 1983:

The economy of the State of Texas is rapidly moving toward high-technology
industries, particularly in microelectronics and computers.... The purpose of
this proposal is to insure that the University of Texas is the leader in that
effort. Development of microelectronics research centers has begun at a
number of universities (Table 1) as a response to the widely perceived neces-
sity for fundamental and applied work in these areas.>

“Table 1” then listed, in order, data for the Cornell, Stanford, MIT,
North Carolina, Arizona State, and Minnesota facilities. In other words,
the mechanisms of “institutional isomorphism”—the mutual, active inter-
comparisons made among units in an organizational field leading to dif-
fusion of norms across the field—were at work in the replication of the
academic microfabrication user facility organizational form.>®

2.5 PROPAGANDA VALUE AND PROPAGATION OF VALUES

For the leading microfabrication facilities, there were real benefits to fos-
tering newly entrant peer facilities. As an MIT faculty member reported to
the Submicrometer Structures Laboratory team after a visit to Stanford in
1977, “While it may seem strange to us, Jim Meindl said that he thought
MIT’s entry into the IC [integrated circuit] field would legitimize it, and
give more emphasis to Stanford’s program. I cannot overemphasize that
everyone I met was most cordial and friendly, and eager to cooperate.”®
At Cornell, leaders of the National Submicron Facility advertised that
they were a national resource not just for tools, but also for knowledge
of how to establish and operate similar facilities. That knowledge aided
propagation of the microfabrication organizational field, and helped main-
tain ties among organizations in that field. As a former director of the
NRRESS reported in 1986:

GE had an engineer in residence at NRRFESS for a year .... [who] returned
to GE and established a similar processing capability.... Strong interaction
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continues between GE and Cornell. NRRFESS is continually called on to help /
advise other companies and universities in setting up similar laboratories,
such as Varian, GE, McDonnell Douglas, the Jet Propulsion Lab, Hughes,
Caltech, University of Michigan and University of California San Diego.
Over the last several years we have advised more than forty organizations.®”

NRRESS’s advisory role was actively fostered by the NSF:

A strong recommendation came out of the site review team that the facil-
ity host a meeting of microelectronics-related center directors to encour-
age collaborations and technology transfer. The NSF ... has endorsed this
concept and will both request the facility to do so and will provide fund-
ing for such a meeting. Coincidentally a Professor Marc Heritage from the
University of Utah visited submicron the day after our site visit to discuss
how to establish a similar center at the University of Utah.%8

As the reference to “technology transfer” suggests, one point of organi-
zational copying and competition was their university—industry partner-
ships, which took many forms: sharing facilities with industry; industry
internships for students; annual corporate “membership” fees in return for
previews of faculty research; and so on. Intelligence about industry part-
nerships diffused through: invitations to directors of other facilities to give
presentations on their programs®; phone calls to industry leaders to ask
how rival facilities approached their companies®’; obtaining prospectuses
for competitors’ industrial programs®'; and so on.

Intelligence about facilities’ industrial partnerships and other practices
also spread through the media. By 1985, the NRRESS alone had appeared
in some “22 magazines and 43 newspapers.”®* The NRRESS also received
ample opportunities from politicians for extolling its model for how
American universities could better contribute to national economic com-
petitiveness. For instance, in 1979 the House Subcommittee on Science,
Research, and Technology summoned Ed Wolf, director of the facility, to
testify on “Government and Innovation: University-Industry Relations.”
63 Five years later, Cornell’s president, Frank Rhodes, was also called
before the House, where he pointed to the National Submicron Facility
as an example of how to overcome the problem of access to increasingly
expensive instrumentation.®*

Yet despite favorable political and media attention, by the mid-1980s
the NSF was not entirely happy with its flagship facility. This was, in part,
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a consequence of Cornell’s success at building a local, cross-disciplinary
stable of interconnected, federally funded centers. As a Cornell public
relations officer put it in describing how the school acquired NSF funding
for a supercomputing facility in 1985:

We prepared a background piece saying that “Cornell University is a prom-
ising location for a national, advanced scientific computing center because
of its experience in operating highly successful interdisciplinary centers for
the benefit of the scientific research community.” And we took the opportu-
nity to brag about the Cornell Manufacturing Engineering and Productivity
Program (COMEPYP) and the Cornell High Energy Synchrotron Source
(CHESS) and the Materials Science Center and the National Research
and Resource Facility for Submicron Structures (which spells NRRFSS)
and the Cornell Biotechnology Institute and the Semiconductor Research
Corporation Center of Excellence in Microscience and Technology.®®

Indeed, it was reported to Cornell’s President Rhodes in 1986 that
“there is growing concern at NSF, which may underlie [NSF Director]
Erich Bloch’s longstanding complaint about the Submicron Facility, that
too much NSF money is going to New York State and particularly to
Cornell.”%

Ironically, the organizational model forged at Cornell contributed
much to Bloch’s own Engineering Research Centers (ERC) program,
designed to address “immediate concerns in both engineering research
and engineering education—concerns articulated by both academe and
industry.”%” Over time, the ERCs spawned cascades of new center pro-
grams at the NSF: for example, the Science and Technology Centers and
the Centers for Research Excellence in Science and Technology programs
in 1987, the Materials Research Science and Engineering Centers (a
revamped version of the MRLs) in 1994, and several smaller programs
(e.g. Centers for Analysis and Synthesis; Centers for Chemical Innovation;
Science of Learning Centers)—not to mention other centers that were
not part of any larger center program. Centers—and especially programs
spawning peer groups of centers—have become an almost instinctive
mode of funding at the NSF and across American academia, government,
and even industry.

These later center programs owed a great deal to the NRRFESS’s exam-
ple. As the industrial members of the NRRESS’ Policy Board argued in
1986, “The National Science Foundation’s investment in the Submicron
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Facility has enabled it to serve as a model for scientific and engineering
centers nationally.”®® The then head of the Engineering Directorate, Nam
Suh, similarly acknowledged that “the model of NRRESS as a user facility
role has been utilized in the planning and establishment of NSF’s Regional
Instrumental Laboratory program. More recently, the interdisciplinary
operation of NRRESS has provided the feasibility model for the innova-
tive ERC program.”®

This back and forth between Suh and the Cornell facility’s board
arose because the NRRFESS grant was ending in 1986. To keep going,
Cornell proposed to turn the facility into an Engineering Research
Center focused on nanoelectronics. This was bluntly turned down, lead-
ing to a scramble to exert industrial pressure on the NSF to save the
facility. Ultimately, NSF relented and the NRREFSS was re-funded in
1987 as the “National Nanofabrication Facility” (NNF). Five years later,
the NNF grant wound down and NSF made Cornell compete for to host
the “national” facility.

This time, the Stanford ICL’s director, James Plummer, eagerly
stepped forward with a proposal. What happened next is still murky
and subject to backroom gossip. It appears that, once again, Cornell’s
powerful supporters kept it from losing; but Stanford’s equally power-
ful supporters and the originality of its proposal kept Cornell from win-
ning outright. Caught in a bind, NSF withdrew the NNF competition
and hastily announced a new contest for a National Nanofabrication
Users Network (NNUN) of geographically distributed facilities. Initially,
Cornell and MIT tried to pair up, but—probably responding to pressure
from NSF—Cornell broke ranks and formed a consortium with Stanford,
the University of California—Santa Barbara, Penn State, and Howard
University (the USA’s premier historically black university, located in
Washington, DC).”°

Ever since, that consortium—with Cornell as leader and Stanford as
coleader—has thrived and grown. At the end of the NNUN grant’s ten-
year run, Cornell and Stanford competed and won against a consortium
led by MIT and the University of Illinois for what was now known as the
National Nanotechnology Infrastructure Network (NNIN). The NNIN
was considerably larger than the NNUN, at more than a dozen facilities.
As a result, the NNIN was also much more evenly distributed across the
continental USA than the NNUN, which only covered the Mid-Atlantic
and California.
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2.6 CONCLUSION: INDUSTRY REORGANIZATION,
RESEARCH REORIENTATION

The NNIN was also more disciplinarily diverse than the NNUN, and
much more than the original NRRESS and ICL. Although Hackett and
Parker (this volume) are surely correct that formal, federally funded cen-
ters impose a rigid ideal of interdisciplinarity relative to the more free-
form, emergent interdisciplinarity that occasionally arises organically from
research communities, centers have the ability to provoke interdisciplinar-
ity where it has not emerged organically—what the editors of this volume
call “organizing interdisciplinary research.”

For example, probably the most consequential innovation from the
NRRESS was an accidental (but not unintended) collaboration between
electrical engineer Ed Wolf and horticulture professor John Sanford.
Although Wolf and NSF had long promoted the NRREFESS as an interdis-
ciplinary venture, for its first decade there were few projects centered on
the life sciences. But when Sanford gave a talk around 1982 on unpromis-
ing attempts to drill holes in pollen grains with a microlaser—“with the
purpose of letting DNA diftuse through the opening in the [pollen grain]
wall”—one of his colleagues suggested the Submicron Facility might have
more precise beams that could do the job better.”! Eventually he found
Wolt, and they came up with the messy, amusing, lucrative idea of blasting
DNA-coated micron-scale tungsten particles into onion cells with an air
gun. That idea generated what Nicole Nelson describes as “the largest roy-
alty payment to the Cornell Research Foundation up to that date and ...
one of the most ‘readily recognized financial successes’ in the history of
Cornell technology transfer.””?

Thus, centers can function as “trading zones” where practitioners from
different backgrounds can orient to some common mission without fully
understanding each other’s knowledge, values, or techniques.”? Ed Wolf
and John Sanford would never have encountered each other without the
NRRESS’ instigation to collaboration, even though their actual experi-
ment involved little of the facility’s equipment. The NRRFESS, as a new
type of research facility, provided the opportunity structure for interdisci-
plinary encounters.

The NNIN’s greater interdisciplinarity than the NRRESS’ is also due
to changes in the technologies and structure of the microelectronics
industry. There are more means available today for inspecting and manip-
ulating nanoscale objects. The NRRESS and its peers were founded in the
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“three beams” era, but today the three beams are joined by lithography
and characterization with scanning tunneling microscopes and atomic
force microscopes, flash imprint lithography, atom-probe tomography,
and other techniques. As I have shown elsewhere, the proponents of
those techniques have been skilled at interdisciplinary appeal.”* Once any
nanofabrication facility acquires, say, an atomic force microscope, it is
instantly able to reach users in biology, polymer chemistry, geology, and
other disciplines who were uninterested in microfabrication equipment in
the late 1970s.

Conversely, the original industrial stakeholders of American microfabri-
cation research are less central than they used to be. Most microelectronics
manufacturing has moved across the Pacific, even if some of the biggest
firms are still headquartered in the USA. Those firms, however, are no
longer vertically integrated. When Stanford’s CIS opened, its patrons

were all vertically integrated companies. So, different pieces of different
companies interfaced with different parts of the CIS structure.... It’s dif-
ferent today because many fewer companies are vertically integrated. Fabs
are no longer commonplace in most companies, because of the existence of
foundries. So the CIS model has had to evolve over time to recognize that
many of the companies that belong to it are not vertically integrated and just
connect in at specific points.”

The technology of microelectronics manufacturing has also evolved to
diminish the centrality of academic research in the “three beams” mode.
Against all odds, industry has stuck with optical lithography.”® Academic
advocates of e-beam, x-ray, and more exotic lithographies recognize their
favored technique now has less chance of becoming an industrial mainstay
than in 1975. Moreover, commercial manufacturing is so focused on mass
production, and involves so many tightly interlinked process steps, that
the gap between industrial lithography and its academic counterpart is
wider than ever.

Microelectronics manufacturers are still important for academic micro-
fabrication, of course, but less su: generis in their importance than during
Cold War. But who now shares responsibility for patronage of the field?
As it happens, the end of the Cold War saw an unprecedented hierar-
chy reversal in American science, as federal funding for physical and engi-
neering science declined while biomedical research skyrocketed. In that
environment, savvy academic microfabrication specialists turned toward
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collaboration with life scientists—as did experts in many other fields such
as synchrotron radiation physics.”” Catherine Westfall has termed such
pairings “recombinant science.””® Declining support from traditional
national security and microelectronics patrons meant microfabrication
facilities depended upon users finding new patrons and applications and
hence “recombining” their tools and expertise with unexpected partners.

Thus, 1982’s accidental pairing of Wolf and Sanford became routine
a few years later. For instance, Fabian Pease, one of Stanford’s star elec-
tron beam lithography experts, spent the early 1990s using that tech-
nique to develop “gene chip” technology.” Similarly, the director of
Cornell’s NNF, Harold Craighead, organized “a highly successful and,
in retrospect, pivotal workshop” on “Nanofabrication and Biosystems:
Integrating Materials Science, Engineering, and Biology” in 1994 that
staked his, and his facility’s, claim in the field.%° Six years later Craighead
founded Cornell’s Nanobiotechnology Center, which today is housed
alongside (and uses the resources of) the NNF’s successor facility. Papers
with biological topics started to appear at meetings such as the Three
Beams conference and the Gordon Conference series on Nanostructure
Fabrication with greater frequency than a decade earlier. By 2013, five
of the 14 NNIN facilities listed a life science area as a core field of exper-
tise. Three (Georgia Tech, Washington University, and University of
Washington) were predominantly biomedically oriented.

The diversification of applications in micro/nanofabrication was driven
both by grassroots researchers responding to their environment and by
top-down steering from federal agencies. For instance, when the NSF
reviewed proposals for the NNUN in 1993, the first two questions it posed
to principal investigators were:

Specifically, what biologically-relevant projects will you target in future
years?

How do you propose to increase research in non-electronic areas such as
condensed matter physics, materials, and chemistry through your proposed
nanofabrication network?®!

In the NNIN, each site carved a specialized niche, though each site also
housed general-purpose equipment usable across many domains: Santa
Barbara and Texas for compound semiconductors, Harvard handled the
growing demand for information technology relevant to nanofabrication,
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Penn State worked with a clean room technician training program, and so
on. The NNIN’s formal organizational field of nanofabrication facilities
was characterized by the simultaneously centripetal and centrifugal forces
typical of many postwar networks of research centers.®?

That tension also governs the other formal and informal organizational
fields that nanofabrication participates in. When they first emerged in the
1960s, academic microfabrication facilities were seen as university out-
posts of the microelectronics industry. Their success, however, turned
center-based funding into a general tool of industrial and science policy.
Now, every time the federal government identifies a new R&D objective,
it funds a new system of centers or redirects an existing one. This was cer-
tainly the case when the National Nanotechnology Initiative (NNI) was
formed in 2000. As of July 2012, the NNI’s website listed 54 dedicated
university nano centers funded by its member agencies, plus another six
“networks” of smaller centers and 17 NSF-funded academic centers that
are partially nano-oriented.

As federal science policy initiatives wax and wane, they leave behind sys-
tems of academic centers, each modeled on its predecessors and modeling
for its successors. Over time, centers evolve and interconnect with other
centers. Often, a university with one center can leverage acquisition of
another. That has certainly been the case with microfabrication facilities.
Of the 14 NNIN campuses, 12 also had a Materials Research Science and
Engineering Center (MRSEC) and/or at least one other nano center (as
categorized by the NNI). Five schools (including Cornell and Stanford)
had an NNIN site, a MRSEC, plus #wo other NNI-defined nano centers.

If we want to understand the contemporary scientific enterprise, we
need a better picture of how organizational fields of research centers form,
operate, and evolve. This is true globally, across most scientific disciplines
and high-tech industries, and across the university, government, and com-
mercial sectors. This chapter has examined the particular organizational
field of microfabrication facilities in American universities—a domain
where systems of centers have had special salience. Academic microfabri-
cation facilities merit such focused attention because they served as mod-
els both for new forms of university—industry—government interaction in
the 1970s and 1980s and for later systems of federally funded academic
centers. They were not, of course, the only such models, but in some
fields—especially nanotechnology—these facilities so important as to be
regarded as vital “infrastructure.” In all likelihood, they will evolve into
a new infrastructural role as policymakers’ attention to nanotechnology
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wanes and is replaced by initiatives in energy and environment, synthetic
biology, neuroscience, and so on.
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CHAPTER 3

From Salomon’s House to Synthesis Centers

Edward ]J. Hackett and John N. Parker

3.1 INTRODUCTION

To meet the emerging challenges of the day, science has continually
undergone a process of renewal that has extended beyond theories,
results, and research technologies to include innovations in the organiza-
tional arrangements, collaborative dynamics, and epistemic principles that
generate, distribute, and institutionalize new knowledge and know-how.
Scientific synthesis centers are recent innovations in this process of renewal
and examples of what the editors of this book call “investments in explora-
tion” and “organization of interdisciplinary research.” These innovative
organizations catalyze and host working groups that integrate scientific
diversity and engage real-world problems. In this chapter, we examine
how synthesis centers arose through the interaction of intellectual and
organizational innovations, then we will use ideas from science studies,
small group dynamics, and the creativity and interdisciplinarity literatures
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to identify the patterns and processes of social interaction responsible
for the center’s performance. The processes of transformation within
and outside the center are still at work, and so we will close with some
observations about likely directions of change.

3.2 LooxING BACKWARD

Science is a grand experiment, both in the conduct of inquiry and in the
arrangement of institutions, organizations, and groups that structure the
work and work lives of scientists. People have long pondered the opti-
mal arrangement of science for producing sound and original knowledge
that also contributes to human well-being. The scientific community of
Renaissance Italy (ca. 1400-1500), for example, brought together scien-
tists and scholars, humanists and tradesmen in what we today would call
transdisciplinary collaborations (see editor’s introduction). But there were
not organizational and institutional bonds strong enough to hold such
collaborations together, and so they fell apart. Patterns of organization
that succeeded at certain times, in certain places, and for certain purposes
may be inadequate in other circumstances. Looking backward at pioneer-
ing experiments in the organization of scientific work is a useful starting
point for orienting and guiding our thinking. What can we learn?

The early seventeenth century offers several noble efforts to shape sci-
ence to social purposes through innovative research organizations. Of
these, Salomon’s House is perhaps the best known (in English) vision of
interdisciplinary inquiry organized for societal benefit, inspiring for cen-
turies the formation of scientific associations and research organizations.!
And “[since] the beginning of modern science and knowledge produc-
tion is generally associated with Francis Bacon,” this is a suitable point of
departure.? In Bacon’s conception, Salomon’s House is a brotherhood of
science and the useful arts embedded deep within the utopian society of
Bensalem, dedicated to “the knowledge of causes, and secret motions of
things; and the enlarging of the bounds of human empire, to the effect-
ing of all things possible.”® Among the research capabilities of Salomon’s
House are caves for refrigeration and simulation of cold environments,
towers for observation, artificial wells and pools (some infused with various
substances), experimental plots and populations, a place where life pro-
cesses are sustained after death, an operating theater, brew houses, bake
houses, medicine shops, machine shops, furnaces, a gem collection, optics
and acoustics labs, a weapons lab, a computer (powered by people), and



FROM SALOMON’S HOUSE TO SYNTHESIS CENTERS 55

a simulation cave. Bacon prepared a detailed staffing plan for Salomon’s
House with job titles that included Merchants of Light (who conduct
literature searches by ship), Depredators, Mystery-men, Pioneers or Miners
(who try experiments), Compilers, Benefactors, Lamps, Inoculators, and
Interpreters of Nature (who synthesize research results into laws and
theories).

Bacon’s vision is comprehensive and detailed, laudatory for its dedica-
tion of science to social ends, including education and public understand-
ing. But public engagement—any sort of engagement with civil authority
or society—is notably restricted: “And this we do also: we have consulta-
tions, which of the inventions and experiences which we have discovered
shall be published, and which not: and take all an oath of secrecy, for the
concealing of those which we think fit to keep secret: though some of
those we do reveal sometimes to the state and some not.”* As one com-
mentator notes, “Bacon’s science is rooted in the natural environment,
not in the social structure....we can also read the arrangement of these
structures to say that so far as science is creative discovery, it cannot flour-
ish within the shadow of places devoted to other purposes.”

Salomon’s House may be the best known utopian vision of science to
emerge from the seventeenth century, but it is not the only one. Where
Bacon set science apart from the social order and entrusted it with power
over the direction, disclosure, and applications of scientific knowledge,
Tomasso Campanella’s City of the Sun (1602) and Johann Valentin
Andreae’s Christianopolis (1619)° imagined a scientific institution inte-
grated with society and charged with deeper responsibility for human
well-being. Frederico Cesi, a young Roman nobleman, went considerably
further in the depth, scope, and enactment of his vision when, in 1603
and with the assistance of three young friends, he founded the Accademia
dei Lincei (the Academy of the Lynx, likening scientists’ perceptiveness to
the sharp-eyed lynx) “to promote, coordinate, integrate, and spread scien-
tific knowledge in its highest expressions...not only to acquire knowledge
and wisdom for living righteously and piously, but with voice and writing
reveal them unto men.”” His expansive and integrative vision is global,
encompasses the world of scholarship, and prominently positions values,
principles, and public enlightenment in the scientific Accademia’s design.
Membership was open to all scientists and to humanists, but clergy were
unwelcome. A main facility in Rome was planned, complete with library
and laboratories, machinery, optical equipment, scientific instruments, a
printing office, museum, and botanical garden. Lesser facilities were to be
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constructed in the four quarters of the world. The vision is magnificent
and enticing: an interdisciplinary scientific organization of global ambition
equipped with the latest technology and devoted to advancing human
well-being and public understanding of science. Galileo joined in 1611.
But the early history of the Accademia was troubled and tragic, as it was
attacked by the church and clouded by the founder’s premature death.
But the Accademia was revived and endures, and retains its home in the
Palazzo Corsini and Villa Farnesina.

Each pioneer crafted an arrangement for the creation, diffusion, and
utilization of scientific knowledge that suited the circumstances of his day.
Applications of science to promote wealth and well-being predominate,
along with commitments to basic research. Bacon was so intent on freeing
science from a potentially oppressive social order that he sequestered its
activities, placing them in the hands of a benevolent but secretive broth-
erhood. Cesi’s vision might be the most complete and endearing—and
so powerful that it aroused powerful opposition.

Much has changed since these visionaries imagined ways to organize
science: discovery has made the world larger, while technology has made
it smaller. Nation-states formed, manufacturing industries and capitalist
economies developed, and cities grew to absorb more than half the world’s
burgeoning population. We created the Anthropocene. Science increased
exponentially, differentiated into a kaleidoscope of disciplines and special-
ties, became a profession, came to rely upon state research funding, and
acquired a diverse and demanding constituency.

In 1918, a watershed moment in the transformation, Max Weber spoke
of science as a vocation to an audience of students at the University of
Munich. He likened a calling or vocation for science to a life in the clergy:
A person called would experience “a strange intoxication, ridiculed by
every outsider” and would feel that “the fate of his soul depends upon
whether or not he makes the correct conjecture at this passage of this man-
uscript.”® Notably, Weber darkly described the “state capitalist ... insti-
tutes of medicine or natural science.... [wherein] the assistant’s position
is just as precarious as any ‘quasi-proletarian’ existence.”® Seventeenth-
century science was a wealthy gentleman’s avocation, but by the early
twentieth century the scientific life was on the cusp of turning from a
vocation heard deep within the soul to a “quasi-proletarian existence” of
alienation, dependence, and autonomy lost.!? All in all, this is hardly the
life of the lynx imagined by Cesi.
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Science since Weber has continued to change, and changing circum-
stances impose new demands on the organization of science, the institutions
(rules, laws, principles, and ethics) that guide it, and on its place in society.
Within the environmental sciences, problems of food and water security,
climate change, energy, urban redesign, demographic dynamics, disease vec-
tors, and the coupled dynamics of natural and human systems pose unprec-
edented challenges to our ability to understand and act.!

What is the bridge from the utopian visions of the seventeenth century
to the present? It is the enduring quest to create novel, generative organi-
zations and institutions that embody earlier visions of science as intrinsi-
cally motivating—a vocation—and as a force for human betterment. Doing
so will require rethinking how research is organized and conducted, and
utopian visions are an inspiring though fragile platform for the task. To
narrow the gap we draw upon original research on two environmental
research organizations which, though quite different, have been excep-
tionally successful at producing highly creative scientific collaborations
capable of contributing to human well-being by enabling a generative
form of scientific interaction which we term “intellectual fusion.” We do
so by using ideas from social theory, forward-looking programmatic state-
ments,'? and principles derived from studies of small-group creativity that
suggest design elements that might, in combination with complementary
policies and strategies, work to promote the interdisciplinary, innovative,
transformative research needed today.!'®

3.3 NEW ORGANIZATIONAL FORM AND FUNCTION

The origin, design, and operation of two recently formed research organi-
zations in the environmental sciences bear the architectural signature of a
new Salomon’s House. This section describes each organization, sketch-
ing its origins and organizational structure.'* A methodological appendix
explains our research approaches and outlines the data gathered about
each organization.

3.3.1 National Center for Ecological Analysis and Synthesis

The National Center for Ecological Analysis and Synthesis (NCEAS) was
founded in May 1995 through a cooperative agreement between the
National Science Foundation (NSF) and the University of California. A
national center supported by public funds at a level of about $4 M-$5 M
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per year, NCEAS serves the entire community of ecologists and environ-
mental scientists. It has a director, associate director, and professional staff;
a science advisory board; and reporting relationships both to the NSF and
to an academic unit within the University of California, Santa Barbara.
Roughly every three years it is evaluated by an outside panel of scientists.

A center of this magnitude is not the work of a single mind or moment
but is instead a collaborative response to changes in the environment of
ecological sciences. This response occurred on several levels and involved
extensive discussions among funding agency officials, representatives of
scientific societies, and scientists about the imagined center’s rationale,
mission, and design. O.J. Reichman, a program officer at the NSF, sum-
marized a year or more of background discussions by observing that “eco-
logical research problems are inherently multidisciplinary, requiring the
efforts of biologists, engineers, social scientists and policymakers for their
solution. Hence, there is a need for sites where a longer-term, multidisci-
plinary analysis of environmental problems can be undertaken.”'® About
a year later, the Ecological Society of America and the Association of
Ecosystem Research Centers convened a workshop to outline the “scien-
tific objectives, structure, and implementation” of a “National Center for
Ecological Synthesis.” Their joint report concluded that “Knowledge of
ecological systems is growing at an accelerating rate. Progress is lagging in
synthetic research to consolidate this knowledge base into general patterns
and principles that advance the science and are useful for environmental
decision making. ... Without such synthetic studies, it will be impossible for
ecology to become the predictive science required by current and future
environmental problems.”!¢

NCEAS gave form to an emergent understanding among ecologists
that ecological research was becoming more collaborative, interdisciplin-
ary, and engaged with policy, practice, and resource management; the scale
of analysis was extending in time and space from contemporary studies of
small sites to longitudinal studies integrating data across widely dispersed
sites to examine broader temporal and spatial processes; the analytic tech-
niques increasingly involved mathematical models estimated by increas-
ingly sophisticated computers integrating secondary data from globally
distributed field sites.

To meet these challenges, NCEAS developed a distinctive mode of col-
laboration: temporary working groups convened to engage in deep analysis
and synthesis of existing theory, data, and methods about a specific scientific
topic or policy issue. Groups typically consist of 8—15 collaborators who con-
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vene at NCEAS for about a week, several times each year, over two or three
years. These intense periods of face-to-face collaboration are complemented
by “homework” and electronic collaboration conducted by group members
during the intervals between meetings. Unlike the academic “families” of advi-
sors and graduate students of traditional ecology, NCEAS working groups are
larger, more diverse collaborations spanning disciplines and extending from
academe into the worlds of policy and practice.

3.3.2  Resilience Alliance

The Resilience Alliance (RA) has its intellectual origins in C.S. Holling’s
(1973) “Resilience and the Stability of Ecological Systems,” the theoreti-
cal cornerstone for resilience work and a classic in ecology.'” Overlooked
for about 20 years, interest in the concept of resilience grew in the early
1990s when the Beijer Institute for Ecological Economics incorporated
resilience theory into its workshops on biodiversity. In 1996, Holling
and colleagues secured funds from the MacArthur Foundation and
the University of Florida to develop an international, interdisciplinary
research network focusing on resilience research. Members collaborated
during a series of weeklong workshops, organized at nine-month intervals
on remote islands in various locations worldwide. RA was formalized in
1998, with support from the Rockefeller and McDonnell Foundations.

Unlike NCEAS, RA is not a formal research organization but rather
a loosely organized network of like-minded scientists and environmental
managers and practitioners collaborating in ad hoc groups to advance eco-
system science and management. RA began with a core set of seven scien-
tists, took on 23 new scientists (8 junior, 15 senior) over the next ten years,
and added 20 scientists to their ranks since 2006. At this writing, approxi-
mately 40-50 scientists claim a close RA affiliation. Members are experts
in ecosystem ecology and management, applied mathematics, natural
resource management, social vulnerability studies, ecological economics,
and political science. The group has admitted proportionately more social
scientists over time, and some original members have retired or moved on
to new lines of research. Beyond these are hundreds of researchers who
have published resilience research or attended the large-scale international
resilience conferences without deeper connections to the RA.

A true network organization, RA does not occupy a particular building
or place but comprises 17 member “nodes” at universities and international
research centers. Each node pays an annual membership fee to support RA’s
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operations and journal, organizes local resilience research, and recruits mem-
bers. Node representatives attend RA “full synthesis” meetings “on island”
1998 approximately every 18 months, where they share local contributions
to resilience science, synthesize findings and theory, and decide on future
directions for the organization. RA expects to live its theory by undergoing
a process of decline and transformation, and so its future rests in the hands
of the RAYS (Resilience Alliance Young Scholars) and their intellectual oft-
spring, and will likely be transmitted as a cultural propensity to think and
work in distinctive ways, rather than as an intact and functioning network.

3.3.3  Distinctive Forms of Knowledge

NCEAS and RA were founded around the same time by quite different
means. NCEAS arose from within the scientific establishment, as repre-
sented by the NSF and a coalition of scientific societies. While there was
vocal opposition to NCEAS—many feared its cost would reduce funds
available for individual-investigator grants in ecology (a topic discussed by
Feller, this volume)—it was designed and endorsed by the major profes-
sional associations of US ecology and has become so well established that
many cannot imagine how the field will manage without the center.!®

The RA, in contrast, arose in opposition to established ecological theory
and grew incrementally as the network expanded, supported by funding
from foundations. Differences aside, the organizations are similar in their
orientation to a grand idea (transforming ecology, resilience), novel collab-
orative patterns and processes, and engagement with real-world problems
in ways that also advance fundamental knowledge (use-inspired fundamen-
tal research).t?

Scientific synthesis is the integration of disparate theories, methods,
and data across disciplines, specialties, professional sectors, and spatial or
temporal scales to produce models and explanations of greater general-
ity, parsimony, or completeness.? Synthesis is vital for a future in which
increasingly specialized sciences and professions face integrative intellec-
tual questions and pressing problems that demand coherent application
of ideas drawn from diverse fields of expertise. Synthetic explanations
exhibit emergent properties that differ from their constituent elements,
and explain phenomena that span disciplines or extend across spatial or
temporal scales.?! RA and NCEAS are among the first organizations to
use the term “synthesis” in this sense to characterize their work. The idea
has spread rapidly across disciplinary and national borders, and has drawn
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substantial policy attention and investment: some 18 synthesis centers in
various fields are at work today.

The intellectual impetus for NCEAS, which continues shaping the
conduct and content of its research, is the call for “ecologists to look
outward rather than inward to integrate extensive information across dis-
ciplines, scales, and systems.”?? Research performed at NCEAS differs
from the traditional field-based science of ecology. Most ecological stud-
ies are conducted in small areas (a few square meters) for short amounts
of time (a field season) by disciplinary groups (that resemble families, with
a senior scientist accompanied by intellectual offspring), while the focus
at NCEAS is larger in scale, longer in time, interdisciplinary, and often
applied in orientation. Where traditional ecology involves prolonged,
hands-on fieldwork, NCEAS scientists are seldom familiar with the study
sites from which their data were gathered, relying instead on metadata to
render data useable; trips to the field are replaced with advanced statis-
tical analysis and mathematical modeling. Finally, traditional ecological
research tends to reduce general hypotheses to empirical tests conducted
in particular places, whereas NCEAS research specifically seeks to uncover
general laws, emergent properties, and broadly applicable theories and
management solutions.

NCEAS working groups collaborate oft-campus and blend proximate,
face-to-face work with distal, computer-mediated interaction. Potential
uses and users of research are an intrinsic part of the research process, and
groups and their intended audiences transcend disciplines and the usual
bounds of academic collaboration. Some 3400 scientists have taken part in
NCEAS activities, representing 49 countries, 531 different academic orga-
nizations, 428 non-academic organizations (such as government agencies,
companies, and non-governmental organizations), and more than 360 sci-
entific societies. More than a quarter of NCEAS working groups address
issues of environmental policy, resource management, conservation
or other applications. Practical research aims, such as creating a marine
reserve or designing a fisheries management plan, are entwined with the
academic aims of scholarly publication. At present NCEAS has produced
over 1000 publications, including 41 in Sczence, 26 in Nature, and 21 in
the Proceedings of the National Academy of Sciences. It is among the top 1%
most cited ecological research organizations.

Resilience theory similarly challenges and destabilizes established eco-
logical theory and resource management science. RA members coined the
term resilience in ecology and led the development of resilience theory, a
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systems perspective that blends ideas from complexity theory, ecosystems
ecology, and social sciences to understand dynamics of transformation in
social-ecological systems.?® Traditional ecological theory assumes that
ecosystems are closed, self-regulating systems distributed around equi-
librium states. Human activities are viewed as “disturbing” these “natu-
ral” processes, and so are downplayed or excluded. In contrast, resilience
theory seeks to integrate natural and social systems, emphasizes non-lin-
ear dynamics, multiple stability domains, dynamic and stochastic change,
and replaces economic optimization strategies with dynamic stochastic
models.?* Disturbance by humans is viewed as ubiquitous and normal,
rather than uncommon, rendering humans licit subjects of ecological
analysis.

RA research has substantially influenced environmental science and pol-
icy. Members regularly publish in top journals and receive major academic
awards, and RA research has informed natural resource management in
the USA, Europe, Australia, South Africa, and other countries. Its ideas
were discussed during the World Development Summit, incorporated
into the Intergovernmental Panel on Climate Change, and are used by
The World Bank and other organizations. Members have founded major
international research centers, including the Stockholm Resilience Center
and the South American Institute for Resilience and Sustainability Studies.
Over 600 participants attended the first international conference on resil-
ience in Stockholm (2008), and more than 800 attended the second in
Tempe, AZ (March 2011). How is this accomplished? The deeply original
knowledge produced by NCEAS and RA is made possible by distinctive
patterns and processes of collaboration that enable intellectual fusion.

34 GRrOUP CREATIVITY AND INTELLECTUAL FUSION

Collaboration, in science and as in other creative endeavors, can give rise
to a climate conducive to ideas and insights beyond the powers of those
present. Both creative process and its accomplishments have a quality
that is seldom experienced but immediately recognized. In the words of
Ludwik Fleck:

He is a poor observer who does not notice that a stimulating conversation
between two persons soon creates a condition in which each utters thoughts
that he would not have been able to produce either by himself or in dif-
ferent company. A special mood arises, which would not otherwise affect



FROM SALOMON’S HOUSE TO SYNTHESIS CENTERS 63

cither partner of the conversation but almost always returns whenever these
persons meet again.?

Scientific synthesis, or the integration of concepts, theories, and data into
original and potentially transformative explanations, results from creative
processes within groups. We will offer a synthesis of theories of group
creativity and propose a new idea, intellectual fusion, to describe particu-
lar processes that promote the integration of disparate concepts, theories,
and data. The concept of intellectual fusion draws upon and contributes
to two streams of theory. The first defines creativity as the novel recom-
bination of dissimilar components into useful new patterns.?® The second
identifies characteristics of group organization and dynamics that promote
creativity.?” Unlike trading-zone theories of interdisciplinary collabora-
tion, where the exchange of “finished” intellectual goods is facilitated by
interactional expertise,? theories of group creativity are concerned with
the organizational patterns and micro-social processes that combine ideas
and evidence to form strikingly original explanations. In doing so, this line
of theorizing and research addresses a challenge posed by Daniel Stokols
and colleagues in the Oxford Handbook of Interdisciplinarity:

...the scientific outcomes of TS [team science] initiatives are strongly influ-
enced by social and interpersonal processes, including team members’
collaborative styles and behaviors, interpersonal skills, and negotiating strat-
egies. Yet the precise ways in which these social processes—such as team
members’ disagreements about scientific issues, interpersonal trust, ‘group
think’ among scientists who had worked together over extended periods—
influence scientific productivity and TD [transdisciplinary] integration are
not known.?

Theories of group creativity identify a remarkably similar set of causal fac-
tors and conditions, although their elements have different names and
their mechanisms differ or remain unclear. Randall Collins proposes that
creative intellectual work results from emotional energy combined with
cultural capital.®® Ellen Jane and J. Rogers Hollingsworth recast this
insight into a form compatible with organizational theory, proposing that
the level and diversity of expertise (capital), in conjunction with an orga-
nizational design that promotes dense and enduring interactions (energy),
explains why particular universities have been home to major discoveries
in the biomedical sciences, while others (of equal distinction and greater
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size) were not.*! Over several decades’ work Teresa Amabile has developed
a “componential theory” of creativity that has four major parts: skills,
environment, motivation, and creative processes.*> According to Amabile,
creative individuals and groups require particular conditions in each of
these four categories: skills, environment, motivation, and processes (such
as curiosity and risk-taking). Our work builds upon these ideas by devel-
oping the concept of emotional energy and outlining its role in science,
and by generalizing the concepts of skill and cultural capital to various
forms of capital (technology, human, social, cultural). We also develop and
illustrate the concept of “intellectual fusion” to describe at a finer-grained
level the creative integration of ideas and evidence.??

By analogy with the process of nuclear fusion, we propose that distinc-
tive socio-emotional processes occurring within collaborative groups disas-
sociate concepts, methods, and theories from their disciplines, paradigms,
and professions of origin, recombining them to form original and useful
configurations. We further propose that these group processes account,
at the micro-social level, for the differences between universities that
Hollingsworth reports (at the organizational level), and that fusion and
its antecedent conditions result from particular forms of social organiza-
tion combined with specific environmental and cultural conditions. We
will first outline nuclear fusion and its intellectual analog, then discuss and
illustrate the conditions that encourage it, which we call resources (tal-
ent, in Amabile’s theory of individual creativity), context (environment, to
Amabile), emotional energy (motivation), and alternation (creative dynam-
ics or processes).

Nuclear fusion occurs when two or more atomic nuclei fuse to form a
single, heavier nucleus, releasing energy which, under appropriate condi-
tions, sustains the reaction. Fusion depends first of all on the presence of
the right elements in the right proportions. Then energy is added to form
a plasma, which must become energetic (hot) enough, dense enough,
and endure long enough for nuclear collisions to occur. Collisions are
rare, and when they do occur they must be energetic enough to over-
come the electrostatic force at the surface that acts at a distance to hold
nuclei apart, and reach the point where the stronger, attractive nuclear
force overcomes resistance and causes them to fuse. Fusion not only
forms new elements but also releases energy that sustains the reaction.
Energetic plasmas are active, almost alive, and highly reactive: if one con-
tacts the walls of the containment vessel it becomes contaminated and
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cools, extinguishing the reaction, and so the plasma must be isolated
from its surroundings.

Think of scientific disciplines as assemblies of theories, methods,
research technologies, techniques, orienting research questions, standards
of evidence and proof, and such bound together to form a more or less
coherent disciplinary matrix®* or epistemic culture.?® That training, and the
particular ontologies, epistemic cultures, and research systems it imparts,
creates the conditions that cause the mutual incomprehension that sepa-
rates disciplines, promotes resistance to collaboration, and impedes syn-
thesis (see editors’ introduction on the late writings of Kuhn).3¢ Stated
simply, the highly diverse collaborations of scientific synthesis are fun-
damentally unnatural acts, eliciting strong resistance that can only be
overcome through the creation of specific social and environmental con-
ditions. Intellectual fusion occurs when the appropriate conditions (con-
text, resources, energy, and dynamics) are present in proper proportions
and amounts to overcome resistance to inter-sectoral or interdisciplinary
collaboration imparted by training and maintained by intellectual and
organizational sanctions. When fusion occurs, propositions, concepts, or
ideas held together in the disciplinary matrix become less strongly asso-
ciated with one another and available to fuse into novel combinations
(the process resembles a lowering of critical or skeptical inhibitions).3” As
indicated by the theories above, intellectual fusion requires a combination
of context (e.g., isolated from distraction and steeped in mutual trust),
resources (intellectual ability, social capital, data, and research technology
of diverse types), emotional enerygy (to ignite and sustain interaction), and
group dynamics that alternate appropriately between competing values.
We will discuss each below.

3.4.1 Context

An organizational context that is isolated or well insulated from sur-
rounding distractions is essential for overcoming resistance and achiev-
ing fusion. The most striking feature of a nuclear fusion reactor is the
magnetic “bottle” that contains the plasma and isolates it from the envi-
ronment (including from the vessel itself), because if the plasma contacts
the vessel walls it will become contaminated and cool, ending the fusion
reaction. In similar fashion, a collaborative dynamic cools and loses
energy and focus when its members become distracted by other purposes
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(email, texts, or visits with local colleagues) in the course of a collabora-
tive work session.

For RA an experience that they call “island time” creates the isolation
and other conditions necessary for fusion to occur. Islands are isolated,
neutral locations that limit distraction and enhance focus.®® NCEAS is
located in downtown Santa Barbara, ten miles from campus, to discourage
working group participants from wandering off to visit friends. Extended,
exclusive contact with a small group of collaborators working in physical
and social isolation lowers resistance to interdisciplinary collaborations.
For example, the core ideas of Panarchy, the canonical resilience treatise,
“were developed, tested, and modified in a series of workshops (...) held
on an ‘island’—where we were in a sense isolated from the outside world
and free to explore, argue, contrast, and test the concepts that are in this
volume.”?*

Interpersonal trust is foundational for the functioning of science*®
and essential for success in interdependent, big-science collaborations.*!
A degree of “instrumental intimacy” increases the density of interactions
by reducing participants’ wariness or self-censorship, creating conditions
in which “partners will share their most half-baked ideas, trusting that
others will not destructively attack or plagiarize them.”*?* The necessity of
trust is heightened early in a research endeavor, where “free, unmonitored
exchanges about unpublished results and ideas require powerful norms to
protect the individual’s priority of discovery.”*?

Deep trust in various senses is vital for groups that challenge traditional
disciplines: trust in others’ substantive expertise and abilities, trust that
they will keep confidences and respect others’ ideas (including both evalu-
ating them fairly and not stealing them), and trust that they will do as they
promise when island time ends. An RA member said:

Each of us trusts our colleagues to do what they purport to do, that indeed
they are truly [involved] in an honest effort of mutual discovery and have
fun in mutual discovery. Their words are trusted, their discoveries are
trusted, their ideas are trusted. Trust is an important element and it’s based
upon the assumption that that trust and imagination that individuals have
[on island] can persist [off island ] when most of the forces on the individual
are local and institutional.

Trust enables intense collaboration in isolated locales, bold (but
perhaps not entirely sound) conjecture, rapid and frank criticism (peer
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review), and intellectual fusion. Too much trust, particularly when com-
bined with isolation and group solidarity, can lead to a closed-minded,
uncritical acceptance of ideas from within (“groupthink”).** Effective
groups alternate between the competing values of constructive versus
critical modalities.

3.4.2  Resources

Several forms of productive resources (or capital) are essential for intellec-
tual fusion: the scientific and social intelligence, education, and skills of
people involved in the collaboration; the extent and quality of connections
that reach from the collaboration into the wider world; the resecarch tech-
nologies of data, instruments, analytic tools, and computational resources
available to produce knowledge.*® For intense, isolated, and episodic col-
laborations to succeed, participants must bring the necessary resources or
be able to reach them rapidly (e.g. by phone or internet) because time
is short and work proceeds rapidly. Experts must also be willing to make
their expertise available to others—a notable concern in the increasingly
competitive and proprietary culture of contemporary science—and the
recipients or beneficiaries of expertise must have sufficient “interactional
expertise” to access and use the knowledge imparted.*® In this dimen-
sion, the RA is more isolated and autarkic; NCEAS is more dependent on
interpersonal and computational networks.

As a strict rule, NCEAS and RA organizers invite only scholars with
excellent scientific ability and “good island personalities”: the sort of peo-
ple who have deep and extensive knowledge, are willing to share it, and
are able to elicit and make use of others’ expertise.*”

Another resource is the diversity of expertise, social and cultural back-
ground, employment sector, values and ethical commitments, or area
of responsibility available for synthesis (fusion), because these are the
raw materials that are recombined into something original and useful.
Studies of small, task-oriented groups show that diversity, within bounds,
enhances performance and creativity. Too much diversity (particularly
social diversity, rather than technical or task-relevant diversity) increases
centrifugal forces that will pull a group apart; too little and there is not
enough dissimilarity to fuel originality.*® For group diversity to matter
for performance it must also be equitably deployed: each member of the
group must be afforded opportunities to contribute what he or she can
to the collective enterprise (a sort of social stoichiometry).* Merely hav-
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ing diverse abilities and perspectives in the room is not sufficient for the
group to benefit: “group intelligence” is activated by the equitable (not
necessarily equal) participation of all members. One group leader only
invited scientists who “don’t have big egos...we’ve had people invited to
these meeting and they did have egos. And they don’t get invited back,
no matter how clever they are” because big egos are repulsive forces that
interfere with the open exchange of ideas by dominating the conversation
or crippling others with criticism.

3.4.3  Energy

Intense face-to-face intellectual exchanges produce high levels of emo-
tional eneryy, a force that drives intellectual fusion by instilling enthusiasm
and commitment in a collaborative group.*® NCEAS working groups gen-
erate emotional energy during occasional but intense face-to-face interac-
tions that last from several days to a week. Scientists reside in the same
small hotel, breakfast and walk together (two kilometers) to the Center,
and spend evenings having drinks and dinner in local restaurants. Informal
social interactions and rituals that extend beyond the working day gen-
erate and sustain emotional energy and group solidarity. By positioning
themselves in opposition to dominant intellectual trends, a group’s ideas,
writings, and thought style awaken feelings of solidarity among members
and separation from others. They also imbue intellectual grievances with
deep emotional significance,* and so “Words which were formerly sim-
ple terms become slogans; sentences which once were simple statements
become calls to battle.... They no longer influence the mind through their
logical meaning.”*? Dense and enduring interactions combine to increase
the chances that useful ideas will engage one another: the longer and more
intense the interactions within a group, and the more focused they are, the
more likely it is that complementary ideas will collide and bond.

3.4.4  Group Dynamics: Ambivalence and Altevnation

As discussed by the editors of this volume in the introduction, for several
decades scholars have recognized that the culture of science is charac-
terized by ambivalence or contradiction, and that values in tension are
essential to—even constitutive of—science.*® Thomas Kuhn detected an
essential tension between tradition and originality at the heart of science,
and inferred that “[t]he ability to support a tension that can occasion-
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ally become almost unbearable is one of the prime requisites for the very
best sort of scientific research.”®* Kuhn’s insight gained empirical sup-
port in the path-breaking organizational research of Donald Pelz and
Frank Andrews, who concluded that “[t]he optimum climate [for high-
quality scientific research] was not necessarily some compromise between
extremes. Rather, achievement often flourished in the presence of factors
that seemed antithetical.”®® Ambivalence structures the organization and
working arrangements of science: a set of polar conditions or values are
in tension, each pole in itself is desirable, but the highest levels of perfor-
mance depend upon the activation of the one value that best suits a partic-
ular circumstance (much as some genes control the expression of others).
Along these lines Keith Sawyer observes that “group flow happens when
many tensions are in perfect balance: the tension between convention and
novelty; between structure and improvisation; between the critical, analyt-
ical mind and the freewheeling, outside-the-box mind; between listening
to the rest of the group and speaking out in individual voices.”>®

We propose, however, that “perfect balance” is not “a compromise
between extremes” or a golden mean but is instead a dynamic equilibrium
achieved through the alternation between contradictory values, principles
of organization or conditions of work, activating first one, then the other,
as conditions and circumstances warrant.”” The balance will be dynamic
and so it will not be perfect; instead, the appropriate proportions of one
quality or another, the appropriate shift from one pole to another, will be
determined by contingencies of organization, interaction, psychology, and
the substance of the work itself in ways that remain to be explored. That
exploration would first list the values in tension, then identify mechanisms
that switch a group from one value pole to another, and conclude by dem-
onstrating that successful alternation matters for performance.

In our studies of the synthesis centers three value pairs that are inti-
mately involved in scientific practice and performance have been managed
by alternation. The list is incomplete and illustrative; additional tensions
are discussed elsewhere.

Constructive—Critical While it is overly simple to say that science oscil-
lates between contexts of discovery and justification,” conjecture and
refutation,® or originality and tradition,’! anyone who has observed sci-
entists at work for any length of time has noticed that they build explana-
tions (theories, results, conclusions) for a time, and then test, challenge, or
criticize them. The intervals may be longer or briefer, the roles of builder
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and critic may be specialized or rotate, and the exercises of skepticism may
be gentler or rougher, but activities of both sorts are part of the research
process. Suspending criticism or disbelief, at times nearly to the point of
partisanship, is an essential element of creativity. Mitroft’s (1974) study
of the Apollo moon scientists found that the most creative scientists were
also the most emotionally committed to their theories. Millikan evaluated
his oil-drop experiment data with powerful preconceptions about the cor-
rect theoretical frame and empirical outcome.®? The history of science is
littered with ideas and findings that were initially rejected or ignored but
later rediscovered and accepted®®: unsubstantiated commitment to an idea
or perspective may be the price of saving potentially transformative ideas
from early demise at the hands of skeptics.

Much of the RA’s on-island collaboration is done with criticism (disbe-
lief) suspended: people finish one another’s sentences, think one another’s
thoughts, and seldom is heard a discouraging word (with the near-lethal
exception of the Malta Affair, which brought skeptical, feisty, disciplinary
minds into the mix).** RA members are aware that they have created this
protected space:

The culture of science is dominantly skepticism, and appropriately so. But
that is not true in [RA] .... Rather, the culture is much more focused on the
generation of innovative ideas and testing. But not skepticism, so it is a very,
very different culture.

For RA criticism happens later, off-island, when work is prepared for pub-
lication and tested by peer review.

NCEAS working groups alternate much more rapidly between con-
structive and critical modalities, with peer review accomplished on the fly,
interleaved with speculative ideas and explanations. Key to their research
process is the immediate, free-form, and interactive challenge and riposte
that anneals a novel idea in the fires of skepticism. We observed a group
that had more than 50 critical exchanges—expressions of skepticism or
evaluation and reaffirmations of the original claim—within the space of an
hour, with rising levels of emotional heat.®> Group cohesiveness and trust
(contextual elements) are essential for a group to withstand such intense
critical exchange. In return, the reward for doing so is increased velocity
of research that sorts through ideas, data, and literature rapidly and with
strong purpose and critical acumen.
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Criticism must enter at some point or a group is at risk of self-deception
or “groupthink.”® The phage group established a practice of devastating
critiques of one another’s work, which improved quality, instilled bold-
ness (because criticism created a safety net that trapped bad ideas), and
tempered commitment. No outside criticism could equal that which was
inflicted from within.®” This was enabled by the intense social bonds that
held the group together, just as strong social bonds and trust facilitate
concise and pointed criticism—peer review on the fly—within RA or an
NCEAS working group.

Universal—Local This is the tension between the quest for generalizable or
universal laws and theories versus the pursuit of context-specific explana-
tions and interventions tailored to a particular place, time, challenge, or
purpose. Farmers, for example, mistrust science-based advice unless they
see it demonstrated on their land®® because subtle differences in eleva-
tion, orientation, contour, soil composition, permeability, and more are
local contingencies that challenge the credibility, salience, and legitimacy
of general knowledge applied to a specific place.®® A similar integration of
the general and the particular occurs in efforts to enhance the visibility of
consequences’’ or inspire fundamental research with the needs and pos-
sibilities of particular uses.”*

NCEAS and RA commute between the worlds of knowledge and appli-
cation. For example, a long-running and highly productive NCEAS group
was concerned with the design, operation, and effects of marine protected
areas. By focusing on the requirements of a specific marine reserve in a par-
ticular patch of ocean, while also pursuing answers to basic scientific ques-
tions (they published 36 articles), a collaboration among disciplines and
sectors (academe, government, fishermen, NGOs) produced fundamental
research papers and design principles for a working reserve.

Dirigism—Autonomy Universalism and organized skepticism, two of the
cardinal values in Merton’s institutional model of science, imply a demo-
cratic leveling among scientists, a community of equals separated only by
their ability to contribute to the production of certified knowledge. A sci-
entist interviewed by Warren Hagstrom in the early 1960s summarized this
view in these words: “Telling someone what to do is taboo. The greatest
man in science cannot tell the lowest what to do.””? Scientists interviewed
decades later offered similar views, expressing something approaching a



72 E.J. HACKETT AND J.N. PARKER

right for fully fledged (i.e. doctoral) scientists to determine the course of
their research.”®> And something near equality, extended to graduate stu-
dents, altered the outcome of'a working group at NCEAS (discussed above).

Yet there is an equally long established countervailing inclination
toward imperative coordination or directedness and away from democratic
and deliberative decision making in science. For example, in his autobi-
ography Frangois Jacob characterized Boris Ephrussi, “without doubt the
most outstanding figure in French biology” of his time, as “very domi-
neering. Ephrussi ruled his laboratory and his students with an iron hand.
He did not hesitate to throw down the sink an experiment one of his stu-
dents had taken the liberty of performing without asking his opinion.””*
Decades later a young laboratory head at a private US university would
first profess that “Everything that happens in the lab is the consequence
of'a discussion between me and the postdocs,” then continue by asserting
quite the opposite: “I don’t have a problem being autocratic .... I am in
charge of this lab. It has to be that way in science. You can’t do science
in a democratic way, because it has to be one way of thinking. Maybe
the wrong way of thinking, but it has to be one way.””® Democratic and
directed modalities of decision making coexist within the culture and prac-
tice of laboratory leadership, and each has demonstrated effectiveness in
various contexts.”®

3.4.5 Group Flow

When context, resources, energy, and dynamics are optimal, groups expe-
rience a phenomenon called “flow”: a state of heightened consciousness,
sharpened attention, and total immersion in the task at hand, which is
accompanied by diminished self-consciousness, distorted perceptions of
time, and a feeling of personal control over events.”” This may be the
intersubjective sensation of intellectual fusion at its fullest. Flow is experi-
enced by jazz ensembles, basketball teams, and other small groups.”® RA
members experienced collaborative flow, which facilitates highly focused
discussion wherein “new ideas seem to emerge from the dialogue without
‘belonging’ to [anyone |, and afterwards they may not be able to say who
had the ideas first.””® Things happen so quickly that time seems to slow,
increasing the velocity and efficiency of collaboration:
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you can almost communicate by minimal sounds. It’s almost like you know
people so well that one of them makes a head gesture like that [nodding]
and it just communicates a whole subroutine of knowledge at once... an
enormous volume of information per unit time gets transmitted.

The confluence of these conditions produces a powerful experience, as a
senior RA member recalled:

we became like more or less a collective brain, or a collective soul. We were
sitting out on the porch—about five or six of us.... And we started to talk,
and then suddenly after a while you couldn’t any longer feel who talked
about what, it was like a unified experience...—just that 45 minutes or so—
it was sort of, I wouldn’t say another level of consciousness, but level of
communication that generated new insights. And you couldn’t really say
afterwards who had said what. That was fantastic.

Note that the language—vision, intuition, soul, artistry—is not the typical
analytic, dispassionate vocabulary of scientists.

3.5 SaLoMoN’s Houst REIMAGINED

In this chapter we have explored how one particular innovative organi-
zational arrangement—synthesis centers and the collaborative working
groups they catalyze and host—generate, develop, and institutionalize the
path-breaking intellectual contributions that spark the continual renewal
of science. Our contribution complements recent work on interdiscipli-
narity®® and typologies of trading zones®! but is quite distinct from that
work. Our specific contribution links organizational form and formation
through group patterns and processes, understood at the micro-social
level, to creative and impactful scientific and practical outcomes. Drawing
upon theories of creativity from psychology and sociology, we outline
a general model of conditions that promote group creativity (context,
resources, energy, and dynamics), show its relevance for synthesis centers,
and describe a particular mechanism—intellectual fusion—that occurs
under such conditions to meld diverse ideas and evidence into original
and useful results. The forces of renewal that have led to synthesis and
synthesis centers continue unabated, and so it is worth asking where this is
leading: what further forms of organizational and institutional innovation
are on the horizon?
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One incipient innovation departs from the current image of dispas-
sionate, disengaged scientific inquiry conducted without considering
possible uses and their implications. This model has been in retreat for
nearly 20 years, replaced by a form of transdisciplinary science that has
visible practical consequences, strives to improve well-being, and takes on
urgent challenges. Disciplinary science will be complemented—not sup-
planted—by heterogeneous or transdisciplinary collaborations that are
born in common cause and energized by commitment and emotion.
Such collaborations will be difficult to manage, as incompatible epis-
temic commitments will exist alongside competing economic and politi-
cal interests.

Science of this sort will necessarily have explicit value engagements and
commitments, and these must be addressed openly rather than excluded
by assumption (which only allows them to return in less tractable form:
see “climategate,” helicobacter pylori,$? the Apollo moon scientists,’? plate
tectonics,®* even the Milliken oil-drop experiment,*® among many exam-
ples). What matters is not that scientists have strong value positions: of
course they do, and they must, in order to work with energy and intensity.

Similarly, rather than denying the emotional dimension of science, which
is present even in the pursuit of fundamental knowledge and intensified when
research engages urgent, real-world problems, we will instead devise arrange-
ments that generate and direct emotional energy (or “hot thought™).*” Value
commitments and emotional energy will be tempered by a more robust peer
review process that is continual, interactive, iterative, and diverse in who
counts as a peer, including relevant professions and members of the public.
Their review would be a comprehensive dialogue that evaluates reasoning,
evidence, inferences, and implications with a recurrence and intensity that
can be sustained only when embedded in a matrix of mutual trust.

In the Nicomachean Ethics (c¢. 350 BCE), Aristotle placed episteme
and techne—science and technology—atop his list of intellectual virtues,
and put at their side the virtue of phronesis, which is “practical wisdom”
or the situational ethics that tell us the right thing to do in particular
circumstances.®® Aristotle understood that for science and technology to
serve their social purposes they must be guided at an intimate, working
level by ethical precepts and reasoned value positions. Phronesis now must
be cultivated as both a personal virtue and as an organized, collective capa-
bility to form, in partnership with episteme, and techne, a sturdy tripod
for the design of research organizations and the conduct of research.
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METHODOLOGICAL APPENDIX

National Center for Ecological Analysis and Synthesis

Our study of NCEAS began in 1998 and continues to the present. We
interviewed administrators, resident scientists, and working group mem-
bers; examined documents, publications, and citation data; observed
working groups; and administered a brief questionnaire. One of us was
in residence as a participant observer in 2004-2005, the other from 2008
to 2011.

During those and other visits we spent more than 140 hours in eth-
nographic observation of working groups, and hundreds more observ-
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ing informal interaction in the groups and conducting interviews. We
observed the entire course of each working group session, arriving at
NCEAS each morning before scientists arrived to work, and leaving only
after all work had been completed that day. We took detailed notes of
group behavior as it occurred, adding detail from recollection during
the evening. Throughout the project we have been deeply engaged with
the Center: material from our study was used in official evaluative site
visits (1999, 2002, and 2008), discussed on several occasions with the
NCEAS director, and summarized at length within the Center’s (success-
ful) renewal proposal.

The RA

We conducted semi-structured, in-depth interviews with RA members
from 2003 to 2010 in Tempe, AZ; Madison, WI; Decatur, GA; Cedar
Key, FL; Stockholm, Sweden; Wageningen, Netherlands; Kruger National
Park, South Africa; and Gabriola Island, Canada. 30 initial interviews
were conducted, each lasting 45-90 minutes. We asked about RA’s past,
present and future directions, and about practices occurring on island,
group structure, organizational and intellectual challenges, intergenera-
tional dynamics, and receptivity of their work by the scientific commu-
nity. We also inquired into group leadership and selection processes, the
successes and failures of specific projects, researchers’ personal motiva-
tions, interdisciplinary interactions, and the impact of resilience research
on science and policy. After the first round of interviewing, initial findings
were tested through dozens of follow-up interviews ranging from brief
exchanges to multihour conversations. Altogether, we spoke with more
than 50 researchers (most several times), including all but two members
identified by RA founders as central to its development, and many operat-
ing at RA’s periphery (junior scientists and new members). We also spoke
with many non-RA members about the group.

We conducted ethnographic observations, beginning during the
second author’s stay as a visiting researcher at Stockholm University’s
RA node (May—July 2003). Not an RA member, he returns regularly
to interview, observe, and trace changes over time. Over 200 hours of
(non-participant) observations were undertaken “on island” at Kruger
National Park, South Africa (2006; five days and nights), at the first resil-
ience conference (Stockholm University, 2008; four days and two nights),
and on Gabriola Island, British Columbia (2009; ten days and nights).
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On island, access was provided to all activities except board meetings.
Observations began during breakfast and continued late into the evening.
Meals were eaten together and drinks shared. Scientific conversations
were observed, as were discussions regarding RA’s current organization
and future directions, and informal activities (safari excursions, limerick
contests). Observations at the Stockholm conference included scientific
presentations, organizational meetings, science-policy dialogues, and
informal activities (e.g. the resilience art exhibit at The Swedish Museum
of Natural History).
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CHAPTER 4

The Seventh Solvay Conference: Nuclear
Physics, Intellectual Migration,
and Institutional Influence

Roger H. Stuewer

4.1 ERNEST SOoLvVAY

No institutional innovation had greater influence on the development of
physics prior to the Second World War than the Solvay Conferences in
Physics, a significant historical example of the great fruitfulness of invest-
ing resources in the exploration of emerging new frontiers in physics (see
the introduction of this volume).! Their founder, the Belgian industrialist
Ernest Solvay, was born in 1838 in Rebecq-Rognon near Brussels where
he acquired a modest education in local schools but could not go on to
university because of ill health.? He therefore entered his father’s salt-
making business and at age 21 joined his uncle to manage a gasworks in
Brussels. Two years later, in 1861, he developed his eponymous process
for manufacturing sodium carbonate, produced it in a small plant he built
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with his brother Alfred, and then constructed, with financial support from
their family, a factory at Couillet, near Charleroi. In 1872, Solvay began to
patent every stage of the process and granted licenses to foreign manufac-
turers, which by 1890 included ones in most Western European countries,
Russia, and the USA. By the end of the nineteenth century, Ernest Solvay
was a very wealthy man.

Solvay was an autodidact; he read widely, thought deeply about what
he read, and put his theories on paper. He proposed a system to explain
the entire universe, from the constitution of matter to the organization of
human societies. He explained:

I saw three directions to follow, three problems, that to my mind made up
one single problem. The first was a general physics problem: the constitu-
tion of matter in time and space—the second was a physiological problem:
the mechanics of life, from its most humble manifestations to the phenom-
enon of thought—and the third was a problem that complemented the first
two: the evolution of the individual and of social groups.?

Solvay’s physics displayed the idiosyncrasy of the autodidact; for example,
he argued in his Gravitique of 1878 that

force exists only hypothetically. Movement is neither primordial nor essen-
tial to the natural order; on the contrary, it is so completely ruled by gravity,
that it seems it only occurs because of gravitational changes.*

Solvay enclosed an updated version of his Gravitique along with his invita-
tions to Brussels in 1911.

4.2 THE Sorvay CONFERENCES IN PHYSICS

In 1893, Ernest Solvay created the Solvay Institute for Physiology;
in 1902, the Solvay Institute for Sociology; and in 1904, the Solvay
School of Commerce, all located in the Scientific Center in Léopold
Park in Brussels, and all administered and staffed by a network of
close collaborators. In 1910, Solvay contacted one of them, Robert
Goldschmidt, Professor of Physical Chemistry at the Free University of
Brussels, with the idea of setting up a similar institute in physics. That
July, Goldschmidt then asked Walther Nernst, Professor of Physical
Chemistry at the University of Berlin, to submit a proposal to Solvay
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for an international meeting of physicists and chemists to clarify some
of the pressing problems in the theories of radiation and specific heats
of solids. Solvay agreed to support such a meeting in Brussels, so after
Nernst’s Berlin colleague Max Planck declined to chair it, he turned
to Hendrick Antoon Lorentz, Professor of Theoretical Physics at the
University of Leiden—a brilliant choice, since Lorentz was fluent in
several languages and was one of the most highly respected theoretical
physicists of the period.

The first Solvay Conference in Physics was held at the Solvay Institute
for Physiology and in the palatial Hotel Métropole from October 30
to November 3, 1911, on “The Theory of Radiation and Quanta.”®
Eighteen leading physicists and chemists from six European countries
were invited, 12 of whom presented talks that were followed by dis-
cussions. Also in attendance were three conference secretaries and two
representatives of Solvay. Its legendary success inspired Solvay to found
a new Institute for Physics, whose broad goal, as defined by Lorentz in
early 1912, was to “encourage research intended to extend and above all
deepen our knowledge of those natural phenomena in which M. Solvay
has a tireless interest.”® Part of the funds for the new Institute would be
set aside for international conferences. It would be managed jointly by
a Scientific Committee with Lorentz as its chair and an Administrative
Commission responsible for its finances. Solvay imposed a 30-year limit
on its funds because, as he prophesied to Lorentz in 1912, “in 30 years
from now, physics will have had the last word, civilization will have made
progress and we will have a different task to carry out.”” Neither Solvay
nor anyone else could envision that by the end of that 30-year period
one horrific world war would have been fought and a second one would
have begun.

During the intervening years, however, six more Solvay Conferences
in Physics took place, in 1913, 1921, 1924, 1927, 1930, and 1933.
Particularly influential were the fifth in 1927 on quantum mechanics® and
the seventh in 1933 on nuclear physics. Owing to the enduring bitterness
following the Great War of 1914-1918, German physicists, including the
pacifist Albert Einstein, were excluded from the third and fourth confer-
ences in 1921 and 1924, which prompted the internationalist Lorentz to
obtain the approval of Belgian King Albert I'in 1926 to nominate Einstein
as a member of the Scientific Committee, a symbolic gesture that marked
the renewal of ties to German scientists.
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4.3 THE SEVENTH SOoLvAY CONFERENCE: ToOPrIC
AND PARTICIPANTS

The seventh Solvay Conference provides a clear vantage point from which
to view the profound experimental and theoretical developments that
were transforming nuclear physics in the fall of 1933: It provided a locus
for familiarizing its participants with the new experimental techniques and
instruments that were being developed, and it inspired them to create new
theoretical ideas and concepts that illuminated the internal structure of
the nucleus, all of which they assimilated and then diffused to other physi-
cists in many countries throughout the world, thus injecting entirely new
life into the nascent field of nuclear physics at a time when it was being
bufteted by strong social and political currents.

The esteemed and beloved Lorentz, who had served as chair of the
Scientific Committee for the first five Solvay Conferences, died on February
4, 1928, at the age of 74. Eighteen days later, Paul Langevin, Professor of
Physics at the College de France, was nominated as Lorentz’s successor.
Langevin had been invited to every preceding Solvay Conference, and had
been a member of the Scientific Committee since the fourth in 1924. He
was fluent in English and had a good command of German. Moreover, as
the Geneva physicist Charles-Eugene Guye pointed out:

[He] is also a scientist at the front line, and is fully aware of all the most
recent difficulties and problems posed by modern physics. In addition, he
has a remarkably clear, precise and quick mind, even when faced with elabo-
rating and analyzing the very thorniest of problems.’

Langevin introduced several significant changes into the organization of
the Solvay Conferences. First, papers should be submitted a month in
advance so that they could be distributed and hence need not be read
at the conference. Second, prior to the conference, all papers would be
translated into French, English, and German, thus eliminating the need
for multilingual secretaries. These requirements meant that the topic and
speakers had to be determined 18 months in advance, and that the speak-
ers had to submit their papers one month in advance so that they and the
other participants had time to prepare comments on them. Not surpris-
ingly, this schedule often broke down in practice: some speakers submitted
their papers only a few days in advance.
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The Statutes of the International Solvay Institute of Physics, as
adopted in 1930 after earlier modifications, required that the Scientific
Committee be composed of eight ordinary members to whom could be
added one extraordinary member with the same rights.!° In addition to
Langevin as chair, the current Scientific Committee consisted of Niels
Bohr (Copenhagen), Blas Cabrera (Madrid), Peter Debye (Leipzig),
Théophile de Donder (Brussels), Albert Einstein (Berlin), Charles-Eugene
Guye (Geneva), Abram F. Joffe (Leningrad), and Owen W. Richardson
(London). Langevin convened the Scientific Committee in Brussels in
April 1932 to plan the program for the seventh Solvay Conference, to be
held 18 months later.

James Chadwick’s discovery of the neutron at the Cavendish Laboratory
two months earlier was the most exciting new development in physics, so
the Scientific Committee did not doubt that nuclear physics was where the
“most important problems” lay.!! They hesitated to choose it as the sub-
ject for the seventh Solvay Conference, however, because only six months
earlier, in October 1931, Enrico Fermi had organized a major interna-
tional conference on nuclear physics in Rome,!? and two years between
major conferences on the same subject seemed to be too short a time.
Nonetheless, they sensed that an annus mirabilis was occurring in nuclear
physics: In December 1931, Harold C. Urey at Columbia University had
discovered deuterium, and in February 1932, in addition to Chadwick’s
discovery of the neutron, his colleagues John D. Cockcroft and Ernest
T.S. Walton, and Ernest O. Lawrence at the University of California at
Berkeley, reported the inventions of their new particle accelerators. Then,
in August 1932, Carl D. Anderson at the California Institute of Technology
in Pasadena discovered the positron. In the end, the Scientific Committee
thus decided to choose nuclear physics as the subject of the seventh Solvay
Conference, to be held in Brussels from October 22-29, 1933.

The Scientific Committee decided to invite as many participants as
permitted by the Statutes'®; they differed from those at earlier Solvay
Conferences in two important respects. First, Langevin noted, “as we
have expressly sought,” they were divided equally between experimental-
ists and theorists “to confront very intimately the efforts of the one with
the other.” They would bring their diverse areas of expertise to bear in
their papers and discussions in an atmosphere of mutual trust, which is
crucial in interdisciplinary endeavors.'* Second, a large number of young
physicists were invited. “A young physics,” said Langevin, “requires
young physicists.” “Nothing justifies better our hope in international
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Table 4.1 Seventh Solvay Conference participants

Cambridge

*Ernest Rutherford (62)

**James Chadwick (41)

*Charles D. Ellis (38)

**John D. Cockeroft (36)

**Paul A.M. Dirac (31)

*Ernest T.S. Walton (30)
London

Owen W. Richardson (54)

*Patrick M.S. Blackett (35)
Bristol

*Nevill F. Mott (28)
Manchester

*Rudolf Peierls (26)
Berlin

*Lise Meitner (54)

Erwin Schrodinger (46)
Leipzig

*Peter Debye (49)

**Werner Heisenberg (31)
Heidelberg

*Walther Bothe (42)
Paris

*Marie Curie (65)

*Paul Langevin (61)

*Maurice de Broglie (58)

Edmond Bauer (53)

Louis de Broglie (41)

*Salomon Rosenblum (37)

**Irene Curie (36)

**Frédéric Joliot (33)

*Francis Perrin (32)

Leningrad

Abram F. Toffe (53)

**George Gamow (29)
Copenhagen

*Niels Bohr (48)
Utrecht

Hendrik A. Kramers (38)
Rome

*Enrico Fermi (32)
Zurich

*Wolfgang Pauli (33)
Madrid

Blas Cabrera (55)
Ghent

Jules E. Verschaffelt (63)
Liege

Léon Rosenteld (29)
Brussels

*Théophile de Donder (61)

Edouard Herzen (ca. 56)

Auguste Piccard (49)

Emile Henriot (48)

*Ernest Stahel (37)

Jacques Errera (37)

Max Cosyns (ca. 30)
Berkeley

*Ernest O. Lawrence (32)
Absent

Paul Ehrenfest (deceased)

Albert Einstein (in U.S.A.)

Charles-Eugene Guye (ill)

Note: **Presented paper *Participated in discussion, age in parentheses

collaboration,” he declared, than “the appearance in all countries of these
young people in whom we place our hope.”'® The result was a “truly
international meeting,” with 41 participants between the ages of 26 and
65 from 11 countries (Table 4.1). All of the major centers of nuclear
research were represented, with the conspicuous exception of the Institut
fiir Radiumforschung in Vienna, whose scientific reputation had suf-
fered greatly in recent years owing to an extended controversy that two
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physicists there had had with Ernest Rutherford and James Chadwick in
Cambridge,!¢ leaving the Vienna Institute, in the words of Otto Robert
Frisch, as “a sort of infant terrible of nuclear physics.”!”

Deeply missed by all was Paul Ehrenfest, who took his own life in
Amsterdam on September 25, 1933, just one month before the confer-
ence opened. Langevin recalled with a heavy heart Ehrenfest’s participa-
tion in the third and fifth Solvay Conferences of 1921 and 1927, where he
was “so to speak the soul of these meetings.”!® Death had now “destroyed
the great spirit and great heart of Ehrenfest,” and Langevin considered it
to be his “pious duty” to evoke the memory of Ehrenfest, and “to relate
how much he will be missed during the course of this meeting.”

4.4  INTELLECTUAL MIGRATION

Langevin’s words perhaps moved no one more deeply than Ehrenfest’s
oldest friend at the Solvay Conference, Abram Ioffe from Leningrad,
where the two had been colleagues from 1907 to 1912, until Ehrenfest
left to become Lorentz’s successor at the University of Leiden. Nine years
later, Ioffe became director of the Leningrad (then Petrograd) Physico-
Technical Institute, where generations of Soviet physicists were educated,
one of whom was loffe’s countryman at the Solvay Conference, George
Gamow, who would become part of the greatest intellectual migration in
the twentieth century, if not in history.

Gamow began his university studies in Leningrad (then Petrograd) in
1922%; he left six years later to spend the summer of 1928 in Max Born’s
Institute in Gottingen, where he conceived his new quantum-mechanical
theory of alpha decay.?®* He then wrote to Niels Bohr, enclosing a letter
of reference from lofte, proposing to visit Bohr’s Institute for Theoretical
Physics in Copenhagen before returning to Leningrad. Bohr, however,
was so impressed with Gamow and his work after his arrival that he
arranged fellowship support for him for the entire 1928-1929 academic
year. Subsequently, continuing to transfer his deep knowledge of nuclear
physics from one laboratory to another, Gamow spent the 1929-1930
academic year at the Cavendish Laboratory in Cambridge and returned to
Copenhagen for the 1930-1931 academic year. He returned to Leningrad
that summer, expecting to leave again in the fall to give a paper at Fermi’s
conference in Rome. This time, however, the Soviet authorities denied him
permission to leave, so he remained in Leningrad where he taught physics,
married, and made several attempts to escape Russia with his wife. Their
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plans finally came to fruition when he received an invitation to attend
the seventh Solvay Conference, and his wife was mysteriously allowed to
accompany him, which to Gamow was (in his inimitable English) “some-
thing like a dubble-miracle.”?!

Bohr had persuaded Langevin, who was well known for his communist
sympathies and was Chairman of the Franco-Russian Scientific Cooperation
Committee,” to request the Soviet authorities to officially designate
Gamow as a Soviet delegate to the Solvay Conference. Gamow was always
uncertain whether Ioffe, as a member of its Scientific Committee, played
any role here, because he felt that Iofte never really liked him very much.?
In any case, after much uncertainty and “psychologikal warfare,” Gamow
and his wife were permitted to leave Russia together. After the Solvay
Conference, however, they decided not to return, because Gamow knew
that political interference in Russia had greatly increased: “proletarian
science” was now supposed to combat “erring capitalistic science.”?** He
and his wife spent successive two-month periods in Paris, Cambridge, and
Copenhagen, after which they crossed the Atlantic in the early summer
of 1934 to enable Gamow to participate in the University of Michigan
Summer School in Ann Arbor. While there, he received and accepted
an offer of a professorship beginning that fall at George Washington
University in Washington, DC, thus completing his migration to the USA.

In complete contrast to Gamow’s voluntary emigration was the forced
expulsion of scientists and other scholars from Germany as a consequence
of Adolf Hitler’s brutal racial policies. Event followed event with breath-
taking rapidity in 1933: Hitler became Chancellor of Germany on January
30; the Reichstag building in Berlin was torched on February 27; the
Enabling Act, which empowered the Nazi regime to govern without a
constitution for four years, was passed on March 24; the Nazi Civil Service
Law went into effect on April 7; and the infamous book burning in a
square opposite the University of Berlin (and in many other university cit-
ies as well) took place on the evening of May 10—a scene, one observer
said, “which had not been witnessed in the Western world since the late
Middle Ages.”?® On April 15, a correspondent for the New York Evening
Post had reported that

an indeterminate number of Jews have been killed. Hundreds of Jews have
been beaten or tortured. Thousands of Jews have fled. Thousands of Jews
have been, or will be, deprived of their livelihood. All of Germany’s 600,000
Jews are in terror.?®
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The Nazi Civil Service Law of April 7 precipitated an unprecedented
intellectual migration?”; on May 19, The Manchester Guardian published a
list of nearly 200 mostly Jewish scholars who had been dismissed between
April 14 and May 4 from over 30 institutions of higher learning through-
out Germany.?® That number would climb significantly in the following
months.

To assist the exiled scholars, refugee organizations were established rap-
idly in Europe and the USA. In England, the Academic Assistance Council
was established in early May 1933, with Ernest Rutherford as president. In
Denmark, Niels Bohr’s Institute became a haven of longer or shorter dura-
tion for many refugees from Nazi Germany. In the USA, the Emergency
Committee for Aid to Displaced German (later Foreign) Scholars was
established and began its work in early June 1933. These rescue efforts
were all the more remarkable because of the severe economic depression.
The broadcast journalist Edward R. Murrow, second-in-command of the
Emergency Committee, noted that by October 1933—just at the time of
the seventh Solvay Conference—more than 2000 out of a total of 27,000
teachers had been dropped from the faculties of some 240 colleges and
universities in the USA.?

By far the most prominent physicist to be caught in the maelstrom in
Germany was Albert Einstein, who had been Ehrenfest’s closest friend.
Langevin only noted at the Solvay Conference that Einstein had left
Europe to fulfill a call to the USA.3° Everyone present, however, knew that
this masked Einstein’s true fate, for on March 28, 1933, returning from
a trip to the USA, Einstein and his wife Elsa disembarked at Antwerp,
Belgium, where he resigned from the Prussian Academy of Sciences
and then surrendered his German citizenship at the German embassy in
Brussels.?! On April 21, he also severed his ties with the Bavarian Academy
of Sciences. Five months later, he left Belgium for England where on
October 3 he delivered his first public address in English as the featured
speaker at the Royal Albert Hall in London to a packed audience of over
10,000 people. Announcing himself as “a man, a good European and a
Jew,” he praised the refugee agencies for their work and spoke vigorously
in defense of “intellectual and individual freedom,” without which “there
would be no Shakespeare, Goethe, Newton, Faraday, Pasteur or Lister.”%?
He boarded the Westerniand at Southampton for New York on October
7, arriving ten days later with his wife Elsa, his secretary Helen Dukas, and
his collaborator Walther Meyer, to take up an appointment at the Institute
for Advanced Study in Princeton. A few days later, Ernest Rutherford,
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who was in the chair at Einstein’s Albert Hall address, left Cambridge for
Brussels to attend the seventh Solvay Conference.

Rutherford thus was personally familiar with the painful circumstances
surrounding Einstein’s absence in Brussels, but he knew that Einstein’s
case was far from unique. Everyone present, especially every German pres-
ent, was fully aware of the devastation that had been wrought in Germany.
Werner Heisenberg, for example, had written to Bohr from Leipzig on
June 30, 1933, reporting that his Solvay lecture was nearly finished, but
then adding that he, Max Planck, and Max von Laue were trying, quite
likely unsuccessfully, to retain James Franck and Max Born in Germany,
leaving “the future completely uncertain.” Heisenberg also mentioned his
student Felix Bloch, who had not been invited to the Solvay Conference,
but whose fate had become intertwined with the lives of many who were.

Thus, Peter Debye, who had been impressed with Bloch as his stu-
dent at the Eidgendissische Technische Hochschule (ETH) in Zurich,** took
him along when he moved to Leipzig in 1927, where Bloch became
Heisenberg’s first Ph.D. student, where he met Rudolf Peierls, another of
Heisenberg’s students, and where he completed his degree in 1928. Bloch
then became Wolfgang Pauli’s assistant in Zurich (1928-1929), studied
further under Hendrik A. Kramers in Utrecht and with A.D. Fokker in
Haarlem (1929-1930), returned to Leipzig as Heisenberg’s assistant
(1930-1931), spent six months with Bohr in Copenhagen (1931-1932),
and completed his Habilitationsschrift under Heisenberg in Leipzig in the
spring of 1932. As a Swiss citizen, he was exempt from the Nazi Civil
Service Law of April 7, 1933, but as a Jew and human being, he found
that law intolerable, so he quit his position as Privatdozent, went home to
Zurich that summer, and despite Heisenberg’s urging, refused to return
to Leipzig. Instead, he was invited to lecture for a few weeks at the Institut
Henri Poincaré in Paris where he lived in Langevin’s house, and again
visited Bohr’s Institute in Copenhagen where he received and accepted an
offer of a position at Stanford University. Thus, by the time of the seventh
Solvay Conference, Bloch had been associated with no less than seven
of its participants, Debye, Heisenberg, Peierls, Pauli, Kramers, Bohr, and
Langevin, and it would have been natural for them to have Bloch’s odys-
sey on their minds.

Debye remained in Germany as long as possible, and Heisenberg
never left, nor would another Solvay participant, Walther Bothe, from the
University of Heidelberg. Lise Meitner, protected by her Austrian citizen-
ship, remained at the Kaiser-Wilhelm Institut fiir Chemie in Berlin-Dahlem
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until the summer of 1938 when she was spirited out, eventually going
to Stockholm, Sweden. Erwin Schrodinger, Planck’s successor in Berlin,
although not Jewish, was repulsed by the Nazi racial policies, and when
the Oxford professor of physics Frederick A. Lindemann visited him in
Berlin in April 1933, he expressed his willingness to accept a position at
Oxford.?® Planck was shaken by Schrédinger’s decision to leave Berlin,
but Heisenberg was simply angry, writing to his mother that Schrodinger
had no reason to leave, “since he was neither Jewish nor otherwise endan-
gered.”?¢ Actually, Schrodinger had been classified as “politically unreli-
able,” a ground for dismissal under the Nazi Civil Service Law. Lindemann
informed Schrodinger that he had been elected a Fellow of Magdalen
College on October 3; two weeks later, Schrodinger attended a confer-
ence in Paris and then went on to Brussels. On October 24, two days
after the Solvay Conference opened, the Berlin Deutsche Zeitung carried
an article regretting the loss of Schrodinger to German science.?”

Rudolf Peierls, who at age 26 was the youngest physicist invited to
the Solvay Conference, was another gifted theoretical physicist per-
manently lost to Germany. After studying at the Universities of Berlin
(1925-1926) and Munich (1926-1928), he received his Ph.D. degree
under Heisenberg in Leipzig in July 1929. He then worked for three years
as Pauli’s assistant at the ETH in Zurich (1929-1932), during which time
he also visited Holland, Denmark, and the Soviet Union, where he met
his future wife Genia in Odessa in the summer of 1930. He completed his
Habilitationsschrift under Pauli and then received a Rockefeller Fellowship
to go to Rome and Cambridge (fall 1932 to fall 1933). While with Fermi
in Rome, he accepted an appointment at the University of Hamburg to
begin at Easter 1933, but by then the Nazis were in power, and Peierls
declined the Hamburg offer and went to Cambridge instead. By the time
he left for Brussels in October, he had received a two-year grant from
a refugee organization to support him at the University of Manchester,
where another gifted German refugee, Hans A. Bethe, lived with him and
his family for a year in a spare room in their house.®

The Nazi racial policies thus impinged directly or indirectly on the lives
of many of the physicists at the seventh Solvay Conference, not only those
from Germany but others as well, for example, Bohr in Copenhagen and
Langevin and Frédéric Joliot in Paris, who sheltered refugees both before
and after it. No one at the conference, in fact, was left entirely untouched
by the plight of the refugees, for by 1933 physics had become a truly
international enterprise, with numerous close scientific and personal ties
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having been forged by traveling fellowships, visiting lectureships and
professorships, and international conferences, The first of these on nuclear
physics, a Physikalische Vortragswoche, was held at the ETH in Zurich from
May 20-24, 1931,* where six of the 16 lecturers or participants, Gamow,
Bothe, Patrick M.S. Blackett, Pauli, Joliot, and Maurice de Broglie, were
also present at the seventh Solvay Conference. That fall, at Fermi’s confer-
ence in Rome from October 11-18, 1931,*° which Gamow was unable to
attend, in addition to Fermi, 12 of the other 42 lecturers or participants,
Nevill E. Mott, Charles D. Ellis, Blackett, Owen W. Richardson, Bothe,
Debye, Heisenberg, Meitner, Bohr, Léon Rosenfeld, Marie Curie, and
Pauli, attended the seventh Solvay Conference. Two years later, the fifth
All-Union Conference in Physics was held in Leningrad from September
24-30, 1933,* where 4 of its 11 lecturers, Gamow, Joliot, Francis Perrin,
and Paul A.M. Dirac, also attended the seventh Solvay Conference.
Probably because Gamow refused to return to the Soviet Union after it,
his paper was excluded from the published proceedings of the Leningrad
conference “for technical reasons.”** The seventh Solvay Conference
therefore became the fourth international conference on nuclear phys-
ics in less than two and a half years, and was attended by no less than 17
of the physicists who had attended one or more of the preceding three.
The professional and personal bonds they had formed before coming to
Brussels had created a sense of community among them at a time of crisis
and diaspora.

4.5 NUCLEAR QUESTIONS

Pioneering new instruments and far-reaching experimental results, and
compelling new theoretical insights, took center stage at the seventh
Solvay Conference. John Cockcroft opened it by discussing his and
Ernest Walton’s recent experiments with their eponymous accelerator
at the Cavendish Laboratory,** and in the discussion, Ernest Lawrence
described his new 27-inch cyclotron at Berkeley.** Marie Curie insightfully
remarked that the Cockcroft-Walton reaction, in which protons bombard
lithium-7 to produce two alpha particles (;Li7+,H!— 2,He?*), was “the
first nuclear reaction in which one can verify with precision ... the relation
of Einstein between mass and energy.”*® Until then, physicists had simply
taken the validity of Einstein’s famous relationship, E=mc?, for granted.
It had remained inaccessible to precise experimental test until Kenneth
Bainbridge at the Bartol Research Foundation of the Franklin Institute
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in Philadelphia developed a mass spectrograph with which he determined
the mass of lithium-7 to high precision. He found in June 1933 that,
“Within the probable error of the measurements the equivalence of mass
and energy is satisfied.”*® That was what Marie Curie emphasized at the
Solvay Conference.

After Cockcroft, first Chadwick and then Iréne Curie and her husband
Frédéric Joliot presented papers,*” both of which impinged on a most
fundamental issue, the value of the mass of the neutron,*® which illustrates
the positive role that scientific competition plays in the generation of new
knowledge.

In May 1932, Chadwick calculated the mass of the neutron from the
reaction of alpha particles on boron-11 (;B!!+,He*— ;N +n!), finding
that it was 1.0067 amu (atomic mass units). That was less than the sum
of the proton and electron masses at 1.0078 amu, from which Chadwick
concluded that the neutron consists of a proton-electron compound with
a binding energy of 1-2 MeV (million electron volts), which supported
the model of the neutron that Rutherford had proposed as long ago as
1920. In June 1933, Lawrence challenged Chadwick’s value based on
experiments he and colleagues had carried out in Berkeley, in which they
had bombarded various elements and compounds with deutons (later
called deuterons). Lawrence concluded that “the deuton ... is breaking
up, presumably into a proton and a neutron,” from which reaction he cal-
culated that the mass of the neutron was only about 1.0006 amu,* much
lower than Chadwick’s value of 1.0067 amu.

In July 1933, Curie and Joliot challenged both Chadwick’s and
Lawrence’s values,® arguing that when alpha particles bombard boron,
they interact not with the heavy isotope of boron, boron-11 (;B!!), as
Chadwick had assumed, but with the light isotope of boron, boron-
10 (5B!°), and produce cither a neutron and a positron or a proton.
They set up the mass—energy equations for these two reactions, sub-
tracted one from the other, and calculated that the mass of the neutron
was 1.011 amu, higher than Chadwick’s value, and much higher than
Lawrence’s. Indeed, since the sum of the neutron and positron masses
was 1.0115 amu, which exceeds the proton mass at 1.0073 amu, they
concluded that the proton consists of a neutron—positron compound
with a rather high binding energy.

Chadwick, Lawrence, and Curic and Joliot thus arrived in Brussels with
what each regarded as conclusive experimental evidence for their very dif-
ferent values of the mass of the neutron. Lawrence confidently repeated
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his neutron-mass calculation based on his deuton break-up hypothesis,®!
because he took it to be confirmed by recent experiments at Caltech in
Pasadena.” No one in Brussels, however, sided with him. Chadwick, in
particular, did not budge. He recalculated the mass of the neutron from
his above alpha-particle reaction with the heavy isotope of boron, and
from a similar alpha-particle reaction with lithium-7 (;Li”), both of which
he took to confirm his model, that the neutron consists of “an intimate
union of a proton with an electron.”® Curie and Joliot again challenged
Chadwick’s calculation, and again calculated a neutron mass much higher
than Chadwick’s value.>*

This was a fundamental issue, because if Chadwick’s or Lawrence’s val-
ues were correct, the neutron should be a proton—electron compound,
while if Curie and Joliot’s values were correct, the neutron should be a
new elementary particle, and the proton should be a neutron—positron
compound. Walther Bothe summarized the situation by noting that the
“important question” of whether the neutron or the proton was “the
actual elementary particle ... still cannot be answered with certainty.”%
That question could not be left unanswered.

Werner Heisenberg brought this question to center stage in Brussels
by presenting a tour de force on the structure of the nucleus.®® His paper
constituted a milestone in the history of the liquid-drop model of the
nucleus,” which George Gamow had proposed in February 1929,% and
which he had developed quantitatively one year later,” finding that a plot
of the internal energy E of the alpha particles against the number N of
them in the nucleus (the nuclear mass—defect curve) has a distinct mini-
mum in it. Three years later, shortly after Chadwick’s discovery of the
neutron, Heisenberg introduced the concept of charge exchange as the
origin of the nuclear force between a proton and a neutron,®® which Ettore
Majorana revised in early 1933 by introducing a new nuclear force involv-
ing the exchange of both charge and spin,®! thus binding two protons
to two neutrons to form an alpha particle, the basic nuclear constituent
that Gamow had assumed. Heisenberg succinctly noted that Majorana’s
theory thus could be “considered as corresponding to a form of Gamow’s
[liquid- ]drop model made precise by the neutron hypothesis.”®? Assuming
therefore that nuclei are composed of neutrons and protons, Heisenberg
carried out a long quantum-mechanical calculation and again found that
the nuclear mass—energy curve has a distinct minimum in it. He therefore
provided a new and deeper theoretical foundation for Gamow’s liquid-
drop model.
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In the discussion following Heisenberg’s paper, Wolfgang Pauli stole
the show by advancing for the first time for publication his neutrino
hypothesis in connection with the theory of beta decay.®® In 1927,
Charles D. Ellis and William A. Wooster at the Cavendish Laboratory
had proved that the beta particles emitted from RaE (g3Bi?!°) have a
continuous distribution of energies,** a decisive result that Lise Meitner
and Wilhelm Orthmann in Berlin confirmed in 1930.%° This had led
Pauli to propose at the end of 1930 the possibility that an electrically
neutral spin-1/2 particle of small mass that obeys the exclusion prin-
ciple is emitted along with an electron in beta decay, thereby preserving
the laws of conservation of energy and momentum.®® Pauli discussed his
hypothesis again at a conference in Pasadena, California, in June 1931,
in Ann Arbor a few weeks later, and at Fermi’s conference in Rome in
October 1931, where Samuel Goudsmit remarked on it.” By the time
of the seventh Solvay Conference, Pauli had adopted Fermi’s name,
“neutrino,” for his hypothetical new particle. Bohr strongly opposed
it, arguing instead that the conservation laws were violated in beta
decay.®® Neither Pauli nor Bohr relinquished his position at the Solvay
Conference, thus illustrating the strong role that deeply held convic-
tions can play in physics.

Less than two weeks after the close of the Solvay Conference, Heisenberg
learned that he had been awarded the Nobel Prize in Physics for 1932,
and Dirac and Schrodinger learned that they had been awarded the Nobel
Prize in Physics for 1933. They therefore joined five of the other Solvay
participants, Marie Curie, Rutherford, Bohr, O.W. Richardson, and Louis
de Broglie, and the absent Einstein as Nobel Laureates. That Schrodinger
was now in England and Einstein was now in the USA symbolized the
intellectual decapitation of Germany that had begun nine months earlier,
and would continue apace in the months and years ahead.®

Fundamental issues that were raised at the Solvay Conference stimu-
lated the generation of further knowledge in nuclear physics soon after
it. In January 1934, Joliot and Curie followed up on the reactions they
had reported at the Solvay Conference and discovered artificial radioactiv-
ity,? the last major discovery in the Institut du Radium in Paris that its
founder, Marie Curie, witnessed before her death in July. Also in January
1934, Enrico Fermi adopted Pauli’s neutrino hypothesis and published his
celebrated theory of beta decay,”! which provided a firm theoretical basis
for excluding electrons from the nucleus. Fermi and his team in Rome
then followed up Joliot and Curie’s discovery of artificial radioactivity, and
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in March 1934 demonstrated that slow neutrons readily produce nuclear
reactions,”? a discovery that would have far-reaching consequences in
nuclear physics, and for the world.

Also in March 1934, Lawrence in Berkeley found experimentally that
his deuton breakup hypothesis had to be abandoned,”® thus proving that
his very low value for the mass of the neutron was in error. Five months
later, in August 1934, Chadwick and Maurice Goldhaber, yet another ref-
ugee from Nazi Germany, bombarded deuterons (or diplons, as they were
called at the Cavendish Laboratory) with energetic gamma rays, breaking
them up into neutrons and protons, from which reaction they calculated
that the mass of the neutron was 1.0080 amu, greater than Chadwick’s
earlier value of 1.0067 amu, and even greater than the mass of the hydro-
gen atom (1.0078 amu).”* This proved experimentally and conclusively
that the neutron was a new elementary particle, and that electrons are not
constituents of neutrons, and hence not of nuclei.

These developments all occurred by the time of the fifth interna-
tional conference on nuclear physics, which took place in London and
Cambridge one year after the seventh Solvay Conference, from October
1-6, 1934.”> The following year, C.F. von Weizsicker, while work-
ing on his Habilitationsschrift under Heisenberg in Leipzig, built upon
Heisenberg’s Solvay analysis and proposed a semiempirical nuclear-mass
formula whose plot again displayed the distinct minimum that Gamow
and Heisenberg had found earlier.”® In 1936, after Hans Bethe refined
von Weizsicker’s formula somewhat,”” it became a basic tool for analyz-
ing nuclear binding energies, and thus represented the culmination of the
line of development that Gamow had opened up in 1929 with his liquid-
drop model of the nucleus. Also in 1936, Niels Bohr initiated another
highly productive line of research when he proposed his theory of the
compound nucleus to understand nuclear reactions.”® All of these fruits
germinated from experimental and theoretical seeds sown at the seventh
Solvay Conference.

4.6 INSTITUTIONAL INFLUENCE

The seventh Solvay Conference was the last one held before Britain and
France declared war on Germany on September 3, 1939. By then, the only
competing series of international conferences in physics had been arranged
by Niels Bohr annually since 1929 at his Institute for Theoretical Physics
in Copenhagen, but these were of shorter duration and their proceedings
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were not published. In 1935, George Gamow adopted Bohr’s conferences
as a model, enlisted the help of his friends Edward Teller and Merle Tuve,
and organized the first Washington Conference on Theoretical Physics.
Six more were held by 1941, the most consequential one being the fifth
from January 26-28, 1939, where Bohr and Fermi announced the discov-
ery and interpretation of nuclear fission.”

After the war, only two more Washington Conferences were held,
in 1946 and 1947, but the Solvay Conferences resumed vigorously: 19
more were held from 1948 to 2014 (Table 4.2), bringing the total to
25 by that 50th anniversary of their founding.?® The smaller, shorter,
and elite Washington Conferences, however, served as a closer model for
the famous Shelter Island Conference in 1947, and for the succeeding
Pocono and Oldstone Conferences in 1948 and 1949. These were pre-
cursors to the much larger and more democratic Rochester Conferences
that Robert E. Marshak began to organize in 1950, which became the
International Conferences on High Energy Physics in 1958,®! for a total
of 36 by 2012.

By contrast, the annual Seven Pines Symposium, which the prominent
Minnesota businessman Leland Gohlike founded in 1997 and I organized
for the first 11 years, were modeled on the Solvay Conferences in Physics,
and hence extended that model to the history and philosophy of physics.
I similarly assembled a small advisory committee to determine their topics
and to select their speakers and other participants. The first four were held
at Gohlike’s Seven Pines Lodge in northern Wisconsin (whence the name,
the Seven Pines Symposium), while succeeding ones were held at his
Outing Lodge at Pine Point near Stillwater, Minnesota. The 20th Seven
Pines Symposium was held from May 11-15, 2016 (Table 4.3). Reports
were published on the earlier symposia and plans are to publish the pro-
ceedings of recent ones. Also like the Solvay Conferences, the Seven Pines
Symposia take place over an extended period of time, five days, begin-
ning with cocktails and dinner on Wednesday and closing after lunch on
Sunday, with the program on each of the intervening three days consisting
of two half-hour talks in the morning and afternoon, each set followed
by a half-hour break and an hour and a half discussion, with three hours
for lunch and free time, and cocktails and dinner in the evening. In other
words, like the Solvay Conference, the entire program provides large seg-
ments of time for discussions among the speakers and other participants, a
program that has garnered enthusiastic acclaim.



Table 4.2 Solvay Conferences in Physics 1911-2014

1911
1913
1921
1924
1927
1930
1933
1948
1951
1954
1958
1961
1964
1967
1970
1973
1978
1982
1987
1991
1998
2001
2005
2008
2011
2014

The Theory of Radiation and Quanta

The Structure of Matter

Atoms and Electrons

Electric Conductivity of Metals and Related Problems
Electrons and Photons

Magnetism

Structure and Properties of the Atomic Nucleus
Elementary Particles

The Solid State

Electrons in Metals

The Structure and Evolution of the Universe
Quantum Field Theory

The Structure and Evolution of Galaxies
Fundamental Problems in Elementary Particle Physics
Symmetry Properties of Nuclei

Astrophysics and Gravitation

Order and Fluctuations in Equilibrium and Nonequilibrium Statistical Mechanics
Higher Energy Physics

Surface Science

Quantum Optics

Dynamical Systems and Irreversibility

The Physics of Communication

The Quantum Structure of Space and Time
Quantum Theory of Condensed Matter

The Theory of the Quantum World

Astrophysics and Cosmology

Table 4.3 Seven Pines Symposia 1997-2015

1997
1998
1999
2000
2001
2002
2003
2004
2005
2006
2007
2008
2009
2010
2011
2012
2013
2014
2015
2016

Historical Perspectives and Philosophical Problems in the Unification of Physics
Historical and Philosophical Perspectives on the Interplay of Physics and Mathematics
The Field Concept in Physics

Issues in Modern Cosmology

The Quantum Nature of Gravitation, Space, and Time

Symmetry and Symmetry Breaking in Physics

The Concept of the Vacuum in Physics

Quantum Mechanics, Quantum Information, and Quantum Computation

The Classical-Quantum Borderlands

Probability and Improbability in Science

Emergence: From Physics to Biology

The Unseen Universe: Dark Energy and Dark Matter

Effective Field Theories in Condensed Matter Physics

Decoherence and Entanglement

The Origins of Life

Analogy and Duality in Physics

The Conceptual Development of Quantum Physics

The Conceptual Development of Quantum Physics 11

General Relativity: A Hundred Years After Its Birth

The Big Questions: Fundamental Problems in Physics
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4.7  CONCLUSIONS

The Belgian industrialist Ernest Solvay demonstrated the vital role of
personal philanthropy by founding and supporting the Solvay Conferences
in Physics, the most influential institutional innovation for generating
new knowledge in physics prior to the Second World War, and a signifi-
cant historical example of the great fruitfulness of investing resources to
explore emerging new frontiers in physics. Their success rested on the
establishment of a Scientific Committee that was chaired by a leading
physicist and was comprised of other leading physicists whose purpose
was to identify their topics and to select prominent experimental and the-
oretical physicists to be invited as speakers and other participants. Each
conference addressed a pressing issue at the forefront of physics, took
place over a period of five or more days, and was held in a hospitable set-
ting conducive to fruitful exchanges of'ideas among the participants. That
was the heart and soul of the conferences, which could not be achieved
through correspondence or other means of scientific communication.

The seventh Solvay Conference in October 1933 took place at a time
of political upheaval, especially in Germany following the passage of the
Nazi Civil Service Law on April 7, 1933, which produced the most conse-
quential migration of physicists in history and the concomitant diffusion
of new knowledge in the field of nuclear physics to many countries of the
world. The profound transformations that also took place in experimental
and theoretical nuclear physics were no less consequential, examples being
the invention of new particle accelerators and the determination of the
mass of the neutron.

The influence of the Solvay Conferences in Physics extended not only
to other conferences in physics to some extent but also to conferences
in the history and philosophy of physics, in particular to the Seven Pines
Symposia that were established in 1997.
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CHAPTER 5

“Preservation of the Laboratory Is Not
a Mission.” Gradual Organizational Renewal
in National Laboratories in Germany

and the USA

Olof Hallonsten and Thomas Heinze

5.1 INTRODUCTION

The scientific utilization of very large and costly infrastructure—often
referred to as “Big Science”—originated with the rise of competition
between superpowers at the end of World War II and the tremendous
belief in (and fear of) nuclear energy that fed into it. The demonstration
of the force of nuclear energy over Hiroshima on August 6, 1945, was
essentially the motivation for the initial creation of Big Science laboratories.
Generously sponsored national programs for science and technology fos-
tered the development of weapons technologies and civilian use of nuclear
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energy, foremost in the USA, the Soviet Union, Great Britain, and France.
The construction of ever-larger particle accelerators to discover new sub-
nuclear particles and forces became a manifest feature of the postwar mobi-
lization of science and technology for the benefit of society, the economy,
and national security.!

The Big Science facilities that were created during this era were
essentially mission oriented, and their rise to preeminence in national
R&D systems was guided by the unarticulated principle that the accel-
erators would no longer be useful once the atom’s inner structure was
fully mapped. To some extent, this premise was correct, since most of
the accelerators that were built to search for elementary particles have
been shut down. Nowadays, global experimental particle physics (PP)
research is concentrated at CERN (Conseil Européen pour la Recherche
Nucléaire, the European Organization for Nuclear Research) in Geneva,
which hosts the collaborative work of the countries of Europe as well as
China, Japan, Russia, and the USA. But interestingly, even following the
accomplishment of missions and subsequent desertion of accelerators,
the Big Science organizations hosting them remain in place, with very
few exceptions, and their shares of national R&D budgets remain as large
as ever.

In this chapter, we analyze this seemingly paradoxical state of affairs and
explain the organizational processes of change and adaptation that have led
to the renewal and survival of Big Science laboratories beyond the comple-
tion of their original research missions. In this way, this chapter contributes
to what the editors of this volume call “investments in exploration” via
adaptation and internal change of existing research organizations. We focus
on two systems of national laboratories: that in Germany and that in the
USA.? Each system functions within its national R&D system to orches-
trate the construction and operation of costly research infrastructure and
to conduct large-scale scientific and technological programs. Furthermore,
both the German and US systems have continued these operations despite
considerable changes in the technical nature and areas of use of their infra-
structures, and in the contents of their R&D programs, due to the altered
demands and expectations from a wide range of scientific fields and from
policy makers and society. Important to note is that although Germany and
the USA differ fundamentally in the structures of their respective R&D
systems, not to mention their (twentieth century) histories and thus their
political and institutional foundations for publicly sponsored R&D, the
two systems of national laboratories under study are quite alike. As the
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chapter will show, not least do the processes of adaptation, renewal, and
change in the two systems in the past several decades show remarkable
similarities. At first sight, therefore, the differences may give the impression
of an imbalanced historical comparison of renewal of Big Science in one
postwar military and economic superpower and one war-torn European
country, but since the two systems under study have far-reaching similari-
ties, the specific combination of Germany and the USA as empirical foci of
the analysis adds strength and generalizability to the conclusions.

We examine case studies of two laboratories: DESY (Deutsches
Elektronen-Synchrotron, German Electron Synchrotron) in Hamburg,
and SLAC (SLAC National Accelerator Laboratory, formerly Stanford
Linear Accelerator Center) in Menlo Park, California. These laboratory
histories suggest typical patterns according to which laboratories can renew
themselves in order to adapt to change. These two laboratories have, in
the course of their approximately 50-year histories, undergone gradual
but cumulative change with respect to their research missions, from being
the flagship PP labs of their respective countries and thus charged with a
single mission, to a situation today where they operate no PP machines
but rather state-of-the-art photon science (PS) facilities for users from a
wide range of the natural sciences, mostly within materials science and
the life sciences (broadly defined) but also several other areas. To some
extent, these transformations of DESY and SLAC from PP to PS mirror a
global development whereby PP has gradually stood back as the main area
of utility of large accelerator complexes, and whereby the use of synchro-
tron radiation (SR) has partly taken its place in contemporary Big Science.
Given their sizes, DESY and SLAC have been major players in this global
transformation and in some instances pioneered the use of accelerators for
SR,? but they have not been the lone drivers of the change. Several other
interesting studies of the explosive growth of SR as an experimental tech-
nique for a wide range of natural sciences exist that use other cases and
tell partly different stories.* As a dual case study, the chapter therefore has
auxiliary relevance as a component piece in the study of how SR came to
be a prominent feature of contemporary experimental natural science. But
importantly, the focus of the chapter does not lie there, but on the topic
of scientific and organizational renewal of national laboratories, and the
aims of the chapter are to analyze such renewal in a more general to draw
broader conclusions. As mentioned, the complementarity offered by the
differences between the two national laboratory systems wherein the cases
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under study are located adds to the generalizability of the analysis and the
conclusions—theoretically, methodologically, and empirically.

Building on prior work, we distinguish four different processes of renewal,
and discuss how they interact at the micro (laboratory components) and
meso (laboratory) levels and what this means at the macro (research sys-
tem) level. From this analysis, we infer that the multidimensional and mul-
tilevel renewal of national laboratory systems has been instrumental to their
survival. The multidimensional renewal processes is key to understanding
what the editors of this volume call “investments in exploration.” The two
cases of DESY and SLAC show how Big Science laboratories were restruc-
tured in order to address new scientific problems and challenges. That
these investments in SR research/PS have already born fruit, is illustrated
by several Nobel Prizes in Chemistry since the late 1990s that have built
directly on experimental work at labs like DESY and SLAC, including John
Walker (1997), Roderick MacKinnon (2003), Roger Kornberg (20006),
Ada Yonath, Thomas Steitz and Venkatraman Ramakrishnan (2009), and
Robert Letkowitz and Brian Kobilka (2012).

We begin by briefly outlining the histories of the two national laboratory
systems and how they have grown and transformed since their inception in
the late 1940s (USA) and the mid-1950s (Germany). Thereafter, we pres-
ent the conceptual framework and use it to analyze changes at different
levels, considering our knowledge about both the micro and meso levels.
The two selected cases enable us to suggest patterns of renewal at the level
of the construction and operation of large scientific infrastructure, as well
as the scientific activities inside the laboratories. We conclude by focusing
on the macro level and the general question of renewal and how labora-
tories and the systems they comprise have survived despite fundamentally
altered political, economic, and military framework conditions.®

5.2 SYSTEMS OF NATIONAL LLABORATORIES IN THE USA
AND (GERMANY

The basic purpose of the present analysis is to determine why none of
the national laboratories in Germany and the USA have ever been closed,
despite considerable changes or even decline and expiration of their origi-
nal missions. Tables 5.1 and 5.2 list the laboratories of the two systems,
along with some basic information.

Ten US National Laboratories are defined as laboratories under the
stewardship and main sponsorship of the US Department of Energy’s
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(DOE) Office of Science.® Each is governmentally owned and contractor
operated (a legal status commonly called GOCO). Constituting a de facto
fourth regular sector of R&D performers in the USA—besides industry,
academia, and the government itself—the US National Laboratories are
nonprofit but may assume whatever organizational form the contractor
finds suitable, including firm, university department, trust, fund, associa-
tion, or subsidiary and branch of any of these.” In addition to these ten
laboratories under the Office of Science, there are seven other National
Laboratories with responsibility for weapons programs and other classi-
fied governmental R&D (including, but not limited to, nuclear arms),
which are overseen by other branches of the DOE and, in some cases, the
Department of Defense. These seven laboratories are excluded from the
analysis since their activities and organizations are classified.

The German Helmholtz Research Centers are wholly civilian R&D cen-
ters that operate as limited companies or public and private foundations,
and that are all under the umbrella organization the Helmholtz Association.
Similar to the situation in the USA, the German Federal Government assigns
the Hembholtz centers a unique role in the national R&D system—namely,
the construction, maintenance, and operation of large scientific infrastruc-
ture.® In contrast to the situation in the USA, the Helmholtz Association is
a separate legal entity and constitutes an umbrella organization.’

Table 5.1 The United States National Laboratories under the DOE Office of
Science

Name Location Founded
Lawrence Berkeley National Laboratory (LBNL) Berkeley, CA 1931 ,/1947°
Oak Ridge National Laboratory (ORNL) Oak Ridge, TN 1943,/1947*
Argonne National Laboratory (ANL) Argonne, IL 1947
Ames Laboratory (AL) Ames, A 1947
Brookhaven National Laboratory (BNL) Upton, Long Island, 1947

NY
Princeton Plasma Physics Laboratory (PPPL) Princeton, NJ 1953
SLAC National Accelerator Laboratory (SLAC) Menlo Park, CA 1962
Pacific Northwest National Laboratory (PNNL) Richland, WA 1965
Fermi National Accelerator Laboratory (FNAL) Batavia, IL 1967
Thomas Jefferson National Accelerator Facility Newport News, VA 1984
(TJNAL)

“These labs were founded in other shapes before (LNBL) and during (ORNL) World War II, and were
made National Laboratories in 1947.
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Table 5.2 The German Helmholtz Research Centers

Name Location Founded
Center for Materials and Coastal Research Geesthacht/Teltow 1956
(GKSS)

Forschungszentrum Jiilich (FZJ) Jilich 1956
Karlsruhe Institute of Technology (KIT) Karlsruhe 1956,/2009°
Deutsches Elektronen-Synchrotron Hamburg/Zeuthen 1959
(DESY)

Max Planck Institute for Plasma Physics Garching/Greifswald 1960
(IPP)

German Research Center for Miinchen 1964
Environmental Health (KMGU)

German Acrospace Center (DLR) Koln 1969
GST Center for Heavy Ion Research (GSI)  Darmstadt 1969
Center for Infection Research (HZI) Braunschweig 1976
German Cancer Research Center (DKFZ) Heidelberg 1976
Alfred Wegener Institute for Polar and Bremerhaven/Potsdam/Sylt 1980
Marine Research (AWI)

Center for Environmental Research (UFZ)  Leipzig/Halle/Magdeburg 1991
German Research Center for Geosciences Potsdam 1992
(GFZ)

Max Delbriick Center for Molecular Berlin-Buch 1992
Medicine (MDC)

German Center for Neurodegenerative Bonn/Tiibingen/Dresden 2009
Diseases (DZNE)

Helmholtz Center Berlin for Materials and ~ Berlin 1957 /2009°
Energy (HZB)

Helmholtz Center Dresden-Rossendorf Dresden 2011¢

(HZDR)

“The Forschungszentrum Karlsruhe (FZK), founded in 1956, merged with University of Karlsruhe in
2009 and formed the KIT.

"HZB is a merged entity of the former Hahn-Meitner Institute (founded in 1957) and the former Berlin
Electron Storage Ring Company for Synchrotron Radiation (formerly a member of the Leibniz Association).

"HZDR is not a new entity, but was transferred from the Leibniz Association to the Helmholtz Association.

The majority of funding for the US National Laboratories comes from
the DOE in the form of federal first-stream institutional core funding.
Similarly, the Helmholtz centers have their core funding in institutional
grants from the German Federal Government (90 %) and from the respec-
tive Lander States wherein the labs reside (10%). However, institutional
core funding is presently declining in both systems, which reflects both
limitations of the financial capacities of the respective federal govern-
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ments, and a political strategy in both countries to shift toward allocation
of funding via soft money.!?

Since the 1950s, the US National Laboratories have gone through
three major growth-decline budget cycles, which have largely not cor-
related with numerical variations in the laboratory system. While the first
budget expansion was directly connected to a steep growth in the total
number of laboratories in the 1950s and the 1960s, the real terms budget
decline of the 1970s occurred with no corresponding change in labora-
tory number. In contrast, the substantial budget increase in the 1980s
coincided with only one newly founded lab. Budget austerity in the 1990s
caused no laboratory shutdowns, and a return to budget growth in the
early 2000s was not associated with any new laboratories. In compari-
son, the Helmholtz centers have experienced two similar major growth-
decline budget cycles, which were also disconnected from the variation in
total number of research centers. Substantial budget growth in the 1960s
and 1970s was channeled into those laboratories founded in the 1950s.
Furthermore, although the budget stagnated in the 1990s and 2000s, the
number of laboratories increased.!

The first two US National Laboratories were founded on the rem-
nants of the Manhattan Project, as a means to harness the weapons R&D
resources for similar work in the postwar era, and expand them to other ser-
vices for the military, the economy, and society at large.!? Simultancously,
in 1947, three additional laboratories were created in other regions of the
USA. The expansion period of this system of US National Laboratories
lasted until the end of the 1960s, with particular growth occurring after
the escalation of the Cold War in the mid- to late 1950s. By 1967, nine of
the present ten civilian national laboratories had been established. In 1974,
the steward agency of the labs, the Atomic Energy Commission (AEC),
was replaced by the Energy Research and Development Administration
(ERDA) as part of an attempt to better coordinate federal energy policy
in the wake of the oil crisis.!® This reform was also rooted in concerns that
grew throughout the 1960s regarding the steeply increasing expenditure
on National Laboratories, which were combined with a waning belief in
the linear model of technological innovation, strong criticism toward the
“military-industrial complex,” and clear shifts in political prioritics.!*

The economic downturn in the 1970s caused some decline in spending
in the US National Laboratories system, but this tendency again turned
into growth with the renewed superpower competition and reinvigorated
weapons programs spending in the 1980s. These changes also brought
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federal science spending in general to new heights, and launched several
new projects. The previous economic downturn left lingering concerns
over the role of Federal Laboratories in the national R&D system, which
led to a series of legislative reforms in the 1980s, adding technology trans-
fer and innovation to the laboratory missions.!®

This trend continued throughout the 1990s. As the Cold War ended,
the value of the spending on the National Laboratories came under severe
criticism, leading to a rather dramatic downturn in laboratory funding.
The Superconducting Super Collider project was closed before comple-
tion in 1993;'¢ however, this case of termination has remained exceptional
and did not create a precedent for any other US National Laboratory,
despite their reduced budgets. In the 2000s, spending growth resumed
and several major new projects were launched within the system, includ-
ing the Spallation Neutron Source at Oak Ridge and the Linac Coherent
Light Source (LCLS) at SLAC.

The first German national laboratories were founded in 1956, shortly
after the lifting of the allied ban on nuclear research in the Federal
Republic of Germany. A reactivation of the German research capabilities
in nuclear physics had been promoted for several years by a strong lobby-
ing group that stood ready to realize their plans once the ban was lifted.
Between 1956 and 1959, no less than five large laboratories in the area of
nuclear/PP were founded, and a designated Ministry for Atomic Matters
was created. These efforts were accompanied by continuous reference
to the emerging system of National Laboratories in the USA.!” The fol-
lowing 15-year period witnessed significant expansions of the number of
laboratories and the overall budget. Between 1964 and 1976, six new lab-
oratories were founded and the overall inflation-adjusted budget almost
tripled. These expansions included great diversification of the laboratories’
research portfolios, from nuclear/PP to space and flight research, infor-
mation technology, medicine, and biotechnology, among other areas.

Toward the end of the 1970s and into the 1980s, governmental
authorities branded several nuclear research centers as having outlived
their original purposes, and forced these centers to cut expenditures and
personnel. As part of the same reevaluation of priorities, other laborato-
ries were instructed to engage more actively in technology transfer and
to diversify their activities for the benefit of society. Except for a short
downturn in the early 1980s, the overall budget grew between 1977 and
1989. This growth included the founding of a new laboratory in polar and
marine research (1983) and the launch of an additional funding stream
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toward the laboratories, which took the form of project funding schemes
in thematically oriented areas and with specific funding opportunities for
technology transfer activities.!'®

As aresult of the 1990 German reunification, three new laboratories were
founded in the early 1990s. In contrast to in the USA, the German system
enjoyed institutional stability and even strength in the 1990s, largely due to
the copying and extension of the governance structures of the formerly West
German research organizations into the eastern part of the country. However,
this expansion was not matched by any substantial funding increases, mean-
ing that the new laboratories in the eastern part of Germany came at the
expense of budget cuts suffered by the preexisting Western laboratories. In
2001, the Helmholtz Association was established as an umbrella organiza-
tion within which all laboratories compete for individual shares of the overall
five-year research budgets. While the German Federal Government remains
the main sponsor, this reform made it less involved in agenda setting for the
Helmholtz Centers and it has left most policy and decision making to the
Helmbholtz Association and its external peer reviewers.!

The key lesson drawn from these brief historical sketches is that the
two laboratory systems have remained persistent and stable entities in
their national public research systems, despite budgetary expansions and
contractions and a series of substantial changes in their societal environ-
ments. This institutional stability sharply contrasts with the dramatic
research portfolio changes that have occurred in all of these laborato-
ries. At their founding in 1947, the original US laboratories had nuclear
energy or nuclear energy-related R&D as original research mission. While
the scope of this mission could be stretched quite far into several other
areas of research, more or less at the discretion of lab directors, it was
rather narrowly focused on nuclear energy in comparison with today’s vast
assortment of missions as regulated by the DOE and the US Congress: as
chemical and molecular science, biological systems science, climate change
science, applied materials science and engineering, and chemical engineer-
ing.?® The original German laboratories were founded in the mid- to late
1950s as single-mission nuclear and PP centers, but today their research
portfolios include climate change science, applied materials science and
engineering, computer science, biotechnology, PS, astroparticle physics
(APP), and chemical and molecular science.?!

Given this vast expansion and change of the batteries of missions in the
two systems of laboratories over more than 50 years, a central question is
how such change has been accomplished on meso and micro levels, that is,
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on the level of laboratories and on the sublevel of research programs and
large-scale infrastructure projects within the laboratories. To facilitate the
analysis of change on these levels a conceptual framework will be intro-
duced in Sect. 5.3 and put to use in the case analyses in Sect. 5.4.

5.3 PROCESSES OF GRADUAL ORGANIZATIONAL
RENEWAL

Scholars in the study of institutional change have successtully developed
two diametrically opposed versions of the concept of path dependence.
On one hand, institutions can be sustained and reinforced through time
by increasing returns and positive feedback processes. On the other hand,
institutions can be formed at critical junctures provoked by radical change
and the complementary identification of long periods of continuity and
stability.?? Recent advances in institutional theory complement these views,
and argue that the processes and results of change should be considered
variables in a theoretical framework that enables analysis of the gradual but
cumulative adaptation of institutions.?® The concept of incremental yet
transformative change can also be applied to organizational change, and
thus to the national laboratory systems of the USA and Germany, since
they both seem to have evolved along gradual paths of organizational
change rather than through events of radical system shocks.?*

The fact that no laboratory in either of these two systems has ever been
closed is testament to their institutional (macro level) persistence, as well as
an indication that in general terms, the sponsorship relationships between
the federal states and the laboratory systems have remained intact over time.
Additionally, it appears that the overall major function of the laboratory sys-
tems is relatively stable within their respective national R&D systems. System
(macro) level persistence might be viewed as an aggregation of continuity at
the organizational (meso) level, meaning that the two national systems are
stable because their constituent parts (the individual laboratories) are stable
entities. This is true insofar as the laboratories are intact as organizational
entities. However, as will be shown below, there exists considerable evidence
of profound changes in the laboratory components (micro level), includ-
ing the technical infrastructure, research fields, and organizational units.
Therefore, it appears that gradual changes at the micro level have provided
both the laboratories (meso level) and the two national systems (macro level)
with the capacity to successfully adapt and survive over several decades.
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Fig. 5.1 DProcesses of gradual institutional change within research systems and
research organizations

This conceptual scheme is designed such that the same analytical
categories are applicable on all three levels (macro, meso, and micro).
Figure 5.1 shows a cross-tabulation; the vertical axis indicates whether
new research capacities are built up (including new technical infrastruc-
ture, the recruitment of scientists representing new research fields, or new
organizational units), while the horizontal axis indicates whether existing
research capacities continue to be used (including use for new purposes).
The processes of gradual change in Fig. 5.1 are as follows. Layering is a
process by which new arrangements are added on top of preexisting struc-
tures, thus enabling the accommodation of new elements without exces-
sively compromising the logic of the preexisting structure. In contrast,
conversion refers to when capacities for one set of goals are redirected to
other ends, in a process that neither adds new capacities nor terminates the
existing capacities. On the other hand, displacement means that research
capacities are discontinued, as new ones are added in their place. Finally,
dismantling simply means that research capacities—including technical
infrastructures or research units—cease to be used without being replaced
by new capacities.?®
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On the level of national laboratory systems, one straightforward process
of gradual change is macro-level layering by the addition of new laborato-
ries to the system. With few exceptions, this process occurs during concen-
trated time periods of expansion and diversification. Macro-level layering
took place in the USA foremost in the 1950s and 1960s, and in Germany
in the 1960s-1970s and during a short period in the early 1990s follow-
ing German reunification. Outside of these periods, the two national sys-
tems have not grown numerically but only in terms of increasing budgets,
which means that such budget growth has been absorbed by existing labo-
ratories, thus indicating some form of micro-level layering (the addition
of new research capacities), micro-level displacement (the substitution of
existing research capacities for new, more expensive ones), or micro-level
conversion (the redirection of existing capacities toward new, more expen-
sive purposes and research fields), or any combination of these.

Micro-level changes can lead to meso-level transformations of whole
laboratories. As will be shown below, DESY and SLAC are particularly
interesting examples of how a series of intra-organizational (micro-level)
changes canlead to full-scale organizational (meso-level) renewal. However,
not all micro-level changes will necessarily cumulate into full-scale renewal
at the laboratory level. The brief historical outlines in the previous section
suggest that each federal government reevaluated their research policies
and funding priorities in the wake of the economic downturn in the 1970s,
and again at the end of the Cold War, which forced several laboratories
to reconsider their missions and their planning.?¢ However, while many
laboratories initiated new projects and activities under the stewardship of
their funders, these micro-level changes did not always lead to full-scale
meso-level renewal with new dedicated research missions. Rather, several
laboratories, especially when their budgets expanded, built on their mul-
timission legacies and incorporated additional programs and projects into
their portfolios without significantly altering their identities or mission
statements but rather just increasing their diversification as an element
in their pursued preservation of organizational status quo.?” Therefore,
while macro-level change is evident in the two systems, it is not simply lin-
early traceable back to micro-level changes—the accumulation of gradual
changes inside labs into higher-level transformations is neither automatic
nor straightforward.

Renewal can be examined in terms of three different dimensions:
technical infrastructure, scientific fields, and organizational units. Change
processes are typically multidimensional, multilevel, and multitemporal in
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the sense that a change process in one dimension, on one level, or on one
timescale can translate to another change on another dimension, level, or
timescale. For example, the layering of a new scientific activity with one
piece of technical infrastructure on top of an existing one might eventually
result in the new scientific activity taking over the piece of infrastructure.
In this case, it would be possible to identify the layering of the new research
field on top of the existing fields, then the dismantling of existing research
areas, and finally the displacement of the original research field’s use of the
infrastructure by the new research field. Simultaneously, the components
of the infrastructure itself might be layered, dismantled, replaced, or con-
verted at various points in time and as part of the overall transformation.

In the next section, we will use the cases of DESY and SLAC to further
analyze and exemplify this complex set of micro-level change processes
that can lead to meso-level renewal. Thereafter, we will return to a discus-
sion of how gradual changes on the micro level and renewal at the meso
level relate to institutional persistence and stability of national systems of
national laboratories on the macro level.

54 MULTILEVEL AND MULTIDIMENSIONAL RENEWAL AT
DESY anp SLAC

Both DESY and SLAC were initially founded (in 1959 and 1961, respec-
tively) as single-mission PP laboratories, each with one central piece of
infrastructure. The construction and operation of these infrastructures was
equal to the laboratory missions such that, in principle, both DESY and
SLAC could have ceased to exist following the exhaustion of the scientific
opportunities of these original machines.?® As the laboratories continue
to exist today, over 50 years later, we can conclude that this was not the
actual course of events. Only a decade after their founding, each laboratory
initiated construction projects for new major pieces of infrastructure for
PP (see Fig. 5.2),%° and continued to build several more PP machines for
several decades. They also broadened their activities through the layering
of'a new research mission to operate machines for SR (or PS, as it was later
called) on top of their original PP mission. This happened through sev-
eral changes on the micro level, including changes in the overall scientific
programs of the laboratories, in the uses of specific infrastructures and
their technical setups and operations, and in the organizational units that
were formally responsible for the scientific programs and infrastructures.
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Fig. 5.2 Timeline of major infrastructures at DESY and SLAC, 1959-2015

Although the writing of the histories of these two labs with a one-sided
focus on the infrastructures they have operated through the decades is
oversimplified and would not give justice to the full range of micro-level
processes that together bring about long-term change,® it is natural to
use the succession of machines as a common thread in the analysis. The
infrastructures form a key part of the missions of the labs and constitute
powerful symbols of lab identities and culture, but most importantly, they
are the key resources in the scientific programs of the laboratories. In the
analysis below, clues regarding the combined gradual change processes at
the micro level that cumulated into meso-level renewal of the two labo-
ratories are therefore sought by focusing on the infrastructures—other
publications use the necessary complementary perspectives.®! Figures 5.3
and 5.4 illustrate the multilevel transformations of the two laboratories,
highlighting their top level and overall 50-year changes (gray shading on
the top level). We also point out some particularly evident examples of
changes in infrastructure and science on the lower levels, which explain key
component processes of the overall transformation (the gray-shaded ellipses
lower in the figure). The gray-shaded ellipses should be interpreted as mag-
nifications of those process elements shown with the same gray-shaded
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background on a higher level. They illustrate the increased level of detail
that can be seen when analyzing change processes at a detailed level and
with shorter time frames. In the second level of the figures, the arrows rep-
resent changes on the timescale of decades. On the third level, the arrows
represent change processes that typically take a few years.
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The overall changes of DESY and SLAC (shown by the top levels of
Figs. 5.3 and 5.4) are relatively straightforward. Both started as single-
mission PP laboratories with a central laboratory organization and dif-
ferent auxiliary activities conducted by user groups. Organizationally, at
both DESY and SLAC, the early SR research comprised of peripheral
activities conducted by external user groups that were eventually incorpo-
rated into the main laboratory organizations. As organizational units, the
synchrotron radiation labs within DESY and SLAC, named HASYLAB
(Hamburger  Synchrotronstrahlungslabor, Hamburg  Synchrotron
Radiation Laboratory) and SSRL (Stanford Synchrotron Radiation
Laboratory), were founded as distinct entities in the late 1970s, and they
became organizational divisions of SLAC (1990s) and DESY (2000s),
respectively. Today, DESY still includes a PP division, and SLAC includes a
combined APP and PP division. Thus, the 50-year histories of both DESY
and SLAC as organizations can be summarized as the addition of SR/
PS as a new research mission, which diversifies the former single-mission
laboratories (laboratory level: science layering).

However, the underlying assumption of this chapter is that DESY
and SLAC have been profoundly transformed throughout the past five
decades, not merely expanded with the addition of one more layer of
activities over an unchanged core mission. We argue that the overall
50-year transformation on the infrastructure side is one of conversion.
This premise is based on the facts that both laboratories originally oper-
ated scientific infrastructure solely for PP, and both laboratories modi-
fied and rebuilt substantial parts of that scientific infrastructure to enable
SR/PS (laboratory level: infrastructure conversion), and both laboratories
are today de facto primarily SR /PS labs in that they operate some of the
world’s top research infrastructures for SR /PS while not running any PP
experiments,/machines.

Compared to the analysis of formal organizational changes, the anal-
yses of research infrastructures and scientific fields at the two laborato-
ries are significantly more complex. It must be acknowledged that the
organizational changes are unthinkable without the preceding changes to
major technical installations and the science around them. The laboratory
histories clearly show that a delay preceded their organizational transfor-
mations, that is, SR/PS received two formal organizational units/divi-
sions only some time after the scientific—technical change had occurred.
It is also important to note that the formal organizational SR/PS units
did not replace existing ones, but were instead added on top of existing
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organizational structures. Due to these factors, the following detailed
analysis portrays the organizational side as somewhat less prominent than
the other two dimensions (nfrastructure and science), but this is due to a
deliberate choice of perspective and emphasis in this chapter.

Figure 5.3 details some key changes to the infrastructure and science
of DESY. The science layering and infrastructure conversion at the top
level are disaggregated into the analyses of the transformations of key
research infrastructures DORIS (Doppel-Ring Speicher, Double Storage
Ring) and PETRA (Positron-Elektron Tandem Ringanlage, Positron-
Electron Tandem Ring Facility) from DORIS (PP) to DORIS III (SR/
PS) and from PETRA (PP) to PETRA III (SR/PS).*? Both transforma-
tions are characterized as processes of simultaneous science displacement
and infrastructure conversion (second level in Fig. 5.3), and then further
disaggregated at the machine level (third level in Fig. 5.3). DORIS was
originally built as a storage ring for PP, with construction beginning in
1968. Between 1974 and 1992, DORIS was additionally used in paral-
lel for SR in so-called parasitic mode,** which required some additional
instrumentation (science layering and infrastructurve layering). In 1993,
the PP program at DORIS was canceled and the machine became fully
dedicated to SR, which means it underwent final infrastructure conversion
and science dismantling (of PP).

PETRA is an even larger storage ring for PP, for which construction
began in 1975. In 1986, PETRA was closed for scientific use and turned
into a pre-accelerator for the much larger HERA (Hadron-Elektron
Ringanlage, Hadron Electron Ring Facility), run until 2007 (science dis-
mantling and infrastructure conversion). Later, PETRA was turned into
a SR source (PETRA 111, science layering and infrastructure conversion),
which eventually, in 2012, made DORIS redundant as a SR facility. At the
level of technical infrastructure, the construction of ever-larger machines
at DESY over a 50-year time frame can be interpreted as a multistep pro-
cess of infrastructure layering (addition of new machines for PP) and of
infrastructure conversion (using smaller synchrotrons as injectors for larger
storage rings, and dedicating old storage rings to PS) (Fig. 5.2).

Similarly, Fig. 5.4 details some key changes to the infrastructure and
science of SLAC. The science layering and infrastructure conversion at
the top level are disaggregated into the analyses of the transformations of
the key research infrastructures the SLAC original linac and the SPEAR
(Stanford Positron-Electron Accelerator Ring) machine, from linac (PP)
to LCLS (SR/PS), and from SPEAR (PP) to SPEAR (SR/PS). Both
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transformations are characterized as processes of simultaneous science dis-
placement and infrastructure conversion (second level in Fig. 5.4), and
then further disaggregated at the machine level (third and fourth levels in
Fig. 5.4). The SLAC linac was originally built for PP, but in 1972 it was
converted for use merely as a pre-accelerator for other SLAC machines
(infrastructure conversion). Then, in the 1980s, the linac was used to
construct the all-particle physics SLC (SLAC Linear Collider) machine
(infrastructure conversion). After the SLC closed in the late 1990s, two-
thirds of the linac was used as a pre-accelerator for PEP-II (Positron-
Electron Project), thus once again undergoing infrastructure conversion,
and later, the other one-third was used as a key piece in the construction
of the LCLS, which is a state-of-the-art free electron laser machine for
PS (yet another instance of infrastructure conversion). The LCLS opened
for scientific use in 2009. The several-step infrastructure conversion from
the original 1960s linac to the 2000s LCLS also represents a process of
long-term science displacement since a key piece of infrastructure previ-
ously used solely for PP is now used solely for PS.

SPEAR is a storage ring that was designed and built for use in PP, start-
ing in 1970. The scientific use of SPEAR was soon extended to include
a SR program, which required some additional instrumentation (sczeznce
layering and infrastructure layering). By the early 1990s, PP research at
SPEAR was cancelled in favor of the SR program, which completely took
over operations at SPEAR (science dismantling). At the level of technical
infrastructure, the construction of ever-larger machines at SLAC over a
50-year time frame can be interpreted as a multistep process of infia-
structure layering (addition of new machines for PP) and of infrastructure
conversion (using the original linac as an injector for larger machines and
dedicating the old storage ring SPEAR to PS) (Fig. 5.2).

We have disaggregated the cases of DESY and SLAC in some detail,
in order to exemplify an analysis of micro-level change processes that led
to meso-level renewal. The comparison of the two laboratories reveals
striking similarities. Both laboratories initiated the construction of stor-
age rings for PP (DORIS and SPEAR) approximately ten years after their
founding, which later turned out to be extremely useful for SR research.
Viewed from today, when neither one of them is in use for PP anymore,
the overall transformation of these storage rings for PP comprises nfra-
structurve conversion and science displacement (second level, to the right, in
Figs. 5.3 and 5.4). On more detailed level, the transformations of DORIS
and SPEAR occurred through a gradual addition of SR activities (and
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associated instrumentation) to the machines (science layering and infra-
structure lnyering, third level, on the right side, in Figs. 5.3 and 5.4). This
was followed by abandonment of the DORIS and SPEAR rings by PP
(science dismantling), and the concurrent adaptation of the machines for
optimized SR operation (infrastructure conversion). DORIS was later shut
down (infrastructurve dismantling and science dismantling) in 2012, while
SPEAR remains in operation, serving the SR user community.

In the late 1970s, both DESY and SLAC built larger storage rings for
PP. The SLAC storage ring PEP was almost exclusively used for PP, with
only some sporadic SR operations undertaken in the 1980s. PEP was
eventually converted into PEP-II and taken out of operation in 2008 (this
development is not shown in Fig. 5.4). At DESY, the PETRA storage ring
was used solely for PP research for several years, and was then turned into
a pre-accelerator for the much larger HERA particle physics machine (sci-
ence dismantling and infrastructure conversion; third level, to the left, in
Fig. 5.3). Upon the closing of HERA in 2007 (this development is not
shown in Fig. 5.3), PETRA was rebuilt into a SR facility (znfrastructure
conversion and science lnyering, third level, on the left side, in Fig. 5.3) and
has been used for this purpose since 2009.

The parallels between the changes at DESY and SLAC are further
underscored when the machines are displayed on the same timeline
(Fig. 5.2). As previously mentioned, at the level of technical infrastructure,
the construction of ever-larger machines at both DESY and SLAC over a
50-year time frame can be interpreted as a multistep process of infia-
structure layering (addition of new machines for PP) and infrastructure
conversion (using the original machines as injectors for larger machines and
dedicating sold storage rings to PS). In each case, this succession culmi-
nates in the construction of new infrastructure designed for and dedicated
to PS. At DESY, this is the construction and operation of the VUV-FEL
(Vacuum-Ultraviolet Free Electron Laser, later renamed FLLASH, Free
Electron Laser Hamburg) in the late 1990s, and the start of construc-
tion of XFEL (X-ray Free Electron Laser) in 2009.%* At SLAC, this is the
2003-2009 construction of LCLS, which uses parts of the original SLAC
linac and thus represents an infrastructure conversion.

While we observe several cases of infrastructure conversion paired
with layering of new scientific fields, there are also examples of infrastruc-
ture changes that were not combined with respective changes in science.
HERA (at DESY) and PEP-II (at SLAC) are examples of dismantling of
technical infrastructure that meant science dismantling (of PP activities)
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on the level of the machines but, importantly, not on the level of the labs.
With no future use in sight, HERA was shut down in 2007 and PEP-II in
2008. However, large data sets from experiments at these two machines
remained to be analyzed, and thus many particle physicists remained at the
two laboratories to complete this work.

All new machines designed and built at DESY and SLAC before the
mid-1990s started out as dedicated PP facilities, and all have either
been gradually converted into SR facilities (DORIS and SPEAR gradu-
ally, PETRA recently and comparably abruptly) or dismantled (PEP and
HERA), or both (DORIS). Thus, while we observe several major instances
of PP displacement and dismantling at the level of the machines, there
has been no equivalent displacement of PP at the laboratory level (yet).
PP remains part of their stated core missions, though it is now a some-
what less prominent scientific field. The fact that PP was not immediately
dismantled upon closure of the technical infrastructure of this research
field shows that scientific programs are only partly tied to infrastructures—
appearing to even function independently of them to some extent. This
also explains why micro-level change processes in one dimension (e.g.,
infrastructure) are not necessarily identical to change processes in another
dimension (e.g., scientific fields). Of course, one key question is how long
the scientific programs of PP can continue without operating a machine.
Somewhat speculatively, the material at hand and the analysis above point
in the direction of a full eventual displacement of PP, partly by APP and
most importantly by SR/PS, seen in long-term and laboratory-level per-
spective, at both labs.

5.5 CONCLUSION

This chapter addresses the question of why none of the national labo-
ratories of Germany and the USA have ever been closed, despite con-
siderable changes or even the decline and expiration of their original
research missions. The analysis has shown that the answer to this question
is complex, since research laboratory renewal is a multilevel and a multi-
temporal process. We propose that analysis of the complexity of research
organizations and their changes requires data spanning several decades,
and observations in (at least) three dimensions: technical infrastructures,
scientific fields, and organizational units. The combination of these three
dimensions within and across certain time windows is necessary to unveil
and understand the organizational process of change. Our present analysis
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touches upon several possible answers, some of which we believe are wor-
thy of more attention in future research.

First, we argue that organizational renewal involves gradual changes at
the micro level, which typically do not threaten the existing routines and
capacities of research laboratories with regard to technical infrastructure
and scientific fields. However, gradual changes can complement each
other and, through mutual cumulation over extended periods of time, can
lead to reorientations of entire laboratories that go far beyond the short-
term small-scale developments. Thus, gradual but cumulative processes of
change can have discontinuous effects on the scientific missions of labora-
tories and their respective research capacities. This link is particularly vis-
ible at DESY and SLAC, where we observe a major shift from PP research
to PS (although PP remains, and APP has also been added). Although we
have not discussed in this chapter what caused these micro-level change
processes to occur and then to cumulate, we know from the histories of
the two labs that institutional entrepreneurs, laboratory leadership, uni-
versities in the vicinity of national laboratories, and federal sponsorship
were key elements in explaining how micro-level investments in explo-
ration cumulate into meso-level renewal. Further empirical research is
needed to generalize these findings.

Second, the translation of micro-level changes into meso-level renewal
is neither automatic nor straightforward, but rather a complex multilevel
and multitemporal process. Thus, we would require more knowledge
about “failed” laboratories, that is, facilities that have not successfully
adapted to changing societal, economic, and political circumstances. In
the 1970s, during the consolidation phase of the national laboratories
system in the USA, the federal government organized a series of reviews.
The aim was to determine whether any research programs within the
national laboratories required adaptation, or it perhaps entire laborato-
ries should be closed, as part of the government downsizing promised
by the Reagan administration. Silicon Valley entrepreneur David Packard
headed one of these review panels, and reportedly “chilled the hearts of
laboratory directors across the nation”®® by saying “Preservation of the
laboratory is not a mission.”* This statement is clearly provocative, but
there is little empirical evidence to substantiate it. As no laboratories were
ultimately closed, the question remains under which institutional con-
ditions laboratories fail to translate micro-level changes into meso-level
renewal, and what consequences this has on their scientific productivity
and impact.
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Third, we have argued that macro-level stability is related to both
micro-level and meso-level changes within and across single laboratories.
Our present analyses provide no conclusive evidence demonstrating which
level is more important in this regard. The transformations of DESY and
SLAC evidently support the claim that successful adaptations at the meso
level tend to stabilize the laboratory systems as a whole. However, since
DESY and SLAC each represent only one laboratory in their respective
national systems, we cannot generalize this statement without providing
supportive empirical evidence relating to the other 16 German and 9 US
laboratories. Still, we know that micro-level changes have occurred in one
way or another in all national laboratories in these two countries. As men-
tioned above, since the consolidation phase of each national laboratory
system, their budget growth has typically been consumed by existing labo-
ratories but not by new ones. Additionally, the original national laborato-
ries had core research missions of nuclear energy or nuclear energy-related
R&D, but their research portfolios later broadened considerably into areas
including chemical and molecular science, biological systems science, cli-
mate change science, applied materials science and engineering, chemi-
cal engineering, computer science, biotechnology, and APP. Therefore,
it seems that micro-level changes in single national laboratories have pro-
vided the macro-level system with enough adaptive capacity to survive
despite considerable macro-level changes in research policy and society at
large, such as those brought on by the end of the Cold War.

The explanation of how micro-level adaptation and meso-level renewal
influence macro-level stability or change, and vice versa, is key to under-
standing institutional change in national laboratory systems. One possibil-
ity is that micro-level changes in single national laboratories have provided
the macro level with enough adaptive capacity to maintain its status quo
(i.e., the survival of all national laboratories ever founded). The outcome
of this situation would be very different compared to a situation where
micro-level changes cumulate into meso-level renewal, thus providing the
macro level with renewability and survival capacity. System level reproduc-
tion by micro-level adaptation is quite different from system level transfor-
mation by meso-level renewal. Although we know that the two national
laboratory systems have survivor qualities, we do not yet know whether
the renewal of DESY and SLAC can be generalized to other national
laboratories. This challenging question remains on the agenda for future
research.
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CHAPTER 6

Institutional Context and Growth of New
Research Fields. Comparison Between State
Universities in Germany and the USA

Aviette Jappe and Thomas Heinze

6.1 INTRODUCTION

This chapter examines how universities build up and expand research
capacities in new and emerging scientific fields following major scientific
breakthroughs. The research question is to what extent the institutional
framework in which universities are embedded supports such expansion
and renewal. Scientific research is oriented toward two opposing values:
innovation and tradition.! Research thus is characterized by a fundamental
tension between forces that on the one hand attempt to leave conven-
tional paths of thought and transcend established doctrines and on the
other hand seek conformity to disciplinary research and accepted frame-
works. James March introduced the terms exploration and exploitation
to describe this fundamental tension.? Exploration designates the search
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for new knowledge and overcoming of current know-how, and exploita-
tion designates the refinement and validation of established knowledge
and incorporation of new findings into existing patterns of thought.
Exploration opens up new horizons and perspectives while exploitation
enhances existing knowledge and technology (see editor’s introduction).

The tension between exploration and exploitation can be investigated
from two angles. First, we may ask which institutional conditions facilitate
the emergence of research breakthroughs. From this perspective, institu-
tional conditions for the emergence of new scientific solutions are inves-
tigated.® Second, we can also inquire into conditions for the propagation
and diffusion of scientific inventions. If something new has been invented,
how does it take hold over existing approaches? How are innovators able
to overcome both the inertia and resistance of the scientific establishment?
As far as the analysis of renewal in science and technology is concerned,
the second perspective seems more relevant. Therefore, in this article, we
investigate the capability of universities to seize upon and expand new and
innovative research fields.

To do so, we chose two research breakthroughs from the recent past
with an impact that can be adequately investigated from a sociological
point of view: the scanning tunneling microscope (STM), developed in
1982 by Gerd Binnig and Heinrich Rohrer at the IBM research center in
Riischlikon,* Switzerland, and Buckminsterfullerenes (BUF), discovered in
1985 by Harold Kroto of the University of Sussex in the UK and Richard
Smalley and Robert Curl of Rice University in Houston, Texas, USA. The
development of STM was recognized by a Nobel Prize in Physics in 1986,
and the discovery of BUF was recognized by a Nobel Prize in Chemistry
in 1996.° By sclecting these two research breakthroughs, we contribute
to a long line of sociological studies on the Nobel Prize, its awardees, and
research organizations recognized by Nobel prizes.

Based on the selection of STM and BUEFE, we examined which uni-
versities seize upon such breakthroughs and how quickly they engage in
follow-up research. Our analysis focuses on explaining the differences
in the speed with which these breakthroughs were taken up and institu-
tionalized within organizational units of the various universities. In this
regard, we compare state universities in Germany with state universities in
the USA. These two countries were the most important global centers of
research in the late nineteenth century and all of the twentieth century.”
However, the leading role of German universities in most scientific disci-
plines had been increasingly challenged by US universities since 1900, and
in the 1930s, Germany was replaced by the USA as the new global center
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in scientific research. Today, in both countries, we find a lively scholarly
and public policy discourse about academic leadership and excellence.®

For a meaningful comparison of the university systems in Germany and
the USA, it has to be taken into account that the majority of German uni-
versities are funded by the Linder states. According to the classification
of the German Federal Statistical Office (2010), 102 German universities
have the right to award doctoral degrees, and 82 of these universities are
state sponsored. In comparison, according to the Carnegie Classification
(2010), 265 US universities have the right to award doctoral degrees, and
155 of them are state sponsored. Therefore, our comparison includes 82
German and 155 US state universities.

From a methodical point of view, the focus on state universities is
important because it allows a direct comparison between the two coun-
tries. Taking into account the many private US universities funded by
multibillion dollar endowments, such as Stanford, Caltech, Harvard, Yale,
Princeton, Chicago, Columbia, and MIT, would distort the comparison.
Private US universities constitute a particular institutional sector in a strat-
ified educational system and would thus require a separate comparative
analysis. However, such a comparison with the 20 private German univer-
sities would be quite difficult because the latter are only of minor impor-
tance in science and engineering. In sum, when we speak of universities
in the following discussion, we are always referring to state universities in
the two countries.

Our bibliometric findings demonstrate that scientists at US universi-
ties were several years ahead of their colleagues at German universities in
seizing upon STM and BUEF. Based on a set of hypotheses, this chapter
demonstrates that universities with budgets that grew and that had a high
number of professors among their scientific staff in the years following
major scientific breakthroughs were among the early adopters and thus
highly competitive in the new and emerging fields. In contrast, universities
with stagnating budgets and a low share of professors among their scien-
tific staff were mostly among those that engaged in follow-up research
relatively late. These findings are elaborated using both longitudinal staft
and funding data and retrospective interviews with key actors involved in
follow-up research in various universities. We identify major differences in
the university systems of Germany and the USA.

The chapter is structured as follows. The next section introduces the
theoretical framework, highlighting two processes of gradual institutional
change that are particularly important for renewal in science (Sect. 2).
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Then, we introduce method and data (Sect. 3) as well as hypotheses
and describe both the dependent variable and the explanatory variables
(Sect. 4). These sections are followed by a detailed comparison of state
universities in Germany and the USA (Sects. 5 and 6). Finally, we sum up
our findings and draw conclusions.

6.2 THEORETICAL FRAMEWORK

The emergence and expansion of new research areas is typically discussed
with respect to disciplinary specialization and institutional differentia-
tion. In this perspective, intellectual renewal takes place within established
academic disciplines and often leads to new subdisciplines.® Yet this view
accounts only for the result of both intellectual and institutional recon-
figurations and neglects the often protracted and conflict-laden processes
involved in spinning off new fields of research. The processes themselves
as well as the mechanisms that propagate them and eventually make pos-
sible the successful implementation of new research areas have not been
broadly studied, and both processes and mechanisms of renewal in science
thus are relatively unknown territory.!°

In recent years, sociologists and political scientists interested in explain-
ing historical shifts in welfare state institutions have developed the approach
of historical institutionalism that addresses institutional change from both
a theoretical and an empirical perspective. In particular, Kathleen Thelen,
James Mahoney, and Wolfgang Streeck have shown that institutional
change in advanced economies often takes place gradually but nevertheless
can result in fundamental changes to existing institutional structures.
Among the gradual change processes identified by Thelen, Mahoney,
and Streeck,!! two processes, layering and displacement, are of particular
importance here. Layering means that new research capacities are created
while prior research is continued at the same or an even higher scale. In
this way, new research areas are added to the existing fields. Displacement
occurs when the creation of new research areas requires shrinking existing
research fields. Like in a zero-sum game, support for new research fields is
related to abandoning capacities in existing fields.

The historical institutionalism literature assumes /ayering to be the least
conflict-laden process of gradual change.'? This insight can be directly
translated to renewal in science. Investments in capacities for a new
research field mean no direct loss for the establishment in existing fields
and thus provide a comfortable situation for innovators and early adopters.
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In contrast, displacement is more conflict prone: The gains of the new
field are the losses of existing fields; therefore, the scientific establishment
will wield all of'its influence to prevent or at least postpone changes in the
status quo. Hence, in cases where the scientific establishment has strong
veto power, renewal can be actively resisted.!?

Building up research capacities in new fields requires scientific staft and
financial resources, which are necessary but not sufficient conditions. We
assume that the professor is the most important staff category for intellec-
tual renewal at universities. He or she represents the smallest organizational
unit that can make the decision to seize upon and invest in new scientific
opportunity. There are two mechanisms for displacement of research areas
at the level of professors. First, a professor may decide to change research
areas. Because of their status, professors are entitled but also expected to
make such decisions independently whereas other scientific staft and stu-
dents typically require permission. The second mechanism is recruitment,
which leads to renewal because newly recruited professors are specialized
in new areas. As long as the absolute number of professors at a univer-
sity remains constant, personnel fluctuation can lead to displacement of
research areas. If the number of professors grows, then there is room for
layering of additional research areas.

Regarding financial resources, we distinguish between the two broad
categories of basic institutional funding and competitive grant fund-
ing because they are linked to intellectual renewal in different ways. In
Germany, professorships are typically endowed with basic funding for
scientific staff, laboratories, and equipment, which still made up a large
share of their research budget during the 1980s, the time of the STM and
BUF breakthroughs. Basic funding is flexible in the sense that it is not
earmarked for specific project objectives. As long as basic funding grows,
there is always some amount for investment in new topics and research
opportunities. On the other hand, basic funds are tied to professorial
chairs; thus, there is competition among chair holders for available basic
funding. In this way, stagnating basic funding means that displacement
is the only option for renewal whereas growth in basic funding indicates
possibilities for layering.

The category of competitive grant funding includes public and private
grants as well as other external research money that is invested in research
projects. Grants are linked to intellectual renewal because they drive sci-
entists to seek opportunities for rapidly demonstrable scientific achieve-
ment. Furthermore, grants are additional external resources that do not
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threaten existing research areas in which universities have invested their
basic funding. Depending on the time frame under which they are allo-
cated, grants allow for more or less stable /ayering of new research areas.
But grant funding is also linked to displacement processes. In the USA,
professorial positions are typically not endowed with staff and equipment.
Professors who are unsuccessful in obtaining grants are in fact forced to
abandon their research after a short time and to take up more teaching or
administrative duties. As a consequence, research areas that are no longer
approved by peer review or funding agencies are rapidly displaced.

6.3 METHOD AND DATA

This chapter combines quantitative and qualitative information to explain
how staff structure and funding conditions influence the speed of recep-
tion of novel scientific ideas. Our focus is on findings of four case studies
of universities that engaged in follow-up research of STM (two cases) and
BUF (two cases). Each case was investigated in depth to find out how
the influence of staff structure and funding resources played out in this
particular instance of follow-up research. Summaries of case findings are
organized according to the selected variables. Scientists who were inter-
viewed are mentioned for each case study (see endnotes).

To draw generalizations from individual cases, we embedded each case
in two longitudinal data sets. These data allow for systematic comparisons
between cases and between the case and macro levels. The basis of the
study is the construction of a strictly comparable set of state universities.
The first data set consists of a bibliometric analysis of all state universities
in Germany and the USA that engage in follow-up research for STM and
BUF. Building on the available secondary literature on STM!'* and BUF*
we used publication and citation data retrieved on the basis of “article
flags” in Web of Science to investigate how rapid and how sustained the
reception of these two breakthroughs was globally.!®

The second macro data set consists of long-term personnel and fund-
ing data on the department, university, and state levels, which allows for a
comparative analysis of institutional conditions for /ayering versus displace-
ment of new research areas. These data were retrieved from the Bavarian
Statistical Office, the University of California’s Office of the President,
the Integrated Postsecondary Education Data System, and further archival
data from University of California, Santa Barbara (UCSB) and University
of California, Los Angeles (UCLA). All funding data were inflation



INSTITUTIONAL CONTEXT AND GROWTH OF NEW RESEARCH FIELDS 153

adjusted. To make scientific staff data for US universities comparable to
scientific staff data for Bavarian universities, we used information on PhD
graduates in US universities as a proxy for the number of scientific staff
below the professoriate, the equivalent of what is called “wissenschaftli-
che Mitarbeiter” (scientific nonprofessorial staff) in German universities.
Therefore, our values for the percentage of professors in US universities
are lower and thus a stronger test compared to using raw data.

6.4  VARIABLES AND HYPOTHESES

The dependent variable in this analysis is the reception speed with which
STM and BUF as research breakthroughs were taken up and expanded
into research programs by scientists in state universities in Germany and
the USA. Reception speed can be operationalized using the typology
developed by Rogers (2003) for analyzing the diffusion of innovation.
Rogers distinguishes innovators—that is, those who have achieved a sci-
entific breakthrough—from early adopters, early majority, and late major-
ity.)7 The early adopters are those scientists who promptly seize upon
a breakthrough and adjust their own research to accommodate it; the
early majority are those who get on board as the breakthrough begins to
become accepted; and the late majority are those who join only in after the
breakthrough has been widely adopted by peer scientists.

The analysis of STM and BUF follow-up research as documented below
extends across and in part beyond 20 years. In the literature, it is common
to conduct longitudinal analysis with either three- or five-year intervals.!$
We have chosen five-year periods. Accordingly, we define early adopters as
those who started doing follow-up research within five years of the break-
through; we define early majority as those who entered upon follow-up
research in the second five-year period after the breakthrough; and late
majority as those who started follow-up research more than ten years after
the initial breakthrough, that is, in the third or fourth five-year period.

According to the theoretical framework outlined above, building up
research capacities in new fields requires primarily scientific staff and
appropriate funding. Therefore, we consider the following explanatory
variables: relative frequency of professors among scientific staff, growth
in the absolute number of professors, growth in absolute amount of basic
funding, and percentage of grants in the funding structure (Table 6.1).
These explanatory variables are outlined below.



154 A.JAPPE AND T. HEINZE

Table 6.1 Hypotheses for explaining early adopters in STM and BUF

Hypothesis 1 Early adopters are found in universities with a high percentage of
professors.

Hypothesis 2 Early adopters are found in universities with a growing number of
professors.

Hypothesis 3 Early adopters are found in universities with growing basic funding.

Hypothesis 4 Early adopters are found in universities with a high percentage of grant
funding.

The first explanatory variable is the percentage of professors among all
scientific staff. It measures the extent to which universities host work units
that are independent in making the decision to seize upon and invest in
new scientific opportunities. Universities hosting many professors, relative
to the entire scientific staff, are expected to have a short response time
to research breakthroughs (hypothesis 1). This is for the following two
reasons: First, hosting many professors raises the frequency by which new
and emerging research opportunities are both detected and followed up
by incumbent professors. Second, in any university, existing research areas
are being replaced to some extent through staff fluctuation. Hosting many
professors raises the frequency by which new professors are being hired,
and new research topics and areas thus are imported. Therefore, the first
explanatory variable is a measure of displacement of research areas.

In addition, the first explanatory variable is also an indicator for the
average size of research groups. It carries information about working con-
ditions and the leadership and management duties that are linked to the
professorial position. According to previous research, small groups ofter
better environments for creative research because the group leader remains
personally involved in research and because there is more frequent, more
intensive, and less hierarchical communication between group leader and
group members.’ Doctoral students and postdocs in small group envi-
ronments benefit from more intensive mentoring, which has been shown
to be the best preparation for a successful academic career.?’ In contrast,
in large groups, a professor is more involved in research management,
which includes directing and supervising the implementation of a research
program, acquisition and administration of grants, and more heavy
coordinator and representative tasks in relation to scientific colleagues,
university administration, and funding agencies. The cited advantages of
small groups suggest they will on average show faster reception to new
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scientific ideas (exploration) whereas large groups enable more in-depth
exploitation of already established scientific breakthroughs (exploitation).

The second explanatory variable is growth in the number of professors.
It is interpreted as an indicator for processes of layering of new research
areas. Recruitment of new professors is important for intellectual renewal
because they are specialized in new areas. If the number of professors is
growing, then recruitment frequency is above the replacement rate. In this
situation, there will be less conflict and less resistance against the uptake
of new research fields because there are more areas to add than to replace.
Therefore, response time to novel scientific ideas is expected to be short
when the number of professors is growing compared to universities where
it is stagnating or declining over longer periods of time (hypothesis 2).

The third explanatory variable is growth of basic funding. Similar to
growth in the number of professors, this variable measures processes of
layering. Growth in basic funding means there are resources available for
investment in new topics and research opportunities. Hence, research
groups disposing of growing basic funding can react to new scientific
developments swiftly and in a flexible manner. Scientists who work in the
context of growing basic funding will—on average—show fast receptions
to novel scientific ideas (hypothesis 3).

The fourth explanatory variable is the amount of public and private
grants as percentage of basic university funding. Grants drive scientists
to seek opportunities for rapidly demonstrable scientific achievement.
Depending on the time frame under which they are allocated, grants allow
for more or less stable /ayering of new research areas. It seems likely that
universities with high portions of grants will have short response time to
novel scientific ideas (hypothesis 4).

6.5 EmriricAL RESULTS I: RECEPTION SPEED
IN GERMAN AND US UNIVERSITIES

Our comparison includes all universities where scientists publish—on aver-
age—at least one publication per year citing the “article flags” of either
STM or BUF. Therefore, we define as early adopters those universities who
had at least five STM or five BUF publications in the years 1983-1987
and 1986-1990, respectively. Early majority are those universities that in
the second five-year period had at least five STM or BUF publications in
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Fig. 6.1 Percentage of universities starting STM follow-up research
Source: WoS. Note: Phase 1 = Early adopters; Phase 2 = Early majority; Phases 3 and
4 = Late majority. N=14 German universities, N=25 US universities

1988-1992 and 1991-1995, respectively. Late majority comprised uni-
versities with an average of one publication per year and university more
than ten years after the breakthrough, for STM in the years 1993-2002
and for BUF in the years 1996-2005.

The speed with which US universities compared to German universities
entered follow-up research in STM and BUF is shown by their percentage
in each of the five-year periods (Figs. 6.1 and 6.2). Regarding early adopt-
ers, there were four US universities and two German universities in STM,
and six US universities but not a single German university in BUF. A sec-
ond finding reinforces the first: Regarding early majority, there are mostly
US universities, and the difference between US and German universities is
more striking in BUF compared to STM. In contrast, German universities
dominate in the category of /ate majority, the difference between the US
and the German universities is again more striking in BUF compared to
STM.
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4 = Late majority. N=21 German universities, N=40 US universities

In sum, our bibliometric findings suggest that scientists in state uni-
versities in the USA were markedly ahead of their colleagues at German
universities in seizing on both of these research breakthroughs. In the
following section, we elaborate how these considerable differences in the
dependent variable can be explained.

6.6  EmriricAL ResuLts II: CASE STUDIES OF GERMAN
AND US UNIVERSITIES

Based on the bibliometric findings on the dependent variable, we estab-
lished criteria for selecting university cases. For theoretical reasons, the
first criterion was to choose universities that were either early adopters
or carly majority because the aim of the analysis is to determine which
characteristics of our variables contribute to rapid follow-up research. A
second criterion was the total number of STM or BUF publications that
the universities published in the respective 20-year time frames.
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In practice, the consistent application of both criteria was not always
possible. The reason for this was that state universities in Bavaria (n# =
8) and campuses of the University of California (UC; # = 10) had to be
chosen because comparative longitudinal data for the independent vari-
ables could be retrieved only for these state universities. Regarding STM,
Ludwigs-Maximilians-Universitit Miinchen (LMU) was the first choice;
in comparison to the other two Bavarian universities that engaged in
STM follow-up research (Universitit Regensburg, Technische Universitit
Miinchen), LMU is an early adopter and has a higher total number of
STM publications. In the UC system, the choice was easy: UCSB is an
early adopter and has the highest total number of STM publications.
Regarding BUF, Friedrich-Alexander-Universitit Erlangen-Niirnberg
(FAU) was the first choice; like to the other two Bavarian universities that
engaged in BUF follow-up research (Universitit Bayreuth, Technische
Universitit Miinchen), it is late majority, but displays higher total num-
bers of BUF publications. In California, UCLA and UC Berkeley (UCB)
are both early adopters, and almost identical in BUF publication output.
UCLA was chosen for case study.

6.6.1  Explanatory Varviables for UCSB, UCLA, LMU, and FAU

The first explanatory variable (V1) is the percentage of professors among all
scientific staff. At UCSB, the percentage of professors decreased from 52%
in the first period (1983-1988) to 42% in the last period (2003-2008). At
UCSB’s physics department, the percentage of professors decreased from
54% to 35% in the same periods. At UCLA, the percentage of professors
slightly decreased from 44% in the first period (1986-1991) to 40% in the
last period (2006-2010). At UCLA’s chemistry and biochemistry depart-
ment, the percentage of professors slightly decreased from 35% to 32% in
the same periods.

At LMU, the percentage of professors decreased from 22% in the first
period (1983-1988) to 12% in the last period (2003-2008). Figures for
the physics department are almost identical with 21% in the first period and
13% in the last period. At FAU, the percentage of professors decreased from
19% in the first period (1986-1991) to 13% in the last period (2006-2010).
Figures for the chemistry department are similar, with 19% in the first and
12% in the last period.
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Compared to the US cases, the two German universities had a sig-
nificantly lower percentage of professors among all scientific staft over the
total observation period of 25 years, indicating a lower capacity for recep-
tion to novel scientific ideas. In addition, there is a general decrease in the
percentage of professors in both systems, indicating a decreasing capacity
for reception to novel scientific ideas.

The second explanatory variable (V2) is growth in the number of pro-
fessors. At UCSB, this number rose by 44% (38% for full professors), from
531 in 1980 (311 full professors) to 767 in 2010 (505 full professors). At
UCSB’s physics department, their number rose by 48% (45% for full pro-
fessors), from 25 (20 full professors) to 37 (29 full professors) in the same
period. At UCLA, the total number of professors rose by 24% (35% for
full professors) from 1267 in 1980 (741 full professors) to 1574 in 2010
(1001 full professors). At UCLA’s chemistry and biochemistry depart-
ment, however, their number rose by 9% only (24% for full professors),
from 45 (29 full professors) to 49 (36 full professors) in the same period.
Therefore, conditions at UCLA’s chemistry and biochemistry department
were less conducive than at UCLA in general.

At LMU, the number of professors was 906 in 1980 and decreased to
703 in 2010, a decline by 22% (including junior professors). The faculty
of physics and astronomy had 38 professors in 1980. The figure rose to
42 in 1988, then stagnated (with minor fluctuations) until 2000, and then
decreased to a minimum of 35 in 2006. Thus, there was slight growth in
the first five years after the STM breakthrough. In connection with fund-
ing from the Deutsche Forschungsgemeinschaft (DFG) for a “cluster of
excellence,” professorial positions were in part reallocated by university
leadership in the mid-2000s. The general declining trend was reversed for
the physics department, and the number leaped to 51 professors in 2010.
At FAU, the number of professors grew from 373 in 1980 to 524 in 2010,
which is equivalent of a growth of 40%. In chemistry, there were 20 profes-
sors in 1980, and in physics there were 29. These figures remained roughly
constant over 25 years, so that the uptake of BUF happened during a
period of stagnation. Similar to the case of LMU, the launch of a DFG
“cluster of excellence” led to noticeable growth at the end of the observa-
tion period, with 26 professorships in chemistry and 36 in physics in 2010.

The characteristics of the four universities on the two staft variables are
quite typical of universities in the UC system and Bavaria. The UC system
had a percentage of professors of 45% in the mid-1980s, declining to 40%
in the second half of the 2000s. Bavaria had 22%, declining to 12% in the



160 A.JAPPE AND T. HEINZE

same period. In the UC system, the number of professors grew by 40%
(71% for full professors), from 5155 in 1980 (2955 full professors) to
8552 in 2010 (5064 full professors). In Bavaria, the number of professors
increased by 19%, from 2490 in 1980 to 2952 in 2010 (including junior
professors). In absolute numbers, the UC system had 2.1 times as many
professors as Bavaria in 1980 but 2.9 times as many in 2010. These differ-
ences in relative and absolute figures indicate an increasing divergence in
the structure of scientific staff at UC campuses and Bavarian universities.

The third and fourth explanatory variables are growth in basic funding
(V3) and percentage of state and private grant funding in total financial
resources (V4). Basic state funding at UCSB’s physics department shows
long waves of growth, rising from $4.9 million in 1983 (first year of data
set) to $7.0 million 1991, dropping to $5.1 million in 1994 and rising
again to $8.0 million in 2004. Over a period of 28 years from 1983 to
2010, there was overall growth of 39% in basic state funding, and growth
of 19% in tuition fees, both indicating overall good conditions for layering
of new research areas. Furthermore, from 1983 to 2010, the amount of
state and private grant funding oscillated between $2.8 and $4.5 million
annually. As a result, between 1983 and 1987, the ratio between grant and
basic funding at USCB’s physics department fluctuated between 0.46 and
1.00, indicating very good conditions for layering of new research areas
in the period following the STM breakthrough. In the entire observation
period from 1983 to 2010, grant funding as a percentage of basic funding
decreased from 46% (between 1983 and 1987) to 33% (between 2006
and 2010).

At the UCLA department of chemistry and biochemistry, basic state
funding shows periods of decline and some growth in between. There
was a decline from $14.0 million in 1986 (the first year of the data set)
to $12.3 million in 1990, followed by a turther decline to $11.4 million
in 1995, then substantial growth to $13.8 million in 2000, followed by
another decline to $12.8 million in 2010. However, the total decline of
8% in basic state funding between 1986 and 2010 was counterbalanced by
a strongly increasing inflow from tuition fees, which more than doubled
from $3.4 million in 1986 to $7.0 million in 2010. Therefore, total basic
funding moderately increased by 14% between 1986 and 2010, indicat-
ing some opportunities for layering of new research areas. More layering
possibilities existed because the amount of state and private grant funding
rose by 43%, from $9.8 million in 1986 to $14.0 million in 2010. As a
result, UCLA’s chemistry and biochemistry department had a very high
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and increasing ratio of grant to basic funding, rising from 0.57 (between
1986 and 1990) to 0.9 (between 2006 and 2010).

At LMU, basic funding for the faculty of physics and astronomy
declined in the period from 1982 to 1986 from around €19 million to
€17 million. Later, basic funding rose to €21 million in 1987, and then
declined again to €15 million in 1994, then rose again to €22 million
in 2003. This means that during the 1980s and in the first half of the
1990s there were no additional basic funds available for the layering of
new research areas at LMU. State and private grant funding at the facul-
ties of physics and astronomy grew at first slowly between 1980 and 1995,
and then more rapidly from €3.6 million in 1995 to €9.5 million in 2006,
after which it surged to a maximum of €19.8 million in 2009. The ratio
of grant to basic funding increased steadily from 0.17 (between 1986 and
1990) to 0.48 (between 2006 and 2010). At the end of the 2000s, DEG
excellence funding caused statistical outliers. During the first decade of
STM follow-up research at LMU, from 1983 to 1992, the ratio between
grant and basic funding was still below 0.2, indicating limited resources
for layering of new research areas.

At FAU, basic funding for the department of chemistry rose from
€8 million in 1980 to €14.4 million in 1997 and then decreased to €11
million in 2009. The decline in basic funding since 1997 meant that no
additional basic funds were available for the layering of new research areas
at the time when BUF was taken up at FAU. State and private grant fund-
ing at the faculty of chemistry rose from €0.4 million in 1980 to €4.2
million in 2005. It fluctuated in the second half of the 2000s and reached
a maximum of €4.9 million in 2009. The ratio of grant to basic funding
increased slowly at first, from 0.03 (from 1986 to 1990) to 0.10 (from
1991 to 1995), and then sharply to 0.36 (from 2001 to 2005). In total,
increasing grant funding compensated for the decline in basic funding
from 1997 to 2004. Rising shares of grant funding showed overall good
conditions for the layering of new research areas during the period when
BUF was taken up at FAU.

The characteristics of the four universities on V3 and V4 are in many
ways typical of the universities in the UC system and Bavaria. Basic funding
for UC campuses grew from a total of $2.58 billion in 1979 to a total of
$4.93 billion in 2010, which is equivalent of a growth ot 91% (V3, including
endowment). A decomposed analysis shows that state basic funding grew
only slightly, by 12%, from $2.15 billion in 1980 to $2.41 billion in 2010,
whereas tuition fees increased by a factor of 6.16, from $0.36 billion in
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1979 to $2.65 billion in 2010. Even though state basic funding did not
grow much, rising tuition fees led to pronounced long-term growth in
basic funding, supporting continued layering of new research areas over
a period of 30 years. Furthermore, state and private grant funding grew
by a factor of 4.5, from $1.40 billion in 1979 to $6.32 billion in 2010.
Therefore, the ratio of grant to basic funding (V4) increased from 0.54 in
1979 to 1.28 in 2010, indicating excellent conditions for the layering of
new research areas.

Basic funding for state universities in Bavaria grew by 54%, from €1.06
billion in 1980 to €1.63 billion in 2010 (V3). This includes tuition fees,
which were introduced in the second half of the 2000s, rising from €7.8
million in 2006 to €111.4 million in 2010. The growth period extends
from 1980 to 1992; afterwards, there was a period of stagnation with
fluctuations until 2007. Therefore, there were good conditions for layer-
ing of new research areas until the early 1990s, followed by a period of
stagnation during the 1990s and 2000s. State and private grant fund-
ing expanded strongly by a factor of 7.2, from €80.3 million in 1980 to
€577 million in 2010. The ratio of grant to basic funding (V4) increased
from 0.08 in 1980 to 0.35 in 2010. Although the steep growth in grant
funding indicates improving conditions for layering of new research areas,
the percentage of grant funding was much lower compared to the UC
system.

The analysis of staff structure and financial resources shows that, apart
from minor deviations, the four selected cases are representative of macro
developments in the respective state university systems. The quantitative
description already hints at dramatic differences in the conditions for intel-
lectual renewal in California and Bavaria. These differences are further
investigated in each of the four case studies below.

6.6.2 UCSB (STM)*

The story of STM adoption at UCSB is the story of the Paul Hansma
laboratory. Hansma is a physicist and early adopter who stepped into STM
research in 1983 when Gerd Binnig for the first time presented atomic
resolution images of a 7-by-7 silicon surface reconstruction (dependent
variable). Before adopting STM, Hansma had worked on inelastic electron
tunneling spectroscopy and already had been introduced to STM through
personal contact with Binnig in the summer of 1981, a few months after
the initial discovery. Hansma was also among the earliest adopters of
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the Atomic Force Microscope (AFM), as he shifted his research group
from STM to AFM immediately after the invention by Binnig, Quate,
and Gerber in 1986. During the 1990s, his group invented applications
of AFM for a variety of disciplines, while in the 2000s, the focus shifted
to development of biomedical AFM applications and devising improved
diagnostics for skeleton bones.

The case of UCSB highlights the percentage of professors (V1) as a
significant factor for the rapid uptake of research breakthroughs. The
Hansma laboratory at UCSB represents an organizational structure geared
to the individual investigator and his scientific collaborations. As a group
leader, Hansma appreciates the advantages of small groups, and he cares
to protect his own role as a researcher against encroachment by research
management duties. As Hansma emphasized in an interview, he never
wanted his group to become too big for himself to work in the laboratory
or build prototypes with his own hands. Hansma became known in the
“instrumental community” for recruiting a long series of postdocs who
expanded STM and AFM applications into broad areas of physics, chem-
istry, materials science, geology, and molecular biology.?> Over time, he
collaborated with a large number of scientists from physics as well as other
disciplines inside and outside UCSB. One of his most important partners
in AFM research was Hermann Gaub, who stayed at UCSB as a postdoc
in 1988 and became a professor at LMU in 1995, creating a substantive
link between the two case studies.

Given that research groups are small, the main management duty of a
professor consists in the acquisition of grants (V4). As described in the pre-
vious section, the physics department at UCSB had a high share of grant
funding in the period between 1983 and 1987. The case study shows that
Hansma used three approaches to secure flexible long-term funding for
his group. First, he was able to obtain long-term grants, most of the time
from the US National Science Foundation (NSF) Division of Materials
Research, a grant that was extended four times over 30 years from 1973 to
2004, and later from the US National Institutes of Health from 2002 to
2014. A second parallel funding stream was provided by grants of shorter
duration from varying sources.

Second, a strong reputation allowed Hansma to adopt the principle
that he would accept only postdocs who brought their own funding with
them. In that way, he reduced his own acquisition load while selecting
postdocs who were capable of writing grant applications independently
and whose projects could stand up to peer review. Third, a close collabora-
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tion with the start-up Digital Instruments Inc., founded by UCSB physics
professor Virgil Elings in 1986, provided the Hansma laboratory with
significant contributions in instrumentation and patent royalties, which
he could use as flexible research money. Flexible as opposed to earmarked
funding is important for reception speed to novel scientific ideas.

Strong growth in the number of professors at the physics department
and at UCSB more generally (V2) underpins a recruiting policy geared at
individual talent. We found no institutional commitment on the part of
UCSB to build up or maintain excellence in STM /AFM research. Rather,
UCSB aims to recruit the best and most talented individuals while it is
understood that as professors, they may decide to change research areas
perhaps several times over the course of their careers. Renewal is imple-
mented as individual reaction to opportunity (V1).

Another interesting finding from the case of UCSB concerns the invest-
ment of additional basic funding (V3) and grant funding (V4) for shared
resources that are accessible to all scientists either within the same depart-
ment or across several departments. According to Hansma, the physics
machine shop was most significant to the success of his group because
there were excellent machinists who built instruments for research-
ers, and professors and students could also build things for themselves.
In the 1980s, the physics department still partially covered the costs of
the machine shop. Today, this machine shop is financed from individual
research grants (V4) on a full cost basis. Still, the same infrastructure is
provided for all scientists in the department of physics. Another example
is the Materials Research Laboratory, which was established at UCSB in
1992 under the framework of the NSF’s “Materials Research Science &
Engineering Centers” (MRSEC) program. The MRSEC seeks to rein-
force the base of individual investigator and small group research (V1)
by supporting research approaches of a scope and complexity that would
not be feasible under traditional funding of individual research projects.
In this context, Hansma formed a long-lasting interdisciplinary collabo-
ration with Galen Stucky, Daniel E. Morse, and later J. Herbert Waite.
The MRSEC combines project grants (V4) for interdisciplinary teams of
professors with the provision of facilities that are shared among members
of different departments (V3). In this way, collaboration among faculty is
facilitated.

In sum, the UCSB case demonstrates that along with the high percent-
age of professors among scientific staff positions, the professor and his
small group are the key unit of decision making and thus of change in
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science (V1). In addition, /ayering new research areas requires long-term
availability of individual investigator grants (V4) and sharing equipment
and laboratory space via basic departmental or university funding (V3).

6.6.3 UCLA (BUF)»

The story of BUF adoption at UCLA involves the research groups of
Robert Whetten, Frangois Diederich, Richard Kaner, and Karoly Holczer.
Their groups were among the early adopters of BUF research. The first
phase of BUF follow-up research lasted from 1985 until 1990, when
Kritschmer, Lamb, Fostiropoulos, and Huffmann introduced a new pro-
cess for the synthesis of C60 molecules.?* In 1990, when Whetten heard
Kritschmer lecture on the C60 manufacturing processes at a conference
in Germany, he immediately paid him a visit at the Max Planck Institute
for Nuclear Physics in Heidelberg and, together with Diederich, started to
produce C60 at UCLA. Whetten and Diederich were thus among the first
scientists worldwide to enter the race for the chemical characterization of
fullerenes (dependent variable). Together with Kaner and Holczer, they
formed a team of complementary specialists and quickly attained a cen-
tral position in the emerging field. In the period between May 1991 and
September 1993, Whetten, Kaner, and Holczer co-authored 19 articles
while Whetten and Diederich had another 20 co-publications.

Even though the percentage of professors in UCLA’s chemistry and
biochemistry department was lower than at UCLA in general, the case
study illustrates the advantage of early scientific independence, which
is linked to a high percentage of professors among scientific personnel
(V1). Whetten was born in 1959 and thus barely over 30 years old when
he stepped into C60 research. By the age of 26, he had already been
an assistant professor. Diederich was born in 1952, and by age 33, he
had completed his habilitation at Heidelberg before coming to UCLA in
1985. Despite the fact that Diederich was comparatively young when he
completed his habilitation, he attained an independent research position
seven years later than Whetten. As Kaner explained in an interview, the US
system offers scientists the opportunity to succeed or fail at a very young
age. Well below the age of 30, scientists may be given a laboratory with
the equipment, students, and resources necessary to do whatever they are
capable of doing. In contrast, their peers in Germany would typically work
under supervision of a more established professor until their late thirties
and early forties.?®
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The case of UCLA also illustrates how tenure track is linked to the
acquisition of grant funding (V4). The tenure-track system works as an
incentive structure that rewards rapid uptake of new scientific opportu-
nity. When Diederich, Whetten, and Kaner stepped into BUF research
in 1990, Diederich had shortly before been promoted to full professor,
Whetten was an associate professor, and Kaner was an assistant profes-
sor. At the time of their appointment, they had been equipped with sub-
stantial starting capital from UCLA. As Kaner explained in an interview,
Whetten advised him to expend his starting capital and more in order to
earn scientific credit. Consequently, Whetten and Kaner both followed a
deficit-spending strategy, consisting of rapid investment to come up with
findings that would expedite the acquisition of new grant money. Judged
by the criteria of the tenure track process, their strategy paid oft. The sci-
entific visibility and reputation that the group achieved in the initial BUF
boom phase earned them rapid promotion to the status of full professor.
Yet it was also risky because newly acquired research grants had to be
used to settle previous debts, and the future revenue in external fund-
ing was never certain. Kaner was relieved from deficit spending in 1989
when he obtained a Hewlett Packard Fellowship worth $100,000 per year
for a period of five years. Whetten, on the other hand, believed in the
deficit-spending philosophy, and up until 1993, when he left UCLA, had
accumulated massive debts on university accounts.

The case of UCLA also illustrates how the strong dependency of profes-
sors on grant funding (V4) may end a successful scientific collaboration. An
apex of follow-up research at UCLA was the isolation of potassium-doped
C60 compounds, demonstration of a single superconducting phase, and
analysis of the crystal structure of K3C60. These findings were published
in a race for priority with a group from Bell Labs. At the height of produc-
tivity, however, the collaboration disintegrated. In 1992, Diederich left
UCLA for a professorial chair at Fidgenossische Technische Hochschule
(ETH) Ziirich; in 1993, Whetten accepted a professorship at the Georgia
Institute of Technology in Atlanta. Holczer was appointed professor at
UCLA in 1993 but felt compelled to change research fields after Whetten
had left. Kaner stayed to continue on at UCLA with fullerene research.
Compared to the 1991-1992 peak, the number of BUF follow-up publi-
cations dropped significantly.

In US universities, professorships are not endowed with staft positions,
so except for the starting package professors may receive when accepting
a professorial position, the entire laboratory, scientific group, students,
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and equipment must be sponsored through research grants. Diederich left
UCLA to establish a much larger institute based on more extensive basic
funding at the ETH Ziirich, (V4). Twenty years later, his laboratory has
issued a total of over 660 publications, awarded 106 doctoral degrees, and
hosted 94 postdocs, attesting to differences in group size that are linked to
the percentage of professors among scientific staff (V1). Whetten accepted
the offer from the Georgia Institute of Technology, which allowed him to
pay the debts he had accrued during his work at UCLA. Thus, it was the
pressure to acquire grant money (V4) in a general climate of declining
basic state funding that led to a premature disintegration of a highly pro-
ductive collaboration in the case of UCLA’s chemistry and biochemistry
department.

In sum, the UCLA case demonstrates that the high percentage of pro-
fessors among scientific staff (V1) made it possible for a team of four pro-
fessors to build a coalition and, by means of some basic departmental
and university funding (V3), but more importantly: by means of external
grants (V4), successfully compete for a central position in the emerging
research field. Although follow-up research at UCLA lasted from 1990 to
1993 only and thus shows that layering of new fields might be temporary,
it was extremely productive during this period and represents an instance
of rapid and successful response to novel scientific opportunity.

6.64 LMU (STM)*

STM follow-up research at LMU set in directly after the original break-
through (dependent variable). This finding is not surprising given the fact
that Gerd Binnig, one of the inventors of STM, came to LMU in 1987
as an honorary professor and for ten years led the IBM physics group
there, an outpost of IBM Ziirich. Other scientists involved in STM /AFM
follow-up research include Wolfgang Heckl, Hermann Gaub, and Khaled
Karrai.

Binnig set up his own laboratory at the institute of Theodor Hinsch,
a physicist and pioneer of laser spectroscopy at LMU (Nobel laureate
2005). However, the IBM physics group secems to have exerted less influ-
ence than might be expected. This is displayed in a decreasing number
of STM publications in the late 1980s and early 1990s. Binnig’s title of
honorary professor did not involve regular teaching duties or the right
to supervise habilitations. As for his team, academic career options were
either not readily available (V1, V2) or not attractive enough, so that most
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scientists moved on to other IBM projects and locations once the coop-
eration with LMU ended. Exceptions of team members who entered aca-
demia were Franz-Joseph Gieflibl, who left the IBM physics group after
his dissertation in 1991 and became a professor of experimental physics at
Regensburg in 2006, and Wolfgang Heckl, who was a professor at LMU
from 1993 to 2004.

The careers of Heckl and Gaub illustrate the scarcity of professorships
(V1) and their decline in absolute numbers (V2) as a severe constraint on
recruitment and thus on the uptake of new research areas at LMU in the
late 1980s and 1990s. Heckl had been a doctoral student under Profs.
Helmuth Mohwald and Erich Sackmann at the Institute of Biophysics
at Technical University Munich (TUM) when Binnig recruited him. He
joined the IBM physics group in 1989 as a postdoc. Because Binnig was
not in a position to supervise his habilitation, Heckl became Hinsch’s
assistant in 1990 but continued to work with Binnig. The IBM labora-
tory was excellently equipped, and Heckl recalls a spirit of optimism and
innovation there. Although his habilitation on the structure of DNA bases
was awarded the Philip Morris Research Prize in 1993, at the age of 35, he
could not be recruited to the physics faculty at LMU because between the
late 1980s until the mid-2000s, the number of physics professors at LMU
dropped from 42 (1988) to 35 (2005).

Therefore, he accepted an associate professor position for experimental
physics at LMU’s Institute of Crystallography in the faculty of geosci-
ences in 1993. This move changed his working environment and condi-
tions for the worse: He received little support among the full professors
(chairholders) in geosciences, who perceived STM methods as unrelated
to the core of their discipline. Because it is chairholders who are in the
position to compete for and dispose of basic funding in German universi-
ties (V3), Heckl was left to finance his research group exclusively through
external grants (V4). In 2004, Heckl was appointed director general at the
German Museum in Munich. Even though his main responsibility there
was science communication, he established an STM ultrahigh vacuum lab-
oratory at the German Museum. In 2009, he was appointed full professor
of science communication at TUM.

Gaub, like Heckl, had been a student of Prof. Sackmann and taken his
doctorate in 1984 at TUM. He completed a postdoc at Stanford in 1984
and came to UCSB as a visiting scholar in 1988. There, he was introduced
to AFM by Hansma, who handed him one of the first AFM prototypes.
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The two scientists started a fruitful collaboration, co-publishing 12 papers
on biophysical applications of AFM between 1990 and 1999. After Gaub
had completed his habilitation and spent another year at Stanford, at the
age of 38, he was appointed associate professor at TUM and in 1995 to
full professor of applied physics at LMU. Gaub’s recruitment to LMU
was possible only because in 1995, the number of professors in phys-
ics almost reached the level of 1988 before it started to drop until 2005
again. Therefore, had there been more and a growing number of professor
positions at LMU, Gaub, whom Hansma referred to as one of the most
talented scientists he had ever collaborated with, could have possibly been
recruited there much earlier.

Another finding concerns an institutional constraint on collabora-
tion among faculty at LMU. Although the rise of the nanosciences since
the early 1990s created a strong need for interdisciplinary collaboration
among subspecialties of physics and other disciplines, professorial chairs at
LMU showed little inclination for scientific exchange and collaboration
because they competed individually for additional basic funding of their
own chair-based research institutes that were operated by chairholders as
self-contained hierarchical units (V3). In this situation, semiconductor
physicist Jorg Peter Kotthaus together with a group of younger colleagues
at LMU, including Heckl and Karrai, among others, created the Center
of Nanosciences (CeNS) in 1998. CeNS brought together scientists who
would open the doors of their laboratories to their colleagues as a pre-
condition for CeNS membership, modeled after Kotthaus’ experience at
UCSB’s department of physics. This organizational innovation reportedly
unleashed a spirit of enthusiasm. CeNS was, in fact, one of the first of
several nanoscience centers that have since been created in Germany and
the USA.

In sum, the LMU case study shows that despite the presence of nobel
laureate Gerd Binnig at the faculty of physics, the reception of novel sci-
entific ideas was constrained by a low percentage of professors among
scientific staff (V1) and by declining absolute numbers of professors both
at the faculty of physics and at LMU (V2) during the late 1980s until the
mid-2000s (displacement). Therefore, the opportunities to recruit out-
standing scientists in the emerging field of STM /AFM follow-up research
were severely inhibited.
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6.6.5 FAU (BUF)¥”

FAU entered BUF follow-up research ten years after the original break-
through (late majority). The case study begins in 1995 when Andreas
Hirsch was appointed full professor at the Institute of Organic Chemistry
(dependent variable). Hirsch formed a close collaboration with computer
chemist Timothy Clark and physical chemist Dirk Guldi in the area of car-
bon allotropes. Since the beginning of the 2000s, the number of profes-
sors involved in this new research area increased through strategic activities
both at the department and FAU level. Today, BUF follow-up research
at FAU covers carbon nanotubes and graphene as well as fullerenes and
involves collaborations among the departments of chemistry, physics, and
material sciences.

The FAU case again highlights recruitment of professors as a key mech-
anism for intellectual renewal and suggests that a low percentage of pro-
fessors among scientific staff (V1) causes late adoption of breakthroughs.
When Hirsch was appointed in 1995, five years after the invention of C60
mass synthesis by Kritschmer et al.,*® he was the only professor at FAU
who had any experience in BUF-related research. Similar to the case of
LMU, Hirsch reimported the topic from UCSB, where he had stayed
from 1990 to 1991 as a postdoc with Fred Wudl, one of the first adopt-
ers of BUF research worldwide. Even though Hirsch was among the first
adopters of fullerene chemistry in Germany, he first had to complete his
habilitation in Tiibingen before being recruited to an associate professo-
rial position in Karlsruhe in 1995 and then to a full professor position at
FAU in the same year. At FAU, Hirsch swiftly formed a collaboration with
computer chemist Clark, who had been professor at FAU since 1976, and
physical chemist Guldi, who despite having completed his doctoral thesis
in 1991, one year after Hirsch, was appointed full professor at FAU as late
as 2004.

When fullerene research started at FAU, it did so in a context of stag-
nating numbers of professors at the chemistry department, as well as the
university as a whole (V2). However, during the mid-2000s, there was a
unique opportunity for intellectual renewal. Within a period of only a few
years, 100 full professorial positions and 58 associate professorial positions
were open for recruitment due to massive retirement. Facing this rare
opportunity, FAU university leadership started to build strategic clusters
in selected research fields. During this time, Hirsch and Clark had already
built a collaboration that received departmental and university level sup-
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port. Since 2000, university leadership defined carbon allotropes as part of
FAU?’s profile in the strategic field of new materials research. This univer-
sity strategy resulted in the appointment of a total of ten professors with
research specialties related to carbon allotropes, five in the department of
chemistry and five together in the departments of physics and material sci-
ences; this is equivalent to displacement of existing by new research areas.
In the context of organizational restructuring in 2007-2008, another
three full professor positions were created in the “Interdisciplinary Centre
for Molecular Materials”; this is equivalent to layering of new research
areas on top of existing ones.

The concentration of basic funding (V3) into carbon allotropes was
dependent on the successful acquisition of grant funding, especially from
DFG. The percentage of grant funding (V4) in the department of chem-
istry had increased slowly from 3% (from 1986 to 1990) to 10% (from
1991 to 1995). During the first decade of BUF follow-up research, it
climbed to 20% (from 1996 to 2000). Hirsch and Clark had received
individual investigator grants from DFG for BUF follow-up research
since 1996. From 2001 to 2012, they both led research groups within
the DFG collaborative research center “Redoxactive Metal Complexes”
(SEB 583). Then Clark was among the coordinators for FAU’s acquisi-
tion of a DFG “cluster of excellence” in the field of advanced materials,
which involves professors from several disciplines. This cluster yielded €41
million from DFG and additional €41 million together from the state of
Bavaria, the German federal government, and industry for a period of five
years from 2007 to 2012. Between 2012 and 2017, DFG granted another
€34 million. Hirsch is director of the DFG collaborative research center
“Carbon Allotropes” (SFB 953) for the period 2012-2017, coordinating
15 research groups in the departments of chemistry, physics, and engi-
neering. Therefore, the percentage of grant funding (V4) in the depart-
ment of chemistry increased to 36% (from 2001 to 2005).

As argued in the case of LMU, the professorial chair system operating
with a small percentage of full professorships (V1) who then compete for
additional basic funds (V3) tends to create self-contained units that impede
collaboration. At FAU, this problem was addressed in an organizational
reform in 2007-2008: Departments were created as administrative units
below the level of faculties, replacing the former disciplinary institutes.
The main objective of this reform was to make university administration
more efficient and to improve administrative services. The department
structure has been cited in interviews as a facilitating condition for col-
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laboration among professorial chairs. However, apart from the sharing
of administrative resources, the hierarchical professorial chair system
remained intact. At the end of the 2000s, funding from the DFG excel-
lence program allowed for some growth in the number of professors (V2)
in the departments of chemistry, physics, and material sciences. At the
same time, however, the numbers of scientific staff rose from an already
high level, resulting in still lower percentages of professors and increased
average group size (V1). Therefore, it is expected that the DFG excellence
program has not sped up today’s reception time for more recent research
breakthroughs compared to the 1980s and 1990s.

In sum, the FAU case study shows how the reception of novel scien-
tific ideas was constrained by a low percentage of professors among sci-
entific staft (V1) and by stagnating absolute numbers of professors (V2)
during the 1990s until the mid-2000s. Intellectual renewal happened at
FAU with considerable delay only when, because of a retirement wave, a
considerable number of professorial positions were open for recruitment
(displacement), and when the university leadership took this opportunity
to build strategic research areas and at the same time invested additional
resources (V3) in these new areas, including professorial positions (/ay-
ering). 1t also illustrates how large-scale grant funding (V4) ignited the
systematic exploitation of carbon allotropes as an already recognized and
established research field.

6.7  CONCLUSIONS

This chapter examines the capabilities of universities to rapidly build up
and expand research capacities in new and emerging scientific fields follow-
ing major scientific breakthroughs. Based on STM and BUEF, two research
breakthroughs in physics and chemistry from the early/mid-1980s, we
investigated how quickly scientists in German and US state universities
built up follow-up research in response to these breakthroughs. Most
importantly, we explored to what extent the institutional framework in
which universities are embedded supported such expansion and renewal.
For this purpose, we distinguished between layering and displacement as
gradual processes of renewal in science. Using longitudinal staff and fund-
ing data as well as case study evidence, we have provided original insights
into mechanisms shaping these two renewal processes.

Our bibliometric findings (dependent variable) demonstrate that sci-
entists in US universities were several years ahead of their colleagues at
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German universities in seizing on STM and BUF. US scientists were more
often early adopters and early majority than German scientists while the
latter were mostly late majority. Our institutional findings (explanatory
variables) suggest that in the years following STM and BUF, the UC sys-
tem provided better institutional conditions for scientific renewal than
universities in Bavaria. Universities in the UC system had many opportu-
nities for taking up new and emerging fields, mostly via /ayering of new
resources, including additional professorial positions, and via displacement
of old by new research specializations that came with continuous replace-
ment of professorial positions in universities with a high share of such
positions among all scientific staff. In contrast, Bavarian universities oper-
ated under less supportive conditions: stagnating basic funding primarily
invested in hierarchical, self-contained professorial chairs in combination
with a relatively low level of external grant funding and scarcity of profes-
sorial positions caused delayed responses to novel scientific developments.
Below are our results:

First, a high percentage of professors among scientific staff (V1) is
conducive to intellectual renewal via displacement of established fields by
new research fields, as stated in the first hypothesis. Two mechanisms are
involved: A high percentage of professors raises the frequency by which
new research opportunities are both detected and followed up by those
who are expected to conduct independent research; in addition, a high
percentage of professors raises the frequency by which new peers are hired,
and new research topics and areas thus are imported in exchange for exist-
ing ones.

As the four cases have shown, the percentage of professors provides valu-
able information about the chance structure for academic careers. A low
percentage of professors, as in Germany, indicates that many more young
scientists work in the academic system than can be possibly absorbed into
professorial ranks. As a consequence, there is a bottleneck at the transition
to professorial status, leading to prolonged periods of dependency and
job insecurity in academic biographies. In the US system, the transition to
assistant professor, and thus scientific independence, takes place earlier in
the biography, thus providing favorable conditions for seizing upon new
and promising scientific opportunities.

Second, the chapter demonstrates that an increasing number of profes-
sors (V2), growth in basic funding (V3), and a high ratio of grant to basic
funding (V4) are key factors positively associated with renewal via /ayer-
ing of new research areas on top of existing commitments in established
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research fields and disciplines, as stated by the second, third, and fourth
hypotheses. In fact, a declining or stagnating number of professors (V2)
severely constrains the capability of universities and their departments to
build up swiftly new and emerging research fields by recruiting outstanding
scientists, as demonstrated in the cases of LMU and FAU. Furthermore,
as the case of UCSB shows, if growth of basic funding (V3) is channeled
into facilities and laboratories that are widely shared by professors both
inside and across departments, opportunities for particularly effective col-
laborations in new and emerging fields are created. Yet, as the case of
UCLA illustrates, in a context of declining basic state funding, too strong
dependency of professors on grant money and too high competitive pres-
sure for external research resources (V4) may inadvertently end successful
scientific collaborations before all fruits are harvested.

Third, our findings point to considerable and increasing differences in
the university systems of California and Bavaria with major implications
for renewal in science. Although the percentage of professors (V1) has
decreased in both states since the 1980s, this decrease has happened in
very different ranges: from 45% to 40% in California, and from 22% to
12% in Bavaria. Therefore, given our empirical findings on V1, the condi-
tions for renewal in science in Bavarian universities are worse today than
they were in the 1980s, in contrast to California.

Furthermore, basic funding (V3) for UC campuses grew from a total of
$2.58 billion in 1980 to $4.93 billion in 2010 (91% growth) with tuition
fees and grant funding providing the lion’s share in growth. In contrast,
basic funding for state universities in Bavaria grew from €1.06 billion in
1980 to €1.63 billion in 2010 (54% growth), including tuition fees (since
2007). Yet, following a more general political trend against tuition fees in
all German Linder states, the Bavarian parliament abolished tuition fees
in 2013. Tuition fees will not be charged in the future, thus reducing the
level of basic funding in Bavarian universities. Therefore, based on our
empirical findings on V3, the financial conditions for renewal in science in
Bavarian universities are worse than in California.

In addition, there is also a major gap regarding the share of grant fund-
ing (V4) between the two states. In UC campuses, state and private grant
funding grew from $1.40 billion in 1980 to $6.32 billion in 2010 (growth
factor of 4.5), which is equivalent to an increase from 0.54 to 1.28 of
grant relative to basic funding. In Bavarian universities, state and private
grant funding expanded from €80.3 million in 1980 to €577 million in
2010 (a factor of 7.2), which is equivalent to an increase from 0.08 to
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0.35. While the steep growth in grant funding indicates improving condi-
tions for layering of new research areas in Bavaria, the ratio of grant to
basic funding is still much lower compared to the UC system. In fact,
the growth of state and private grant funding in Bavaria seems decoupled
from the growth in the number of professors (V2): In Bavaria, the number
of professors has grown by 19% while UC campuses have a growth of 40%.
In comparison with the growth in state and private grant funding (Bavaria:
7.2, UC system: 4.5), much of the grant funding in Bavaria is channeled
into scientific staff positions below the professorial level, which is typically
not entitled to conduct scientific research independently—a key condition
for renewal in science, as this chapter has shown.

In methodological terms, the chapter has demonstrated that inter-
preting qualitative results from the four case studies requires triangula-
tion with longitudinal quantitative data on staft structure and funding
streams. Without these quantitative data, it would be difficult to general-
ize results. In fact, the four cases represent the two university systems so
well that findings at both the department and the university levels often-
times match with variables for the two systems as a whole. In this way, the
chapter strives to link the historical narrative of particular cases with more

general institutional developments in the systems in which these cases are
embedded.
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CHAPTER 7

Organizing Space: Dutch Space Science
Between Astronomy, Industry,
and the Government

David Baneke

7.1 INTRODUCTION

Whenever a new technological or scientific field emerged after the Second
World War, Dutch scientists, government officials, and industrial compa-
nies feared being left behind. Especially in strategically important fields
such as nuclear physics, radio astronomy (radar), and computing, scien-
tists, industrial companies, and the government cooperated to initiate
research efforts. These cooperative projects led to what the editors of this
volume call “investments in exploration”: the creation of several major
new research fields in the Netherlands. One interesting example in the
early 1960s is space science. A striking feature of all these projects was the
role of Philips Electronics, one of the largest and most powerful Dutch
companies. Philips did not always remain active in the new fields, but even
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if it pulled out, it had often contributed significantly to the establishment
of a new research infrastructure.

By following space science in the Netherlands from its beginning until
the 1980s, we can investigate the interplay between national, industrial,
and academic considerations in the establishment of a new scientific and
technological field, reconsidering, for example, the importance of politi-
cal considerations and commercial constraints, the role of management
cultures, and the adaptation of institutions to changing contexts. This
will enrich our understanding of the various roles that academic science,
industrial companies, and the government (the three sectors that together
form the so-called “triple helix,” although that notion has been specifi-
cally applied for a more recent kind of cooperation)? played in the science
infrastructure. These roles were not always clearly delineated.

In a 2006 paper, Philip Scranton called for a richer understanding of
the role of non-market (government) actors in defining problem sets for
innovation in the post-war period.? Scranton focused mainly on national
security issues during the Cold War. The “military-industrial complex”
of that era, or comparable networks of industry, academia, and govern-
ment institutions, was a model of institutional cooperation in innovation
and development between the three “triple helix” sectors in the post-war
decades. Different models existed as well, however. Unlike in the USA,
Britain, France, or Sweden, the military played only a small role in Dutch
big science projects. Industry did, with an especially central role for Philips
Electronics.

This chapter starts with an introduction of Philips Electronics and
Fokker Aircraft and their roles in the Dutch national innovation system.
Then I will describe their involvement in the establishment of a Dutch space
program, focusing on the Astronomical Netherlands Satellite (ANS) proj-
ect. Interestingly, the two companies drew different lessons from the proj-
ect. I will analyze this difference by comparing their aims and ambitions,
internal organizations, and the place of technological capability and inno-
vation in the corporate identity of either firm. If we want to understand why
Philips was such an important node in the scientific infrastructure, we have
to realize that the boundaries between commercial, scientific, and national
security considerations were not clear-cut. Philips was a commercial firm,
but it also had internalized roles that are traditionally assigned to govern-
ment or academia. Different parts of the company cooperated in almost
the same way as university laboratories and industrial companies would.
The case of Fokker was different. There, the notion of a “development
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pair” would be more applicable. A recent book about Swedish technology
development used this notion for the close cooperation between a private
company and a government institution in high-tech development projects,
in which the government funds a private development project and acts as
a guaranteed first buyer. A special version is an “auxiliary development
pair,” in which the government’s support is not aimed at developing and
procuring a specific product, but at indirectly supporting whole industrial
sectors to build up their institutional infrastructure.*

The chapter ends with a brief discussion of the second Dutch satellite
project, the Infrared Astronomical Satellite (IRAS), and the new innova-
tion policy that emerged in the 1980s—a policy that was aimed at creat-
ing an innovation infrastructure that resembles what later became known
as “mode 2” knowledge production.® As we shall see, this policy stimu-
lated some forms of cooperation but terminated others. Notions such as
“military-industrial complex,” “non-military academic-industrial com-
plex,” “development pair,” and “auxiliary development pair” all describe
models of cooperation between governments, industry, and universities
that predate the oft-discussed mode-2, but they do not resemble in any
way the “mode 1” knowledge production as it is often summarily described
in the mode-2 literature. As others have observed before, mode-1, like the
“ivory tower” university or the “linear model” of scientific innovation,
never existed except as an idealized model to clarify its opposite.6

The case of space science is especially interesting because the field did
not just pose scientific and technological challenges but also organiza-
tional ones. For the emergence of space science as a new discipline, insti-
tutional and management innovation was as important as scientific and
technological innovation. New forms of management knowledge had to
be imported, in this case especially from? the National Aeronautics and
Space Administration (NASA). Space projects were notoriously compli-
cated, not only because of the extreme demands on quality and preci-
sion but also because of the number and variety of institutions that were
involved. They were training areas for cooperation between scientists,
engineers, business leaders, and government officials, and in many cases
military officers as well.” Especially Fokker considered it crucial to learn
how to manage large technological development projects, in other words:
how to manage technological innovation. The accompanying manage-
ment jargon formed a major part of the new communal language that all
the actors in the new research field of space science had to master in order
to be able to cooperate.®
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Innovation was a central feature of the corporate identity of both
Philips and Fokker. It was a part of their role as national champions and
arsenals of knowledge and skill. For several reasons, building a scientific
satellite was an excellent means to develop desirable skills. The “pure”
scientific research that was done with the satellite was almost a by-prod-
uct of the technology, not the main goal—a spin-oft, so to speak. But
in the long run, the science was perhaps the most important outcome.
Especially IRAS produced ground-breaking new knowledge. This is a
reversal of the standard narrative about the relation between science and
technological applications.” It provides an interesting perspective on one
theme of this book: the relation between institutional and intellectual
change.

7.2  THE RoLE oF PHILIPS IN PosT-wAR DuTCH
SCIENCE

In the 1950s and 1960s, Philips Electronics produced a wide range of
products, including of course lighting, but also domestic appliances, med-
ical systems, and scientific instruments.!® The company was constantly
expanding. In the early 1970s, at the height of'its power, Philips had more
than 400,000 employees, including nearly 100,000 in the Netherlands
(population at that time: 13 million). In the Netherlands, it was by far the
largest company in its sector. Philips was considered to be a national cham-
pion: by the government, by the public, and also by itself. Traditionally,
the company supported a wide range of social and cultural projects in the
Netherlands. Especially in the Eindhoven area, Philips was omnipresent
in housing and health projects, sports, and many other aspects of society
(Philips Sport Vereniging, PSV, is still one of the major soccer teams of
the country). These activities strengthened the company’s standing as a
national institution.

Engineering capability featured prominently in Philips’ self-image. The
firm’s motto in the 1950s was “Triumph of Technology” (Triomf der
Techniek). Obtaining technological knowledge in new fields was thought
to reinforce the company in more ways than just future profitability. It was
closely related to national political concerns about the (presumed) Dutch
technological lag behind leading nations after the Second World War,
and the ambition to maintain national capability in strategic fields. This
“arsenal of knowledge” argument played an important role in national
industrial policy.! Although Philips was not directly supported by the
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government, at least not openly, the firm always maintained close relations
with the Economic Affairs ministry in The Hague.

The company invested heavily in research, spending up to 6% of the
turnover on research and development in the 1950s. This money went
to the development laboratories attached to each product division, but
1% of the turnover went to the Natuurkundig Laboratorium (Physics
Laboratory, usually known as NatLab), an independent entity within
the company.!? NatLab founder Gilles Holst and his successor Hendrik
Casimir were proud to make their laboratory an academic-style institution
which spent significant sums on fundamental research.!?

Together with Royal Dutch/Shell, by far the largest Dutch (or rather
Dutch-British) company, Philips was the largest employer of physicists
and chemists in the Netherlands. Recruiting talented students was a prime
concern for the two multinationals. For that reason, they carefully culti-
vated their connections to universities. Several Philips scientists, including
the directors of NatLab, had part-time professorships in Leiden or Delft,
and academic professors regularly lectured at NatLab seminars.!* Philips
and Shell were important actors in the national research infrastructure. In
the 1930s, they lobbied to establish graduate programs in Applied Physics
at various universities. In the Interwar years, up to one third of the physics
PhDs found jobs at those two companies.'® The physics students of the
Free University of Amsterdam even composed a special hymn for gradu-
ates who obtained a job at Philips.'® After the Second World War, Philips
and Shell donated large sums of money toward the founding of new labo-
ratories and technology institutes. Philips was also represented in the gov-
erning boards of several universities. The exchange of staff between the
universities and the industrial laboratories increased as well. According
to Baggen, Faber, and Homburg, the companies significantly influenced
academic research topics.!”

An important aspect of Philips’ corporate philosophy was that the com-
pany had to be involved in all major new fields of science, regardless of
short-term expectations of profit or practical use. Board members Frits
Philips and Th. Tromp considered cultivating a broad in-house scientific
and technological capability to be crucial for the future of the company.!®
It would put the company in a position to quickly understand new devel-
opments and react to them if necessary. One never knew which technol-
ogy would be the “next big thing,” so one needed to have an arsenal of
knowledge to draw upon. For this reason, novelty by itself was a motiva-
tion to invest in a new field, regardless of its immediate usage perspective.
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Another reason was to make the NatLab an appealing employer for
talented students with scientific ambitions.'

According to Casimir, the best way to get involved in scientific research
was to develop scientific instrumentation.?® One prime example was the
production of electron microscopes, but Casimir was also interested in
semiconductors and superconductivity, for example. After the Second
World War, Philips became involved in new research organizations for,
among other subjects, nuclear science and computing. In all cases, it pro-
vided instrumentation, most famously a cyclotron. It also got involved
in uranium enrichment, first through a research institution and later as
a stakeholder in the company Urenco.?! Another new post-war research
organizations was devoted to radio astronomy. During the war, Dutch
astronomers Jan Oort and Henk van de Hulst had made plans for post-
war radio astronomical research. After the war, Philips joined Leiden and
Utrecht observatories in founding the Foundation for Radio Astronomy
(SRZM). Over the next few decades, Philips supplied receivers and other
technology for several radio telescopes. The combined interests of indus-
try and scientists had enabled the foundation of a new field.?

The scope of Philips’ activities made the company an important node in
the national innovation system. In the context of government—industry—
university relations, treating Philips simply as industry would be a mis-
take in this period. It had internalized elements of all actors. No other
company had a comparable position. The embodiment of its scientific
clout was NatLab’s director H.B.G. Casimir, the most prominent Dutch
physicist after the Second World War, who later became President of the
Royal Netherlands Academy of Sciences. Another notable Philips alumnus
was C.J. Bakker, who was involved in Philips’ cyclotron project and
later became director-general of the European Organization for Nuclear
Research (CERN).

7.3 Foxxer: THE IMPORTANCE OF BEING CREATIVE

Fokker was not a member of the select group of companies that were
responsible for the lion’s share of R&D spending in the Netherlands.??
It was, however, the only Dutch aircraft manufacturer, which made it a
flagship company with a high national profile. It was a matter of national
policy that the Netherlands should retain an independent and “creative”
(zelfscheppende) aircraft industry, meaning that it should have the capac-
ity to design, develop, and produce new aircraft models.** In order to
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support and fund this capacity, the government founded the Dutch
Institute for Aircraft Development (NIV) in 1947.2° In theory, Fokker
would repay the cost of development projects to the NIV out of the prof-
its made from those projects. Those funds could then be used for new
projects, making the NIV a so-called “revolving fund.” In practice, how-
ever, this rarely happened. Government funding for the NIV was a subsidy
rather than an investment.

Because of its “creative” identity, engineering capability was at least
as important for Fokker as for Philips, but other than for Philips, scien-
tific novelty was less important than technological independence. Its focus
was on development rather than research. Fokker had no academic-style
laboratory, nor did the company try to be involved in all new high-tech
fields. It had a well-defined core business, which it strove to strengthen
by technological innovation. At the same time, its national flagship status
and the government support through the NIV sometimes clashed with
commercial considerations. This sometimes caused tensions in the com-
pany’s management. For example, it was understood that Fokker needed
foreign partners to survive commercially, but its (government-backed)
insistence on an independent Dutch engineering department made it dif-
ficult to cooperate successfully. Joint ventures with the German Vereinigte
Flugtechnische Werke (VEW) as well as with McDonnell Douglass,
Acrospatiale, and British Aerospace proved unsuccessful in the long run,
in no small part for that reason.?¢

The relationship between Fokker and the NIV could be viewed as a
“development pair,” except that in the case of Fokker, the Dutch govern-
ment could not guarantee to act as a first buyer of the end products of
the joint development projects. The national airline KLM was independent
enough to purchase other aircraft models if it wanted (which it often did),
and the Defense ministry often chose not to buy Fokker models that were
adapted for military use.?” This obviously caused some frustration at Fokker.

7.4  ESTABLISHING A NEW FIELD: SPACE RESEARCH

Scientific research with instruments outside the Earth’s atmosphere
started after the Second World War. In the USA, the Soviet Union, and
(on a smaller scale) in France and Britain, captured German V2 rockets
were used to observe, for example, the earth’s magnetic field and cosmic
radiation. These experiments were difficult, yielding only a few minutes
of observations per flight, with a high failure rate. For most scientists,
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systematic space research became a realistic possibility only after 1957,
when Sputnik proved that a longer stay in space on a relatively stable plat-
form was possible.

Satellites were, of course, dependent on military rocket (missile) tech-
nology to put them into orbit. In the 1950s, only the USA and the Soviet
Union possessed this technology. For scientists from other countries, space
came (literally) within reach after American diplomats announced an offer
to launch foreign scientific experiments on American rockets. This was a
part of their strategy to emphasize their openness and peaceful intentions,
in contrast to the secretive Soviet Union.?®

In the Netherlands, discussions about a national space program started
in 1959, when Dutch minister of Foreign Affairs (and future Secretary
General of NATO) Joseph Luns wondered how the Netherlands could
get involved in space activities. Luns stated that for political, scientific,
technological, and commercial reasons, the Netherlands could not afford
to be left behind. The Dutch ambassador in the USA had already warned
that NASA officials, who were looking for foreign partners, had gotten
the impression that there was no relevant Dutch institution to talk to.
The ambassador had pointed specifically at the opportunities that space
activities offered for Fokker and in the field of “clectronics.”?” Among the
first to react to Luns’ inquiries were the astronomers Jan Oort and Henk
van de Hulst. They had no experience with space research—both were
active in radio astronomy—but Van de Hulst was president of Committee
on Space Research (COSPAR), an international committee of scientists
for the advancement of the scientific use of space technology. Around
the same time, Eduardo Amaldi and Pierre Auger launched a plan for
European cooperation in space, modeled after CERN. Van de Hulst was
involved in the discussions about this plan because they took place in the
margins of COSPAR meetings.

Luns wanted to join the European space effort, “both because of the
countries that will join this European organization, and for financial, per-
sonal and scientific reasons.”?” He hoped that the new organization would
cooperate with the USA, to benefit from America’s technological prowess.
Simply joining the talks was not enough, however: he wanted the Dutch
opinion to carry weight in the negotiations. The best way to ensure influ-
ence would be to have a “modest but sophisticated” (bescheiden maar
weloverwogen) domestic space program. Luns expected that the national
science community and the flagship companies, with their arsenals of
knowledge, would enable the Netherlands to enter this new field with
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relative case. At the same time, those same institutions stood to be the
main beneficiaries.

It took until 1964 before a European space organization was founded—
or rather, two organizations: the European Space Research Organization
(ESRO) and the European Launcher Development Organization
(ELDO).?! Until ELDO had produced its rocket, ESRO would make use
of the American offer to launch foreign experiments. The Netherlands
joined both organizations. The Dutch contribution to the ELDO launcher
was coordinated by the Institute for Aircraft Development and the Dutch
Aeronautical Laboratory (NLL). Both Fokker and Philips (especially its
telecommunications division) participated in it. The Dutch participa-
tion in ESRO was coordinated by the Geophysics and Space Research
Committee (GROC) of the Royal Academy of Sciences.?> This committee
was dominated by astronomers, with Van de Hulst acting as chairman.
This rather informal, ad hoc organization coordinated Dutch space sci-
ence until the mid-1980s.

During the next few decades, all major Dutch space research proj-
ects were astronomical experiments.®® There are several reasons why the
astronomers were able to monopolize the field. Most importantly, they
had created a strong institutional infrastructure that enabled them to react
quickly to new developments and to cooperate on a national level. They
had both organizational experience and excellent contacts in political and
industrial circles, including with Philips (via radio astronomy). Besides, the
Dutch “school” of astronomy had an excellent international reputation.3*

7.5 THE NEED FOR A LARGE NATIONAL PROJECT

Fokker, Philips, and the Dutch government had hoped to secure large
development contracts from the new European space organizations, but
after a few years it became clear that this would not happen. Both com-
panies blamed their lack of proven experience in space projects, but also
the fact that the contracts of these organizations were awarded propor-
tionally to a nation’s contribution, which in the Dutch case was relatively
small. For that reason, the companies lobbied for a significant expansion
of the national space program.3® A large domestic project would provide
them with experience and know-how, while at the same time offering the
opportunity to demonstrate their capabilities to potential customers.
Acquiring new technical knowledge was not the main argument of
the two companies. The “spin-off” effect of space technology for aircraft
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development was expected to be fairly small. The transfer of skills the
other way around was expected to be much more significant: both Philips
and Fokker expected to be able to enter the new field easily, cashing in on
the arsenal of knowledge it had built since the war. One Fokker engineer
called this “spin-in” instead of spin-oft.3¢

Crucially, Philips and Fokker both argued that organizational knowl-
edge and managerial experience were at least as important as technologi-
cal innovation. This argument was used and repeated by industry lobbyists,
ministry officials, and politicians alike.*” In the 1960s, project management
was regarded as crucial to innovation. “Systems Management” became a
key modern technology in the era of big development projects that had to
deal with many actors from various disciplines and institutions, large uncer-
tainties, complex flows of information, and especially constantly changing
objectives and design specifications. Developed by the US Air Force and
aerospace industry, it was perfected in the Apollo project, generally hailed as
a triumph of management as well as technology. The European space organi-
zations ESRO and ELDO tried to emulate this success, with varying results.
Especially ESRO looked at NASA as a model for project management.®

Obtaining and demonstrating the capability to manage complex develop-
ment programs was especially important for Fokker. While Philips tradition-
ally entered new fields by developing components or instruments, Fokker
wanted to work on the highest “system” level. The emphasis on manage-
ment skills was related to the national policy of maintaining a “creative”
national industry, which attached much value to technical development
activities. Fokker’s space activities were not expected to be commercially
profitable in the short or even medium term, but rather to support the com-
pany’s (and by extension the nation’s) corporate standards, project manage-
ment skills, quality control, and morale.?® The management techniques of
space projects, with their emphasis on reliability, quality control, and inte-
gral system engineering, were directly applicable to aircraft development.

At Philips, similar arguments were used. It had a rather complex inter-
nal structure, with many semi-independent units, including national
branches in several countries, specialized product divisions, and the
NatLab. There were no multi-disciplinary development projects on the
scale of Fokker’s aircraft development. Still, Philips’ Central Technical
Efficiency and Organization department promoted systems management,
attempting to streamline development and production efforts and to make
the various departments cooperate more efficiently.*® Besides, J.H. Spaa of
Philips’ Central Development Bureau argued that high-profile development
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projects boosted corporate confidence.*! At the same time, as we shall see,
market considerations and profitability played a more important role at
Philips than at Fokker.

7.6 TuaE ANS

In response to the industrial lobby, the Dutch government sent a call for
proposals for an extended national space program to industry, and also to
the Royal Academy of Sciences. Fokker, Philips, and the astronomers care-
fully coordinated their answers. They all proposed to build an astronomical
satellite, to be launched with one of the rockets that the American govern-
ment had offered for foreign science instruments. This became the ANS.

Fokker and Philips mainly wanted to build a satellite; they did not much
care about what it would be used for. For several reasons, an astronomical
satellite perfectly matched their ambitions: the international prominence
of Dutch astronomy justified a large public investment; the project would
be unique; astronomy was easy to popularize, making the project visible; it
would provide ample opportunity to exhibit technological skill; and finally
it was not so politically complicated as, for example, communications sat-
ellites.*> Another reason, not mentioned by the companies, might have
been that since ESRO was the main potential client, it was important for
industry to demonstrate that it could cooperate with scientists.

Both industry and the astronomers wanted the satellite to be eye-
catching, the former because it wanted to advertise, the latter because they
wanted to operate at the forefront of science. The satellite would get an
innovative stabilization and pointing system, for example. For similar rea-
sons, Philips provided an advanced reprogrammable on-board computer.*?
Fokker built the satellite frame. The scientific instruments were provided
by the universities of Utrecht and Groningen. According to Utrecht
astronomer De Jager, Philips and Fokker accepted the scientific instrument
proposals without any discussion.** It was clear that for the companies, as
for the government, science was not the main goal of the mission.

ANS was to be launched on an American Scout rocket. NASA even
provided a slightly larger launch vehicle, in order to be able to add an
American instrument to the mission, which was interpreted by the Dutch
as a vote of confidence in the project.** But NASA also provided support
in the form of rigorous reviews at moments of design “freezes,” as well as
advice on procedures for component specifications and quality assessment,
and how to manage design changes on various levels. These standardized
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procedures were new to both Philips and Fokker. Additional support was
provided (for a fee) by General Electric (GE). Besides, Fokker staff spent
several months at GE and Republic Aviation (owned by Fairchild) to learn
some aspects of space technology.*

ANS was launched in 1974. Due to a minor malfunction, its orbit was
more elliptic than planned. Philips’ eagerness to show off paid oft in this
case: much of the observation program could be saved by reprogram-
ming the on-board computer. The science results were respectable but not
spectacular; however, the technological performance of the satellite was
excellent. The total cost of the mission was estimated to be close to f100
million, almost twice the original estimate. Fokker and Philips reported that
they invested f13 million for design studies, fees for GE, and renounced
profit.*” Unofficially, Philips’ estimated investment was higher (see below).

One could describe the relation between the government and industry
in the ANS project as a “development pair.” Most of the funding came
from the ministry of Economic Affairs, with a smaller contribution of the
ministry of Science and Education. The (government-funded) astronomi-
cal community was pushed forward as the first buyer of a space satellite,
with the explicit intention of paving the way for future commercial cus-
tomers. Of course, one has to remember that a satellite was not a new
type of car or even jet fighter. Serial production would not be an option in
space technology for many decades to come.

The conditions were specified in a contract, which included strict con-
ditions about the price in case of delays or cost overruns. This type of gov-
ernment sponsoring by development contract was a novelty at the time,
and it was expected that more would follow. For that reason, Spaa advised
the Philips board that the company’s contribution should not necessarily
be large, but it should be highly visible, for political reasons. In a later
stage, board member and NatLab director Casimir also argued that Philips
should accept financial loss on this project in order to secure the govern-
ment’s goodwill for future projects.*®

7.7 LEssoNs FROM ANS: DIFFERENCE BETWEEN
PHiLIPS AND FOKKER

Around the time of the launch of ANS, representatives of industry and
astronomers discussed the possibility of an “ANS-B,” a second Dutch
satellite based on the same design, again with American cooperation.*
The proposals referred to the same arguments about the importance of
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technical and managerial experience for industry and innovation. A new
argument was added however: space technology neatly matched the new
economic policy aims of the government in the 1970, because of its rela-
tively small use of raw materials and energy and its potential application to
monitor environmental problems.*°

The new satellite was mainly promoted by Fokker. Philips supported
the lobbying effort, but behind the scenes the company’s management
had already decided to pull out of the space business. This was the result
of an internal evaluation of the ANS project. The remarkable difference
between the two firms’ evaluations reveals the different corporate strate-
gies concerning innovation, which directly influenced their role in space
science, the field that they had helped to build.

At Fokker, the space activities had been concentrated in a dedicated
department, to which staff was allocated on a temporal basis as the proj-
ect required. This matched the existing company structure: large, multi-
disciplinary development projects with tight quality constraints were part
of the normal way of operating in aircraft manufacturing. That is also
why the company was so interested in NASA’s project management proce-
dures. ANS was a large and complex project in which every design change,
no matter how small, had consequences throughout the system, which
was exactly what made it so interesting to Fokker.

Things at Philips were different. The company had a venerable tradi-
tion in scientific research and high-tech development, but ANS was the
first project of this magnitude.> Work on the project had been divided
over several of the relatively independent units within the company.
Much of the most innovative technical work was done by a relatively iso-
lated group within the NatLab; the on-board computer was built by the
subsidiary Hollandse Signaalapparaten, a defense contractor, while the
Telecommunications division (hoofdindustrieqroep PT1) provided com-
ponents, as did other divisions. This complex institutional structure had
impacted the project in several ways. Philips was a microcosm, in which
various features and problems of university—industry cooperation were vis-
ible. Some divisions complained that weight and power allowances within
the satellite were not distributed fairly between the components, mak-
ing the margins for their work extra tight. At NatLab, staft complained
that its mission was to do research, not coordinate large-scale projects.
Apparently, the interest in management was stronger at the central com-
pany level than in the NatLab or the divisions. Meanwhile, the telecom-
munications division complained that it had been left with relatively
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uninteresting but costly work. The components themselves were not so
novel as to require innovations that could be used in other products, while
the quality constraints were a thousand times stricter than the division
was used to. The division was compensated for this work—it was treated
as a subcontractor—but still, manager N. Rodenburg was very worried
about the financial consequences of the project.®? In an evaluation of the
management aspects of ANS, Philips engineer P. van Otterloo concluded
that the complexity of ANS had been underestimated.>® Project planning
procedures had struggled to keep up with the frequent design changes,
while paperwork and quality assessment had cost much more time than
expected, resulting in delays and cost overruns. As the government con-
tracts specified a fixed price with only a partial reimbursement of budget
overruns, ANS left Philips with an estimated loss of c. f17.5 million.>*

Despite these problems, Van Otterloo considered ANS a useful project
for Philips, not least because it was a “valuable exercise in the applica-
tion of Systems Management in a Research and Development project.”%
During the project, the company’s staff had learned the new language
of component specifications, systems design reviews, failure mode and
effect analysis, and other management procedures. These notions were
increasingly regarded as useful tools in both development and produc-
tion. Van Otterloo suggested that ANS could be a useful case study for
the company’s training program for talented young staff members for
this reason.

An independent consultant, General Technology Systems Ltd, also
concluded that the fragmented internal organization negatively impacted
the firm’s prospects in space activities. For example, the isolated posi-
tion of the ANS project group at NatLab made it hard for other Philips
departments to benefit from the gained technical knowledge.>® In the
end, Philips’ leadership concluded that it had no future in space. Only
Hollandse Signaalapparaten would remain active in the field. The project
had been an interesting technological challenge, but the multi-disciplinary
aspect of the project was not very interesting to the company, especially
compared to the huge administrative effort and the amount of staff and
resources that had been invested. Space projects were too complex and
too unpredictable, and they did not fit the company’s structure.’” Besides,
Philips was increasingly skeptical about the commercial outlook for space
products. The international market was difficult to penetrate, while the
national market was simply too small. Similar reasons had led Philips to
abandon its ambitions in the field of nuclear energy.
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Fokker’s role more traditionally matched that of industry, though it was
shielded from direct market pressure by direct and indirect government
support. Other than Philips, Fokker had no ambition to do academic-
style scientific research, though it was keen on producing new knowl-
edge, both in technology and in management. Fokker was not put oft by
bureaucratic complexity and extreme quality constraints. Learning how
to manage those was crucial for its core business. Nor was it deterred by
commercial uncertainty, as that too was common in the aircraft business.
The company’s monolithic structure made it relatively easy to allocate staft
to temporary programs within the company. Besides, the semi-public NIV
bore most of the financial risks of its development projects. Just as with
aircraft development projects, Fokker promised to repay the NIV’s invest-
ment with profits obtained from future contracts, but in the case of ANS
no one really expected any profit in the short or even medium term.5®
Fokker got exactly what it wanted out of the project—except international
contracts, which was why it wanted to build another, more ambitious,
national satellite.

7.8 IRAS AND THE Poricy CHANGES IN THE 1980s

Both Fokker and the astronomers were pleased with the ANS project,
and eager to initiate a second project along similar lines. Although they
were disappointed about Philips’ decision to terminate its space activi-
ties, they obtained Philips” promise to politically support a campaign for a
second scientific satellite.® The campaign was successful: the government
agreed to a second national satellite, again mostly funded by the ministry
of Economic Affairs. This became the IRAS.

IRAS was a much more ambitious project than ANS, not least because
it included cryogenic cooling of the complete telescope system. It became
even more complicated when NASA decided to merge it with several
American proposals for infrared satellites. IRAS became a joint American—
Dutch project, with the Americans supplying crucial technology and half
of the total funding. Great Britain also participated in the project, provid-
ing the ground station. Throughout the project, IRAS was plagued by
problems, both technologically and organizationally.®® The satellite was
launched in 1983. It provided the first infrared survey of the sky, including
observations of interstellar dust clouds and thousands of new objects. The
IRAS catalogues of observations became starting points for much subse-
quent astronomical research. The cryogenic technology was later used in
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several other satellites, including the Cosmic Background Explorer which
earned its principal researchers a Nobel Prize, and Gravity Probe B.

Of course, both Fokker and the astronomers were eager to build a third
satellite. This time, the astronomers proposed an X-ray observatory. An
influential government council advised negatively, however. The Dutch
government had funded ANS and IRAS to help Dutch industry to enter
a new market; it was about time that the space sector should become
economically independent. But it was not only reluctance to keep fund-
ing one economic sector that withheld the government. More generally,
views on the government’s role in industry and innovation had changed.
Politicians had become wary of directly subsidizing large industries after
the messy bankruptcy of the Rijn-Schelde-Verolme (RSV) shipyards in
1983. Besides, there were increasing European regulations against state
support for industry. Finally, changing views on market (de)regulation
also worked against supporting individual companies. In the political and
economic context of the 1980s, direct government support for large com-
panies was not as natural as it had been before, although both Fokker and
Philips kept receiving support behind the scenes (e.g. with the controver-
sial “Technolease” construction).

For these and other reasons, government policy changed from targeted
support to a more general “innovation policy,” which explicitly would also
include small and medium-sized companies. The new aim was to stimu-
late market-driven cooperation between industry and academia, preferably
without too much government interference or funding. The government
attempted to do this by creating favorable institutional frameworks and
incentives.®! This meant that space science and nuclear science, two of the
main beneficiaries of post-war science policy, lost their privileged position.

Together with other developments at universities and in industry, the
new policy opened the way for the emergence of what is often described
as “mode 2” knowledge production frameworks, or something closely
related.®? At the same time, this meant the end of the kind of cooperation
that produced ANS and IRAS. As we have seen, this was as much the result
of changes in economic policy as in innovation or science policy. The imme-
diate result was that there would be no third national satellite. Henceforth,
all space activities would take place in the context of NASA and European
Space Agency (ESA) missions, “as befits a small nation,” in the words of
Science minister A. Pais.®® This was both because the cost of space missions
had increased and because after years of struggling, ESA had finally become a
successful organization with its own launch capability (the Ariane launchers).
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The Netherlands no longer tried to maintain an independent capacity to
build entire satellites, but rather specialized in specific components.

The changing political climate also had direct consequences for the
institutional organization of space research. The informal structure of
the Royal Academy Committee on Space Science (GROC) was replaced
by a more formal organization, modeled after the existing organizations
for nuclear physics and radio astronomy. One could say that, space sci-
ence became a “normal” scientific discipline. The new Space Research
Organization (SRON) was still funded by the government, but it was also
supposed to earn 15% of its budget by doing contract research for indus-
try. This is an example of way the government tried to press institutions to
enter new partnerships. The government suggested that its skills in high-
precision manufacturing, miniaturization, and robotics might be useful
for medical appliances, for example. In practice, this proved to be difficult.
The largest contracts came from science organizations such as ESA and
CERN, all government-funded organizations.®*

The changed socio-economic context also had consequences for Philips
and Fokker. They felt the increased market pressure, but again, they chose
radically different solutions. Philips finally gave up its ambition to main-
tain a complete arsenal of knowledge. In a series of radical reorganiza-
tions, the company terminated or scaled down its activities in many fields,
focusing on a number of core areas such as lightning and medical sys-
tems. The number of staff also decreased significantly. In the best-known
reorganization, “operation Centurion” in the early 1990s, the complex
structure of the firm was streamlined, reducing the number of divisions
and departments. One could perhaps say that financial and commercial
pressure forced a change in emphasis from engineering to commerce.
The NatLab was also downsized and its “pure science” ambitions were
toned down, although it remained by far the largest industrial labora-
tory of the Netherlands. Philips focused more on its role as a commercial
industrial firm and less on the academic and national warehouse of knowl-
edge aspects. So ironically, in the era of increasingly dynamic cooperation
between industry, research institutions, and government organizations,
some types of crossovers ended.

Fokker chose an opposite approach. Its focus on engineering and
large-scale development increased rather than decreased. Fokker’s space
department finally managed to obtain several contracts, usually as part of
international consortia. After IRAS, it did not build complete spacecraft, but
gradually specialized in components such as solar panels. In the mid-1980s,
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Fokker also started two major new aircraft development projects (F50 and
F100). These projects proved to be too ambitious, however. The company
became increasingly dependent on government subsidies. Foreign partners
were sought, but as before, this was complicated by the Dutch insistence
of maintaining an independent engineering unit in the Netherlands.®® In
1996, Fokker had to file for bankruptcy. The space department survived,
as it had become independent company shortly before the bankruptcy.
Under the name Dutch Space, it is now part of Airbus Defense and Space,
a European aerospace company.

7.9 CONCLUSION

The establishment of space research as an academic research field in the
Netherlands was the result of a complex mixture of political, economic,
scientific, and institutional developments. It was the Foreign Ministry that
first raised the subject, but Philips and Fokker were the driving forces
behind the Dutch national space program in the 1960s and 1970s. Their
political clout provided astronomers with some of the most expensive
scientific instruments ever built in the Netherlands. Astronomy benefited
as vehicle for government support as “first buyer,” in an institutional setup
that resembled a “development pair.”

ANS and IRAS were scientific instruments, used by the traditional aca-
demic discipline of astronomy. They became the flagship projects of a new
research field: space research. But big science is never just about science.%
The case of Fokker illustrates the importance of development rather than
research. It also illustrates that companies do not need to do fundamental
science to have a major impact on the development on a scientific field.

Many arguments were used to legitimize government spending on
space technology. Significantly, the introduction of innovative manage-
ment systems was one of them. Scranton has stressed the importance of
management techniques in post-war innovation.”” Cold War era devel-
opment projects were so complex and unpredictable that cost and risk
management was extremely difficult. Controlling them became a key tech-
nology in itself. In this case, a demand for institutional renewal motivated
the establishment of a new research field as much as the other way around!

The importance of management skills also illustrates that universi-
ties or industrial research laboratories are not the only source of innova-
tion. Important types of new knowledge were produced at other levels.
Focusing on academic-style research as the main source of new knowledge
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misses important aspects of innovation. Similarly, the arguments for
cooperating with NASA show that importing knowledge was as much a
source of new skills as in-house innovation. This goes especially for insti-
tutional innovation.®®

Philips” unrivaled position in the Dutch economic and scientific land-
scape was crucial for the formation of several new research fields. Even
when the company was not able to gain a strong position in a new mar-
ket, its efforts had a lasting impact on the Dutch scientific infrastructure,
and thus to the renewal of Dutch science (see editor’s introduction). Few
technological companies had a similar broad and deep presence in their
home country. The most comparable case might be Sweden, where SAAB
and other Wallenberg group industries also acted as national institutions
as well as commercial firms. The relation between Philips and academic
institutions was so systematic that it can be compared to Eisenhower’s
military-industrial complex, except that in this case the military were not
involved.

Scranton has mentioned several ways in which governments can stimu-
late industrial innovation: by stimulating innovation in state-owned firms
or by initiating “projects” in cooperation with industry.® Other mod-
els include cooperation in a “development pair,” large-scale government
(military-) industrial “complex,” or governments acting as a guaranteed
first buyer of an innovative product. Governments, private companies, and
research institutions were involved in ever-changing institutional setups
throughout the twentieth century (and probably also before). The view
of science as a “source of strategic opportunity,” one of the characteristics
of “mode 2” knowledge production, is by no means recent or new.”’ The
history of innovation since the Second World War is much richer.

Only in the late 1970s did the government start to develop an innova-
tion policy. The idea itself was not new; the novel aspect was the fact that
it was an explicit policy instead of a seris of ad hoc decisions. This gave rise
to new tools and concepts. ANS was never part of an “innovation policy”;
it was industrial policy and science policy. When this specific kind of indus-
trial policy fell out of favor in 1980s, this led to the cancellation of a third
national satellite. The emergence of mode-2 as model favored by policy
makers meant the end of some other models. Interestingly, science policy
since the 1980s has been increasingly aimed at using science to support
innovative industry. In this case, however, the opposite happened: indus-
trial policy supported the emergence of a new scientific field. This was not
the main goal, but it was perhaps the most notable effect.
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CHAPTER 8

“We Will Learn More About the Earth
by Leaving It than by Remaining on It.”
NASA and the Forming of an Earth Science
Discipline in the 1960s

Roger D. Launius

8.1 INTRODUCTION

NASA has always been viewed by those observing it externally as the
“space agency,” and its leaders have long viewed it that way as well.
Furthermore, agency personnel have historically defined NASA’s human
spaceflight efforts as its primary mission, with other activities as of lesser
importance. I have described this as imprisonment in a prestige trap that
constricts the agency, its leadership, and its range of options in charting a
future in space.! Historian Paul Forman went further in characterizing sci-
entists caught up in such government-supported endeavors as essentially
gadgeteers not only seeking the use of instruments that the government
was willing to develop for them but also channeling the scientific ques-
tions and investigations along lines where those priorities and capabilities
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could be maximized. In the process, equally valid questions that did not
rise to this level of support were largely ignored.?

This perception has led such historians as Kim McQuaid to question
NASA’s commitment as an institution to other space activities, activities
which in their view were more useful and therefore deserving of a higher
priority.> While there is some basis for concluding that early on NASA
missed an opportunity to dominate a very public effort to understand
the Earth as a planet, in reality NASA officials pursued very important
Earth science objectives in the 1960s that aided significantly in the rise
of Earth system science in the decades that followed.* Indeed, at a funda-
mental level NASA—along with the National Oceanic and Atmospheric
Administration (NOAA)—became the critical component in the 1960s of
the origins of a new scientific discipline that emerged in the USA, Earth
system science.

During that decade, NASA developed the critical technology—FEarth-
orbiting satellites capable of taking scientific readings on a global scale—
that made possible the convergence of many different scientific disciplines
into a single system of investigation. These remote-sensing satellites
allowed study of Earth on a planetary scale for the first time, even though
that effort was in its infancy and many of these satellites were experimen-
tal in nature. It represented the rise of interdisciplinarity in the various
sciences focusing on understanding the Earth. As such, it incorporated
understandings of how the atmosphere, ocean, land, and biospheric com-
ponents of the Earth interacted as an integrated system. This resulted from
studies of the interaction between the physical climate system and biogeo-
chemical cycles. Very early the role of humans in this process emerged as
NASA pursued research with its Landsat satellites to demonstrate changes
in land use and ground cover. Only through the analysis of data obtained
through both in situ observations and from remotely sensed observations,
as well as the development of sophisticated ocean—atmosphere—land mod-
els, did this become possible. Not until the space age did a fundamental
ingredient of this process emerge in the use of satellites. Earth system sci-
ence, therefore, by the 1970s offered a foundation for understanding and
forecasting changes in the global environment and regional implications.®

This approach, embracing as it did chemistry, physics, biology, math-
ematics, and other sciences, transcended disciplinary boundaries to treat
the Earth as an integrated entity. NASA led the effort to bridge the divide
between these disciplines and the increasingly interpretive and integrative
endeavor for knowledge. By the mid-1980s, NASA’s role in cataloging
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the elements of the Earth system, their connections, requirements, and
changes had been fully realized.® By then, according to scientists Samuel
N. Goward and Darrel L. Williams, it “was evident that satellite remote
sensing could provide the type of globally consistent, spatially disaggre-
gated, and temporally repetitive measurements of land conditions needed
to describe the Earth’s terrestrial systems. ... These physical and biological
processes are primary descriptors of how land conditions modulate the
Earth system. Once it was understood that space-based, Earth imaging
could and did provide such information about land patterns and dynam-
ics, the possibility of developing fully integrated land-ocean-atmosphere
monitoring and modeling capabilities was realized.””

Beforehand, of course, aerial photography had been employed for all
manner of scientific efforts ranging from geology to climate monitoring
to oceanography as part of interwar era programs. Likewise, overhead
observation had been used since before World War I, and had become a
standard by the Cold War; at the same time weather and climate scientists
had used a broad array of platforms—ranging from balloons to aircraft—
to gather readings about the atmosphere, fronts, and patterns from the
dawn of the twentieth century.® It took some investment in technology
and cultural changes to accept space observation into these scientific dis-
ciplines, and in 1962, NASA sponsored its first conference discussing the
possibilities of space-based observations, less than four years after the birth
of the agency. The first programs in these arenas proved successful begin-
ning in the 1960s, all of them coming with considerable investment in the
development of new technology and in the persuasion of potential users
that they could benefit from space-based scientific data. A small group of
NASA officials working on space science and applications programs led
the effort to develop these resources.’

In addition, NASA pursued a large-scale effort to lay the groundwork
in Earth system science at its Goddard Space Flight Center’s Division of
Acronomy and Meteorology under William Stroud. The agency’s manag-
ers nurtured scientific activities in this realm, and worked effectively to
create networks of researchers who had strong interest in using remote-
sensing technology to observe and measure aspects of the Earth’s climate
from space. Without question, data from NASA technology, satellites,
institutes, scientists, and organizational initiatives were essential in creat-
ing the global picture of the Earth as a system that emerged later.!°

There was, and remains, a tension between NASA’s human spaceflight
enthusiasts and their relative disinterest in studies of the Earth, and the



214 R.D.LAUNIUS

researchers interested in science and answers to scientific questions. In NASA
those people tended to be self-sorted into the agency’s two big efforts, the
human program and the science program. They competed with each other
for resources and a small part of the science program emphasized stud-
ies of the Earth. Interestingly, NASA pursued this Earth science agenda,
albeit initially at a modest level, in spite of official circumscriptions on
its mission. The National Aeronautics and Space Act of 1958 did not
assign a broad mandate for studies of the Earth, focusing instead on “The
expansion of human knowledge of phenomena in the atmosphere and
space.”! The explicit mention of the atmosphere provided a crack in the
door allowing NASA’s Office of Space Sciences and Applications to pur-
sue Earth observations from space as well as to support suborbital strato-
spheric research. It also enabled NASA to work with other organizations,
in this case the Weather Bureau, to develop technology programs that
supported its mission within the “applications” portion of NASA’s mis-
sion. These twin prongs of NASA’s efforts led eventually to the agency’s
leadership of a broad-based Earth system science effort by the 1980s.'

The editors of this volume argue that one institutional condition
for progress and renewal in science is “organization of interdisciplinary
research” (see editor’s introduction). At a fundamental level, NASA lead-
ers during its early years encouraged precisely the kind of collaboration
between scientists from many different disciplines focused on the Earth—
geology, atmospherics and climatology, oceanography, biology, chemis-
try, and physics—that transcended disciplinary boundaries using space
technology to treat the Earth as an integrated system. The revolution in
understanding coming through this process was profound, and without
the leadership of key NASA individuals and organizations it is problematic
if such an alteration could have been affected on the schedule in which it
took place. And this took place in an institution not predisposed to focus
on that activity as it undertook the race to the Moon. It highlights that
leadership at NASA, that helped to form a broad-based, multidisciplinary
community of scientists, oriented toward understanding planet Earth in
much the same way that it sought to understand other planets in the solar
system and what this portended for the future of this scientific activity.
Indeed, from limited cooperative efforts in the 1960s and 1970s overseen
by NASA, emerged the broadly interdisciplinary efforts to understand the
interactions determining the past, present, and future of Earth science of
the last quarter century.
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During its formative era, even as it undertook the Moon landing pro-
gram that became its signature accomplishment, NASA helped to shape
the structure of the Earth sciences. In essence, NASA’s role in this
arena—in contrast to the National Science Foundation, the Department
of Defense (DoD), and the NOAA—aimed at fostering collaborative,
multidisciplinary investigations at the macro level afforded by the capa-
bilities of space technology. The process was never easy, as NASA and
other entities jockeyed for position/influence/suzerainty over the
course of the field. Often sheer power—especially in the form of money
for projects—dominated the course of these relationships. Often NASA,
as a well-funded US governmental agency, was able to gain the upper
hand for its priorities. Through the process the longstanding direction
of Earth science was charted, for good or ill.

8.2  NASA, THE NATIONAL WEATHER BUREAU,
AND THE DEVELOPMENT OF WEATHER SATELLITES

In a recent opinion piece in the New York Times, Heidi Cullen commented
on the critical importance of weather satellites overhead and how they
have enhanced the public good for more than 50 years:

We have made tremendous progress in the accuracy of our hurricane fore-
casting (and overall weather forecasting) since then, much of it a result of
government-owned satellites that were first launched in the 1960s and now
provide about 90 percent of the data used by the National Weather Service
in its forecasting models. Satellite and radar data and the powerful comput-
ers that crunch this information are the foundation of the weather infor-
mation and images we get. Thanks to these instruments, for instance, the
five-day hurricane track forecast we get today is more accurate than the
three-day forecast from just 10 years ago.!3

This did not happen by magic; instead it required leaders from several
communities—users, scientists, and engineers, as well as others—to estab-
lish what has now become the norm for weather forecasting and climate
data collection from remote-sensing satellites.

It was obvious even before the Space Age that satellites would be useful
for meteorology. The classic 1946 study, Project RAND’s “Preliminary
Design of an Experimental World-Circling Spaceship,” argued that one
of the two key uses of a satellite would be for “observation of weather
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conditions,” noting that tracking cloud patterns “should be of extreme
value in connection with short-range weather forecasting, and tabula-
tion of such data over a period of time might prove extremely valuable to
long-range weather forecasting.”'* These analyses, coupled with meteo-
rological data obtained from suborbital rockets launched in the American
Southwest beginning in 1947, led to a consensus from scientists and engi-
neers alike that weather satellites possessed great promise for the future.®

Harry Wexler, the Weather Bureau’s Chief of Scientific Services, rec-
ognized there were important uses for weather satellites in forecasting
patterns, even though he did not envision a satellite’s potential for what
became routine observations of pressure, temperature, wind velocity, and
humidity. He wrote in 1954 that a satellite could provide a valuable “bird’s
eye” view of weather patterns, but would be less useful in obtaining the
“three-dimensional data” meteorologists needed, relegating the technology
to use for tracking violent weather patterns and “storm patrol.”!® It was
this limitation of satellite observation, furthermore, that prompted efforts
to develop ever more sophisticated weather satellites in the 1960s
and 1970s.

Evenas this was underway, in July 1958 President Dwight D. Eisenhower
decided that all space programs that were not clearly military should be
transferred to the new civilian space agency and he assigned the TIROS
weather satellite program to NASA upon its activation on October 1,
1958. At near the same time, the Eisenhower administration designated
the Weather Bureau as “their meteorological agent in providing the mete-
orological instrumentation, data reduction and analysis of observations
taken by satellites after the International Geophysical Year (IGY) Series is
finished.”'” This was part of a larger effort to ensure that space be viewed
as a non-threatening environment for the Soviet Union; admittedly this
characterization was a bit of a ruse but it served the need of appearing
to emphasize peaceful purposes for space activities. The transfer posed
challenges since the program was so far along in its development, but
a number of scientists and engineers agreed to move from the DoD to
NASA along with the project, and NASA negotiated an effective agree-
ment with the Weather Bureau to provide meteorological research sup-
port. Thereafter, the DoD remained involved but not in the forefront of
research, development, and operations.'®

NASA launched TIROS 1 on April 1, 1960, and it proved successful
from the outset, despite technical problems and difficulties in working across
several federal agencies. “Two television cameras looking down from an
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altitude of about 450 miles made initial pictures of the earth’s cloud
patterns during the satellite’s second orbital trip,” reported the New York
Times just after the launch. Unveiled by NASA, as the federal agency
responsible for the TIROS program, the representatives of the Weather
Bureau and the Eisenhower administration gushed about the prospects
for future observation of weather patterns and better forecasting an
operational weather satellite system would provide.’ NASA administra-
tor T. Keith Glennan wrote in his diary about meeting with Wexler and
others after the first TIROS launch and expressed concern about how best
to characterize the mission. “The Weather Bureau people are apt to be a
little enthusiastic—more than enthusiastic—about the prospects that are
available to us with TIROS,” he commented. “They all agreed, finally, to
play down these stories and to be as factual as possible in their discussion
of TIROS.”?® Despite the soft pedaling, the satellite provided valuable
images of weather fronts, storms, and other atmospheric occurrences. It led
directly to a long series of weather satellites that quickly became standard
weather forecasting tools in the USA and throughout the world. TIROS
helped meteorologists forecast patterns and study weather and climate.
Placed in a polar orbit, TIROS proved Wexler wrong in relegating weather
satellites to the role of only “storm chasers” as it fundamentally altered
both scientific and practical applications.

With the success of TIROS, NASA and the Weather Bureau embarked
on a succession of experimental weather satellites, some named TIROS
but also a second-generation satellite called Nimbus. More complex
than TIROS, Nimbus carried advanced TV cloud-mapping cameras and
an infrared radiometer that allowed pictures at night for the first time.
Seven Nimbus satellites were placed in orbit between 1964 and 1978,
creating the capability to observe the planet 24 hours per day. Turning
weather satellites from an experimental program to an operational sys-
tem proved daunting. To accomplish this, NASA and Weather Bureau
scientists organized an interagency Panel on Operational Meteorological
Satellites in October 1960. Developers, scientists, other users, and vari-
ous federal agencies aired disagreements over the future of the program
in this setting; the meetings were often contentious. The Weather Bureau
sought complete authority over the planned operational system, including
launching, data retrieval, and final decisions on the design of new opera-
tional satellites. The key provision for the Weather Bureau gave it “program
responsibility for the operational meteorological satellite observing and data
processing system. This would include equipment procurement, launching,
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data retrieval and processing, and dissemination to users. An organization
to perform all activities related to the operational meteorological satellite
observing system would be established as a self-contained entity reporting
to the Chief of the Weather Bureau.”?! NASA officials could never agree
to such a situation and pushed back. Keith Glennan at NASA remarked
in his diary that it was an off-putting task to deal with “the problems that
face us in developing a meteorological satellite system that will be opera-
tional within the next four or five years. It is so obvious that the Weather
Bureau is poorly prepared to take on the research necessary to deal with
this very difficult problem, one wants to step in and help. Unfortunately, it
doesn’t appear as though we’ll be able to do very much because we don’t
have too much of the necessary experience.”?

The Weather Bureau, NASA, and the DoD agreed to a compromise
in April 1961 that endorsed a national operational meteorological satel-
lite system based on a second-generation satellite already under NASA
development which would be managed by the Weather Bureau. In this
plan, NASA retained control of launch services and ground support for
the system as well as the R&D on the spacecraft. The Weather Bureau had
responsibility for operations, data storage and analysis, and communica-
tion of all results.??

The ESSA?* 1 through 9 satellites provided some upgrade to what
had gone before. Additionally, meteorological satellites that were part of
NASA’s Applications Technology Satellite (ATS) project to orbit experi-
mental geosynchronous satellites proved valuable. In December 1966
and November 1967, ATS 1 and 3 explored the possibility of observ-
ing weather with line scan imagers; the resulting continuous coverage
proved valuable for short-lived cloud patterns correlated to tornadoes.
Continuous coverage from geosynchronous orbit made it possible to
observe the motion of clouds and deduce wind speed at the level of the
clouds. Three other satellites launched in the 1960s, ATS 2, 4, and 5,
also carried out meteorological experiments. In addition, NASA pursued
for the Weather Bureau a series of weather satellites for its operational
system. In 1966, for example, Robert M. White, Administrator of the
Environmental Science Services Administration, told NASA’s Homer
Newell that his agency was looking forward to working with NASA to
“satisfy environmental data requirements in other areas than meteorology.
... We have been most pleased with the joint effort this past year in resolv-
ing problems and in allocating available resources to meet operational
and R&D meteorological satellite needs.” He added, “We are looking
forward to the continuation of this excellent cooperation.”?® The result
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was by the end of the 1960s, NASA had worked with the Weather Bureau
to develop sophisticated technologies aimed at completing the desired
operational system, and while the relationships were always rocky both
sides made it work to accomplish useful ends.

From this story of the development and deployment of weather satel-
lites in the 1960s, three primary conclusions emerge. First, neither NASA
nor the Weather Bureau had experience in cooperating with other organi-
zations in the accomplishment of the mission to forecast the weather and
gain knowledge of the climate. They had to learn those skills, and to a
greater or lesser degree they did.?® Both groups had to build relations that
were effective, and regardless of the roughness of the road at times they
generally accomplished this feat over the course of the decade. It was very
much, however, a process of two steps forward and one step backwards.
In the process, NASA gained an entrée into a major scientific enterprise
that has expanded in the decades since that early era of the Space Age and
climatologists and meteorologists gained a valuable new source of data.

Second, the story of weather satellites is one in which the longstanding
tensions between scientists and engineers played out. Getting all elements
to work together challenged every program, regardless of whether or not
they were civil service, industry, or university personnel, but the divergent
organizational and professional cultures of the two groups led to constant
difficulties. They differed over priorities and competed for resources. The
two groups contended with each other over a great variety of issues associ-
ated with the TIROS and Nimbus programs. For instance, the scientists
disliked having to configure payloads so that they could meet time, money,
or launch vehicle constraints. The engineers, likewise, resented changes to
scientific packages added after project definition because these threw their
hardware efforts out of kilter. Both had valid complaints and had to main-
tain an uneasy cooperation to accomplish the tasks at hand.?”

Third, these weather satellite efforts demonstrated the significance of
this capability to greater understanding of the Earth. This was obvious
from the very first launch of TIROS 1 in 1960. While satellite networks
would never supplant conventional ground observation, they proved a
valuable means of expanding conventional approaches to weather data
collection.?® The result was an awakening at NASA during the carly- to
mid-1960s of the significance of this arena of space science and applica-
tions. While it never dominated the agency, and there was resistance to
it in some quarters, the seeds of the Earth system science discipline were
planted during this era.
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8.3 REPLICATING PLANETARY SCIENCE
FOR PLANET EARTH

In addition to weather satellite development, deployment, and operations
in the 1960s, NASA scientists under the leadership of Homer Newell, the
agency’s Associate Administrator for Space Science, began a serious effort
toward creating Earth system science through the realization that Earth
was a planet and could be studied in the same way scientists were doing
elsewhere in the solar system. The IGY of 1957-1958 had pioneered this
development, and NASA furthered it in the early part of the 1960s.%°

Using satellites, scientists were able in the 1960s to undertake path-
breaking geodetic research. They measured the Earth as never had been
possible before. By 1970 a worldwide geodetic net had been established,
allowing common reference points to be established anywhere on the globe
with an accuracy of 15 meters. An important outgrowth of this satellite
research, although other scientific approaches also contributed, was the the-
ory of plate tectonics advanced in the latter 1960s to explain the dynamics of
the Earth’s outer shell. The theory posited that the Earth’s surface, the litho-
sphere, consists of about a dozen large plates and several smaller ones that
moved relative to each other and interacted at their boundaries. This theory
went far toward explaining seismic and volcanic activity as well the origins
and evolution of mountains and other geographical features.

Atmospheric, ionospheric, and geophysical science also benefitted
greatly from the opportunity to study the Earth from satellites. Building
steadily on the research base of earlier years, as Homer Newell wrote, by
the end of the decade of the 1960s “all known major problems of the high
atmosphere and ionosphere had a satisfactory explanation based on sound
observational data.”!

The genesis of planetary Earth studies came via a means not easily envi-
sioned at NASA—from its planetary scientists at universities around the
country. Early on NASA recruited a small cadre of scientists interested in
planetary climatology, geology, geodesy, biology, chemistry, and magne-
tospherics to focus on studies of Venus and Mars but everyone realized
the same instruments could be used to obtain a planetary perspective on
Earth. As scientist Harrison Brown wrote in a National Research Council
(NRC) study in 1961:

Until recently man has been confined to the Earth’s surface, with the result
that the types of observation which he has been able to make have been
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severely limited. The airplane liberated him to some extent and made pos-
sible a variety of photographic and meteorological measurements. High
altitude rockets increased further his capabilities for measurement. But the
development of satellites and space probes without question is adding a new
dimension to his capabilities. It seems likely that in the years ahead we will
learn more about the Earth by leaving it than by remaining on it.3?

It was clear, as stated in a 1962 NRC report, that the entrée of scientists
into Earth observation came because of the desire to focus on Venus and
Mars. “Much of our knowledge of the planets has been and will continue
to be based on lessons learned from studying our own planet.” The report
concluded, “With this in mind, it is clear that no opportunity should be
lost to test out planetary probe experiments from rockets and Earth satel-
lites. In addition to serving as ‘field tests’ for new equipment and tech-
niques, these tests can be valuable scientific experiments in their own right,
and in all likelihood will give vital information about our own planet.”??

In terms of developing an Earth science community, NASA also incor-
porated the scientific community into mission planning, instrumentation
building and use, and data collection and analysis.** Many individual sci-
entists migrated from planetary to Earth science over time as the 1960s
progressed, helping to create Earth science as a cohesive entity. A few
examples demonstrate this transition. Alan H. Barrett was a physicist with
a B.S. from Purdue University and an M.S. and Ph.D. from Columbia
University who engaged in a broad set of studies first as a fellow at the
Naval Research Laboratory and later as a research associate and instruc-
tor in astronomy at the University of Michigan before moving to the
Massachusetts Institute of Technology (MIT) in 1961. As an astronomer
Barrett was brought by NASA into the research team working on Mariners
1 and 2; while Mariner 1 failed, Mariner 2 became the first mission in
1962 to fly-by the planet Venus. Barrett served as principal investigator for
the microwave radiometer on these spacecraft that found surface tempera-
tures there far too high to support life as known on Earth.* He continued
with astronomical research but also got involved in Earth science:

In 1963 Dr. Barrett, together with associates at M.I. T, reached a milestone in
radio astronomy by detecting and measuring the presence of hydroxyl in inter-
stellar space, using an 84-foot-diameter instrument at the university’s Lincoln
Laboratory on Millstone Hill. It was the first time a molecule had been found
in the Milky Way and the discovery opened the way for development of a new
field of research, the study of molecules in the far regions of the universe.?
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Later in his career, Barrett transitioned to Earth science studies, using
the very same approach to radio astronomy used in his earlier work “to
study characteristics of the Earth’s atmosphere. That work prepared the
way for the Nimbus series of meteorological satellites.”®” He also trained
a generation of students in planetary science, such as the still active David
H. Staelin, who also concentrated in Earth science studies.?®

A second example was Conway B. Leovy, who received his Ph.D. in
meteorology from MIT in 1963, and pursued atmospheric studies and cli-
matology first at the RAND Corp. and after 1968 on the faculty of the
University of Washington. Throughout this period, Leovy participated
in imaging experiments on NASA’s Mariner 6 and 7 fly-by missions to
Mars, which were followed, in the 1970s, with participation in the imaging
experiment of the Mariner 9 Mars orbiter and the meteorology experiment
on NASA’s Viking landers. This set him on a path of Mars research that he
was involved in throughout his career, but he also soon broadened this to
the study of atmospheres for all of the planets of the solar system, includ-
ing Earth. “During these early years,” wrote a colleague at the time of his
death in 2011, “Conway furthered our understanding in different branches
of atmospheric science: the chemistry of atmospheric ozone, the behav-
ior of convection near the surface of the Earth, and the energy budget
and motion of the air in Earth’s mesosphere (about 55-85 km altitude).”
Leovy published a large number of papers about Mars, about the Earth,
and about Jupiter, Venus, and Titan. Through this process he dreamed that
“a general theory of atmospheric dynamics might be developed that could
explain the observed winds, temperatures and energy distributions in each
planetary atmosphere. But when the data came back from spacecraft in the
1970s and 1980s, he came to realize that planetary atmospheres are so
strange and diverse that a group of general principles rather than a general
theory was the more practical pursuit.” Largely identified with planetary
atmospheres research—training no fewer than 23 Ph.D.’s in this field—he
also was heavily involved in Earth science with his first paper on the subject
published in 1964 and the last one in 2000.*

Third, Hugh R. Anderson—a son of a professor at the University of
TIowa—earned a B.A. and M.S. in physics in Iowa City and then went
on to the California Institute of Technology where he completed his
Ph.D. in physics in 1961. While on active duty with the US Air Force,
Anderson was assigned to the Jet Propulsion Laboratory, and when he
finished his military commitment he stayed at JPL as a scientist in the
Experimental Space Sciences Section. He worked on both Mariners 2 and
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4, mostly contributing to particles and fields research in interplanetary
space. Indeed, that subject was dominant throughout his career, but he
also studied the relationship of the Earth to cosmic energy and made criti-
cal contributions to solar energy and its relationship to the planet’s “polar
caps.”*? Furthermore, in a paper coauthored with Conway Snyder, Marcia
Neugebauer, and Edward J. Smith, they observed: “It must be remem-
bered that one of the most effective ways to study interplanetary entities
has been, and in the Space Age still is, through the observation of their
effects upon the Earth.”*!

Finally, there is the fascinating story of S.I. Rasool, born in India in
1930 and earning his Ph.D. in Atmospheric Sciences at the University of
Paris in 1956. He worked in both the USA and Europe during his career.
He served on the science team for the Mariner Mars effort in the latter
1960s, and transitioned to Earth science full time thereafter.*> He has been
involved in climate change research since the 1970s; his work has included
path-breaking papers exploring the Earth as a system.** He argued repeat-
edly over the years:

There is now compelling evidence that man’s activities are changing both the
composition of the atmospheric and the global landscape quite drastically.
The consequences of these changes on the global climate of the 21st century
is currently a hotly debated subject. Global models of a coupled Earth-ocean-
atmosphere system are still very primitive and progress in this area appears
largely data limited, specially over the global biosphere. A concerted effort
on monitoring biospheric functions on scales from pixels to global and days
to decades needs to be coordinated on an international scale in order to
address the questions related to global change.

He emphasized the need for obtaining coordinated, long-term data on
the changing nature of the planet’s climate to understand the full nature
of what has been taking place.** Rasool co-wrote a paper in Science in
1971 that applied climate models developed for understanding Venus to
Earth and came up with a surprising conclusion:

Effects on the global temperature of large increases in carbon dioxide and
acrosol densities in the atmosphere of Earth have been computed. It is
found that, although the addition of carbon dioxide in the atmosphere does
increase the surface temperature, the rate of temperature increase diminishes
with increasing carbon dioxide in the atmosphere. For aerosols, however,
the net effect of increase in density is to reduce the surface temperature of
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Earth. Because of the exponential dependence of the backscattering, the
rate of temperature decrease is augmented with increasing aerosol content.
An increase by only a factor of 4 in global aerosol background concentration
may be sufficient to reduce the surface temperature by as much as 3.5 K.
If sustained over a period of several years, such a temperature decrease over
the whole globe is believed to be sufficient to trigger an ice age.*®

Almost immediately, Washington Post reporter Victor Cohn published a
story about this scientific paper, emphasizing its most dramatic aspects—
the prospect of radical temperature drop and potential ice age. Among
other quotes in the news report—commenting on the possibility that if
human-made aerosols increased by a factor of four, they might cause mas-
sive global cooling—was an aside by Rasool that the Earth “could be as lit-
tle as 50 or 60 years away from a disastrous new ice age.”*¢ Rediscovered in
the 1990s, this Science article—and especially its popularization—became
the starting point for the feature film, The Day After Tomorrow, a film that
the Guardian characterized as “a great movie and lousy science.”*” It has
also been used by global warming skeptics to counter dire predictions of
the future.

To these individuals, we could add many others, some of them lumi-
naries such as Carl Sagan, who contributed in both planetary and Earth
science over their careers.*® One of these individuals, Robert P. Sharp, a
Caltech geologist “applied the lessons offered by a close study of Earth to
the challenge of understanding other planets.” He served as a team scien-
tist on the Mariner 4 (1965), 6, 7 (1969), and 9 (1971) flights to Mars,
applying his knowledge of terrestrial landforms and processes to the study
of the surface of Mars. At a 1966 conference, Sharp praised scientists for
becoming more involved in the planetary program, but urged them, too,
to “look downward into our own planet ... Our understanding of these
distant bodies will depend to a good degree upon how well we understand
our own plain Earth.”*

At sum, during the 1960s these activities sponsored by NASA to explore
the other planets of the solar system had also built up a cadre of researchers
also interested in deploying satellites to investigate the Earth as a planet.
This became the starting point for the development of a new cross-disci-
plinary scientific effort that has come to be called since the 1980s Earth
system science. Far from ignoring “earthly environmentalism,” as some
have argued, NASA fostered this growing field of study through its unique
vantage point of scientific investigation from orbit. It was never the agency’s
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primary focus, of course, but it took place nonetheless. It is, in essence, a
serendipity of the investment in space science and technology undertaken
by the USA during the space race to the Moon with the Soviet Union.

8.4  THE ORGANIZATIONAL IMPERATIVE

When NASA was established on October 1, 1958, Administrator T. Keith
Glennan had to build from scratch a space science program, hiring admin-
istrators and scientists to work at the new agency as well as engaging those
at universities to participate in the program. Glennan emphasized that
NASA should be responsible for space science and created the Office of
Space Flight Programs at NASA Headquarters under the leadership of
Abe Silverstein, a propulsion engineer from the NACA Lewis Research
Laboratory. Silverstein made the key decision of bringing Homer Newell
over to NASA from the Naval Research Laboratory, along with 50 other
scientists, to shape the new space science program for the agency.®® NASA
would ask educational and research institutions, industry, and federal
laboratories to participate in the program.® By 1963, this structure had
morphed into the Office of Space Science and Applications with Homer
Newell as Associate Administrator reporting directly to the NASA adminis-
trator.>? This was the structure created and sustained for more than decade
in which the rise of Earth sciences grew into a form that it might be able
to accomplish the beginnings of this mission. Later, separate organizations
would be established to oversee technology development and operational
activities; and much later in the latter 1980s a separate entity reporting to
the administrator would be established to oversee Earth science activities.

All the while, NASA’s dominant organizational culture and mission
orientation inhibited efforts in its first decade to focus much attention on
Earth science although there were firm pushes in that direction.>® Over
time, the Earth science aspects of the NASA mission have emerged as a
critical component of the agency’s activities. By the early 1970s, the Earth
sciences enjoyed heightened visibility within NASA, as the Landsat Earth
monitoring program became operational .

Although not initially viewed as a science program, but rather a tech-
nology demonstrator, Landsat 1’s launch on July 23, 1972, changed the
way in which many people viewed the planet. It provided data on vegeta-
tion, insect infestations, crop growth, and associated land use. Two more
Landsat vehicles were launched in January 1975 and March 1978,
performed their missions effectively, and exited service in the 1980s.
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Success in a “second generation” Landsat spacecraft followed in the 1980s
with greater capabilities to produce more detailed land-use data. The sys-
tem enhanced the ability to develop a worldwide crop forecasting sys-
tem. Moreover, Landsat imagery has been used to devise a strategy for
deploying equipment to contain oil spills, to aid navigation, to monitor
pollution, to assist in water management, to site new power plants and
pipelines, and to aid in agricultural development.®®

By the 1970s, such programs as Landsat, and the Large Area Crop
Inventory Experiment that was an Earth observation project using Landsat
satellites to gather data, were becoming indispensable. So too, was a rela-
tively small project to study stratospheric ozone depletion within the
NASA science organization. In part, this resulted from the Space Shuttle’s
own potential to deplete ozone, but this initiative became politically salient
very rapidly as the first of the American “ozone wars” broke out around
chlorofluorocarbons.*® James C. Fletcher, outgoing NASA administrator
in 1977, remarked that these efforts represented the “‘wave of the future’
as far as NASA’s public image is concerned. It is the most popular program
(other than aeronautics) in the Congress and as you begin to visit with
community leaders, you will understand it is clearly the most popular pro-
gram with them as well.”%” These efforts in the 1970s rested firmly on the
base established in earlier era. By the end of that decade, NASA had com-
mitted more funding to Earth science than any other federal organization,
and its organization structure had evolved to oversee expansive scientific
investigations across a broad spectrum of disciplines and technologies.*®

Indeed, the results of Landsat proved integral to the official establish-
ment of Earth systems science in the 1980s. As Goward and Williams
concluded:

The Landsat series of satellites constitute an explicit and integral compo-
nent of the U.S. Global Change Research Program and, as described within
this paper, helped to lead the scientific research community to develop and
expand the concept of Earth Systems Science over the past two decades.
The Landsat satellites have also provided data to a broad and diverse con-
stituency of users who apply the data to a wide spectrum of tasks. This
constituency encompasses the commercial, academic, government (federal,
state, local), national security, and international communities. As of mid-
1997, the Landsat satellites will have provided a continuous and consis-
tent 25-year record of the Earth’s continental surfaces that is unique and
invaluable, and continuation of this database is critical to our global change
research strategy.®’
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While Landsat was not the sole means whereby the rise of Earth system
took place, its success was integral to it.

8.5 CONCLUSION

It was only with the broad developments over some 20 years beforehand
that NASA was able to take the step it pursued in 1986 to establish a formal
“Mission to Planet Earth” (MTPE) program. This came the aftermath of
the Challenger accident in January 1986 when NASA commissioned astro-
naut Sally Ride to undertake a study of NASA programs and recommend
an approach for future missions. NASA Leadership and America’s Future
in Space: A Report to the Administrator appeared in 1987. The so-called
“Ride Report” proposed four main initiatives for study and evaluation:

1. MTPE

2. Exploration of the Solar System
3. Outpost on the Moon

4. Humans to Mars

The “Mission to Planet Earth” initiative called for the expansion of Earth
science and the application of new technologies to understand the Earth as
an integrated whole and the changes that may be taking place on it.®

While there had to be rescoping of the program over time, this report
served as the catalyst for an investment of more than $7 billion to build
and operate a series of orbital spacecraft, and to analyze data from them
for environment purposes. The program’s Earth Observing System satel-
lites consisted of a range of remote-sensing satellites that collected data
in a variety of ranges on air, land, and sea bodies on the planet. In 1991,
NASA formally established MTPE as a comprehensive program for study-
ing Earth from space. It emphasized the integration of data from various
Earth-observing instruments and programs to gain a greater understand-
ing of Earth’s natural processes on a global scale. The perspective pro-
vided new levels of precision to the evaluation of pressure fronts and air
masses that are so critical in weather forecasting. Likewise, meteorological
research beyond weather forecasting took on new life as climatological
research contributed significant insights into the understanding of Earth.6!

By 2000, Earth system science had matured and a variety of Earth-
observing spacecraft were enabling scientists to obtain sophisticated data
about this planet’s physical characteristics. Among others, these spacecraft
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included the Tropical Rainfall Measuring Mission, the Sea-viewing Wide
Field-of-view Sensor mission, the QuikSCAT and TOPEX/Poseidon
ocean studies missions, and the Active Cavity Radiometer Irradiance
Monitor Satellite and Upper Atmosphere Research Satellite missions.
Instruments from these satellites are measuring atmospheric chemistry,
biomass burning, and land-surface changes ranging from Greenland to the
tropical Pacific Ocean. Collectively, these spacecraft have revolutionized
our understanding of the Earth. Collectively, they have shown changes in
the atmosphere, land, and oceans, as well as their interactions with solar
radiation and with one another.%

The foundation for the full-blown emergence of Earth system science
was laid at NASA in the early 1960s and was nurtured and brought to frui-
tion in the succeeding decades. The record is clear in terms of both climate
and atmospheric science and planetary science turning toward issues of the
Earth during those early years. Over time, this built into a fundamental
structure of interdisciplinarity and institution building—what the editors
of this volume call “investments in exploration.” This chapter has focused
on NASA’s institutional issues associated with conducting Earth science in
an organization that was predisposed not to be focused on that activity as
it undertook the race to the Moon. It has highlighted some leadership at
NASA that helped to form a broad-based, multidisciplinary community of
scientists oriented toward understanding planet Earth in much the same
way that it sought to understand other planets in the solar system and
what this portended for the future of this scientific activity.
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8.6 PHOTOGRAPHS

Photograph 8.1 Homer E. Newell (L), NASA Associate Administrator for
space science, in 1962. Newell was responsible for initiating and developing
the science program at the new space agency (NASA Photo, public domain)



236 R.D.LAUNIUS

Photograph 8.2 A photo map of the contiguous 48 states of the USA was the
first ever assembled from satellite images. It was completed in 1974 for NASA by
the US Department of Agriculture Soil Conservation Service Cartographic
Division, measured 10 by 16 ft, and is composed of 595 cloud-free black-and-
white images returned from NASA’s first Earth Resources Technology Satellite
(ERTS-1) (Credit: NASA, public domain, available on-line at http://grin.hq.
nasa.gov/ABSTRACTS/GPN-2003-00031.html)
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Photograph 8.3 From the past to the present: global view of Earth produced
using imagery acquired in 2001 (Credit: NASA Goddard Space Flight Center
Image by Reto Stockli (land surface, shallow water, clouds). Enhancements by
Robert Simmon (ocean color, compositing, 3D globes, animation) Public domain
(Available on-line at http://visibleearth.nasa.gov/view.php?id=57723))
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CHAPTER 9

Interdisciplinary Research
and Transformative Research as Facets
of National Science Policy

Irwin Feller

9.1 INTRODUCTION

“As science evolves, how can science policy?” a question posed by Benjamin
Jones,! is a science of science policy-focused statement of the key themes
articulated by the editors in the introduction to this book. For permeat-
ing and overlapping discourse on how new scientific fields are formed are
questions on how to organize and fund scientific renewal that constitute
policy issues for decision makers within and across funding agencies and
universities. This chapter focuses on two issues: interdisciplinary research
and transformative research, nested within the larger set of national sci-
ence policy questions. For purposes of exposition, it treats each issue sepa-
rately to bypass debates surrounding the extent to which interdisciplinary
approaches are cither necessary or sufficient for transformative research.?
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The chapter takes as given widely reported developments in
interdisciplinarity, as, for example, in the physical, biological, and other
sciences.® Instead, its focus is on the interdependent decisions that uni-
versities and government funding agencies are making and purportedly
need to make to accommodate and/or nurture asserted puissant trends
in the performance of academic scientific research. From this perspective,
calls for interdisciplinarity and transformative research are essentially vari-
ants of long-standing, oft-encountered science policy questions, succinctly
inventoried in the Office of Technology Assessment’s (OTA) 1991 report:
“Federally Funded Research: Decisions for a Decade,” about which fields
of science to fund, which actors (individuals /teams/institutions) are best
qualified to conduct the chosen fields of inquiry, what mechanisms should
be used to select performers and funding mechanisms, and, finally, what
criteria or methodologies should be used to assess the quantity, quality, or
relevance of the ensuing research findings.* Overshadowing and condi-
tioning answer to these questions are the perennial practical constraints of
resource availability. Phrased more pointedly, the total resources required
to satisfy the claims for continued support of “mainstream” research fields
(or disciplines), to underwrite the reconfigurations of these fields about
new interdisciplinary paradigms, and to meet the claims of advocates for
support of new fields directed at societal problems, for example, “vulner-
ability science,”® will push up against and invariably exceed whatever level
of total resources are provided for by the collectivity of sponsors—govern-
ments, foundations, industry, universities—for this research.

This is not a novel statement. It is a generic formulation applicable
widely across Organisation for Economic Co-operation and Development
(OECD) members. The specific ways though in which these questions
are answered as well as the content of the answers themselves are con-
text dependent, shaped by specific, historic, path-dependent events, or
what Weiller has termed “national structural preferences regarding the
utilization and construction of the productive forces within each coun-
try.”® The national context within which issues related to interdisciplinary
research and transformative research are examined in this chapter is that
of the USA. This immediately brings to the fore a national research sys-
tem in which national government support of basic research is channeled
primarily to academic universities, and where this funding is allocated in
the main via competitive, merit review procedures, historically rooted in
single investigator-initiated funding. While there are manifest similarities
in conditions between the USA and other OECD countries in the trends
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reported on below,” there also are differences®; thus the form and fit of
the policy analyses presented here to other national contexts has yet to be
determined.

9.2 INTERDEPENDENCE

The analysis below moves back and forth between changes in funding
agencies and in universities in order to highlight the interdependence
of actions between the two sectors. The approach though understates
the historic and contemporary roles of foundations, such as Rockefeller,
Ford, and Howard Hughes, and of firms, as in the information technol-
ogy and pharmaceutical industries, as prime movers and/or catalysts in
engendering the capacities of universities to explore new research fields,
thereby setting into motion the subsequent sequence of interdependent
steps between universities and governments relating to interdisciplinary
and transformative research.’ It is however useful in highlighting nuanced
differences in the role of the two sectors as between initiatives to foster
interdisciplinary research and transformative research.

Focusing initially on interdisciplinarity, much of the impetus under-
lying its emergence on American campuses has come from the Federal
government.'® The establishment of academic programs and research cen-
ters devoted to materials science, by now a ubiquitous, well-established
field, exemplified by the National Science Foundation’s (NSF) Materials
Research and Science and Engineering Centers program, is but one exam-
ple of these dynamics. According to Harwood,!! a participant in the forma-
tive years of the field, the impetus for prodding universities to reconfigure
their research and teaching approaches to materials reflected in good part
the “fantastic set ... of problems and challenges” faced by government
agencies for new materials that could resist higher stresses, temperatures,
pressures, aggressive environments, and so on, found in new weapons
systems, propulsion systems, electronic devices, and more.'? This led to
substantial support first by the Defense Department’s Advanced Research
Projects Agency (DARPA), and then to large-scale, continuing support by
the NSF. According to several participants in the rise of this field, external
support was an essential element in providing the discretionary resources
and external legitimacy that both encouraged and then subsidized uni-
versities to make large-scale investments in faculty and facilities to accom-
modate materials science, as well as to make the organizational changes
needed to administer these new programs.
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More generally, noting the broader trends since the 1970s toward
interdisciplinarity, most noticeably in the natural sciences and engineer-
ing, Miller has observed that “The primary driver for this shift towards
interdisciplinary in the natural sciences and engineering was large-scale
government funding of research oriented toward the solution of societal
problems, from curing disease and ensuring national security to protecting
the environment.”!® But agencies, as with universities can experience inter-
nal contests between established disciplinary-based divisions and newer
cross-disciplinary programs. Priority setting both among and within fields
of science is a well recognized perennial practical problem in science policy,
with the search for a science of science policy that would provide grounded
decision rules a continuing if still elusive objective.!* Additionally, in an
open science system redolent of a republic of science, wherein representa-
tives of the academic community serve on the advisory and policy-making
bodies of funding agencies, and as short-term, rotating program manag-
ers, helping to shape agency research priorities as well as recommending
and making funding decisions, faculty carry messages about the saliency
of modes of research in both directions, causing intra-agency and intra-
university contests about relative emphases to become intertwined.

9.3  ANALYTICAL FRAMEWORK AND PorLicy CONTEXT

The chapter’s starting points as noted above are oft-made statements that
the structural dynamics of scientific inquiry have changed in the direc-
tion of requiring increased collaboration across traditional disciplinary
boundaries as well as those that assert that new initiatives are needed to
jump start the overly conservative, incremental pace at which scientific
knowledge is advancing, or being transformed. Likewise, it acknowledges,
and indeed in other writings'® has described the portfolio of changes that
universities have made to foster and /or to accommodate at least a modi-
cum of interdisciplinary research (and graduate education).

In analytical style and tone, though, it is more guarded about the
strength or the structural importance of trends toward interdisciplinarity
and transformative research than many recent treatments. In the context
of the science policy decisions it considers, it sees the case for initiatives
to bolster interdisciplinary or transformative research as neither unchal-
lengeable or unstoppable. Additionally, assuming that a dominating case
is made for either or both of these trends, little consensus exists about the
form such initiatives should take, quite the contrary.
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Considerable disagreement exists about the degree to which either
agencies or universities need to make “fundamental” or “transformative”
adjustments to accommodate either or both of above. The disagreements
occur both at the conceptual level, especially about the construct valid-
ity of what is meant by transformative research, and at policy design and
implementation levels about the shape and size of the operational and
organizational changes needed within funding agencies or universities to
accommodate interdisciplinary or transformative research initiatives.

The disagreements in part reflect long-standing differences about the
funding and organizational arrangements deemed most conducive to the
pursuit and attainment of advances in scientific knowledge, as for example,
in continuing debates about the relative importance in physics of “little”
and “big” science.!® These differences have not gone away. As applied to
interdisciplinarity, Weingart’s projection that in all likelihood within univer-
sities “... traditional and inter-, multi- and transdisciplinary research fields
will exist side by side,”!” is likely accurate but only to a point. Observations
pointing to coexistence, or parallel play, found in selected fields of science,
colleges, or departments does not negate the tensions and contests that
can exist within a university whenever decisions need to be made about
how best to organize itself to maintain or enhance its reputational standing
for research excellence, including decisions about which academic units are
to be maintained, changed or terminated and what faculty expertise needs
to be recruited to support these decisions. Relatedly, accounts of successful
examples of how universities have transformed themselves to accommo-
date interdisciplinarity!® reflect the accumulated effects of past events; they
are not necessarily prognoses of future trends. As illustrated by the head-
line “Hiring that Crosses Disciplines Can Create Tensions” in a recent
“Chronicle of Higher Education” report,'® externally oriented visions and
initiatives from senior university administrators about the opportunities
and imperatives associated with interdisciplinarity cannot always penetrate
the inward-looking, small-world perspective and autonomy of discipline-
based departments.?® Success stories, per se, are akin to sampling on the
dependent variable: successful undertakings. Such accounts ignore still-
born or failed endeavors. Moreover, success, even when documented,
may represent only the early stages of a specific program not its long-term
sustainability, especially if it was launched with a heavy external subsidy.
Success also may produce an interdisciplinary enclave that generates little
spillover impacts toward a more supportive environment for interdisciplin-
arity in colleges or departments elsewhere in the university.
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Of concern here is that exegesis and case study narrative on interdisci-
plinarity from an epistemic or historic perspective at times seems to take on
normative connotations, implying that future advances in science require
even more of a transformation in organizational and funding arrangements
than has occurred to date for renewal to occur or accelerate. Whatever
may be the case for this position, and in good part it is a strong one given
prevailing trends in many countries to focus incremental government
research support on “grand challenges,” prognoses of the future(s) of
interdisciplinary approaches to scientific research do not sufficiently take
into account that the conditions that nurtured interdisciplinary research
over the past 25 years or so have changed, and in an unfavorable direction.

Two contemporary trends in particular are likely to create a less
hospitable environment for future initiatives. The first from which lit-
tle near-term relief appears forthcoming across OECD nations are the
combination of stagnant levels of resources to support new ventures or
approaches in scientific research and widely perceived assessments on the
part of researchers in many countries that their governments are pres-
suring them to give priority to shorter-term, more applied research,
frequently directed at economic competitiveness.?! Not only is funding
being reallocated in this way, but the pressures for near-term results work
against the upfront, often time-consuming efforts needed to build trust
among researchers from different disciplines and to acculturate each to
the other’s discipline, traits deemed essential to sustainable interdisciplin-
ary endeavors.??

Focusing again only on the USA and abstracting from the vicissitudes
of'annual agency research and development (R&D) budgets caused by the
dysfunctional character of contemporary US politics, downward pressures
on the growth of the US federal budget and upward built-in pressures
from entitlement programs and national debt payments have combined
to exert downward pressures on the share of non-discretionary appropria-
tions in the Federal budget: that portion of the budget in which R&D
competes with all other domestic programs, many highly regarded and /or
highly protected in their own right. As a consequence, even though sup-
port of basic research is widely accepted as a legitimate government func-
tion, enjoying broad-based political support, with the notable exceptions
of research areas that raise ideological or interest group hackles—climate
research, social science research, civilian technology programs—Iarger
budget pressures have placed de facto caps on the growth of Federal
support of R&D. These pressures may be seen in a pronounced long-term
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decline in the ratio of Federally funded R&D to GDP from approximately
1.2% in 1976 to under 0.8% in 2014.

This macro-level fiscal environment has led in turn to tighter funding
conditions for academic researchers, even as total science agency budgets
have increased. Set against the continuing growth in the academic scien-
tific enterprise represented by the increase in number of research-intensive
and research-oriented universities staffed by a larger numbers of faculty
whose careers and aspirations are geared to research, the consequence has
been an increase in proposals and requests for funds submitted to funding
agencies; the predictable result has been a decrease in success ratios. At the
National Institutes of Health (NIH), the single major Federal government
agency sponsor of academic R&D, the number of research project grants
increased from 40,861 to 49,581 between 2004 and 2013, while the suc-
cess or funding rates fell from 24.6% in 2004 to 16.8% in 2013. Perhaps
even more striking is the success rate for RO1-like grants, the emblematic
metric of the USA’s reliance on single investigator-initiated research, fell
from 25.4% to 17.5% over this period, even as the number of applications
reviewed remained relatively unchanged, at approximately 28,000. At NSF,
the decline, from 24% to 22%, was muted somewhat by the waxing and
waning of proposal submissions, as faculty appeared to adjust rapidly with a
one- to two-year lag in NSF’s funding and ability to support new proposals.

An inescapable consequence of this tightly constrained resource envi-
ronment is to limit the flexibility that Federal agencies have to engender
renewal of science through cumulative incremental change, whereby addi-
tions to agency budgets (“slack resources”) are used to add continuously
to the total scale and scope of new arrangements until through a process
of functional displacement they become the norm for policy and prac-
tice, all this however without having to reduce absolute levels of support
of what was widely to have worked before.?® Interdisciplinary research
centers, for example, could be funded by science agencies without reduc-
ing the absolute level of funding available for RO1/single investigator
grants or overly detracting from the resources or disrupting the rhythms
of departmental or college life. The new resource environment instead
paints choices between existing and new(er) ways of doing things in vivid
zero-sum colors, much more likely to foster resistance and opposition to
new initiatives, whatever their form. Casting these dynamics in historical
terms, increases in the availability of research support have served to mute
the jarring that frequently occurs when innovations are introduced into
highly routinized organizations. The new funding environment changes



250 I FELLER

all this. If the recent past may be described as one in which a rising tide
lifts all boats, the present and near-term future more closely resembles (or
is perceived as resembling) Hitchcock’s Lifeboat.

The second trend are the increased requirements, variously labeled
under the headings of neoliberalism, new public management and/or
evidence-based decision-making, imposed by governments for account-
ability and evidence of performance on the part of those receiving public
sector support. These trends are widespread across OECD nations across
many functional areas. In the USA, these requirements are most often
associated with the initial enactment of the Government Performance
and Results Act and related policy edicts issued by the Executive branch,
Office of Management and Budget, requiring that agencies more system-
atically evaluate their programs.

Funding of academic research has not escaped these new require-
ments. Demands for evidence of performance are not neutral with respect
to the prospects either for interdisciplinary research or for transformative
research. The challenge of demonstrating quality is a staple issue in dis-
cussions of interdisciplinary research.?* The challenges are heightened in
this new era. For in a policy environment that requires methodologically
rigorous evidence and apotheosizes random control trials, failure to pro-
vide such about the impacts of what is new unavoidably favors the default
position of pre-existing arrangements. Thus according to Whitley, changes
in the governance of science, encompassing in combination “steady state
levels of funding, project-based resource allocation and formal, public
monitoring of PRO’s performance may well restrict intellectual diversity
and encourage scientists to work on mainstream topics with established
techniques in preference to tackling interdisciplinary problems with a
variety of novel methods and approaches that challenge established prob-
lems with a variety of methods and approaches that challenge established
boundaries and identities.”? Only recently have such methodologies and
findings emerged? but they have yet to filter into policy discussions or
decision-making settings.

9.4  INTERDISCIPLINARITY AS A COUPLED PROBLEM
OF SCIENTIFIC CHOICE AND ACADEMIC (GOVERNANCE
Statements about the imperatives of interdisciplinarity pervade contempo-

rary discussion of the dynamics of scientific research. The chorus includes
conceptual arguments, as noted above, that a new mode of transdisci-
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plinary knowledge production has emerged alongside the “traditional”
disciplinary structure of science and technology?” as well as expressions
about the essentiality of interdisciplinary approaches to research and train-
ing by the leaders of NIH and NSF.?® Calls for an increased emphasis on
interdisciplinary approaches to research and teaching have indeed been so
widespread in agency documents and reports by prestigious national orga-
nizations, such as the National Academies and professional organizations,
over the past 25 years or so as early as 1999 they were termed the “mantra
of science policy.”?

As with federal science policy, interdisciplinarity may also be termed
the “mantra of academic strategic plans” written since about 2000.3°
The environmental scans routinely included in these plans serve here as
guides to the perceptions of universities about the threats and opportuni-
ties found in the competitive world they inhabit as they pursue objectives
of reputation, ranking, and prestige. Indeed, the very advent and rapid
spread of formal strategic planning was itself a mark of the changed exter-
nal environment.?! Changes in the rhetoric with which these plans are
written also serve indirectly to identify changes in the weights accorded to
discipline-based and interdisciplinary initiatives.

The emphasis on interdisciplinarity found in strategic plans written
since 2000 stands out in comparison with the thrusts of the strategies
of only a few years earlier. At a number of universities, or colleges, or
departments, the strategic objective of being among the “best” (or best
in class) became identified with upward moves through the Carnegie
Classification system and /or placement in the NRC’s ranking of doctorate
degree programs. The NRC’s 1995 rankings, however, encompassed only
41 fields, and these were typically long-established mainstream disciplines.
The combination of two presumably unassailable objectives: (1) improved
performance/excellence, and (2) more efficient use of resources, tended
to skew hard resource allocation choices toward the status quo of pre-
existing discipline-based departments.

Contributing to this tendency was the decentralized nature of the uni-
versity, in which colleges were often left with considerable discretion to
emphasize disciplinary-based strategies within the broad but relatively
loose guidance of university-level pronouncements about the importance
of interdisciplinarity.*? The result, according to the 1994 report of the
Government-University-Industry Research Roundtable (GUIRR) was
that interdisciplinary programs became “... ‘orphans’ within the fiscal
bureaucracy of the university. These programs are at a further disadvantage
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since most of the university’s planning efforts are based on fiscal structure.
Thus, interdisciplinary programs play a less prominent role in the long-
range planning of the university.”33

The post-2000 plans convey a more supportive commitment to inter-
disciplinarity. Echoing the themes found in the national forums outlined
above, the environmental scans contained in these plans highlighted
changes in both the internal dynamics of science and the external funding
environment. More selectively, at a tactical level, the plans highlighted
perceived opportunities for the specific university to exploit existing aca-
demic strengths or to concentrate modest strengths to carve out distinc-
tive research or graduate degree niches in emerging, often interdisciplinary
fields before other institutions enter or preempt them.

Duke University’s 2001 strategic plan, “Building on excellence,” is
cited here as a illustrative example of several other university plans, chosen
in part for its articulateness but also because of extent to which imple-
mentation followed strategy, with seven campus-wide research institutes
embodying the plan’s emphasis on interdisciplinarity being created:
“While the modern research university was forged from an alliance of dis-
ciplines, with knowledge largely fostered within traditional departmental
or school structures, recent decades have seen an accelerated integration
of knowledge across the sciences, social sciences and humanities, in fields
ranging from the biosciences to cultural studies. The mode of research
that permits this integration of knowledge can be characterized, to a sub-
stantial degree, as multidisciplinary and interdisciplinary.”** The plan is
noteworthy also for its acknowledgment of a need to lower or overcome
barriers to multidisciplinary and interdisciplinary activities: “Our task is
to facilitate interdisciplinary research and training through incentives,
encouragement, rewards, and the removal of institutional, bureaucratic
and intellectual barriers.”3

Recent academic strategic plans convey a more knife-edged equilibrium
between discipline-based and interdisciplinary initiatives, along the lines
of Weingart’s observation cited above. As an example, the University of
Wisconsin’s (UoW) relatively recent plan: “A Strategic Framework the
University of Wisconsin-Madison, 2009-2014” speaks both of continu-
ing to “invest in interdisciplinary life science and biotechnology, including
the scientific and engineering disciplines that support twenty-first century
biology,” but also of acting to “Ensure strength in the core disciplines
while promoting innovation, interdisciplinary connections, where it makes
intellectual sense to do so.”%¢ The language however is so general as to
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obviate any commitment to the actions needed to implement the strategy,
as provided for in the Duke plan.

Abstracting from considerations about the extent to which actions
described in strategic plans have been implemented, or if implemented,
successtul, are beyond the scope of this chapter,?” it still needs to be rec-
ognized that these calls have not gone unchallenged. Debate about the
relative importance of disciplinary and interdisciplinary modes of research
and teaching is lively and continuing. Included here are strong statements
about the enduring nature of disciplines, and thus the cyclical passing fad-
dishness of interdisciplinarity.®®

Disciplines continue to be seen as the most effective and efficient man-
ner for generating scientific and technological advances, training the next
generation of scientists, and transferring received knowledge. As con-
tended by Abbott: “Because of their extraordinary ability to organize in
one single structure research fields, individual careers, faculty hiring and
undergraduate education, disciplinary departments are the essential and
irreplaceable building blocks of American universities.”® Further, “... if
interdisciplinarity were going to reorganize the university it would have
done so long ago ....”*

Cogent arguments based on theories of scientific progress and efficient
academic administration support these arrangements. As noted by James
Conant at Harvard’s Tercentenary celebration in 1936: “... it is because
of specialization that knowledge advances, not in spite of it; and that cross
fertilization of ideas is possible only when new ideas arise through the
intense cultivation of special fields.”*! Similarly, commenting on the unfa-
vorable press that disciplines have received for some time now, Servos
has argued that the “discipline not only confines, it also liberates ... The
discipline is not dysfunctional; it is functional ... Disciplines not only
lend structure and meaning to lives, they also bring order and signifi-
cance to knowledge.”*? Firming the theoretical base for these positions is
the observation of George Stigler, University of Chicago economist, that
“specialism is the royal road to efficiency in intellectual as in economic
life.”*? Indeed, although the advent of interdisciplinary approaches to sci-
entific research is often presented as a necessary reconfiguration of existing
disciplines to advance knowledge, at times creating a new field that dis-
places earlier ones, it also is possible for recently emerging fields to begin
as broad interdisciplinary initiatives but over time segment into a small
number of “specialities, or quasi-disciplines, as appears to have happened
in 2014 to Duke University’s erstwhile campus-wide Duke Institute of
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Genome Sciences & Policy,** or even to fragment along disciplinary fault
lines, as reported by Raasch et. al.** in the case of open source innovation.

Rhoten’s study of researchers in 13 NSFE-funded interdisciplinary cen-
ters for environmental research arrives at much the same conclusion:
“While the findings suggest that such a transformation toward interdis-
ciplinary research is in fact underway in the centers we have examined,
we also conclude from this small sample that, like other recent studies
have found in Europe and the United States, the metamorphosis toward
interdisciplinary collaboration is less prevalent and progressive than some
analysts speculate.”*® As observed by Weingart, following his description
of avowedly interdisciplinary fields such as climate research and gender
studies joined together in research centers and funding programs but
intellectually independent and developing individually: “The replacement
of discipline-based mode of knowledge is not corroborated by empirical
data either.”*’

For all the emphasis given to interdisciplinarity in strategic plans:
“Academic disciplines continue to dominate the modern university,
developing curriculum, marshaling resources, administering programs,
and doling out rewards.”*® Recent strategic plans continue to empha-
size disciplinary-based paths to increased institutional prominence.
Interdisciplinarity, for the most part, is presented as a boundary-crossing
trend that offers new opportunities, and as a force to which the university
must respond; it is not presented, however, as a new dominant intel-
lectual or organizational paradigm.* Few plans venture a fundamental
restructuring of existing college and departmental structures to accom-
modate or accelerate a transition to interdisciplinary modes of research
and instruction.

But beyond defenses rooted in epistemological theories of scientific
progress or the socialization role of professions, there are sound pragmatic
reasons for a university to select a disciplinary-based strategy of institu-
tional advancement. As illustrated by the rapid ascendancy to national
prominence of New York University’s philosophy department, the strat-
egy can work. Indeed, if anything, the NYU experience illustrates the rep-
utational benefits that can be garnered not only by selecting a discipline as
the path of advance, but even of a greater concentration of emphasis and
resources into a subdiscipline, in this case analytical philosophy.>

Yet another retarding factor on the further diffusion of interdisciplinary
research is the lack of faculty interest in these initiatives, especially among
senior faculty who have well-established and presumably well-funded
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ongoing disciplinary-based research programs. Thus, for example, posing
the question of whether or not former Harvard President Rudenstine’s
initiatives to foster interdisciplinarity would take hold, Keller and Keller
commented in their history of the university that: “It is no means clear that
if faculty horses are enticed to gather at center-selected waterholes, they
will drink deeply.”®! Again, without the participation of well-established
faculty to lend their reputations to new initiatives (as well as experience in
conceptualizing and organizing complex research or educational under-
takings), interdisciplinary initiatives may fail for want of the right or effec-
tive leaders.

9.5  TRANSFORMATIVE RESEARCH

Analyzing the place of transformative research in the constellation of new
initiatives to create scientific institutional renewal, again from the perspec-
tive of science policy, involves a different constellation of actors, interests,
and events. The starting points here are (1) the widespread international
bandwagon interest in transformative /breakthrough /high-risk research,
as represented by the 2007 National Science Board report: “Enhancing
Support of Transformative Research” at the NSF, and (2) terminological
and analytic deconstructions that highlight first the conceptual fuzziness
of the term and next the programmatic and empirical challenges of both
ex ante identification of transformative lines of research (or researchers)
and ex post assessment (and acceptance) that transformative findings have
been produced.

A classic movie line, especially for devotees of Leslie Howard’s 1935
performance as the Scarlet Pimpernel, is: “They seek him here, they seek
him there, those Frenchies seek him everywhere. Is he in heaven or is he
in hell? That damned elusive Pimpernel.” Much the same has been said
about the surge of interest in transformative research. Lal in a recent sur-
vey of international policy initiatives to support transformative research has
argued that “... the concept of transformative research remains mired in
mystique. Its definitions tend to be sublime-inspirational but vague. More
importantly, as the diversity of program implementation shows ... there is
no operational understanding of how to prospectively identify transforma-
tive research.”®? Similarly, Dietz and Rogers have observed that the NSF
definition of transformative research neither emerges “from the empirical
investigation of scientific and technological research as phenomena,”® nor
has a definition been settled on.
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The dominant contemporary lines of inquiry about transformative
research have focused on the ability of researchers or policy makers to
correctly identify and/or predict the lines of research or the research-
ers who are most likely to generate such findings; thus the insertion of
“potentially” before transformative research in subsequent NSF program
announcements. There is good reason for this attention.

The arenas of contestation surrounding transformative research for any
other than incremental modifications in existing funding patterns or insti-
tutional arrangements are likely to be predictability and assessment. The
predictability contest is likely to set in opposition histories of science that
point to the elusiveness of predictions about future lines of transformative
research set against the zeitgeist of the day that the potentials for truly
paradigm changing/disruptive scientific exploration are being stifled by
the dominance of median-voting, mainstream behaviors held to character-
ize existing proposal selection processes.

The former perspective is illustrated by the recent National Academies—
National Research Council Report: “No theory of scientific progress exists,
or is on the horizon, that allows prediction of the future development of
new scientific idea or specifies how the different types of scientific progress
influence each other-although they clearly are interdependent ....”%* The
latter perspective is embodied in the steady extension, to borrow from
van Leeuwen,®® from descriptive to evaluative to predictive bibliometrics,
wherein it is increasingly argued that it is possible to combine big data
techniques and citation measures to identify emerging areas of science.*®

The second contested arena created by the above-described contem-
porary imperatives for performance-/evidence-based decision-making is
likely to take place where the ever-present failures of the scientific com-
munity to recognize transformative findings when they occur are opposed
to the pressures upon agencies (and performers) to document that
investments in transformative research have yielded returns or benefits
of whatever sort commensurate with the organizational, programmatic
transformations they have caused. Again, in the current and near-term
funding environments outlined above, discordant pressures for near(er)
term demonstrations of “impacts” relative to the historic rates of accep-
tance of breakthrough findings are foreseeable, especially if programs to
foster transformative research are held to have come at the expense of
reduced resources for more traditional (discipline-based) lines of inquiry.

The rate at which and the reasons why new transformative findings are
accepted, resisted, or rejected by relevant scientific communities is a topic
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unto itself. One need not totally ascribe to or reject Planck’s well-known
aphorism about new ideas triumphing only when adherents of earlier
propositions have died off to acknowledge striking examples of delayed
recognition of theoretical or empirical findings that have subsequently
transformed a field as with the theory of oncogenes.’” The reception
accorded game theory, a now pervasive analytical approach in the social
sciences and other fields, and for which John Nash received the Nobel
Prize in Economics, is a classic, and indeed telling example, of premature
rejection. As noted by Luce and Raiffa in their 1957 survey of the field
of decision- making: “We have the historical fact that many social scien-
tists have become disillusioned with game theory. Initially there was a
naive bandwagon feeling that game theory solved innumerable problems
of'sociology and economics, or that, at least it made their solution a practi-
cal matter of a few years” work. This has not turned out to be the case.”®®

Essentially, the above is but an outline of the policy gauntlet that initia-
tives to promote potentially transformative research will need to course,
one made longer and narrower by financial austerity. By itself, however
the analysis says little about the merits of the case for these initiatives as
a means to foster scientific renewal or the form that any such initiatives
might or should take. The policy setting is seen here as too recent and fluid
to permit other than programmatic advocacy and analytical speculation.

A more fruitful if oblique approach to assessing the policy dynamism in
proposals on behalf of transformative research is to pose a different ques-
tion: why now? The question is of research interest in its own right. This
question connects to a long-standing, fruitful line of inquiry in political
science about agenda setting.® It has direct bearing here as it relates to
the depth and breadth of the changes necessary, or deemed so, to promote
the renewal of science to be brought about by initiatives to foster trans-
formative research. For it is one thing to see the pursuit of transforma-
tive research as a new permanent policy imperative requiring fundamental
structural changes in the priorities and ways in which national research
systems are organized, say in changing allocations among fields of science,
performers, and funding mechanisms, all those issues at the core of the
search for a new science of science policy,®® and what may very well prove
to be a short-lived policy epicycle readily accommodated at the margins of
science policy by addressing the immediate and most publicized needs of
those advocating for adoption of new approaches.

Policy waves associated with new or fluctuating national priorities
are recurring events in the evolution of a nation’s science policies and
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organizational structures.®' Taking the language employed in the 1945
“The Endless Frontier” as a starting point, the rhetorical landscape of US
science policy has changed frequently over the past 70-plus years. The
basic research /applied research /development typology is enshrined in the
National Science Board’s biennial Science and Engineering Indicators,
but this classification trinity mainly reflects compliance with the OECD’s
Frascati Manual, which serves internationally to standardize the formats in
which governments report data. Floating about this typology is an ever-
changing number of conceptual models and phrases. A short, ready-at-
hand listing of adjectives and nouns to describe the objectives and contents
of national science policy research would include at least the following:
pure, strategic, strategic basic, fundamental, mission (non-mission) ori-
ented, Bohr/Pasteur Quadrants,%> Translational, Basic Technological
Research,% Need Driven/Curiosity Driven, Mode 1/Mode 2.

These changes reflect in part the continuous desire and need on the
part of sponsors and performers to accurately describe the interrelation-
ships among the constituent activities of the research and development
enterprise, especially needed at times to purge discourse or rid mental
maps of the tyranny of linear models of innovation. In part too they reflect
the claims of performers, such as the engineering community, who have
perceived themselves disadvantaged (in funding or status) by the Bush
report’s heavy emphasis on basic or pure research.

In the main though, the most powerful propellant to this ever-changing
vocabulary is the ever-present need of the scientific community to articu-
late a contemporaneously relevant and persuasive rationale for why public
sector funds should be used to support its activities. This dynamic, for
example, account for the surge and then fall off in the usage of the meta-
phor of Pasteur’s Quadrant with its evocative claim that basic/pure/or
fundamental research (Bohr’s Quadrant) is not science for science’s sake
but is inherently linked to, and often is the prime mover, in the develop-
ment of new knowledge of use/relevance to society. It accounts too for
the rise of the phrase and programmatic initiatives directed at fostering
translational research. Filtered through this historical perspective, trans-
formative research appears yet but another policy epicycle.

But why now? The answer suggested here lies in the love-hate rela-
tionship felt toward peer or merit review by funding agencies and US
academic scientists. Merit review as practiced by the NSF is extolled as
“...an international gold standard for review of science and engineering
research proposals.”® Likewise, America’s life scientists have credited
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NIH’s single investigator-initiated, peer review system model of research
grant allocation and funding (in contrast to the bloc grant, institutionally
based, governmentally determined targeted research foci of many other
OECD nations) as contributing to US scientific leadership.®®

A cottage industry exists on the defects of peer review procedures.
Among the most frequent and salient of the criticisms made of the mecha-
nism are the manifest or latent biases it exhibits toward specific populations
of researchers (gender, race, age, geographical, or institutional location).5°
Of more immediate relevance here are claims that the mechanism tends
to lead to medium-voter behavior, driving out not only poor proposals
but also those that depart significantly from what are held to mainstream
theories and methods of the set of experts who happen to be convened to
review a particular set of proposals.

Assertions that peer review procedures are (unduly) conservative, squeez-
ing out high-risk research clearly are not new. In 1992, James McCullough,
staft director of program evaluation at NSF, reported on a 1986 survey of
principal investigators (PIs) to which over 9000 PIs responded. According
to McCullough two-thirds of the respondents (about 6000) “agreed with
the statement that NSF is not likely to fund high-risk, exploratory research
because the likelihood of obtaining favorable reviews is slim.”%” Thus,
allowing for some modest program adjustments, such as its Small Grants
for Exploratory Research program, that empowered program managers to
make discretionary awards for proposals that included preliminary work on
untested and novel ideas without proposal review, a 20-year interregnum
exists between the date of the NSF PI survey and the 2007 publication of
“Enhancing Transformative Research.” No evidence exists to indicate that
the “conservatism” of the peer review process has increased (worsened),
or that more breakthrough ideas have been rejected by review panels and/
or program managers or remain stillborn at the pre-proposal stage because
researchers believed that this would not be funded.

At their core, the statements about the stifling of transformative
research represent expressions of discontent with peer review procedures
and existing funding arrangements.

As stated clearly in the NSB 2007 report, “Transformative research
frequently does not fit comfortably within the scope of project-focused,
innovative, step-by-step research or even major centers, nor does it tend to
fare well wherever a review system is dominated by experts highly invested
in current paradigms or during times of especially limited budgets that
promote aversion to risk.”%8
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Expressed thusly, promotion of transformative research represents an
attempt to change the terms on which research support is awarded more
than an empirical demonstration of retardation in the rate of scientific
discovery, however measured. Strikingly, and in a sense counterintuitive to
studies of scientific advance that emphasize the singular contributions of
relatively younger researchers,® the emergence of transformative research
as a science policy agenda issue in the USA largely mirrors expressions
of discontent by senior scientists to NIH, NSF, and Congress about
their inability to get funding for their frontier/interdisciplinary research
because of the (perceived/asserted) conservatism of disciplinary,/main-
stream peer review processes. Having “been there, done that” within the
“mainstreams” of their disciplines/paradigms, it is these researchers, seek-
ing to advance, or breakthrough, the boundaries of disciplines they know
all too well, who have found their proposed new work rejected by a NSF’s
gold standard merit review system.

Although the chapter has focused on the USA, it is informative to
note that a similar dynamic also appears to hold in the countries included
in Heinze’s survey of funding schemes for sponsoring ground-breaking
research.”® He writes: “Current funding mechanisms, it seems, are not
flexible enough to accept that scientists with excellent track records in their
existing fields are capable of investigating phenomena that involve moving
into new fields and that there are synergies in funding such research.””!

If the underlying root cause for the stifling of transformative research
lies in the dynamics of peer review processes, how transformative must the
changes be in these processes to foster the renewal of science? Subsumed
in this question is yet another one: Are such changes, whatever their form,
only necessary, or are they also sufficient? A considerable number of alter-
native proposal selection arrangements immediately present themselves.
Included here as a ready if standard set of options are special program-
matic initiatives to promote “transformative” research; reconfigured, more
interdisciplinary review panels, populated by researchers who have dem-
onstrated success with transformative research, however that is defined
by the sponsor; explicit instructions to review panels to pinpoint those
proposals which they consider to have breakthrough potential; and adding
“potentially transformative” in program solicitations as a selection crite-
rion. Early evidence suggests that each of these options is already in place.

Two additional options, more far reaching in their deviation from
existing mainstream techniques, also are readily identifiable. These are
(1) allocating funds to individuals based on their established record for
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breakthrough research rather than on the basis of specific proposals, and
(2) increased willingness on the part of program managers to exercise
authority they may currently possess but infrequently use to make recom-
mendations and push for proposals they view as potentially transformative
even if these recommendations differ from those of expert review panels.
In effect, these latter two options involve having science-oriented govern-
ment agencies, such as NIH and NSF, adopt procedures long identified
with DARPA as well as those of foundations. NIH, in fact, has begun
to move in that direction: people rather than projects, offering, as in its
Pioneer Award program, longer term, increased levels of funding to a
competitively selected number of researchers based on their track record
and future promise. Consideration for expanded use of this funding model
is underway across NIH Institutes, even at the expense of having awards
allocated on this basis reduce that available to support individual projects.”?

Simple in design as these last two options may appear, they fly in the
face of other concerns about the “graying” of the scientific workforce, as
well as the potential for the further concentration of Federal academic
research funding among institutions and states, a perennial source of back-
ground contention given the distributive politics characteristic of dem-
ocratic governments from which agencies derive their funding. For this
reason, whatever may be their attractiveness and effectiveness as a means
of fostering transformative research, the likelihood that either of these two
options will substantially displace existing procedures is low.

9.6 CONCLUSION

Interdependence between funders and performers conditions the conclu-
sions that can be drawn from the above analysis. Starting this time with
the behavior of universities, statements about the interdisciplinary course
of scientific inquiry (and graduate education) are rife with high degrees of
uncertainty. As cited above, many knowledgeable observers continue to
advise that staying in one’s long cultivated disciplinary garden is the best
way to produce the fruits of scientific discovery. Moreover, even to the
extent that the future pathways to scientific discovery require increased
integration, borrowing, and collaboration across disciplinary boundaries,
there yet remain unanswered questions about the optimal organizational
arrangements for conducting and evaluating transformative research.
Given the competitive, prestige driven character of the American
research university system,”® answers to these questions seem likely to
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evolve less from hortatory pronouncements or the activities of any single
university in implementing a strategic plan but rather through a Darwinian
process involving the interactions among a large number of institutions. If
interdisciplinarity in fact is an essential requirement for significant scien-
tific advance, those universities that most rapidly and substantially adjust
their institutional priorities and organizational arrangements to accom-
modate it will be those that gain (or retain) reputation, prominence, and
resources (however measured), while those that adapt more slowly or less
well will fail to gain or lose position.”

If, however, interdisciplinarity proves not to produce the high impacts
for scientific renewal or societal relevance projected for it, its institutional
impacts are likely be quite modest, readily internalized into university
operations, as they have been now for several decades, by establishing vari-
ous forms of centers and institutes, but not affecting existing college and
department arrangements, promotion and tenure criteria, and the like.
Once more, the permanence and essentiality of discipline-based depart-
ments will have been validated. In either case, universities essentially are
making bets on the future. Those who bet heavily on the first outcome
will gain in absolute and relative terms compared with those who adapt
more slowly; those who adopt the second strategy gain if it emerges as the
dominant form, while the others find themselves with relatively little for
their initiatives.

But the story does not end here. Instead, it wraps around questions of
where the incentives and funding opportunities to conduct interdisciplin-
ary research will come from. The answer to these questions in turn, revolves
about future commitments of foundations, federal government agencies,
and firms. Given the historic and continuing importance of these external
sponsors in providing the discretionary resources and scientific legitimacy
often indispensable to the establishment of interdisciplinary research and
graduate degree programs, the scale and sustainability of current university
thrusts will depend heavily on the outcomes of the internal debates that
these organizations are currently engaged in about programmatic priorities
between disciplinary and interdisciplinary modes of knowledge creation
and transmission. Based on historic experience, without federal or foun-
dation funding, new fields are like small, start-up businesses that invari-
ably enter valleys of death in which they perish unless receiving additional,
external funds. Given projected decelerated rates of funding for the major
non-defense federal science agencies, intensified competition between
single investigator/single disciple and programmatic/interdisciplinary
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modes of funding, is likely. Thus, the future status of interdisciplinarity on
US universities seems as much dependent on priorities, negotiations, and
resource allocation decisions in multiple corridors of power as it does on
the strategies and activities within the halls of ivy.

Comparable projections on the accommodations that may be required
to foster transformative research is more conjectural since the concept
remains gumby-like, taking on many shapes. Additionally, agencies have
yet to sort through how to integrate, or splice, transformative research
initiatives into, atop, or alongside existing programmatic structures.
Perhaps the safest projection is that given the protean quality of academic
institutions, whatever transformative may be and however long or short
its day in the sun as a science policy imperative and source of new fund-
ing, in the short term at least it is not likely to transform the way universi-
ties operate.
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