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Chapter 1
Introduction

In its latest Assessment Report, the Intergovernmental Panel on Climate Change 
(IPCC, 2007) projects that without further action the global average surface tem-
perature would rise by a further 1.8–4.0°C until the end of this century. But even if 
the rise in temperature could be limited to the lower end of this range, irreversible 
and possibly catastrophic changes are likely to occur. Consequently, the protection 
of the earth’s atmosphere requires substantial efforts to reduce CO

2
 and other green-

house gas emissions – especially in countries with very high per capita emissions. 
To limit the imminent rise in temperature, in the Kyoto-Protocol, the European 
Union has committed itself to reducing the emissions of greenhouse gases by 8% 
up to 2008–2012 compared to 1990 levels. Within the EU burden sharing agree-
ment, some countries have to achieve even higher emissions reductions. Germany 
was assigned a reduction target of 21%. The entry into force of the Kyoto Protocol 
in February 2005 marks a first step towards meting global climate targets, but more 
ambitious action to reduce greenhouse gas emissions is needed after 2012, when 
the Kyoto targets expire. Under German presidency, the EU has committed itself to 
unilaterally reduce its greenhouse gas emissions until 2020 by 20%. In case a Post-
Kyoto agreement can be reached, the EU reduction target would be 30% (CEU, 
2007). Such reduction targets would be on a path towards meeting the 70–80% 
emission reductions considered necessary by 2050 for industrialised countries to 
meet long term global climate targets, taking into account economic growth in 
many populous developing countries. To meet these targets governments have 
started to implement climate policies which include economic instruments such as 
energy or emission taxes, or CO

2
-emission trading schemes, subsidies for the inven-

tion, adoption and diffusion of low- or no-carbon technologies such as renewable 
energy sources, efficiency standards or labelling systems for appliances, or infor-
mational measures such as demonstration programmes. These policies change the 
incentives structure of economic agents towards more climate-friendly processes 
and products. They also alter the profitability of new climate-friendly technologies, 
leading to additional research and development efforts towards such technologies, 
eventually resulting in a less carbon-intensive production and consumption struc-
ture of the entire economy.

In particular, the anticipated economic effects of these policies play an important 
role in shaping the political debate over climate protection policies, which has been 
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refuelled by the findings of the “Stern” report in 2006 (Stern, 2007). Accordingly, 
without further action, the overall costs of climate change will be equivalent to los-
ing at least 5% of global gross domestic product each year, while the costs of reduc-
ing greenhouse gas emissions to avoid the worst impacts of climate change could 
be limited to about 1% of global GDP per year. However, these findings as well as 
the implications for climate policy are highly disputed (Tol, 2006; Nordhaus, 2007; 
Heal, 2008). Similarly, recent efforts to assess the macroeconomic implications of 
climate policies, for example on employment or gross domestic product, have not 
produced a clear picture. Conflicting model results have contributed to the evolve-
ment of an intensive debate on the costs of climate protection. “The Economics of 
Climate Change Policies: Macroeconomic Effects, Structural Adjustments and 
Technological Change” portrays this debate, analyses the reasons behind different 
modelling results, and highlights the weaknesses of existing studies. Furthermore, 
it presents its own empirical results which contribute to closing the gap with regard 
to structural effects and offers new insights into the modelling of technological 
change.

Chapter 2 of the book analyses the economic mechanisms which are responsible 
for the macroeconomic effects of climate protection policies. Three different classes 
of mechanisms with various subgroups can be distinguished: effects on costs (sup-
ply side), effects on aggregate demand, and technological effects (productivity, 
technological competitiveness). A sound theoretical explanation is given for why 
different results can emerge, depending on which mechanisms are taken into 
account. This theoretical chapter concludes with a hypothesis about the likely pat-
tern of economic impacts of climate protection policies.

Based on this framework, the different approaches and results of modelling 
economy-energy interactions are evaluated in Chap. 3 for the case of Germany. It 
is demonstrated that different modelling approaches emphasise different segments 
of the numerous economic mechanisms. The most important empirical studies in 
Germany are analysed, and differences between the results are explained. Based on 
this analysis, conclusions are drawn about the likely macroeconomic impacts of 
climate change policies.

Chapter 4 deals with the structural adjustments of climate change policies. The 
pattern of sectoral changes in the industry structure are analysed for two policy 
scenarios which differ with regard to the policy instruments assumed. Furthermore, 
both the effects on changes in the qualitative job characteristics and qualification 
requirements as well as the on regional adjustments in employment are analysed.

Taking into account innovation effects is one of the key weaknesses of model-
ling economic effects. Thus, Chap. 5 addresses the issue of technological change in 
more detail. Various approaches to explain the generation and diffusion of new 
technological solutions are compared, and the state-of-the-art of existing empirical 
studies is summarised. In the following three chapters, case studies are performed 
to explore the empirical relevance of the various theoretical approaches for the 
determinants of technological change in the context of energy use. Chapter 6 
includes two empirical case studies form the industry sector in Germany using 
econometric techniques to explore the determinants of technological change in the 
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production of energy-intensive products. The first case study focuses on the impact 
of energy prices on energy use in the German manufacturing sector. The second 
case study analyses the determinants for the development and the diffusion of new 
technologies in one of the main energy-consuming industrial sectors, the steel 
industry. More detailed analyses are conducted in order to further assess the impact 
of various determinants of intra-sectoral structural change, and of the adoption and 
diffusion of more energy-efficient technologies for the main technological para-
digms, basic oxygen steel production and electric arc furnace steel. Besides energy 
prices the determinants considered also include expenditure for research and devel-
opment, industry concentration or sunk costs. In Chap. 7, a third case study deals 
with the impact of obstacles to a rational energy use, and the role of soft measures 
such as energy audits in sectors where energy costs play a minor role only, since 
the processes to produce goods and services are less energy intensive. More specifi-
cally, econometric methods are applied to empirically assess the relevance of vari-
ous factors of influence on barriers to the diffusion of energy efficient technologies 
and measures in the German commercial and services sectors. The barriers consid-
ered include lack of time, lack of information, uncertainty about energy costs and 
split incentives for investments in energy efficiency. In particular, the relevance of 
“hard” factors such as energy costs or company size is assessed together with the 
impact of the rather “soft” measure energy audit. In Chap. 8, the final case study 
broadens the policy perspective to the interplay of regulation and innovation within 
a wider system of innovation approach. The fourth case studies deals with innova-
tions in the wind sector. It addresses the question how different forms of policies 
and regulations might influence the generation and diffusion of new technical solu-
tions. In contrast to the previous case studies, it does not rely on econometric tech-
niques, but refers to evidence obtained by qualitative research such as interviews 
and questionnaires combined with – theory based – interpretation. Each of the case 
study chapters includes a brief summary and stands by itself.

The final chapter (9) summarises and combines the main results and insights of 
the previous chapters to assess the empirical relevance of the different theoretical 
approaches to technological change, provides policy recommendations and offers 
suggestion of how to further improve economic models to adequately capture 
innovations.
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Chapter 2
Effects of Climate Policy on the Economy: 
A Theoretical Perspective

2.1 Macroeconomic Objectives

The aspects which are relevant when assessing the economic and social compatibility 
are almost unlimited. Theoretical studies look at changes in the macroeconomic wel-
fare. The topics examined in economic-policy analyses range from macroeconomic 
variables, regulatory frame conditions, income distribution, and structural change 
through to the conditions which can be derived with regard to social compatibility.

In order to reduce the analyses to be carried out to a manageable amount, it is 
necessary to concentrate on those problem areas where it is supposed that climate 
policy could have significant effects. Since climate policy involves sectorally over-
lapping measures with which considerable investment sums are induced, the impacts 
on the macroeconomic variables play an important role. Here, the impacts on the 
national or domestic product are often interpreted as a reference value for the macr-
oeconomic welfare, since a continuous growth of the national product implies that 
the sum of the goods available for consumption is continuously increasing. Thus, the 
effects on the Gross Domestic Product (GDP) will be used to assess the macroeco-
nomic impacts. However, in doing so it is important to keep the limitation of this 
indicator in mind. The national product – even without referring to the external costs 
of climate change1 – is only a very indirect yardstick for measuring welfare. The fol-
lowing aspects have to be considered:

● The GDP measure does not express which share is allotted to the supply of com-
modities to the population. It is possible, for example, that consumption is 
reduced in spite of a constant national product, if investments increase as a result 
of climate protection.2

1 When assessing the impacts of climate policy on the macroeconomic welfare, the avoided 
impacts of climate change also have to be taken into account. The assessment of policy conse-
quences, however, concerns quantifying the macroeconomic effects of climate protection in order 
to be able to compare these with the benefits of climate protection policy. When the term “wel-
fare” is used in this section, therefore, this does not include the external costs of climate change.
2 From a theoretical point, any assessment of the welfare changes of a CO

2
 reduction based on 

tangible goods supply should therefore also take into account the changes in aggregated private 
consumption.
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● The GDP measure does not reflect either a change in the commodity leisure or 
in non-market evaluated activities.

● Changes in GDP do not capture changes in the external costs. A climate policy 
does not only reduce greenhouse gas emissions, but also brings about a  reduction 
of other external costs (e.g. emissions of air pollution). Likewise, to the extent 
that climate policy results in lower imports of fossil fuel from politically  sensitive 
regions, climate policy also contributes to increase security of supply. These 
kinds of secondary benefits are neither included in the national product nor in the 
benefits of reducing the CO

2
 emissions.3

The impacts on employment level constitute an essential topic when assessing 
social compatibility, especially in times of high unemployment. This variable is there-
fore subject to closer scrutiny, and is used as the second major indicator to assess the 
macroeconomic effects of climate policies.4

This section seeks to answer the question: due to which economic mechanism 
can the implementation of climate policy measures result in changes of the GDP 
and the number of jobs? Climate policy measures set off diverse adjustment 
 reactions among individual companies and private households which precipitate as 
structural effects on a sectoral and regional level. The sum of these adjustment reac-
tions and the subsequently caused impacts then result in changes of macroeconomic 
variables on the macroeconomic level. The various economic mechanisms describe 
which adjustment reactions and consequential effects are induced by climate poli-
cies. However, they are strongly influenced by the respective theoretical paradigm 
used. In line with the various schools of thought, price and cost effects, demand 
effects and innovation effects can be distinguished.

2.2 Price and Cost Effects

2.2.1 Effects of Changes in Prices and Costs

Price and cost effects stand at the forefront of neoclassical economic theory. The 
primary cost factors in the general economic discussion are the costs of labour 
(wages) and capital. With regard to climate policy, another cost factor is the cost 
occurring for supplying energy services. It is true that, in a macroeconomic context, 

3 Accordingly, such effects would also have to be taken into account in an overall assessment of 
climate policy.
4 Furthermore, sectoral or regional structural changes cause adjustment pressure in both  growing 
and shrinking sectors and are therefore of considerable significance for both the social compati-
bility and when assessing the political enforceability of a climate policy. However, they are not 
included in Chap. 3 on macroeconomic effects, but are dealt with in Chap. 4.



these only comprise a small share of total costs, but they are strongly affected by 
changes in the energy supply or by climate protection.

If restrictions are placed on CO
2
 emissions, the use of fossil fuels has to be 

reduced. If the cost burden increases as a result of this, various supply side effects 
will be triggered.5 The same amount of labour is demanded for a lower real wage. 
Furthermore, substitutions in favour of other production factors take place, and, in 
general, the potential output is reduced. If the market mechanism on the labour 
market leads to lower real wages, a new equilibrium with full employment is 
reached. If this is not the case, unemployment will result. Furthermore, an increase 
in costs leads to disadvantages in international competition.6 If, on the other hand, 
the climate policy brought about cost reductions, an increase of production and 
employment would result and international competitiveness would be improved. 
From these arguments it is clear that, within the scope of neoclassical theory, it is 
decisive for the direction these cost effects take whether a climate protection policy 
results in an increase or a reduction of the cost burden.

Neoclassical theory assumes, in general, that market mechanisms lead to an 
efficient allocation of resources. If such an efficient starting-point is assumed, a 
reduction of CO

2
 emissions, in general, leads to a reduction of GDP.7 In the scope 

of this static analysis, a different result can only come about if the assumption of 
an efficient starting-point is abandoned. The discussion of the effects of climate 
protection policy is therefore distinguished by the – often implied – characterisation 
of the starting situation. A non-efficient starting situation is accounted for on two 
different aggregation levels:

● The so-called no-regret potential is picked out as a central topic on a technology-
based aggregation level.8 It is argued that a considerable cost-efficient potential 
to reduce greenhouse gas emissions already exists under the given frame condi-
tions. From this it is concluded that, to a certain extent, a reduction in  greenhouse 
gas emissions would be possible without increasing the cost burden.

● Specifically with regard to the introduction of an energy or CO
2
-tax, it is argued 

that a double dividend (emissions reduction plus increase in economic output) 
could be achieved if the tax revenue is used to lower other distorting taxes.

5 See Lintz (1992, pp. 34–38) and Landmann (1984, pp. 181–190) based on the example of an 
increase in oil price.
6 This effect is reduced if there are internationally agreed reductions such as those aimed at in the 
Kyoto Protocol. On the other hand, a first-mover advantage may result from unilateral (national) 
acts. See Sect. 2.3.3.
7 In theoretical terms, an efficient starting-point is equivalent to a position on the production-fron-
tier of an economy. Any increase in the output of one composite of the total output inevitably 
requires the reduction of at least one other composite, reducing welfare. If one neglects the prob-
lems that GDP is not able to account for all welfare changes (see Sect. 2.1), this is equivalent to 
a reduction in GDP.
8 For a comprehensive definition of the no-regret potential see Ostertag (2003).

2.2 Price and Cost Effects 7
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2.2.2 Existence of No-Regret Potentials

The existence of no-regret potentials is supported by comprehensive technology-
based analyses in which cost-efficient saving possibilities can already be shown for 
numerous case examples under the given frame conditions.9 Information deficien-
cies and investor’s demand for very short term payback times are given as the main 
reasons for the existence of these untapped saving potentials.10 Other obstacles 
cited include principal agent problems within companies as well as – especially 
relevant for housing construction – the non-appropriability of profits, which is 
caused by asymmetric information.11 In addition to this, for the electricity sector, 
reference is made to the former kind of regulation of natural monopolies. They used 
to restrict measures of electricity conservation through degressive tariff designs 
on the one hand. On the other hand, electric utilities used their market power to 
frighten away environmentally-friendly independent electricity producers from 
entering the market.12

The concept of no-regret potentials was considerably extended and expanded to 
environmental protection in general by the work of Michael Porter.13 He argues that 
a strict environmental protection policy can result in companies activating unused 
efficiency potentials and thus achieving competitive advantages (free lunch hypoth-
esis). This theory is embedded in a concept of the international competitiveness of 
nations, which declares that the main factors of determination are found in the 
interaction of production factor availability, business strategies, demand conditions, 
industry clusters and supporting government action leading to changing frame con-
ditions.14 Intensive competition and the constant search for more efficient solutions 
are essential to achieve competitive advantages. In this sense, it can even be advan-
tageous for a country if it starts off at a competitive disadvantage due to missing 
production factors, since this encourages innovations and avoids the squandering 
of resources. Increasing the stringency of environmental standards can work in a 
similar way: “The notion is that the imposition of regulations impels firms to 
 reconsider their processes, and hence to discover innovative approaches to reduce 
pollution and decrease costs or increase output.”15

9 See Grubb et al. (1993, pp. 403–432), IPCC (1995, pp. 309–312, 317–322), IPCC (2001, pp. 
504–512).

10 See Jaffe and Stavins (1994b, pp. 804–806), Sanstad and Howarth (1994, pp. 814–816), Metcalf 
(1994, pp. 821–823), Cameron et al. (1999, pp. 66–69). For a recent overview and  conceptual 
framework on those barriers to energy efficiency, see Sorrell et al. (2004).
11 DeCanio (1993, pp. 907–910), Cameron et al. (1999, p. 65). In the literature, this effect is known 
as the “investor-user dilemma”. An investment by the owner in energy conservation cannot be 
transferred into higher basic rents, since new tenants can only estimate the energetic condition of 
a building at a high information cost.
12 See e.g. Brunekreeft (2004).
13 Porter (1990); Porter and van der Linde (1995).
14 Berg and Holtbrügge (1997, p. 200).
15 Jaffe et al. (1995, p. 155).



Both the results of bottom-up case studies, the associated explanations and 
Porter’s reasoning are challenged theoretically. “There is no free lunch” is the 
counter-argument to the existence of a no-regret potential.16 Basically, the argu-
ments of the no-regret opponents whittle down to one or another form of hidden 
costs, which the proponents “forget” to account for.

In turn there is a whole series of counter arguments to this line of thought. The 
main ones are those which put forward a different theoretical starting-point. For 
example, in certain cases, the existence of no-regret potentials can be justified from 
the perspective of transactions cost economics and real options value theory.17 In 
addition, numerous publications question the assumption of the utility maximising, 
rational behaviour of people and are emphasising – in addition to information and 
knowledge deficiencies – the competence and motivations of actors and putting 
forward the concept of bounded rationality instead.18 In addition, from the perspec-
tive of evolutionary economics, the influences on the decision process at different 
levels have been highlighted and the assumption of fixed and transitive preferences 
has been challenged.19 Finally, it is pointed out that decisions within companies are 
the result of a complex process, which is characterised by multifunctional network 
structures with differing objective functions, spillovers between the individual sec-
tors and limited information processing abilities so that, at any time, there is the 
possibility to bring about substantial efficiency improvements.20

Thus, there are numerous arguments in the debate on the existence of no-regret 
potentials which are expressions of differing scientific paradigms. However, the 
existence or non-existence of no-regret potentials cannot be as clearly proven as the 
representatives of the respective positions would like to claim. Overall, the conclu-
sion drawn from these models is that there are no strict behavioural assumptions: 
“The evidence and models surveyed suggest that a sensible rationality assumption 
will vary by context, depending on such conditions as deliberation cost, complexity, 
incentives, experience, and market discipline.”21

For the assessment of climate protection policy, the consequence is that the exist-
ence of inefficiencies is a necessary but not sufficient condition for empirically sig-
nificant no-regret potentials of a climate policy. In order for a climate protection 
policy to systematically reduce costs in proportion to other conceivable policy fields, 
the inefficiencies in energy consumption have to be particularly pronounced. In addi-
tion, there must be policies available to systematically and cost-effectively remove 
these inefficiencies. Thus, arguments are necessary which support the  supposition 

16 See Palmer et al. (1995, p. 120).
17 See Ostertag (2003).
18 See Conslik (1996, pp. 669–683). In Simon (1997, p. 291), bounded rationality refers to “cogni-
tive limitations of the decision makers”.
19 See Witt (1987, pp. 133–137), Vanberg (2001).
20 Nelson (1995, pp. 51 ff). This argument is applied to energy and climate policy in the work of 
Dennis et al. (1990), Stern (1992), DeCanio and Watkins (1998a, b) as well as DeCanio et al. 
(2000, 2001).
21 Conslik (1996, p. 692).

2.2 Price and Cost Effects 9
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that inefficiencies exist, particularly with regard to decisions about energy saving 
investments. Alongside the already mentioned traditional reasons for market failure, 
a justification may exist in a form of bounded rationality which does not adapt fast 
enough to the changed frame conditions and therefore forfeits its efficiency, which 
may well have been present under the original conditions. The following aspects 
must be considered here:

● The company’s energy supply is not at the centre of the corporate performance 
processes. In the sense of satisfying, the aspiration level consists mainly in 
securing supply at reasonable costs.

● During times of sinking energy costs, routines developed stating that a costly 
search for energy saving possibilities does not pay off anyway. This decision 
routine is plausible for the large number of companies in which energy consump-
tion mainly occurs in ancillary services such as the supply of process heat or 
compressed air production and only constitutes a small share of the total costs.22

● This tendency is reinforced even more by the fact that energy-relevant  investment 
decisions are often reinvestments, in which the decision is not made independ-
ently of decisions taken at earlier points in time. Thus, inefficient decisions in 
the past influence future decisions (good money is thrown after bad).

● Energy-relevant investments do not have to be made continuously, but often 
have a rather ad hoc nature. At the same time, these investments also often have 
a disproportionately long lifespan. On top of this are the complex environment 
and uncertainties with regard to future developments. Under these conditions it 
is especially plausible to have an orientation along decision routines which are 
difficult to dismantle, even more so since the drop in energy prices after the oil 
price crises seems to reinforce these kinds of decision routines.

● Policy measures which draw attention to the necessity to reduce CO
2
 emissions in 

the future could help to change these decision routines independently of whether 
they alter relative prices or have a different leverage.23 The altered decision rou-
tines establish themselves through social interaction. For measures to accelerate 
the diffusion of these routines, it is of considerable significance to select the 
respective multipliers and opinion leaders as the target group. This type of 
group- specific design can simultaneously limit the costs of the policy.

To sum up, the arguments presented above may be sufficient to explain why a 
certain no-regret potential exists. Such a no-regret potential also influences the 
shapes of the cost curves of a CO

2
 reduction. If one assumes an efficient economy, 

every option with costs below zero will be realised. Thus, Point T in Fig. 2.1 
will be realised. It characterises the theoretical cost minimum an efficient econ-
omy will reach.24 If an additional restriction is added, such as a reduction of CO

2
 

22 This argument is consistent with empirical results that relatively high unused saving potentials 
are found mainly in companies with low specific energy consumption. See Chap. 5.2 of this 
book.
23 DeCanio (1999, pp. 291–292).
24 As mentioned, external effects are excluded here.



 emissions, this leads to an increase in costs. Thus, the theoretical (marginal) cost 
curve of CO

2
 reduction has a positive slope to the right of starting point T.25

However, if it is assumed that inefficiencies exist in the reference case, there 
is another starting point. In contrast to an efficient economy, the emission reduc-
tion characterised by OT is not realised due to inefficiencies.26 In an inefficient 
 economy, the cost curve for the reference case starts in O, and the inefficiency is 
characterised by the area OQT. Thus, if one compares an inefficient economy with 
a perfect efficient economy, the theoretical no-regret-potential is equal to the 
emission reduction OT.

The arguments for the existence of a no-regret potential all relate to the inevitabil-
ity of a certain amount of inefficiencies. Thus, the starting point for the analysis is 
point O on the reference (marginal) cost curve with inefficiencies. However, if it is 
possible to reduce the inefficiencies during the course of the climate policy, for exam-
ple because decision routines are changing, the cost curve for the policy case is modi-
fied and shifts to the right towards the theoretical cost minimum curve. Nevertheless, 
it seems unrealistic that the theoretical cost minimum curve can be reached, not least 
because the measures to increase efficiency still incur costs, even in the most 
 favourable case, or because the inefficiency is not completely removed. In Fig. 2.1, 
it is assumed that the inefficiencies are at least partially reduced. This corresponds to 
a (marginal) cost curve with decreased  inefficiencies starting at point P.

However, the utilisation of a no-regret potential of climate policy is character-
ised by both a reduction of inefficiencies (leading to a shift of the marginal cost 

CO2reduction

$/tCO2

O
P
Q

R S T

Reference cost curve
with inefficiencies

theoretical
cost curve

average cost curve
with decreasing
inefficiency

cost curve with
decreased inefficiency

Fig. 2.1 Costs curves of CO
2
 reduction including inefficiencies

25 It can be assumed that increasing reductions of CO
2
 will be associated with increasing marginal 

cost. Thus, the positive slope of the reduction curve is increasing.
26 From the viewpoint of an efficient starting-situation, the CO

2
 reduction costs are negative up to 

point T and the associated reduction is carried out. Correspondingly, the section of the cost curve 
relevant for an efficient starting situation does not begin until point T.
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curve), and utilisation of technologies with increasing marginal costs (movement 
along a marginal cost curve). Combining both effects in one cost curve yields an 
average cost curve with decreasing inefficiency.27 Starting from point O, there is a 
reduction in average costs until point R is reached, because this emission reduction 
is associated with negative marginal costs. The maximum efficiency gain is realised 
at point R (intersection of marginal cost curve with decreased inefficiency with the 
axis) and equals the area OPR below the marginal cost curve with decreased 
 inefficiency. At the same time, the average costs curve reaches its minimum, if the 
emission reduction R is realised. However, the average costs are still below zero if 
emissions continue to be reduced. At point S, however, the reduction of average 
costs has been used up by the increase in marginal costs of the emission reduction 
beyond point R. The emission reduction OS realised in comparison to the reference 
case is the “no-regret” potential. It is defined as the emission reduction which can 
be realised without additional total costs compared to the reference case. However, 
in contrast to the situation characterised by OR, there is no reduction in total costs. 
Instead the increase in efficiency is used to realise further emission reductions.

With stricter environmental targets, however, measures at much higher costs 
have to be taken. The higher the targeted CO

2
 reduction, the stronger the influence 

of the rising marginal costs of CO
2
 reduction on the development of the average cost 

curve and the weaker the cost-reducing effect of decreasing the inefficiencies.
For the assessment of the economic impacts of climate policy, it is decisive at 

what amount the no-regret potential is estimated. Based on the estimations for 
North America and Europe up to the mid-90s, which were made primarily using 
technology-based energy system models, a no-regret potential equalling 10–30% of 
the CO

2
 emissions was identified.28

When interpreting these results, it must be kept in mind that they generally refer 
to the maximum no-regret potential achievable under the assumed technological 
change,29 i.e. to the range OT in Fig. 2.1. With regard to estimating the economic 
compatibility, it would however be necessary to estimate the potential OS, which is 
easily realisable through policy measures.30 As long as there are no empirically 
sound, comprehensive estimates available, the no-regret debate ultimately remains 

27 In order to keep the argument simple, the explanation of Fig. 2.1 only assumes a singular 
decrease in inefficiency. If, however, the decrease in inefficiency happens continuously, the slope 
of the average cost curve decreases and it shifts towards the theoretical cost curve.
28 Grubb et al. (1993, p. 470); the final conclusion of the IPCC is cited all over the world: IPCC 
(1995, p. 12): “Despite significant differences in views, there is an agreement that energy effi-
ciency gains of perhaps 10 to 30% above baseline trends over the next two to three decades can 
be realised at negative to zero net cost.” See Koomey et al. (1998), Loulou et al. (2000), Krause 
et al. (1999), Brown et al. (2000), IPCC (2001) for more recent statements.
29 However, these estimates tend to underestimate the future technological change and are thus 
comparatively too pessimistic. See Jochem (1997b), Seebregts et al. (2000), IPCC (2001, p. 512).
30 Here it would be necessary to substantially extend the prior energy systems models which were 
customary up to now to cover transaction costs and hidden costs and benefits. See Jochem and 
Diekmann (2001).



stuck in a “lasting controversy between believers and non-believers in the existence 
of a large untapped efficiency potential in the economy”.31

2.2.3 Existence of a Double Dividend

One component of strategies to increase energy efficiency is usually an increase in 
energy prices through an energy/CO

2
 tax, which is compensated for by lowering 

other taxes; i.e. is conceived as being revenue-neutral. Since the relative prices of 
the production factors are altered by the levying of almost any tax, excess burden 
of taxation occurs.32 Partial analysis shows that this excess burden can be  diminished 
if a tax is replaced by an energy tax and if the energy tax has a lower excess burden 
than the existing tax, i.e. it is less distorting. If this is the case, the result is a positive 
revenue recycling effect leading to a double-dividend of tax reform.33 The taxes on 
labour are judged to have strong distortional effects. Thus, the chances are quite 
high that an ecological tax reform, which reduces the taxes on labour, will yield a 
double dividend. The reduction of the excess burden of taxation diminishes (weak 
double dividend) or even overcompensates (strong double dividend) the direct costs 
of CO

2
 reduction.34

However, in more recent publications, the issue is raised that the probability of 
a double dividend is very strongly influenced by the interaction of climate policy 
with a pre-existing tax system characterised by distortions.35 General equilibrium 
analysis holds that a reduction of CO

2
 emissions leads to lower production and 

reductions in employment or real wages. Keeping total tax revenue constant 
requires an increase in tax rates. If these taxes have a distortionary effect, the over-
all excess burden increases still further. This effect is called the tax interaction 
effect. It is still possible that an ecological tax reform might induce a revenue 
 recycling effect, if the eco-tax revenue is used to lower other distortionary taxes.36 

31 IPCC (2001, p. 506).
32 The excess burden of a tax is the loss in welfare which occurs, because almost any tax leads to 
distorting changes in relative prices which induce substitution effects.
33 See Schöb (1995). The first dividend consists of the reduction of the environmental burden, the 
second of the positive economic impacts.
34 Deviating from this definition, which is based on Parry et al. (1999) and IPCC (2001, p. 472), 
sometimes an increase of employment is characterised as a weak second dividend in the literature, 
and an increase of the GDP as a strong second dividend.
35 See Bovenberg and de Mooij (1994), Bovenberg and van der Ploeg (1994), Goulder (1995), 
Parry et al. (1999).
36 Thus, it can be argued that climate policy instruments which lead to revenues, which are used to 
lower distortionary taxes, have more favourable economic effects than instruments without 
revenues (see Parry et al., 1999). According to this argument, for example, energy/CO

2
 taxes or 

emissions trading systems with auctioned allowances would have to be favoured against an 
 emissions trading system with a grandfathering scheme.

2.2 Price and Cost Effects 13
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However, in order to reach a strong double dividend, the revenue recycling effect 
must outweigh the tax interaction effect.37

In several theoretical analyses, it is deduced that the tax interaction effect domi-
nates the revenue recycling effect.38 However, this result is not universally valid, but 
depends on the assumptions made, i.e. the role of labour as only source of income, 
or the magnitude of cross price elasticities of substitutes to the produced goods. It 
is certainly possible that, based on different assumptions, situations can be mod-
elled in which a strong double dividend may still occur.39

Overall, it can be concluded that the existence of a double dividend is controversial 
and does not represent a definite result. Figure 2.2 makes this clear: depending on the 
assumptions selected, the theoretical modelling can result in the direct costs of cli-
mate protection shown in curve A

0
 being increased, e.g. if tax interaction dominates 

(curve A
1
). On the other hand, the direct costs can also be softened by a weak double 

dividend (curve A
2
) or even partially overcompensated by a strong one (curve A

3
).

CO2-Reduction
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A
0
: Direct (technology-related) costs without CO

2
-Tax

A
1
: Net costs under a CO

2
-tax when tax interaction-effect is dominating

A
2
: Net costs under a CO

2
-tax when distortionary taxes are reduced (weak double dividend)

A
3
: Net costs under a CO

2
-tax when gross costs are partially overcompensated (strong double dividend)

Economic costs

0

B

B

Fig. 2.2 Conceivable impacts of a CO
2
/energy tax on the national economy (adapted from IPCC 

2001, p. 513)

37 IPCC (2001, pp. 472–473). These arguments are ultimately based on a second-best problem. 
Since several optimality conditions are violated, the removal of one inefficiency (revenue  recycling 
effect) does not at the same time necessarily result in an improved allocation.
38 See Bovenberg and de Mooij (1994), Parry et al. (1999).
39 See Koskela et al. (2001, pp. 21–29), Parry and Bento (2000) and Bosello et al. (2001, pp. 
15–17). Correspondingly, the argument is also put forward that the conditions for the existence of 
a double dividend are comparatively more favourable in many European countries than in the USA, 
IPCC (2001, p. 516). Furthermore, recent analyses argue that, under certain conditions, a double 
dividend may arise due to shifting the burden to international trade partners; see Smulders (2001).



These comments on ecological tax reforms refer to the impacts on the GDP. For 
effects on employment, the substitution effects have to be taken into account as 
well, which result from an energy/CO

2
 tax financing the reduction of the taxes on 

labour – e.g. social security contributions. The production factor labour becomes 
cheaper in relation to the other production factors as a result of this reduction. 
Because of this change in the relative prices, an incentive then exists to employ 
more labour and substitute other production factors in this way. Whether employ-
ment increases under depends on whether these substitution effects are large 
enough to overcompensate the decreases in employment resulting from a drop in 
total production. It can be stressed that the impacts of an ecological tax reform on 
employment tend to be more positive than those on the GDP.

2.3 Innovation Effects

2.3.1 Policy-Induced Technical Change

Up until now, most analyses of the costs of climate protection assumed that tech-
nological change takes place without any impacts from the climate protection 
 policy and that an autonomous increase in the energy efficiency of the national 
economy results over time.40 If, however, due to the climate policy, additional 
 technological change is induced, given emission reduction targets can be reached 
in a more cost-effective way.41

To what extent a climate policy can actually influence the generation of new 
innovations is of significance when assessing this effect. From the perspective of 
environmental economics, a corresponding innovation effect is assigned to market 
economic instruments.42 Consequently, it can be reckoned that a climate policy 
which increases energy prices will result in corresponding effects. However it 
remains unclear how regulatory instruments effect the generation of innovations. 
They play an important role, for example, in the space heating sector, in which a 
considerable share of CO

2
 reductions is to be achieved. Against the background of 

the innovation-hindering effect which is generally assigned to standard-based 
instruments by environmental economics,43 the question arises of whether it is 
likely that any incentives to generate new technical solutions will occur. Answering 
this question is of considerable significance for the entire discussion of the costs of 

40 This corresponds to a shift of the production frontier, in which the marginal rate of transforma-
tion would be altered in a way that the amount of material goods per additional unit of emission 
abatement is reduced. Compared with the starting situation, each emission reduction target would 
then be compatible with a higher level of material goods production.
41 Goulder and Schneider (1999, p. 218).
42 See Sect. 5.1.
43 See Sect. 5.1.
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climate protection because, according to the results of energy system analyses, high 
reduction capacities and clear, additional financial burdens are expected, especially 
in this sector. For the assessment of the direct additional costs, it is essential to 
know, in spite of the considerable significance of standard-based instruments in this 
sector, whether a policy-induced technological change can be reckoned with.44

In the theoretical analysis, the effects of a policy-induced technical change can 
be explained using the well-known concept of the production frontier (Fig. 2.3). In 
order to reach a predefined CO

2
 reduction goal E

2
, it is necessary to move on the 

production frontier from P to R
1
. This leads to a reduction of GDP from Y

1
 to Y

2
. 

In Fig. 2.3, it is assumed that technical change is induced by a climate policy. This 
leads to a shift of the production frontier from PF1 to PF2. Thus, point R

2
 on the 

new production frontier allows CO
2
 emissions to be reduced by the same amount, 

but with less loss in GDP.

2.3.2 Productivity Effect of Investments in Climate Protection

Technical change in many cases is linked to investments having been made. New 
systems incorporate technical change and bring about a modernisation of the capital 
stock. The production possibilities of a national economy increase over time due to 

CO2-reduction

R1
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.

PF1

PF2

.

P . R2
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Y2

Y3

Y1

PF3

R3.

E2

Fig. 2.3 Effects of technical change on the production frontier

44 See Sect. 5.2 which deals with empirical results of climate policy induced technical change.



the growth and renewal of the capital stock. It has to be asked which impacts the 
diffusion of climate protection technologies – driven by a climate policy – have on 
this process. Here it is decisive whether climate protection technologies themselves 
show a productive effect in the sense of increasing the material goods output 
 potential. This argument is also summarised in Fig. 2.3. If the investment in CO

2
 

reducing technologies has no productivity effects, this results in a shift of the 
 production frontier from PF1 to PF2.45 However, if such an investment also has 
productive effects at the same time, the production frontier shifts towards a curve 
such as PF3 instead. It is obvious that in such a case the economy is better off, 
because PF3 compared to PF2 allows any reduction in CO

2
 emissions to be reached 

with a higher level of GDP.
However, the argument is more complex than this because it also has to be 

accounted for that climate protection investments crowd out other productive 
investments. Under the assumption of a constant total investment volume, the 
 following two cases are conceivable:

● In the first case, it is assumed that climate protection does not show any produc-
tive impact. However, in case of a climate policy, total investments consist of 
both productive and climate protection investments. By investing in productive 
technologies, the production frontier is shifted towards a higher production of 
goods, but does not bring about any reduction in CO

2
 emissions. According to 

this case, the investments in climate protection technologies do not have any 
productive impacts, i.e. they only reduce CO

2
 emissions. Together, both types of 

investment result in a shift of the transformation curve towards higher goods 
production and lower CO

2
 emissions. However, since the climate protection 

investments do not have any productive impacts themselves, under the ceteris 
paribus assumption of a constant investment volume, the productive investments 
of companies are then crowded out. Thus, the increase in productivity is lower 
compared to the development in which all investments are used for productive 
technologies. To sum up, in case 1, the macroeconomic productivity increase 
would be diminished by such a “technological crowding out”.

● In the second case, again, both traditional productive investments and invest-
ments in climate protection are made. The same effect occurs for the traditional 
investments as in the first argument. The differences are to be found in the 
 character of the climate protection technologies. Here, it is assumed that they 
also have a productive character. They thus increase – in contrast to the first 
argument – simultaneously the production possibilities of material goods. This 
effect occurs, for example, if the climate protection technologies represent new 
efficient production technologies which replace older production technologies 
burdened with higher emissions and lower productivity.46 The crowding out of 

45 Such an assumption was implicitly made in the arguments about induced technological change 
in Sect. 2.3.1.
46 Xepapadeas and de Zeeuw (1999, p. 167) refer to this as the “modernisation effect”.
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investments with productive effects derived under the ceteris paribus condition 
of a constant investment volume is then alleviated, or, in an extreme case, does 
not occur at all.47

The assumption of a constant investment volume can be abandoned if it is 
assumed that there is an increase in the investment volume.48 Under this assumption, 
if climate protection investments have a productive character, this would be tanta-
mount to a “technological crowding in” and an increased modernisation of the 
national economy would follow in its wake. This kind of effect takes place, e.g. if 
older production systems lose profitability due to the introduction of an eco-tax, 
and are taken out of service earlier than planned. This induces additional  investments 
in new, more productive systems with lower emissions.49

The effects of technical change induced by the climate policy depend very 
strongly on which of the two hypotheses with regard to the productive impact of 
climate protection technologies is given greater weight. The hypothesis of a 
non- productive effect of investments in environmental protection is probably valid 
for end-of-pipe solutions which are added on to the production systems and tended 
to dominate environmental protection in the 1970s and 80s. On the other hand, it 
seems plausible that those investments which directly affect production ( production-
integrated environmental protection), and which have become more important, 
have more productivity-increasing effects than the end-of-pipe systems. First 
empirical results indicate that climate protection investments do indeed have a 
 productive effect as well.50 However, it is also clear that the magnitude of this effect 
depends on the technology, and that, in general, a substantial increase in  productivity 
is induced only by some of the climate protection investments.

2.3.3 First Mover Advantage

Besides price competitiveness, which is influenced by cost effects, foreign trade 
successes are also determined by quality competitiveness. Above all for technology-
intensive goods, which include climate protection technologies, high market shares 
depend on the innovation ability of a national economy and its early market pres-
ence. If there is a forced national strategy to reduce greenhouse gas emissions, these 
countries tend to specialise early in the supply of the necessary goods. If there is a 

47 This is the effect if climate protection investments result in the same increase in productivity as 
new productive investments.
48 This kind of increase in investments could either take place at the expense of consumption or, in 
a Keynesian argumentation, be additionally induced (see Sect. 2.3.4).
49 Xepapadeas and de Zeeuw (1999, pp. 173–174).
50 Walz (1999). However, if a CO

2
 reduction strategy moves towards separation and storage of 

CO
2
, such an effect would not occur.



subsequent expansion of the international demand for these goods, these  countries 
are then in a position to dominate international competition due to their early spe-
cialisation in this field.51

Being able to realise these kinds of first mover advantages requires other coun-
tries to follow suit. Given the growing demand for energy on the one hand, and the 
pressure to push for non-fossil fuels on the other, there is a high probability of this 
taking place. For first mover advantages to be realised, however, the domestic sup-
pliers of climate protection goods have to be competitive internationally so that 
they themselves and not foreign suppliers meet the demand induced by the  domestic 
pioneering role.52 Taking the globalisation of markets into account, this requires 
that competence clusters are established which are difficult to transfer to other 
countries with lower production costs. These competence clusters must consist of 
high technological capabilities linked to a demand which is open to new innova-
tions and horizontally and vertically integrated production structures. The follow-
ing factors have to be taken into account when assessing the potential of countries 
to become a lead market in a specific technology:

● Lead market capability: It is not possible to establish a lead market position for 
every good or technology. One prerequisite is that competition is driven not by 
cost differentials alone, but also by quality aspects. This is especially valid for 
knowledge-intensive goods. In general, the technology intensity of climate pro-
tection technologies can be judged as being above average or even (e.g. photo-
voltaics) high tech. Other important factors are intensive user-producer 
relationships and a high level of implicit knowledge. These factors are not easily 
accessible to competitors, difficult to transfer to other countries and benefit from 
local clustering.53 Two other important characteristics are high innovation 
dynamics and high potential learning effects. They are the key that a country 
which forges ahead technologically is also able realizing a degression in costs.

● Competitiveness of complementary industry clusters: Learning effects are more 
easily realised if the flow of (tacit) knowledge is facilitated by proximity and a 
common knowledge of language and institutions. The results of Fagerberg 
(1995b) can be explained in this way. He found strong empirical evidence that 
the international competitiveness of sectors and technologies is greatly influ-
enced by the competitiveness of interlinked sectors. By and large, climate policy 
related technologies have very close links to electronics and machinery. Thus, it 
can be argued that countries with strong production clusters in these two fields 
have a particularly good starting point for developing a first mover advantage.

● The importance of the demand side can be traced to the work of economists from 
the 1960s.54 There are various market factors which influence the chances of a 

51 Porter and van der Linde (1995, pp. 104–105), Taistra (2001, pp. 242–243). See also Blümle 
(1994).
52 Ekins and Speck (1998, pp. 42–43), Taistra (2001, pp. 250–251).
53 See Kline and Rosenberg (1986), Lundvall and Johnson (1994), Asheim and Gertler (2005).
54 E.g. Linder (1961); see Hippel (1986), Porter (1990), Dosi et al. (1990).
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country developing a lead market position.55 In general, a demand which is 
 oriented towards innovations and readily supports new technological solutions 
benefits a country in developing a lead market position. Another factor is a 
 market structure which facilitates competition. The price advantage of countries 
is very important. Countries increasing their demand fastest are most able to 
realise economies of scale and learning effects. If one looks at the diffusion rate 
of the various forms of climate protection technologies in different countries, it 
can be seen that European countries have been forging ahead recently. 
Furthermore, the political goals for the EU will bolster this advantage in future. 
Nevertheless, there are also other countries which have recently increased their 
diffusion rates. If large markets, such as the U.S., China, India or Brazil, increase 
their use of mitigation technologies, this will cause a huge rise in absolute 
 numbers which might also strengthen their price advantage.

● In addition to technological and market conditions, a lead market situation must 
also be supported by innovation-friendly regulation.56 This is especially true for 
sustainability innovations in infrastructure fields such as energy, water or trans-
portation. In these fields, the innovation friendliness of the general regulatory 
regime, e.g. with regard to IPR or the supply of venture capital, must be accom-
panied by innovation-friendly sectoral and environmental regulation resulting in 
a triple regulatory challenge.57 There is a lot of additional research necessary to 
develop a clear methodology on how to analyse the innovation friendliness of 
regulation. One promising approach is a heterodox one which uses the sectoral 
systems of innovation approach as guiding heuristics. The first empirical case 
studies for renewable energies show how such an approach can be operational-
ised.58 This approach also offers the opportunity to combines various paradigms. 
The effect of different instruments on innovation is a key question analysed 
within the neoclassical environmental economics paradigm. Other paradigms 
contribute to this question, e.g. transaction and evolutionary economics, which 
emphasise take a somewhat different look at decision making. They state that the 
decisions, e.g. with regard to financing renewable energy technologies, follow a 
different paradigm (e.g. other valuation of financial risks, bounded rationality 
with regard to alternative suppliers of electricity). Furthermore, the policy analy-
sis approach of political scientists emphasises the long-term character of 
 political goals, or the comparatively important role of green policies for voters, 
which are key supportive context factors favouring innovations.

● Since the Leontief Paradox and subsequent theories such as the Technology Gap 
Theory or the Product Cycle Theory, it has become increasingly accepted 
that international trade performance depends on technological capabilities.59 
This has been supported by recent empirical research, which underlines the 

55 Beise (2004), Beise and Cleff (2004).
56 Blind et al. (2004).
57 See Chap. 8.
58 See Chap. 8.
59 Posner (1961), Vernon (1966), Fagerberg (1994), Wakelin (1997), Archibugi and Michie (1998).



importance of technological capabilities for trade patterns and success.60 Thus, 
the ability of a country to develop a first mover advantage also depends on its 
comparative technological capability. If one country has performed better in the 
past with regard to international trade than others, it has obtained key advantages 
on which it can build future success. Thus, trade indicators such as shares of 
world trade or specialisation indicators such as the Relative Export Advantage 
(RXA) or the Revealed Comparative Advantage (RCA) are widely used to com-
pare the technological capability of countries. Furthermore, a country has an 
additional advantage in developing future technologies if it has a comparatively 
high knowledge base. Thus, patent indicators such as share of patents or the 
Relative Patent Advantage are among the most widely used indicators to meas-
ure technological advantages.

Empirical findings to support this hypothesis can be drawn from studies of trade 
relations using indicators based on patent or trade data.61 For both types of indica-
tors, the share of the most important countries at the world total was calculated 
(patent share, world export share). Furthermore, specialisation indicators (relative 
patent advantage (RPA); relative export advantage (RXA) and revealed  comparative 
advantage (RCA) were calculated, in order to analyse whether or not the countries 
specialise on the climate protection technologies. They were formed in a way that 
the indicator shows values between −100 (extremely weak specialisation) and +100 
(extremely strong specialisation):

● Relative patent advantage: for every country i and every technology field j the 
RPA is calculated according to

RPA *tanh ln [(p / ) / ( / )]ij ij p p pij
i

ij
j

ij
ij

= ∑ ∑ ∑100

● Relative export advantage: for every country i and every technology field j the 
RXA is calculated according to

RXA *tanh ln [(ex / ) / ( / )]ij ij ex ex exij
i

ij
j

ij
ij

= ∑ ∑ ∑100

● The revealed comparative advantage includes both exports and imports into the 
analysis and is calculated for every country i and every technology field j 
according to

RCA *tanh ln [(exij/ imp ) / ( / )]ij ij ex impij
j

ij
j

= ∑ ∑100

60 Wakelin (1997), Fagerberg (1995a), Fagerberg and Godinho (2005), Blind and Frietsch 
(2005).
61 For the relevant indicators, see Legler et al. (1992, pp. 89–93) and Grupp (1998), who assign the 
RCA in particular high significance for measuring technologically-determined foreign trade 
advantages.
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Climate protection technologies are neither a patent class nor a classification in 
the HS-2002 classification of the trade data from the UN-COMTRAD databank 
which can be easily detected. Thus, for each technology, it was necessary to 
 identify the key technological concepts and segments.62 They were transformed into 
specific search concepts for the patent data and the trade data. This required an 
enormous amount of work and substantial engineering skills. Furthermore, there is 
a dual use problem of the identified segments, and some segments – especially in 
the trade data – do not necessarily indicate that the technology is sustainable. In 
order to reflect that ambiguity the term climate relevant technology is used.

The importance of exports of climate policy related technologies can be seen 
from Fig. 2.4. World exports of climate policy related technologies are dominated 
by Germany, the U.S. und Japan. Furthermore, the other big EU countries play an 
important role. However, there are also new exporting countries entering the 
game, notably China and South Korea. Thus, it is very important to look at the 
technological basis behind these exports in the various countries.

The patent analysis reveals that climate policy related technologies have a 
 considerable innovation dynamics. Between 1991 and 2004, the annual patent 
 application in this field increased by 250%. The most important countries are the 
U.S., Germany, and Japan. However, over time, the share of the U.S. is shrinking. 
Germany’s share remains largely unchanged, whereas Japan’s share has been is 
increasing steadily (Fig. 2.5).

62 This work extends the analysis of Legler et al. (2006) and DIW/ISI/Berger (2007) further by 
including additional climate policy related technologies into the analysis, and by  moving from a 
stronger EU/OECD country oriented methodology towards including the total world market.

Fig. 2.4 World export shares of climate policy-related technologies in 2005 (Data: calculation of 
Fraunhofer ISI, Karlsruhe) 
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The shares at the absolute numbers do not account for the fact that the countries 
differ in size. Thus, in addition, specialisation measures are used which indicate 
whether or not a country is specializing on the technologies (Fig. 2.6). The  numbers 
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Fig. 2.5 Development of world patent shares of climate policy-related technologies (Data: 
 calculation of Fraunhofer ISI, Karlsruhe)
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Fig. 2.6 Relative patent activity of climate policy-related technologies (Data: calculation of 
Fraunhofer ISI, Karlsruhe)
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clearly indicate that Italy, Switzerland and Germany are very strong in the climate 
related patenting, However, in the last years, Japan has been able to specialise in 
this technology field too.

Another specialisation measure is related to the trade data itself. The most 
 comprehensive indicator is the revealed comparative advantage. In addition to 
exports, it also takes the imports into account. A positive value indicates that the 
country has been specializing on the analysed goods, and vice versa. Figure 2.7 
gives the results of the RCA for climate policy related technologies.

The data show that climate policy related technologies clearly form a very 
 successful segment of the traditional industrialised countries. Germany, Japan, and 
even the US are showing positive RCA values. However, the data is not without 
caveats, especially if one looks at disaggregated data for single technologies. The 
RCA is difficult to interpret if imports are influenced by rapidly growing demand 
and domestic constraints to keep up capacity growth with increasing demand. The 
resulting surge in imports – and orientation of domestic producers on the home 
market – drive the RCA to negative level, even though the country might be very 
competitive. Such a situation has been taking place for wind energy in Germany, 
where demand outstripped national production capacities in the early 2000s. The 
latest data indicates, however, that the situation has been changing with regard to 
wind energy. Germany now not only holds about 30% of the patent applications in 
this technology field, but has been reaching positive RCA values too. Nevertheless, 
with regard to solar cells for photovoltaic, Germany is still having a negative RCA, 
due to an import surge from countries such as Japan. In other technological fields, 
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Germany has obtained positive RCA values for substantial times. This holds espe-
cially in the field of energy efficiency technologies, but also in supply oriented 
technologies such as carbon capture and storage (CCS).

Overall, it can therefore be assumed that Germany could profit from a first 
mover advantage in climate protection goods. However, it has not yet been possi-
ble to quantify more accurately the extent of such an effect, despite of all the 
progress with regard to measuring technological capability of the technologies. 
First, the measurement of the demand factors seems to be very case specific and 
stress the significance of demand conditions which are difficult to generalise. 
Secondly, and even more important, is the very high importance of an innovation 
friendly regulation especially for climate policy related technologies. Measurement 
of the intensity of the policy intervention – necessary for statistical analyses – is 
extremely difficult. Indeed, there is already significant disagreement on the mecha-
nisms and the direction of influence of regulation on innovation, which underline 
the importance of additional research in that area.63

2.4 Demand Effects

There are two types of demand effects to be considered: First, the effect of  structural 
changes between the components of final demand, and second the effect of an 
increase in aggregate demand on macroeconomic variables such as consumption 
and investment.

2.4.1 Structural Changes

A structural change in the component of final demand occurs if the climate policy 
triggers an increase in investment. Implementing a climate policy requires addi-
tional investments to increase mitigation capacities (direct positive impulses). At 
the same time, there is a drop in demand for both conventional energy carriers and 
conventional energy supply investments (direct negative impulses). With the excep-
tion of the case of a no-regret-potential, the costs for a climate policy are assumed 
to be higher than the capital and running costs for the conventional energy supply. 
Typically, a substantial share of the higher costs is transferred to the consumers. 
Thus, they have less income to spend on other consumer goods. Another possibility 
is the loss of tax revenues caused, for example, by tax exemptions for climate 
friendly technologies. Government then has to reduce other expenditures or 
increase revenues and will thus crowd out other investments or consumer spending. 
To sum up, compensatory effects occur within the structural adjustment mechanism 

63 See Chap. 8.
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and, in the case of higher costs, negative consumption effects have to be accounted 
for when analysing structural shifts of demand.

Since numerous inputs from other sectors are necessary to supply the respective 
demand, the direct positive and negative impulses are carried forward as positive 
and negative indirect effects according to the production linkages of the industries 
involved. Thus the different positive and negative impulses lead to a different struc-
tural composition of the overall economy.

The argument so far has demonstrated the importance of the positive and nega-
tive demand impulses. It has been shown that it is the effect on the supply chain 
which influences the structural demand effects. They include the effects due to 
interlinkages between the production sectors. A more formal analysis reveals the 
following with regard to the overall effect on employment: The total production 
induced by an impulse is the sum of sectoral production p

k
 in all sectors k. The total 

employment which is induced by an impulse depends on the total domestic produc-
tion in each sector in the value chain, and the labour intensity in each of these sec-
tors. Furthermore, the total domestic production in each sector equals the overall 
total production of goods of each sector k minus the imports of each sector k. Thus, 
the total employment effect of an impulse can be written as:

employment p import ratio k labour ensity k kk
k

K

= − ∀ =
=

∑
1

1 1*( )*( )int ,, , K

● The average import ratio, calculated for the complete value chain of an impulse, 
demonstrates which percentage of total production induced by the direct impulse 
is imported. The higher the import ratio, the lower the domestic production.

● The average labour intensity, also calculated for the complete value chain, dem-
onstrates how many persons are employed per Euro of total domestic production 
induced by the direct impulse.

Thus, by comparing the labour intensities and the import intensities of the value 
chains of the positive and negative impulses of a climate policy, it is possible to get 
a first impression of the structural effects on employment. For energy-importing 
countries, it is significant that a considerable share of the negative demand effects – 
namely the reduction in demand for imported energy – takes effect not domestically 
but in the energy-producing countries. If a higher share of the climate policy 
 investments is produced domestically, a net increase in domestic production results. 
If, in contrast, a considerable share of the energy is produced domestically, and a 
considerable share of the investments to reduce traditional energy consumption has 
to be imported, then a reduction in aggregated domestic demand results.

Figure 2.8 gives a first impression about the order of magnitude of import ratios 
of the value chain for impulses from different sectors and EU countries:64 The aver-
age import intensity of the mineral oil product chain is by far the highest. On the 



other hand, the total accumulated import of the value chain of electricity production 
is rather low. This reflects, among others, the important role of very capital-inten-
sive nuclear power in France and Germany and the importance of German-based 
lignite in electricity production. The import shares of the value chain of average 
consumption are also quite low. They are an important indicator for the effect of 
impulses arising from the need to compensate for the additional costs. The value 
chains of the sectors most likely to benefit from climate policy strategies, e.g. 
investments in equipment or the agricultural and forestry sector (use of biomass) 
tend to have import shares which are in-between the value chains of the sectors they 
will substitute. Given these results, a substitution of conventional electricity pro-
duction and oil products by renewable energy and more rational use of energy has 
no clear effect with regard to import substitution and depends on the specifics of 
the climate policy strategy which influences the composition of technologies.

The effect of structural changes in demand on labour intensity has to be 
accounted for, especially with regard to employment. An increase in employment 
results if the value chains of the sectors favoured by the climate policy have higher 
labour intensities than the value chains of the sectors favoured by the conventional 
energy supply. Typically, high labour intensities can be observed in the agricultural 
and forestry sectors. These result in an above average labour intensity of the associ-
ated value chains (see Fig. 2.9). The value chain of fuels production has low labour 
intensity, followed by the value chain of conventional electricity production. The 

64 These results are based on calculations performed with the international ISIS model which is 
based on the I/O-tables for various European countries. The author thanks his colleague Philipp 
Seydel from ISI for performing the model runs.
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Fraunhofer ISI, Karlsruhe)

2.4 Demand Effects 27



28 2 Effects of Climate Policy on the Economy: A Theoretical Perspective

labour intensity of the investment sectors, by and large, is in between the labour 
intensity of fuels and electricity production. Thus, it can be assumed that the sub-
stitution of conventional energy supply by climate policy strategies generally leads 
to a modest increase in labour intensity. However, if the additional cost of the cli-
mate policy is very high, the value chain of consumption goods becomes increas-
ingly important, because more and more of consumption must be sacrificed to 
cover the additional costs. The labour intensity of the value chain of consumption 
is above the one of the value chain for equipment. Thus, the effect of structural 
change towards labour intensive sectors becomes less prominent, the higher the 
cost difference of renewable energies to conventional energy supply.

2.4.2 Income Multiplier and Accelerator Effects

Demand-side effects are the cornerstone of the Keynesian model, which sees unem-
ployment as caused by a deficit in aggregate demand. Assuming that the conditions 
for Keynesian unemployment are met, positive growth and employment effects are 
to be expected if climate policies result in an increase in the effective demand for 
goods.65 This can lead to a self supporting increase in business activities triggered 
by mutually reinforcing income multiplier and accelerator effects. These effects 
depend on the economic conditions and the assumed reactions of the actors which 
are at the centre of the debate on Keynesian economics. An important assumption 
is that the demand from climate policies does not crowd out other segments of 
aggregate demand.
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Fig. 2.9 Labour intensity of the complete value chain of various goods (Data: calculation of 
Fraunhofer ISI, Karlsruhe)

65 For a theoretical presentation of environmental policy in the Keynesian model, see Lintz (1992, 
pp. 42–47).



However, some limitations have to be taken into account when considering this 
argument. The effect of Keynesian demand policy in the overlapping area of 
rational expectations, international goods and financial markets is substantially 
more complex than the mechanistic description above may suggest. Thus, the 
chances of success of a demand policy have been regarded with scepticism for 
some time.66 It also has to be questioned whether the volume of demand changes to 
be moved by the climate protection would be sufficient for more than marginal 
effects of the business cycle. Limitations also result from the temporal links of the 
climate policy with a demand policy. A climate policy has to be designed for the 
medium to long term. In contrast, a demand policy has to be oriented on macroeco-
nomic constellations. Only if these are favourable to a demand policy, can a climate 
policy induce positive macroeconomic effects in line with the impact mechanism 
described here.67 On top of this, it is unclear whether the effects achieved due to an 
increase in demand can definitely be assigned to the climate policy. There would be 
no reason to mobilise the demand-increasing effects of the climate protection pol-
icy for employment policy reasons if the assumed potentials of a demand policy had 
already been tapped by other measures. It can be stated that climate policy cannot 
and should not be a substitute for other instruments of business cycle policy. 
Independently of this, it may give expansionary impulses which, depending on the 
macroeconomic constellation, bring about favourable effects, particularly since 
they might take effect virtually unnoticed by the formation of expectations under 
the disguise of environmental protection.

2.5 Combined Effects of the Impulses

In the previous sections impulses were discussed which are triggered by the various 
effect mechanisms. If one looks at the direction in which they work, a somewhat 
contradictory picture emerges (see Fig. 2.10):

● The cost and price effects resulting from the realisation of costly CO
2
 reduction 

potentials have a clearly negative effect on the macroeconomic targets. These 
impulses are represented by a curve of type K

1
 in Fig. 2.10.

● This picture becomes more sophisticated if, in addition, the existence of ineffi-
ciencies is considered. If a no-regret potential or a strong double dividend is 
assumed to exist, impulses result as shown in curve K

2
. Caused by the increases 

in efficiency, a cost decrease results at first for the reduction of greenhouse gas 
emissions which has a positive impact on the macroeconomic targets. A neutral-
ity of the cost impulse occurs if the total cost savings of the economic measures 
are equal to the total cost increases of the uneconomic ones. In the graph, this 

66 Landmann (1984, pp. 211–212).
67 Conversely, it would be counterproductive for climate protection if climate policy had to be 
damped down in order to cool down an economy.
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corresponds to the point of intersection S of curve 2 with the abscissa. Up to this 
reduction of greenhouse gases, positive macroeconomic impulses emanate from 
the cost effects, only CO

2
-reductions beyond this point trigger negative impulses 

in analogy to the above argument.
● The effects on the aggregate demand triggered by climate protection measures 

must be additionally taken into account. If one assumes a situation of under-
employment corresponding to Keynesian perceptions, a demand impulse induced 
by climate protection measures is reinforced by the income effects. Under these 
assumptions, the effect of a climate protection policy can be symbolised by a 
straight line, K

3
. Here, it is disregarded that the demand impulse could take place 

in a phase of the business cycle which is not appropriate for the given macroeco-
nomic situation and, e.g. would trigger a wage-price-spiral or reactions of the 
central bank.

● In Sect. 2.3, it was argued that a climate policy could result in increasing produc-
tivity, increased generation of new technological solutions and the realisation of 
first mover advantages. The straight line K

3
 in Fig. 2.10 symbolises the effect on 

national economy under the assumption that the positive innovation effects domi-
nate the negative ones. However, it should be added that more detailed empirical 
analysis is required of both the existence and/or strength of these impulses.

It can be ascertained that the total impact results from the interaction of the 
 various mechanisms and cannot be derived from the isolated observation of indi-
vidual sub-effects. The intersection of curve 2 with the abscissa makes clear that 
the direction can change i.e. that moderate climate protection may bring about 
 positive impacts, whereas there may be negative impacts from a very forced/ 
accelerated climate protection. Another main point is that the direction of the effect 
not only depends on the climate protection policy itself, but also partly on how it is 
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K2: All costs
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CO2 reduction

Economic
effects

+

-

K3: Demand and
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Fig. 2.10 Isolated effects of the impulses



 embedded in the economic policy. This is obviously the case for an energy tax, the 
effect of which on the national economy depends very heavily on the utilisation of 
the tax revenue and the interaction with the existing tax system. The size and direc-
tion of the income cycle effect also depends to a considerable extent on aspects 
external to the climate policy such as, e.g. whether a Keynesian under-employment 
situation exists, or the reactions of the bargaining parties and the central bank. 
Depending on the economic policy framework conditions, one and the same cli-
mate policy may thus have a different macroeconomic effect. Conversely, it can be 
argued that it is not actually the climate policy which generates these effects, but 
the economic  policy per se. The climate policy here only acts as an additional moti-
vation for implementing these measures – albeit as a motivation which is justified 
in itself, namely climate protection.

The arguments put forward so far concerned the isolated effects of the different 
economic mechanisms. Taken together, the combination of the different effects 
leads to a situation characterised in Fig. 2.11: Up to a certain point, a climate pro-
tection policy is likely to result in an increase in production. However, if more than 
a modest reduction of CO

2
 emissions is aimed at, the negative effects become 

stronger and stronger leading to losses in production. The effects on employment 
are similar. However, if tax policies are used, with revenue being applied to lower 
the cost for labour, or if structural demand effects work in favour of more labour 
intensive sectors, the positive effects on labour demand are stronger and the nega-
tive effects start to prevail at a higher reduction level.

For policy making, the key aspect is how relevant the level of effects is from a 
political perspective. The following questions are particularly interesting:

GDP

employment

CO2 reduction

Economic
effects

+

-

Fig. 2.11 Combined effects of the impulses
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● At which level of CO2 reduction do positive effects occur; how big are they?
● Up to which level of CO

2
 reduction are no severe macroeconomic losses to be 

expected?
● How big is the increase in employment if, for example, a CO

2
 reduction is 

achieved which has no effect on production?

The theoretical analysis does not make any predictions about these kinds of 
questions. Thus, it is necessary to turn to the empirical macroeconomics of 
climate change.
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Chapter 3
Empirical Results of the Macroeconomic 
Impacts

This section looks at empirical macroeconomic studies of the economic impacts of 
climate protection policy. Based on a characterisation of the available modelling 
approaches, an overview is given for Germany. The results obtained using the vari-
ous modelling approaches are compared with each other in order to derive an over-
all assessment of the macroeconomic results.

3.1 Modelling Approaches

To empirically assess the effects triggered by climate policy, it is necessary to use 
empirical models which quantify the various links between the different eco-
nomic mechanisms. Those used include primarily macroeconometric and com-
putable general equilibrium models (CGE) but also some input/output models. 
There are specific strengths and weaknesses associated with these different types 
of model.1

In CGE models, price changes trigger adjustment reactions in all other sectors. 
Supply and demand functions are used for clearance of the markets which are bal-
anced by the price mechanism. The microeconomic foundation and the long-term 
orientation of the model achieved by mapping economic feedback processes are 
seen as the main advantages of this model. On the other hand, the empirical founda-
tion of equilibrium models is criticised, since the calibration of many structures and 
parameters is not based on time series, but is usually conducted for one particular 
year. On top of this, the functional forms are generally limited to constant elasticity 
of supply (CES) production and utility functions. At the same time, many parame-
ters have to be entered exogenously. Due to the assumption of efficient markets, on 
which the models, in general, are based, there are also major difficulties with the 

 1 A review of the pros and cons of the individual models for analysing environmental policy is 
given by West (1995), Pfaffenberger (1995), Fankhauser and McCoy (1995), Destais (1996), 
Bhattacharyya (1996), Barker and Johnstone (1998), Conrad (1999), and Duchin and Steenge 
(1999).
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portrayal of no-regret potentials. Thus, together with the emphasis placed on cost 
effects, the model structure makes it difficult to take increases in efficiency into 
account. These leads to a tendency that climate policies result in negative effects if 
they are analysed using these models: “To some extent, however, the negative 
results arise by definition. In effect the competitive losses estimated by CGE mod-
els are merely incidental manifestations of more fundamental characteristics of the 
models themselves.”2 This criticism is alleviated by the fact that the existence of 
distortionary taxes is integrated in the model and therefore, in principle, double 
dividend effects can also be illustrated.3 Nevertheless, the overall conclusion is that 
the CGE models concentrate on the category of price and cost effects and, in doing 
so, exclude the existence of no-regret potentials.

Macroeconometric models illustrate the economic relationships based on both, 
definition and behavioural equations. Corresponding to the theoretical orientation 
of the models, neo-classical or demand aspects can be emphasised. The advantage 
of these models lies in the fact that very different macroeconomic effects can be 
illustrated as long as the necessary data to do so are available. At least in the short- 
and perhaps medium-term, they are assigned higher reality content than the CGE 
models. This has to be set against a comparably greater effort for model specifica-
tion and adaptation. Furthermore, the functional forms used in some macoecono-
metric models are more simplistic than in CGE-models, which can lead to internal 
inconsistencies. The equations – which form the core of the models – are calcu-
lated using historical data. Especially for the application of long-term forecasts, it 
must be noted that the fundamental relations, which show up in the correlations 
calculated for the time period for which data is available, also have to be valid for 
the future, at least in their basic structure.4 In principle, a macroeconometric model 
is also able to consider the inefficiencies reflected in the statistical connections. As 
long as the level of the inefficiencies can be measured with suitable variables, 
changes in inefficiency can also be taken into account. Typically this is the case for 
the various forms of taxation. Consequently, the models are also used when exam-
ining the existence of a double dividend. It is more difficult to model the realisa-
tion of a no-regret potential. A model specification would be necessary here to 
depict the extent of the inefficiency in the relevant variables. Overall, macroecono-
metric models tend to assess the effects of climate protection policy slightly less 
pessimistically than the equilibrium models.5 This is particularly distinct in the 
Keynesian modelling approaches, which focus on demand effects since they as-
sume an increase in aggregate demand caused by the jump in demand triggered by 
investments in climate protection.

 2 Barker and Johnstone (1998, p. 99).
 3 In addition, inefficiencies on the job market have recently been incorporated in some models. See 
Conrad (1999, p. 1073).
 4 Barker (1999, p. 416).
 5 A factor here is that the price elasticities of foreign demand as well as the factor mobility tend to 
be weaker in the econometric models than in the equilibrium models (Barker & Johnstone, 1998, 
pp. 100–105).



Input/output models are able to estimate the indirect production effects and the 
associated employment effects triggered by changes in final demand. However, 
they are not able to depict the demand repercussions brought about endogenously 
by the circular flow of income effects. Furthermore, they neglect substitution 
effects or the change in competitiveness due to price and cost variations, unless they 
are included exogenously into the demand impulses which drive the models. 
Analyses with input/output models are therefore valid primarily for those questions 
(e.g. the use of individual technologies) for which a high sectoral degree of disag-
gregation is necessary, and for which it can be assumed that the analysed measures 
will have no impacts on the aggregated flow of income. If the latter assumption 
does not apply, it will be necessary to calibrate the aggregate production results 
with other model results.

Alongside the selection of the economic model to be used, the foundation of the 
data input and the design of the reference scenario are also decisive criteria. From 
among the wide variety of possible combinations of model choice, data foundation 
and design of the reference scenario, two modelling approaches have become prev-
alent which have found their way into the literature under the terms “top-down” and 
“bottom-up analysis”.6

The top-down analysis is characterised by the application of macroeconomic 
models without detailed energy scenarios. It models the impacts of a climate policy 
on the national economy and, at the same time, derives the change in emissions on 
this aggregated level. To do so, so-called macroeconomic – Economy–Environment–
Energy – Models (E3 models) are used, which essentially consist of either equilib-
rium or econometric models. The impacts on emissions are modelled completely 
detached from any concrete technology; the demand for the production factor 
energy is derived from an (aggregated) production function or from statistical cor-
relations. Substitution effects between the production factors have an effect here. 
Accordingly, these modelling approaches are primarily able to analyse changes in 
the relative prices. Depending on the changes in factor prices and the substitution 
elasticities between the production factors, the factor energy is substituted by the 
factor labour, if the former becomes more expensive and the latter cheaper. In the 
relevant analyses, a climate policy is typically modelled as an energy/CO

2
tax, 

whose revenue is recycled in different variants.
The elasticities of substitution between the production factors are decisive for 

calculating emissions and costs with such top-down models. Ultimately they 
extrapolate the trends from the calibration of the model for 1 year or those ob-
served in the past to the future.7 Especially if leaps in technology can be expected, 

 6 See Wilson and Swisher (1993), IPCC (1995, pp. 274–282), Hourcade and Robinson (1996), 
Krause (1996) and Faucheaux and Levarlet (1999, pp. 1132–1137).
 7 It must be kept in mind here that the reactions to changed energy prices observed in the past 
depend on numerous factors which have to be considered in a projection. For example, Jorgenson 
and Wilcoxen (1993, pp. 338–339) point to the fact that the effects of gradual but continuous price 
increases have to be judged quite differently to the oil price shocks occurring during the oil crises 
and the subsequent oil price cuts.
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this results in a clear underestimation of the emission reductions or an  overestimation 
of the energy tax rate necessary to achieve an exogenously given emission target 
and the costs associated with this. Correspondingly, these modelling approaches 
show deficiencies with regard to the coverage of new technologies.8

The assumptions made about the reference scenario form a second important 
factor which plays a particularly significant role in analyses examining the effects 
of achieving exogenous targets. Many top-down analyses assume an autonomous 
improvement of energy efficiency, i.e. the influence of technical progress is meas-
ured in the trend over time.9 The size of the Autonomous Energy Efficiency Im-
provement (AEEI) factor is decisive for the amount of emissions in the reference 
scenario. In turn, the degree of emission reduction necessary to reach a political 
target over time depends on this and thus also the energy tax rate necessary to 
model the attainment of the target via substitution effects. The larger the necessary 
emissions reduction is, the stronger the economic effects. This implies that setting 
the level of autonomous technical progress in energy efficiency determines the 
extent of the economic effects.

A major criticism of top-down models is therefore also the consideration of 
technological change. The criticism refers both to the difficulties in setting a realis-
tic “autonomous” increase of energy efficiency and the insufficient consideration of 
policy-induced technological progress. If policy-induced technological change is 
not taken into account in the model, costs of policy interventions will be overesti-
mated, ceteris paribus. Another form of endogenous technological progress, which 
results from so-called learning-by-doing effects, implies investments in reduction 
measures at an early stage (Van der Zwaan et al., 2002; Goulder and Matthai, 
2000). Even top-down models which allow for endogenous technical change such 
as Goulder and Schneider (1999) or Buonanno et al. (2003) and other models sur-
veyed, for example, by Löschel (2002) or Carraro and Galeotti (2002), do not allow 
for a link to actual technologies responsible for the technological development. 
Similarly, Popp (2004, p. 743) criticises that “none of the existing models make 
use of empirical estimates on the nature of technological change to calibrate the 
model”. Similarly, the study made by the German Advising Council to Green Ac-
counting on the suitability of the German top-down models for illustrating the 
effects of environmental policy comes to the very restrictive result that “they did 
not manage to link the environment, economy and technology to the extent neces-
sary to derive reliable results”.10

In contrast to the top down approach, the second modelling approach (often 
referred to as bottom-up) starts from detailed energy scenarios which could also 
potentially include no-regret potentials. Typically, these scenarios are based on 
engineering-based partial models of the energy converting and using sectors, 
including different technologies and their improvement over time to capture all 

 8 Frohn et al. (1998, p. 86).
 9 Meyer et al. (2001, p. 54). However, the efforts to improve the model have concentrated on that 
aspect recently.
10 Frohn et al. (1998, p. 86); see also DIW/Fifo/RWI/ZEW (1996, p. 65).



energy saving possibilities. However, the situation is too complex to put forward a 
clear-cut distinction portraying bottom-up models as always including inefficien-
cies, and top-down models as neglecting them. Firstly, a reasonable number of bot-
tom-up energy system models assume a purely optimising behaviour, i.e. they 
calculate the least-cost combination of a set of available or expected technologies 
for given production and emission targets. Hence, the modelled behaviour is in 
contrast to the arguments brought forward in Chap. 2 to support the existence of a 
no-regret potential. Secondly, including a decrease in inefficiencies in the models 
only enhances the validity of results if the assumptions on the magnitude of the 
efficiency increase are more valid than the assumption that there is no increase at 
all. Thus, there is a need for more empirical research on the magnitude of possible 
efficiency gains and on the factors triggering them.

In terms of portraying innovation effects, bottom-up model are able to relate 
technical change to actual technologies. In that sense though, technological change 
depends – to a large extent – on the set and the characteristics of the technologies 
included a priori in the database. However, some recent dynamic bottom-up models 
have started to allow for endogenous technological change via experience curves. 
The top-down modellers themselves concede that the bottom-up approach has con-
siderable advantages with regard to considering technologies which have not yet 
been applied. “In any case, the quality of technology-based bottom-up studies and 
results must therefore be assessed as higher than those of macroeconomic top-down 
approaches.”11 However, bottom-up models tend to neglect market failures, transac-
tion costs and uncertainty and, on their own, are not able to calculate directly the 
impacts on the national economy. The cost effects and also the direct positive and 
negative demand effects of the measures reviewed can, however, be derived from 
the scenario results. In the past, therefore, the results of bottom-up-models were 
used as data input for input-output analyses used to calculate the indirect demand 
effects induced by the production inter-linkages as well as the associated employ-
ment effects.12 An evaluation of these kinds of studies states, for example, that for 
the ratios of the former Federal Republic of Germany at the end of the eighties/
beginning of the nineties, the net employment effects (i.e. taking the contractive 
effects in energy production and transformation into account) of rational energy use 
were around 100 additional jobs per petajoule of energy saved.13

11 DIW/Fifo/RWI/ZEW (1996, p. 65) and Frohn et al. (1998, p. 87). However, the advantage of 
bottom-up models depends on the validity of the assumptions for future technology development 
incorporated into the models.
12 See Garnreiter et al. (1983), Hohmeyer et al. (1985), Cames et al. (1996) and Laitner et al. 
(1998). Direct cost changes can be accounted for by translating them into compensating demand 
effects. Thus, if a climate policy leads to additional effects, this has to be modelled by reducing 
the demand for other goods in order to balance the cost increase.
13 Jochem (1997a, p. 692). Due to rising productivities, this effect can be estimated at about 70 jobs 
per PJ at present. There are two reasons for the positive employment results: first, the higher 
labour intensity in the sectors benefiting from the policy (e.g. construction; see Chap. 4), and sec-
ond, lower imports due to the substitution of imported energy by mostly German-produced capital 
goods. Thus, it becomes clear that this number cannot be easily transferred to other countries.
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Due to the limitations of input/output models, this methodology cannot illustrate 
the repercussions on demand caused by the macroeconomic income effects or the 
numerous effect mechanisms which are triggered by cost and price changes, includ-
ing rebound effects (Binswanger, 2001), i.e. that lower energy prices due to tech-
nological change will stimulate demand. As mentioned above, these kinds of 
analyses are able to provide meaningful statements primarily for mesoeconomic 
questions (e.g. the use of individual technologies). The core question of top-down 
approaches about the impacts of a revenue-neutral energy tax causes input/output 
models major problems since they are neither able to account for double dividend 
effects, nor the substitution effects between production factors triggered by the 
altered relative prices.

Overall, it is clear that all the models have considerable limitations. On the one 
hand, the spectrum of the economic effects examined by top-down models is much 
greater than in input/output analyses, but this is offset by the disadvantage of a more 
unrealistic modelling of the energy sector and the effects on emissions. At the same 
time, the economic models used in the top-down approaches only focus on part of 
the effect mechanisms, so that a concentration on specific effect mechanisms 
results, e.g. the effect of increases in costs or demand.

Against this background the question arises whether a reduction of the limita-
tions could be achieved by linking the results of energy system analyses with mac-
roeconomic models. If the potential advantages of such a combined approach are 
summarised, the following aspects result:

● Compared to the simple approach of using an input/output model, linking energy 
system models with a macroeconomic model makes it possible to take signifi-
cantly more economic effect mechanisms into account. This can help to derive 
more realistic results.

● Compared to a top-down approach, a technology-specific empirical micro foun-
dation of the main energy sector becomes possible through the combination with 
results from energy system analyses. In this way the much more detailed and 
resilient results of the effects of the climate protection policy on emissions can 
be considered and a more realistic level of policy intervention can be set with 
regard to the policy required to achieve exogenously given targets. This simulta-
neously lifts the restriction of the analysis to price instruments only. Combined 
bottom-up/top-down analyses can thus analyse complex action plans and do not 
have to restrict themselves to the hypothetical case of a climate policy consisting 
of only a CO

2
 or energy tax.

Recent research efforts have started to incorporate technological aspects into the 
macroeconomic modelling of endogenous technological change (e.g. The Energy 
Journal, 2006). In most applications, selected technologies are incorporated at a 
rather aggregate level for the electricity sector in long-term endogenous growth 
models. At a more disaggregated level, Masui et al. (2006) link a global dynamic 
computable general equilibrium model and a bottom-up model for end-use energy 
technologies to analyse the effects of energy-saving investments on CO

2
 emissions 

and the economy. Since the output of the bottom-up model is used as an input 
into the top-down model, the linking between technologies and macroeconomic 



variables is soft rather than integrated. In contrast, in Schleich et al. (2006) and Lutz 
et al. (2007) technological change in energy-intensive industry sectors is explicitly 
portrayed and linked to actual production processes within a macro-econometric 
model. Technology choice is then modelled via investments in new production 
process lines.

In spite of the obvious improvements which seem achievable by combining bot-
tom-up and top-down approaches, certain restrictions cannot be overcome at pre-
sent caused by the specification of the macroeconomic models or the limitations of 
the database. As for the difficulties in quantifying no-regret potentials, this is 
 particularly true for the various innovation effects. Therefore it will be necessary in 
the near future to supplement model-based results with other additional studies and 
qualitative evaluations.

It can be stated in general that the empirical analysis of the economic impacts of 
climate protection is characterised by several competing models and modelling 
approaches. Parallel to this, but not completely congruent, the choice of model re-
flects the controversies already present when discussing the effect mechanisms. For 
this reason, the results of analysing the economic impacts will probably not be 
unambiguous. A sensible further development could be to link energy system anal-
yses with macroeconomic models. Within the scope of policy analyses, however, 
developing an exact forecast is less important than identifying the scale of the 
effects and working out statements which are as robust as possible, i.e. are valid 
under different conditions. A critical comparison of the results compiled using the 
various approaches is therefore also necessary. This should present the main factors 
behind individual model results, reflect critically on each method with regard to its 
knowledge limits and, based on this, carry out an appraisal of the results with regard 
to generalisable conclusions including factors not able to be depicted in the model 
analyses.

3.2 Macroeconomic Effects

3.2.1 Review of the Results from Top-Down Approaches

Several national and some international surveys have examined the effects of a cli-
mate protection policy on production and employment in Germany. The majority 
of these studies concentrate on analysing the impacts of a CO

2
/energy tax. The fol-

lowing studies are included in a comparison:

● The study drawn up by Welsch (1996) using the CGE model LEAN considers a 
moderate energy tax (somewhat more than 1 €/GJ). Its revenue is spent in dif-
ferent variants. Timeframe is the year 2020.

● The analysis on behalf of Greenpeace by DIW (1994) with the econometric 
business cycle model examines the effects emanating from a doubling of the 
energy prices (energy tax of Ð9 DM/GJ) within 10 years. Using the same model, 
DIW/Fifo (1999), in cooperation with the Public Finance Research Institute at 
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the University of Cologne (FiFo) on behalf of the Federal Environmental 
Agency, analysed the effects which ensue 10 years after the introduction of an 
environmental tax reform with an energy tax of 3 €/GJ.

● The study by RWI/Ifo (1996) on behalf of the BMWI examines a package of 
measures characterised primarily by short-term thermal insulation. The results 
described here refer to the year 2005.

● The analysis conducted by Meyer et al. (1997) using the sectorally disaggre-
gated, econometric Panta Rhei model examines a comparatively intensive eco-
logical tax reform with a tripling of the energy prices up to 2005.

● On behalf of the EU, Barker (1999) analysed the effects of a CO
2
 tax of 18 €/t 

with the sectorally disaggregated econometric E3 model. The effects shown 
refer to Germany, the time horizon is 10 years.

● The study by Conrad and Schmidt (1999) commissioned by the EU and con-
ducted parallel to Barker uses the GCE model GEM-E3 to analyse the effects 
triggered by a CO

2
 tax of 22 €/t in the individual EU countries. The impacts 

given in the following statements refer to Germany. Using the same model, 
Schmidt and Koschel (1999) from ZEW analyse the impacts of a CO

2
 tax of 105 

€/t used to reduce the social security contributions. Both surveys have a time 
horizon of 10 years.

● Böhringer et al. (2001) examine the effects of a CO
2
 tax of 35.2 €/t using a GCE 

model.
● The study set up by Prognos (2001) using an input-output model examines an 

energy policy action plan with a time horizon of 2020.
● In the context of the studies of DIW et al. (2001) and Frohn et al. (2003), the 

effects of the German eco-tax were analysed by Meyer et al. (2001, 2003), using 
the econometric Panta Rhei model, which was also used by Meyer et al. (1997). 
The results shown here refer to a continuation of the existing eco-tax to 2010, 
with additional increasing tax rates (3 cent/L for gasoline, and 0.5 cent/kWh for 
electricity) on top of the existing eco-tax and no special provisions for industry, 
compared with a reference case without any eco-tax.

● The study of Walz et al. (1995) analyses the effect of a policy mix in order to 
reduce the CO

2
 emissions by 40% in 2020 compared to 1990. In contrast to the 

other studies, a combined bottom-up/top-down approach was used. Thus, for 
methodological reasons, this study is described in more detail in Sect. 3.3.2.

The main results of the single model analyses are summarised in Figs. 3.1 and 
3.2. These list deviations in per cent compared to the absolute value of the reference 
scenario rather than differences in annual growth rates.

On the one hand, it is obvious that the majority of results indicate comparatively 
low impacts. It should therefore be emphasised that a reduction of the CO

2
 emis-

sions is much less significant macroeconomically than is surmised when looking at 
the exchanges in the political discussion. On the other hand, distinct differences do 
emerge between the individual studies. To some extent they can be explained by 
different modelling approaches, or by different policy measures being analysed 
which induce the effect mechanisms to a different degree. The following facts may 
help to interpret the individual results:



● In Welsch (upper range of the results), Conrad/Schmidt and Schmidt/Koschel, 
additional costs have an effect. These costs are implied by the GCE models, 
which assume an equilibrium without any no-regret potential as the starting situ-
ation. On the other hand, the changes in the distortionary effects of the tax sys-
tems and the labour cost reductions are effective.

● Böhringer et al. and Welsch (lower range of results) assume a direct transfer 
of the additional tax revenue to households in their analysis and suppress a 
reduction of distortionary taxes. The driving effect mechanism in the model is 
therefore the additional cost of the CO

2
 reduction.





● In DIW (1994) and DIW/Fifo (1999), alongside the effects of introducing an 
energy tax and its compensation, the demand effects triggered by energy saving 
measures, which are depicted using the economic model applied, also play an 
important role in the positive impacts shown.

● In Meyer et al. (1997), the possible reduction in the cost of labour from redirect-
ing energy tax revenue results in the production factor labour becoming rela-
tively low-priced, thus substituting other production factors and there is a 
corresponding growth in its demand. Connected with this, there is a drop in pro-
ductivity and a reduction of the GDP. Due to the high intensity of the measure 
examined, this simultaneously results in the highest growth in jobs and the larg-
est GDP losses. A similar pattern, albeit, with a lower economic impulse, is 
found in Meyer et al. (2001, 2003), who used the same model.

In Barker (1999), who applies a sectorally disaggregated econometric model, the 
reduction in the tax burden of labour made possible by offsetting a CO

2
 tax results 

in a greater demand for labour. The growth in macroeconomic production because 
of a strong double dividend is even more pronounced than the growth in employ-
ment, since productivity increases slightly. The reason behind this is an acceleration 
of technological progress which is endogenised in the E3ME model depending on 
the accumulated gross investments and the R&D expenditure. In Prognos, only the 
direct and indirect demand effects are modelled and correspondingly positive 
impacts estimated due to the application of a statistical input/output model. In con-
trast to all the other studies, a CO

2
/energy tax is not examined specifically. With 

regard to the effect mechanisms considered, these results are to be regarded as 
problematic, methodologically, due to the limitations of the I/O analysis and the 
magnitude of the economic impulses analysed.

3.2.2  Results Using a Combined Bottom-Up/Top-Down 
Approach

In Sect. 3.3.1 the potential advantages were listed of linking the results of energy 
system analyses with a macroeconomic model. In contrast to a purely top-down 
method, different models are linked here which makes it much more complex. In 
general, such a combination could – and should – be implemented for both macr-
oeconometric and CGE models. This section describes the method and results of 
two studies: First, the study from Prognos (2001), which analysed the effects of the 
German government programme to reduce CO

2
-emissions, and second, the study 

for the Enquete Commission “Protecting the Earth’s Atmosphere”, which analysed 
the economic effects of reducing the CO

2
 emissions by 40% up to 2020 using a 

combined bottom-up/top-down approach.15

15 This work was commissioned by the German Bundestag. See Walz (1995a), Walz et al. (1995), 
and Walz (1997).
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The study of Prognos (2001) used the detailed scenario results which were per-
formed for the German government as an input. These scenarios were constructed 
with the help of various energy system models, among them the IKARUS model, 
and contain the effects on CO

2
-emissions of various measures. The modelling 

approach uses an input-output model. Labour coefficients are forecasted for the 
future. Some technical change is introduced by changing the coefficients in the 
production inputs for investments needed. Three types of data form the key input 
into the model:16

● additional demand arising from investments into climate protection technologies,
● diminished demand for energy supply, and
● changes in consumption patterns, due to changing budget constraints of the 

households.

Thus, the approach mainly accounts for structural demand changes. Changes in 
costs are modelled implicitly, as long as they lead to changes in consumption 
demand. However, no effect of changing international competitiveness is accounted 
for. Furthermore, neither the effects of the climate policy on innovation nor a first 
mover advantage are modelled. Finally, the approach is not able to account for sub-
stitution effects of changing relative prices between the production inputs labour, 
capital and energy. Thus, effects such as the introduction of an energy tax with 
lowered labour taxation cannot be taken into account. The same problem arises for 
multiplier and accelerator effects, which cannot be modelled with a standard Input/
Output model. Thus, to sum up, the study represents the typical weaknesses of the 
input/output models which were described in Sect. 3.1.

The study for the Enquete Commission also used energy scenarios based on the 
IKARUS model as starting-point of the analysis. Alongside a reference scenario, 
which assumes a constant nuclear capacity, a reduction scenario was calculated 
which assumes a nuclear phase-out at the same time as the CO

2
 reduction of 40% 

compared with 1990. In addition, the entire spectrum of the measures discussed in 
the Enquete Commission forms the instrumental background for the reduction sce-
nario. These include a moderate energy tax, which allows exceptions for the export-
oriented and energy-intensive industrial branches. Additional measures focus on 
reducing the obstacles for an efficient use of energy, increasing the use of cogenera-
tion and renewals, and increasing the energy efficiency standards. Simultaneously, 
limits are set, such as a minimum amount of domestic coal use, which restrict the 
substitution possibilities primarily in the electricity sector.

The economic impulses arising directly from these energy scenarios, e.g. invest-
ments and changes in energy costs and the energy tax yield compared to the refer-
ence scenario, form the input to a macroeconometric model and undergo further 
processing there. In contrast to the study of Prognos, however, a macroeconomi-
cally-oriented econometric long-term model of the DIW was applied.17 The results 

16 Prognos (2001, pp. 67–76).
17 See Blazejczak (1987), Chap. 3. Furthermore, a dynamic input/output model was used to analyse 
sectorial effects.



of the economic simulation calculations are deviations in the macroeconomic vari-
ables employment, GDP, inflation and private consumption induced by the reduc-
tion scenario compared to the reference scenario.

The model is open to embed the results of detailed, technology-based scenarios 
in determining the long-term macroeconomic income effects. The emphasis in the 
bottom-up analysis on a high degree of technological detail and clear possibilities 
of substituting energy by capital is expressed in additional investments and higher 
capital costs as well as in reduced energy costs and imports. The cost aspects are 
realised in the ratio of the capital costs to the saved energy costs; a double dividend 
due to the energy tax revenue and its recycling.

Compared to the reference scenario, the reduction scenario is linked with addi-
tional investments. Over the entire period under review the investments amount to 
around 350 billion Euros in 2000 prices. The magnitude of the impulses resulting 
from the reduction scenario is generally relatively small compared to the level of 
the macroeconomic aggregates in the simulation period.

The consequences of CO
2
 abatement measures also depend on the economic 

framework. In general, it was assumed that the impulses are too small to justify 
fundamental changes of the behavioural assumptions. Different assumptions relat-
ing to the appearance of a double dividend, the significance of demand effects and 
the productive effect of climate protection technologies were made and bundled 
into two economic variants which group favourable and unfavourable conditions 
respectively. The two economic variants which result from this bundling reflect 
some of the main differences discussed in Chap. 2 regarding a pessimistic and an 
optimistic view of the effects of a climate policy (Table 3.1).

In the model simulations, there are only modest changes in the macroeconomic 
variables (Figs. 3.3 and 3.4). In the reduction scenario, the GNP is 0.3% or 0.7% 
higher in real terms on average over the period reviewed than in the reference sce-
nario, depending on the variant. Employment also increases in each variant by 
~0.3%. The main differences between the two variants are in real private consump-
tion. In the unfavourable case, the CO

2
 abatement measures are financed by a small 

reduction in the future increases of consumption, in the favourable case by increases 
in productivity. However, the small changes in private consumption have to be 
interpreted against the background of the development over time which leads to a 

Table 3.1 Characterisation of the variants in “unfavourable” and “favourable conditions”

Effect mechanism Variable Unfavourable conditions Favourable conditions

Double dividend Use of energy  Some consolidation  Tax reduction of
  tax revenue  of government   indirect taxes
   budget

Demand effects Housing  Some displacement of  Financing from
  investments  other consumer  loans and savings
   expenditure

Innovation effects Companies’ climate  Displacement of  Productive effect, 
  protection   productive  modernisation of
  investments  investments  the national
    economy
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Fig. 3.4 Size of the macroeconomic impacts of the 40% reduction scenario with nuclear phase-out 
compared with the reference scenario in per cent (Walz et al., 1995)

doubling of the GNP and the variables derived from this between 1990 and 2020. 
In the most unfavourable case, therefore, the CO

2
 abatement measures will not be 

financed by a reduction of the present consumption, but by doing without additional 
consumption to a small extent.

By setting up the two economic variants with favourable and unfavourable 
conditions, it is possible to measure off ranges to include effect mechanisms to a 
varying extent. For example, the crowding out of productive investments and 



consumer expenditure assumed under unfavourable conditions characterises a 
less favourable starting situation for demand side policy. In the favourable vari-
ant, the assumption of a productive effect of climate protection investments 
together with the modernisation of the capital stock makes sure that the effects on 
GDP are more positive. For this reason it is ultimately possible in this variant to 
finance climate protection investments macroeconomically without necessarily 
reducing private consumption. Because of the increased productivity, however, 
there is no corresponding increase in employment. Nevertheless, taken together, 
the results imply that the effects of a climate policy are rather modest.

Despite the broad range of likely development, which is covered by the favoura-
ble and unfavourable variant, many uncertainties remain:

● Firstly, the risks in foreign trade which are linked with a climate policy, e.g. for 
price competitiveness, are not fully explored.

● Secondly, the scenarios on the use of the revenue from an energy tax concentrate 
on lowering the budget deficit or indirect taxes. Thus, the effects of lower labour 
costs are not fully explored.

● Thirdly, the qualitative competitiveness in the sense of a first mover advantage 
is not included.

● Fourthly, this approach, despite its links with the IKARUS model, cannot suffi-
ciently take into account the possible cost reductions resulting from policy-
induced technological progress.

Due to the bottom-up foundation, a substitution of energy by capital is empha-
sised. In addition, the energy tax revenue is used to reduce indirect taxes but not 
directly reduce the taxes on labour. Overall, therefore, the effect on employment is 
likely to be relatively weak in comparison to other studies which emphasise the 
substitution effects in favour of labour. For a solid assessment of the economic 
impacts it is therefore necessary to put the results gained into context using the 
results of other studies in order to be able to make an evaluation of the impacts 
which reflects the entire range of results.

3.2.3 Comparison and Interpretation

A systematic comparison of the results is also made more difficult because there are 
many other factors involved apart from the models used and the correlations thus 
formed. For example, the studies refer to different reduction levels. These are not 
only due to the respective model, but also reflect a different intensity of the meas-
ures analysed. In addition, there are some distinct differences regarding the policy 
instruments analysed. Finally, differences in the simulation period also have to be 
taken into account.

Nevertheless, some patterns can be derived from the results. A reduction in the 
costs for labour, financed by the introduction of an energy tax, tends to cause posi-
tive job effects because of the substitution effects triggered between the production 
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factors. Accordingly, the majority of studies show a rise in employment. At the 
same time, in most studies, the labour productivity falls slightly so that the impacts 
on production are usually much weaker.

The GCE models concentrate on price and cost effects. The results indicate that 
a strong double dividend seems possible for Germany, at least up to a reduction of 
~10% of the CO

2
 emissions. The isolated effect of removing distortionary taxes is 

also revealed in the differences in the results between the lower and upper variants 
of Welsch and Conrad/Schmidt. Due to the reduction of labour taxes, there is an 
increase of GDP and a strong double dividend.

Among the econometric models, the aggregated economic model of the DIW 
has comparably positive results. This model follows a Keynesian approach, in 
which the (net) demand effects play an important role. The rise in employment 
results here not only from the changed price relations of the production factors, but 
also from an increase in macroeconomic production which induces demand. On the 
other hand, it is obvious that the sectorally disaggregated econometric models set a 
comparatively low price elasticity of the energy demand. This implies relatively 
low energy savings or high tax rates and a high demand for adjustment. In accord-
ance with this, Meyer et al. (1997) show a similar pattern of results as Schmidt and 
Koschel (1999), but the variations are much higher.18

The enormous range of the macroeconomic impacts within one single study is 
also worth noting.19 The variations in the macroeconomic framework conditions of 
energy saving are responsible for this. For example, a CO

2
/energy tax – introduced 

for climate policy reasons – can result in quite different macroeconomic effects 
depending on whether the tax revenue is used to reduce the taxes on labour, to 
decrease the national debt, or to increase public spending. In the DIW work, in 
addition, there are also different assumptions with regard to the development of the 
exchange rate, monetary policy and the substitution effects. On top of this, both the 
assumed flexibility of the capital stocks and assumptions about the labour market 
play an important role in the variations within the individual studies.20 The magni-
tude of these differences within individual studies makes it very clear that not only 
the actual energy policy is of significance for the macroeconomic impacts, but also, 
to a considerable extent, how it is embedded in the economic policy.

When comparing the results of the combined top-down/bottom up approach 
with top-down studies, the most obvious difference is that the economic impacts in 

18 For example, the elasticities in Koschel/Schmidt are approx. twice as high as in Meyer et al. In 
spite of the same review period in both surveys, differences in the short-term and long-term elas-
ticity may be reflected here. Meyer et al. with their econometric model depict rather short-term 
elasticities, whereas the substitution processes in an equilibrium model correspond logically to 
end points of the effect and therefore long-term elasticities.
19 This is particularly true for Welsch (1996), DIW (1994) and Conrad and Schmidt (1999).
20 For example, in DIW/Fifo (1999), two variants are distinguished which differ regarding the 
assumptions made about wage policy. In the case of a moderate wage policy, there are more fa-
vourable macroeconomic effects than in the case of an aggressive one. In a similar way, modelling 
the job market with a considerable reduction of real wages (Conrad and Schmidt, 1999, Variant 
G

2
) results in much higher GDP, increased employment and reduced private consumption.



the combined approach are relatively weak in spite of high CO
2
 reduction. This is 

firstly because the results are based on the year 2020, whereas most other studies 
have a much shorter time horizon, with the exception of Welsch and Prognos. This 
means that the more intensive adjustments are able to be extended over a longer 
period of time.21 Secondly, the different foundation of the input data must be con-
sidered: the impulses triggered by the reduction of emissions are based on techni-
cally detailed and up-to-date results of technology forecasting, whereas in the 
econometric top-down models, elasticity estimates are used based on the past and 
tending to refer to the structures of the 1970s and 1980s.22 A third reason for the 
comparatively small effect is that mechanisms are taken into account which coun-
teract the negative effects of the increasing marginal costs of CO

2
 reduction. These 

mechanisms include the demand effects and the productive effects of the industrial 
climate protection technologies which are beginning to be considered in the favour-
able variant.

In addition, comparing the following patterns of results of individual studies can 
provide interesting indications for understanding the similarities and differences:

● The work of Meyer et al. and Schmidt/Koschel arrive at similarly high reduc-
tions compared to the reference case, although these are based on a much shorter 
adjustment period. Unlike these two studies, the combined bottom-up/top-down 
approach emphasises the substitution of energy by capital. As a result, employ-
ment growth is considerably smaller, but there is no reduction of productivity 
and GDP.

● Welsch discusses an energy tax as a single measure. In a similar form, this tax 
is part of the catalogue of measures analysed with the combined bottom-up/top 
down approach. Welsch shows that the cost burden of the energy-intensive sec-
tors originating from this kind of energy tax does not involve any significant 
competitiveness problems.23 These results indicate that the foreign trade risks 
mentioned in Sect. 3.2.2 are not likely to be very pronounced.

● The unfavourable variant of the bottom-up/top-down approach runs parallel to 
Meyer et al. and Böhringer et al. to the extent that a clear increase in investments 
is financed in each study by a slight reduction in private consumption.24 Similar 
to the favourable variant, both investments and private consumption increase in 
Welsch (upper variant), DIW/FiFo and Barker.25 Looking at this in more detail 
reveals differences which can be attributed to the different substitution strate-
gies: for example, in the latter studies, private consumption increases to a much 

21 As in the majority of analyses listed, the annual emission reduction is in the order of 1% per year 
compared to the reference scenario. RWI/Ifo (1996), Meyer et al. (1997) and Schmidt and Koschel 
(1999) imply much higher annual adjustment demands.
22 A specific problem of these top-down analyses is the gap in the statistical time series due to the 
German reunification which complicate data updating.
23 This is particularly true for the sensitivity analysis in which Welsch examines the effect of much 
higher substitution elasticity between domestic and foreign production than he assumed in the 
base variant. See Welsch (1996, pp. 216–219).
24 See Meyer et al. (1997, p. 20), Böhringer et al. (2001, p. 9).
25 See Welsch (1996, p. 211), DIW/Fifo (1999, p. 375), Barker (1999, p. 413).
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greater extent than investments; at the same time, there is a much stronger 
increase in employment. In contrast, investments increase considerably in the 
combined top down/bottom up approach. This expresses the substitution of 
energy by capital, whereas employment rises less strongly in comparison to the 
other studies.

Overall, the conclusion can be drawn that the results obtained using the combined 
bottom-up/top-down approach move within a comparable framework as the other 
studies, especially if the longer simulation period is considered. A special character-
istic which stands out in comparison to the other studies is the emphasis on the sub-
stitution of energy by capital caused by the bottom-up foundation. A second 
difference is that the change in employment is not relatively more positive than the 
change in production, because the additional tax revenues are not used to reduce the 
taxes on labour. Finally, the investments in climate protection in the favourable vari-
ant also have a productivity-increasing effect. Under favourable conditions, there-
fore, the GDP grows even more than employment – a characteristic which is only 
found in Barker’s work modelling an endogenisation of technological progress.

Ultimately the difference in the results reflects the different strategy of the cli-
mate policy. If there is a mix of instruments, and the height of the CO

2
/energy tax 

is limited and a considerable share of investments in climate protection is steered 
towards the space heating sector, results as discussed in Sect. 3.2.2 are plausible. If, 
in contrast, a uniform and very high CO

2
/energy tax plays a dominating role and 

there are no special regulations for the energy-intensive sectors, the effects on pro-
duction will be less positive. However, the detrimental effects on employment will 
be overcompensated by the reduction of labour costs leading to overall positive 
employment effects. With a moderate energy tax, such as that introduced in 
Germany, which is indeed used to reduce social security contributions, but where 
the main burden of the energy price increases is directed towards the households 
and service sector and where the production sector in general and the energy-inten-
sive sectors in particular are given preferential treatment under special regula-
tions,26 it should be expected that the results will lie somewhere in-between.

When interpreting the studies shown in Figs. 3.1 and 3.2 it must be considered 
that they refer to the supply or demand effects of a climate protection policy, but 
that the innovation effects triggered by this are not or not sufficiently taken into 
account. The technological change induced by the climate policy is not taken into 
account other than conceivable – but not easily quantifiable – first mover advan-
tages. The positive productivity effects of climate protection technologies which 
may possibly occur are only considered in the form of a variation calculation in the 
combined bottom-up/top-down approach and in Barker. All in all, it is therefore 
reasonable to assume that the model analyses cited above would arrive at more 
positive impacts on the economy as a whole if they took these innovation effects 
into account as well. The deficiencies of the macroeconomic models regarding the 

26 See Linscheidt and Truger (2000).



adequate consideration of technological progress could result in a tendency to 
 distort the results. This underlines the necessity to direct future research towards a 
better modelling of technological progress.

Overall, the following conclusions can be drawn with regard to the macroeco-
nomic impacts of alternative developments:

● A combined bottom-up/top-down approach stresses the substitution of energy 
by capital, whereas the results derived from abstract production functions also 
show clear substitutions of energy by labour.

● The top-down approaches predominantly model ecological tax reforms, whose 
revenue is used to lower other distortionary taxes, mostly on labour. This rein-
forces the employment effects shown in comparison to modelling a package of 
measures in which considerable CO

2
 reductions are targeted in the space heating 

sector. The differences in the results can thus be explained by the fact that dif-
ferent energy policy strategies are being analysed.

● Depending on the assumption how the energy policy is embedded within the 
overall economy (e.g. form of tax recycling, assumptions about productivity, 
behaviour of economic agents), the results differ substantially already within the 
studies. This indicates that differences with regard to the stringency of targets and 
the instruments of the energy policy are perhaps less decisive for the macroeco-
nomic effects than how this policy is embedded within the economic policy.

● The survey for Germany generally shows moderate macroeconomic effects. 
According to the results, it is plausible that a short-term moderate reduction in 
CO

2
 emissions in the order of 10% would indeed result in an increase in employ-

ment and probably GDP, too.
● In the medium to long term, a reduction of the CO

2
 emissions in the order of 

40% will only marginally change the GDP and bring about a moderate increase 
in employment.27 In total, a growth in employment from 200,000 to 300,000 
seems feasible. Whereas, under favourable conditions, a minimum increase in 
private consumption is conceivable, under less favourable conditions there are 
likely to be slight reductions in private consumption.

● Combining bottom-up and top-down methods provides a good starting-point for 
establishing micro-macro bridges within technology-economic analyses and 
should be refined methodologically in the future and applied more often.

● The positive effects could be amplified even more by the innovation effects, 
which are not sufficiently considered in the model results.

27 This kind of result is found between the results calculated with the bottom-up/top-down 
approach and those of Schmidt and Koschel (1999) using the ZEW model. It is plausible because 
an energy tax is likely to be used at least to some extent to reduce the tax burden on labour unlike 
the policy assumptions made using the bottom-up/top-down approach. The substitution effects 
resulting from the reduced price of labour compared to all other production factors cause an addi-
tional increase in employment. However, this effect will probably not be too pronounced because 
a climate policy does not just use price instruments and thus higher energy tax rates and corre-
sponding reductions of social security contribution, but applies a mix of instruments instead.
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Chapter 4
Structural Adjustments

4.1 Scope of Analysis

Chapter 3 concluded that a major change in the overall German production is not a 
likely outcome of the macroeconomic analysis. With regard to employment, the 
most probable result is a modest increase in the number of jobs. However, in addi-
tion to the macroeconomic effects, the structural adjustments faced by the economy 
are of interest, too. There are three different structural effects which are analysed in 
this chapter:

● sectoral effects resulting from the shift between economic branches,
● regional effects showing shifts in employment between the different regions, and
● structural effects with regard to job characteristics and qualification require-

ments.

The sectoral effects form the starting point of the analysis. A review was made 
of the results of macroeconomic studies which include a sectoral analysis. A more 
detailed examination is performed for two scenarios with a disaggregated sectoral 
analysis. The effects of the German Ecotax were analysed using an econometric 
model based on input-output tables (Ecotax scenario) within the studies from 
Meyer et al. (2001) in combination with Meyer et al. (2003). The study of Walz et al. 
(1995) analysed the effects of a policy mix to reduce CO

2
 emissions (policy mix 

scenario). Within that study, the sectoral changes were analysed using a dynamic 
input-output model which had been linked to an aggregated macroeconometric 
model.

These sectoral changes also imply different effects on the economic activities 
within the regions. Depending on the role the specific economic sectors play in the 
respective region, some regions might experience an above average increase in 
employment, while others might lose jobs despite an overall growth in employ-
ment nationwide. Thus, the section on regional employment identifies the likely 
effects of the Ecotax scenario and the policy mix scenario here. For both scenar-
ios, the Integrated Sustainability Assessment System (ISIS), which disaggregates 
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the German economy into 181 regions,1 is used to address the following questions 
with different indicators:

● changes in employment per labour district, and distribution of relative winners 
and losers,

● relative gross changes in employment (labour turnovers), indicating the demands 
on the functioning of regional labour markets,

● changes in East Germany versus West Germany, and
● change in overall regional concentration of economic activities using a Herfindahl 

Index of regional concentration.

The sectoral changes also imply different effects on the job characteristics and 
qualification requirements. In order to account for these structural adjustments, the 
ISIS model was used again. It contains a sub-module which describes the job char-
acteristics and qualification requirements within each of the economic sectors. 
Thus, the two scenarios are also analysed with regard to following indicators:

● qualification requirements (master degree, bachelor degree, foreman/technician, 
apprenticeship, without education/training),

● percentage of part-time jobs and jobs with a limited term job contract, and
● percentage of jobs with an increased need for flexible working hours (weekend/

holiday work; evening/night work; shift work).

4.2 Sectoral Changes

Not all of the studies listed in Chap. 3 show sectoral impacts as well. Furthermore, 
most of the sectoral results are only available at a rather aggregated level. However, 
it is clear from these results that, as expected, energy suppliers are the main losers 
of climate protection policies. The employment-intensive service sector is one of 
the relatively favoured sectors in the analyses which model the effects of a CO

2
 tax 

used to reduce the tax burden on labour.2 At the same time, the energy-intensive 
basic industries are more strongly affected by this kind of policy so that they have 
to bear some disproportionate losses. The assessment of the impacts on the capital 
goods sectors and the building industry differ by author.3 In Welsch (1996), the 
building industry and the capital goods industries do better than average. Here, rela-
tively small energy cost ratios and higher labour cost ratios overlap the changes in 

 1 See Annex for a detailed description of the ISIS model.
 2 See Schmidt and Koschel (1999, p. 166–167); Barker (1999, p. 409); Welsch (1996, p. 212); 
Meyer et al. (1997, p. 14–15).
 3 Whereas both industrial branches are only averagely affected in Schmidt and Koschel (1999, 
p. 166–167) and Barker (1999, p. 409), in Meyer et al. (1997, p. 14–15), they are among the rela-
tively favoured ones. In Welsch 1996, the building industries and the capital goods industries do 
better than average.



the impacts for the macroeconomic aggregates investment and exports, on which 
these sectors are disproportionately dependent.

Some interesting results on the sectoral effects of a very high CO
2
 tax can be 

drawn from Meyer et al. (1997). The assumed CO
2
 tax differentiates between the 

energy sources according to their carbon content. It implies severe changes in the 
energy producing sectors, leading to a very marked reduction in coal use and hence 
coal production. Furthermore, a CO

2
 tax favours natural gas over mineral oil. Thus, 

there are substitutions away from oil. This results in coal and oil being the main 
losers among the energy producing sectors. At the same time, the high CO

2
 tax 

permits more than just modest reductions in social security contributions. Labour-
intensive sectors benefit greatly from this policy. Thus, these sectors tend to be 
favoured in this scenario. As service-oriented sectors generally have a rather high 
labour intensity, they also tend to make above average gains. To sum up, the very 
high CO

2
 tax scenario implies severe structural changes within the energy supply 

sectors and between energy-intensive production and service-oriented and more 
labour-intensive businesses.

For a more exact analysis of the structural impacts it is necessary to take a more 
disaggregated approach. Furthermore, it is important to analyse policy approaches 
which emphasise the political feasibility of CO

2
 reduction policies. The following 

macroeconomic studies fulfil these conditions. First, the study by Meyer et al. 
(2001) in combination with Meyer et al. (2003): in this analysis, the scenario of an 
extended German Ecotax was modelled using the Panta Rhei model. Second, the 
study by Walz et al. (1995), which analysed a policy mix scenario of the Enquete-
Commission of the German Bundestag to reduce CO

2
 emissions. Within this study, 

the sectoral changes were analysed in a combined top-down/bottom-up approach 
using a dynamic input-output model linked to an aggregated macroeconometric 
model. Both studies have the advantage that they account for additional economic 
mechanisms which a traditional sectoral analysis, based only on demand shifts and 
a partial model, must neglect. Insofar they paint a more detailed picture of the sec-
toral effects of a CO

2
 reduction policy.

It is important to keep in mind that the overall stringency of the measures varies: 
in the Ecotax scenario, on the one hand, with a more short-run but less intensive 
policy impulse; and in the policy mix scenario, on the other, with a medium-term 
policy impulse, which is, however, not just price-triggered. Furthermore, the results 
were obtained by a different modelling approach, with the Ecotax scenario high-
lighting the substitution of energy by labour, and the policy mix scenario emphasis-
ing the substitution of energy by capital.4 Thus, the differences can be compared 
only with regard to the pattern of sectoral effects, not with regard to the overall 
change within each sector.

The changes in sectoral output are reproduced in Fig. 4.1. Figure 4.2 shows the 
change in the share of the sector at total production and employment, respectively. 

 4 See Chap. 3. Thus, the Ecotax scenario shows rather positive employment and negative produc-
tion effects.
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This makes it easier to identify a changing pattern of relative importance of the 
sector; because sectors which become relatively more important have a positive 
sign (winners) and those losing relatively have a negative sign (losers).

In both scenarios, the energy supply sectors are losers. However, there are dif-
ferences between the scenarios. In the Ecotax scenario, the electricity sector loses 
relatively more production than in the policy mix scenario. On the other hand, gas 
loses more in the policy mix scenario. There are also some similarities with regard 
to the winners. In both scenarios, construction and associated industries closely 

Fig. 4.1 Changes in production in the Ecotax and the policy mix scenario in %
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related with regard to production technology (such as minerals or steel and light 
metal construction) are winners. The same holds for some capital goods sectors, 
especially machinery, and production-related sectors such as metal working. 
However, there is one important differentiation. Within the policy mix scenario, it 
is predominantly the machinery sector among the capital goods which increases 
production. In the Ecotax scenario, the relative gain of this sector is lower, but there 
are a few other capital goods sectors which benefit considerably. In addition, there 
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Fig. 4.2 Changes in shares of sector in total production in the Ecotax and the policy mix scenarios 
in percentage points
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are also a few service sectors plus the government sector among the winners, which 
all lose importance in the policy mix scenario.

When interpreting these findings, one has to relate the results to the different 
climate policies associated with the scenarios:

● The German Ecotax increases the tax rates for oil and gas. A special tax rate 
applies to gasoline. With regard to electricity, the output is taxed, not the input. 
Thus, there is no incentive to move away from coal as a primary energy source. 
For the design of the Ecotax beyond 2004, the authors of the scenario assumed 
an increase in tax rates for electricity and gasoline only. This results in the min-
eral oil industry bearing the main burden among the energy supply industries, 
with natural gas being much less affected. Furthermore, the tax revenues are used 
to lower the cost of labour. Thus, industrial sectors with low energy but high 
labour costs benefit most from such a policy. Due to the above average labour 
cost reductions, they are more likely to attract a higher demand and to gain in 
importance. Thus, some capital goods sectors which are not closely related to 
producing energy-efficient technologies also increase their production.

● The pattern of structural change within the policy mix scenario can be largely 
explained by the policy approach involved. On the one hand, different policy 
instruments were assumed to lead to a reduced role of tax instruments. Further-
more, the scenario presumes that tax revenues are used to lower indirect taxes. 
Thus, service-oriented sectors cannot benefit from a reduction of labour costs. 
On the other hand, special provisions for the coal industry (a minimum produc-
tion of German coal) and a nuclear phase-out are also assumed, implying that 
the reduction in coal is limited. Furthermore, special provisions were made for 
the energy-intensive sectors, reflecting conditions of the political economy. As 
a result, more of the CO

2
 reduction has to take place in the household and com-

mercial sectors, especially by reducing the demand for low temperature heat. 
This substitution of energy by capital implies considerable increases in construc-
tion and in sectors producing energy-saving investments. In general, this has the 
effect that substantial gains are experienced in those sectors with close produc-
tion ties to the construction industry or the investment industries. This also 
reflects the modelling approach chosen within this scenario, which highlights 
the substitution of energy by capital.

● Chapter 3 concluded that the employment effects of a CO
2
 reduction policy will 

be slightly more positive than the rather negligible effects on GDP. This result 
can also be seen in the two studies with detailed sectoral disaggregation. Figures 
4.3 and 4.4 depict these results for the Ecotax and the policy mix scenarios by 
showing how the employment in each sector is affected and how the share of 
each sector in total employment changes.

Even under the assumption of a zero effect on GDP, the study of Walz et al. 
(1995) shows an increase in employment of about 0.2%. Without using tax reve-
nues to lower the cost of labour, the study assumes that the productivity in each 
sector remains largely unchanged by substitution effects between the production 
factors. Thus, the increase in employment reflects only the shift towards more 



labour-intensive sectors. The study of Meyer et al. (2001, 2003) presents an even 
larger growth in employment of 1.4%. This effect is not only due to the shift towards 
more labour-intensive sectors, but is mostly driven by labour becoming cheaper 
due to the recycling of the tax revenues. Thus, the reduction in labour costs brings 
about an overall increase in labour per production unit. In general, this leads to 
changes in sectoral employment being more pronounced than changes in produc-
tion. Furthermore, this effect helps to explain the above average increase in employ-
ment for some of the capital goods sectors as well as for a few service sectors and 
government. However, as already mentioned in Chap. 3, the magnitude of this effect 
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Fig. 4.3 Changes in sector employment in the Ecotax and the policy mix scenarios in %
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also depends on the modelling approach chosen. It has to be kept in mind that the 
model used for the Ecotax scenario is among those producing the biggest discrepan-
cies between production and (positive) employment effects. Thus, the results shown 
reflect the upper end of the estimates about the effect of employment increases due 
to the substitution effects of labour becoming relatively less expensive.

To sum up the sectoral results, it can be assumed that the energy supply industry 
will be a loser under a climate protection policy, unless it engages in CO

2
-reducing 

Fig. 4.4 Changes in shares of sector in total employment in the Ecotax scenario and the policy 
scenario compared to the reference case in percentage points
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technology. The differences which can be found between the different studies 
mainly reflect varying assumptions about policy details, which, to a certain extent, 
can be traced back to the underlying political economy of a climate policy. This is 
especially true for the future role of coal, and the possible future of natural gas. 
Whether or not the service sectors are among the winners also largely depends on 
policy details. If, for example, the climate policy mainly relies on a uniform CO

2
 

tax, the revenue from which is used to lower taxes on labour, they are likely to ben-
efit. If, however, a tax policy is implemented which does not affect energy use 
according to its carbon emissions, but puts greater emphasis on increasing prices 
for gasoline and electricity, the service sector is less likely to benefit. Moreover, if 
the main burden of reduction is carried by households and small commercial sec-
tors5 and the instruments used do not lead to tax revenues lowering the costs of 
labour, the service sector is likely not to benefit at all. The construction-related sec-
tors will be among the clear winners of a CO

2
 reduction policy, together with some 

of the capital goods industries.

4.3 Changes in Regional Employment

4.3.1 Scope of Analysis and Methodological Approach

The sectoral changes of a climate policy also imply different effects on the eco-
nomic activities within regions. Depending on the role the specific economic sec-
tors play in the respective region, some regions might experience an above 
average increase in employment, while others might lose jobs despite an overall 
growth in employment nationwide. Thus, in the section on regional employment, 
the likely effects of CO

2
 reduction policies on regional employment are identified. 

However, this requires the use of a model which not only distinguishes sectoral 
employment, but is also able to disaggregate sectoral employment even further on 
a regional level.

One such model is the Integrated Sustainability Assessment System (ISIS) 
developed at FhG-ISI (see the description in the Annex). It is based on the standard 
input-output tables of the German Federal Statistical Office which disaggregate the 
German economy into 58 sectors. In addition, this model has been augmented with 
a regional sub-module which disaggregates each sector still further into the 181 
districts of the federal labour office. This model is used to calculate the regional 
effects of CO

2
 reduction policies.

The analysis of the regional effects requires the sectoral changes as a data input. 
In this study, the following approach was taken. The results of the two macroeco-
nomic studies with a detailed analysis of sectoral change were taken as data input. 

 5 This is the case in most scenarios for German policymakers, such as in the policy mix 
scenario.
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The translation of the model results into the ISIS model proved to be unproblematic, 
as all the models were constructed using a common classification of sectors. In order 
to reflect the sectoral change induced by the Ecotax or a policy mix, the sectoral 
changes in employment of the two mentioned studies compared to the reference case 
were used as data input.

The model runs of the ISIS model yield the relative change in regional distribu-
tion of economic activities. The regional disaggregation is performed at the level of 
the 181 German labour office districts, on which the ISIS regional sub-module is 
based. These results form the basis of the interpretation of regional effects with dif-
ferent indicators. The following questions are addressed:

● Changes in employment per labour district, and the distribution of relative win-
ners and losers.

● Relative gross changes in employment (labour turnovers), indicating the 
demands on the functioning of regional labour markets.

● Changes in East Germany versus West Germany.
● Change in overall regional concentration of economic activities using a 

Herfindahl Index of regional concentration.

4.3.2  Net Changes in Employment 
in the Labour Office Districts

Even though both scenarios lead to an increase in jobs, there are also labour office 
districts which lose jobs. However, given the different sizes in labour office districts, 
the absolute number of jobs can be a misleading indicator for the severity of these 
changes. Thus, in order to account for differences in the overall size of the labour 
office districts, the relative changes (absolute changes in relation to the number of 
jobs in each district) were used as the indicator. Furthermore, the analysis concen-
trates on the relative winners and losers of the regions in order to emphasise the pat-
tern of regional change. Therefore the deviations of the changes in employment from 
the arithmetic mean for all labour office districts are used as an indicator. This also 
has the effect that the results for the two policy scenarios are easier to compare.

Tables 4.1 and 4.2 indicate the deviation from the average change in jobs for 
both the top ten winners and top ten losers. Most of the clear losers in the Ecotax 
scenario (Table 4.1) are among the coal mining regions in Germany. Within those 
regions, the coal-related sectors are the ones which lose the most shares in total 
employment within the labour district. They are so important within these labour 
districts that their loss in employment results in a below average development of 
the total district. Two other labour districts (Duisburg and Ludwigshafen) have 
high shares of iron and steel and chemistry, respectively, which are characterized 
by a below average development in employment. In addition, an agglomeration is 
found in Frankfurt/M. with a lower share of those sectors which gain the most and 
a very high share of transportation, which is among the losing sectors. This fact is 
also responsible for the labour district Freising being among the losers. With two 



exceptions, the top winners are all located in East Germany. This reflects the high 
shares of construction-related sectors plus government in these labour market dis-
tricts. The two West German labour market districts among the top ten winners are 
characterized by extremely high shares of the car industry, which experiences 
above average growth in employment under the Ecotax scenario.

Some of the clear losers in the policy mix scenario are also among the coal pro-
ducing regions (Table 4.2). Even more than in the Ecotax scenario, there are some 
urban agglomerations among the losers. They are characterized by lower impor-
tance of the winning sectors (construction related, machinery) on the one hand, and 
a higher importance of service sectors and government on the other, which both 
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Table 4.1 Relative net changes in employment in the Ecotax scenario

Top ten winners and losers in relative changes in employment (percentage points above/below 
average rate of change in jobs)

 Top ten winners Top ten losers 

Labour office district % points Labour office district % points

Helmstedt 0.45 Duisburg −0.41
Berlin East 0.42 Recklinghausen −0.40
Landshut 0.32 Düren −0.37
Magdeburg 0.29 Gelsenkirchen −0.33
Nordhausen 0.28 Ludwigshafen −0.29
Erfurt 0.27 Hamm −0.29
Stendal 0.27 Frankfurt/M. −0.23
Sangerhausen 0.25 Freising −0.23
Zwickau 0.24 Rheine −0.23
Dessau 0.24 Brühl −0.23
Weighted  0.30 Weighted  −0.28
 average top ten   average top ten

Table 4.2 Relative net changes in employment in the policy mix scenario

Biggest winners and losers in relative changes in employment (percentage points above/below 
average rate of change for total economy)

 Top ten winners Top ten losers

Labour office district % points Labour office district % points

Oschatz 0.62 Gelsenkirchen −0.73
Riesa 0.61 Recklinghausen −0.64
Pirna 0.61 Berlin Mitte −0.42
Altenburg 0.55 Saarbrücken −0.41
Zwickau 0.52 Münster −0.4
Sangerhausen 0.52 Hamburg −0.39
Nordhausen 0.50 Köln −0.39
Bautzen 0.48 München −0.35
Iserlohn 0.47 Frankfurt/M. −0.34
Siegen 0.45 Koblenz −0.32
Weighted average 0.52 Weighted average −0.40
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drop in significance in the policy mix scenario. The clear winners are mostly East 
German regions. They are characterized by an above average importance of con-
struction on the one hand, plus a significant importance of machinery-related indus-
tries on the other. Thus, it is not surprising to find most of these winning East 
German regions located in Saxony, which has the highest share in capital good 
related production among the East German regions.

The weighted average for the top ten winners and losers implies only a minor 
difference in the distribution of wins and losses. For both the Ecotax and the policy 
mix scenario, the deviation of the top winners from the average does not differ 
greatly from the deviation of the top losers.

The analysis so far only covered the top ten winning and losing regions. A more 
thorough analysis must also take the distribution of wins and losses among all the 
regions into account. First indications of this distribution can be deducted from 
Table 4.3. In the Ecotax scenario, the number of regions below average equals the 
regions with above average changes in employment. The median being equal to the 
arithmetic mean indicates that the overall distribution of losses and wins is quite 
symmetric. The results for the policy mix scenario present a somewhat different 
picture. The regions above average clearly outnumber the regions below average. 
Thus, the deviation of the median region from the arithmetic mean is clearly posi-
tive. This relates to an uneven distribution of wins and losses. In general, the losses 
tend to be more pronounced than the gains in the respective sectors. However, this 
does not hold for every segment of the winning and losing sectors, as the results for 
the top ten winners and losers showed.

4.3.3 Gross Changes in Number of Jobs

The sectoral changes imply that there are both increases and decreases in the 
regions. However, the analysis in Sect. 4.2.1 concentrated on the net employment 
effects in the regions only. Thus, the positive effects and the negative effects can-
cel themselves out to a certain extent. However, both a loss and a gain of a job 
imply that the labour market must perform. If labour markets are sticky, it might 
be difficult to fill additional jobs with persons who lose their jobs. This holds for 
both job turnovers within one region, and movements of labour from one region 
to the other. Thus, in order to account for the adjustment pressure which CO

2
 

reduction policies impose on the regional labour market, the gross number of 

Table 4.3 Distribution of relative net wins and net losses for all labour office districts

 Ecotax scenario Policy mix scenario

Number of districts above average 90 114
Number of districts below average 90  66
Deviation of median labour  −0.003  0.076
 district from arithmetic average 
 (percentage points)



changes in jobs was calculated by adding the (positive) number of job losses to the 
number of job increases. The higher the percentage of gross job changes compared 
to total employment in the district (job turnover rate), the more severe is the addi-
tional effect of the CO

2
 reduction policy on the functioning of the regional labour 

markets.
The analysis of all the labour districts for the Ecotax scenario yields a job turno-

ver rate of 1.5% of all jobs. However, the small difference from the net change in 
jobs makes it clear that the overall number of jobs lost is not very significant in this 
scenario. Table 4.4 shows the job turnover rate for the regions with the lowest and 
the highest gross changes. It is not surprising to see that a number of the top relative 
winners also have the highest demand on the labour market. On the other hand, 
among the regions with the lowest turnover rates are some of the top losers. Both 
aspects underline that the labour market is mainly driven by the increase in jobs.

The analysis of all labour districts for the policy mix scenario yields a job turno-
ver rate of 1.2% of all jobs (Table 4.5). As in the Ecotax scenario, many of the big-
gest winners can be found among the regions with the highest gross turnover rate. 
However, in contrast to the Ecotax scenario, the gross turnover rate exceeds the net 
wins by approximately a factor of three. Thus, the effect on the labour market is 
substantially greater than the net effects imply and cannot be neglected. Some of 
the losers can be found among the regions with the lowest turnover rate. This 
reflects the fact that these regions are mainly among the losers because they do not 
benefit much from the job increases in the growing sectors, and not because the 
number of job losses is extraordinarily high.

4.3.4 Comparison of East and West Germany

The distribution of employment changes among the regions is also of importance 
with regard to the economic development within East Germany. Ever since unifica-
tion, the economic development in East Germany has been of special interest. Thus, 

Table 4.4 Job turnover rates in the Ecotax scenario

Job turnovers in per cent of total jobs

Lowest demand on labour market Highest demand on labour market

Labour office district % points Labour office district % points

Ludwigshafen 1.20 Helmstedt 1.94
Frankfurt/M. 1.30 Berlin East 1.87
Goslar 1.31 Landshut 1.78
Hamburg 1.31 Nordhausen 1.77
Konstanz 1.32 Zwickau 1.75
Freising 1.33 Stendal 1.75
Mönchengladbach 1.33 Magdeburg 1.75
Recklinghausen 1.33 Erfurt 1.73
Gelsenkirchen 1.33 Chemnitz 1.73
Münster 1.34 Pirna 1.73
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Table 4.5 Job turnover rates in the policy mix scenario

Job turnovers in per cent of total jobs

 Lowest demand on labour Highest demand on labour market

Labour office district % Labour office district %

Frankfurt/M. 0.80 Pirna 1.79
Düsseldorf 0.86 Oschatz 1.77
Stuttgart 0.86 Bautzen 1.76
München 0.90 Nordhorn 1.76
Berlin Mitte 0.92 Sangerhausen 1.75
Münster 0.93 Merseburg 1.73
Hannover 0.93 Gelsenkirchen 1.73
Koblenz 0.95 Altenburg 1.72
Hamburg 0.96 Riesa 1.72
Wiesbaden 0.96 Nordhausen 1.69

the results were analysed with regard to the effects in East and West Germany. Here 
the two scenarios lead to the following results (Table 4.6):

● Within the Ecotax scenario, the increase in employment is in the same order of 
magnitude between West and East Germany. The increase in East Germany 
(1.60%) is only slightly higher than in West Germany (1.37%). The labour turn-
over rate in East Germany amounts to 2.04%. With a labour turnover rate of 
1.40% for West Germany, the gross effect is only slightly larger than the net 
effect. Thus, there are almost no job losses in West Germany, but the increase in 
jobs is also lower than in East Germany.

● There is a different result within the policy mix scenario: the employment 
increase in East Germany (0.53%) substantially exceeds the one in West Germany 
(0.14%). However, it has to be kept in mind that the overall increase in the Ecotax 
scenario is higher than in the policy mix scenario. The labour turnover rates in 
East and West Germany differ by about the same margin from the net effect and 
amount to 1.16% in West Germany and 1.46 in East Germany, respectively.

This difference between the two scenarios can be partially explained by which 
sectors gain and which lose. In the Ecotax scenario, some service and government 
sectors benefit from the policy. Taken together, they are distributed equally between 
West and East Germany (including Berlin).6 In contrast, construction-related sec-
tors are the ones which stand to benefit the most under the policy mix scenario. 
However, in relative terms, these sectors are much more important for the East 
German economy than for the West German one. This results in an above average 
increase of employment in East Germany.



Table 4.6 Comparison of effects in East and West Germany

 Ecotax scenario Policy mix scenario 

 Net effect in % Gross effect in % Net effect in % Gross effect in %

East Germany 1.60 2.04 0.53 1.48
West Germany 1.37 1.40 0.14 1.16

4.3.5 Effects on the Regional Concentration of Employment

Employment in Germany is not evenly distributed. There are some districts which 
accumulate employment, and others with a rather low number of jobs. In order to 
measure the regional concentration, a Herfindahl Index (HI) of regional concentra-
tion has been developed (see Walz et al. 2001). It is normalised in such a way that 
if the regional concentration in a sector is distributed equally among all regions, it 
yields a value of 5.22. However, if the employment in a sector is taking place in one 
region only, the index yields a value of 1,000. The overall Herfindahl Index value 
for the whole of Germany is calculated by summing up the values for each sector 
and weighting it by the share of the sector’s employment in total employment.

The calculations of the Herfindahl Index for the regional concentration of 
employment do not vary much between the scenarios. The value of the Herfindahl 
Index increases slightly from 13.07 in the reference case to 13.22 in the Ecotax sce-
nario. It falls slightly in the policy mix scenario to 13.02. Thus, it can be concluded 
that only small changes in regional concentration are taking place (Table 4.7).

4.4 Changes in Qualification and Working Conditions

The sectoral changes also imply different effects on the job characteristics and 
qualification requirements. In order to account for these structural adjustments, the 
ISIS model was used again. Based on the German microcensus, it contains a sub-
module which describes the job characteristics and qualification requirements 
within each of the economic sectors. Thus, the differences between the reference 
scenario and the two policy scenarios with regard to qualification requirements and 

6 In general the share of government-related jobs is higher in East Germany, the share of service 
sector-related jobs higher in West Germany.

Herfindahl Index: Reference scenario 13.06
Herfindahl Index: Ecotax 13.22
Herfindahl Index: Policy mix 13.02

Table 4.7 Results for the Herfindahl Index of regional concentration of employment
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job characteristics can be calculated using the same data input as for the regional 
analysis. The following indicators were analysed:

● qualification requirements (master degree, bachelor degree, foreman/technician, 
apprenticeship, without education/training);

● percentage of part-time jobs and jobs with a limited term job contract, and
● percentage of jobs with an increased need for flexible working hours (weekend/

holiday work; evening/night work; shift work).

In the model runs it was assumed that the climate policies do not change the 
pattern of distribution of the qualification requirements and working conditions 
within each sector. For the policy mix scenario, this seems immediately plausible 
because its measures do not influence the cost of labour. Thus, the cost structure of 
different qualities of labour remains unchanged, too. Within the Ecotax scenario, 
the cost of labour is reduced, but by a uniform percentage rate. Thus, the costs of 
highly paid labour (e.g. because of high qualification requirements or night shifts) 
are reduced by the same percentage as the costs of low wage labour. Therefore it 
was assumed that neither does the Ecotax scenario change the pattern of qualifica-
tion requirements and working conditions within each sector.

In order to highlight the effects, the changes in qualification requirements and 
working conditions in sectors which increase their share in total employment (win-
ners) are contrasted with sectors with a decreased share in total employment 
(losers). Thus, the actual qualification requirement of the respective scenario is 
somewhere in-between these two extremes. However, the comparison between los-
ers and winners produces an image of what kind of qualification requirements and 
working conditions the economy is moving towards within the scenarios, and 
which pattern of qualification requirement and working conditions is being left 
behind.

The analysis of the qualification requirements reveals clear differences 
between the policy mix and the Ecotax scenarios (Fig. 4.5). In the policy mix 
scenario, there is a shift from high qualification requirements towards medium 
requirements, whereas the importance of low requirements is hardly affected by 
the policy. In the Ecotax scenario, in contrast, the qualification requirements are 
clearly increasing, with a reduction in both lower and medium qualification 
requirements.

These differences can be traced back to different patterns of changes in sectoral 
employment in the two scenarios. Among the highest percentages of highly educated 
labour are found in the government sector and some service sectors. It is in precisely 
these sectors that the policy mix scenario brings about below average employment 
changes (losers), the Ecotax scenario, however, results in an above average growth 
in employment (winners) to some extent.

There are also changes with regard to job characteristics associated with the 
scenarios (Figs. 4.6 and 4.7). In both scenarios, the number of part-time jobs and 
the demand for weekend and holiday work are reduced. Both developments reflect 
the below average share of part-time jobs and weekend and holiday work in the 
main winning sectors such as construction and certain sectors of the capital goods 
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Fig. 4.5 Qualification requirements of winning and losing sectors in the Ecotax and the policy 
mix scenarios
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Fig. 4.6 Job characteristics in the Ecotax and policy mix scenario
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industries. The number of limited-term job contracts remains almost constant in the 
policy mix scenario, but increases slightly in the Ecotax scenario. Furthermore, in 
the Ecotax scenario, there is a growing demand for night and shift work, but this 
demand decreases in the policy mix scenario. This difference can be explained by 
the fact that the most important winning sectors in the policy scenario have below 
average rates of night and shift work. In the Ecotax scenario, however, some of the 
winning sectors, e.g. service sectors and car manufacturing, have above average 
rates of night and shift work. With regard to shift work, the influence of car manu-
facturing and railways is of overriding significance, leading to an overall increase 
of shift work in the Ecotax scenario.

job flexibility Eco-tax scenario
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Fig. 4.7 Job flexibility in the Ecotax and policy mix scenarios
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Chapter 5
Theoretical Approaches and the State-of-the-Art 
in Accounting for Technological Change

Chapters 2 and 3 on the macroeconomic effects showed the importance of account-
ing for technological change in modelling. If technological change towards reduc-
ing pollution is induced by environmental policy given environmental targets can 
be achieved more cost-effectively.1 Thus, there is an inherent danger of overestimat-
ing the economic costs of mitigation if future technology improvements are not 
taken into account. In particular, it also has to be considered that implementing 
additional environmental policies can influence the path or the speed of future 
innovations in itself.

The correlations between environmental protection and innovations have been 
the subject of more intensive discussion for several years now but still comprise a 
comparatively new research field when analysing the economic impacts of environ-
mental protection. There are several empirical studies of this subject but these do 
not cover the entire field and conclusions are ambiguous. Therefore it is necessary, 
alongside empiricism, to rely on theory to an increased extent in order to derive 
hypotheses.

This chapter provides an overview of theoretical and empirical approaches to 
account for technological change. First, the relevant terms are defined in an intro-
ductory section. Then various paradigms are presented and discussed with regard 
to the determinants of innovation: environmental economics, institutional and evo-
lutionary economics, the concept of systems of innovation used in innovation 
research, regulatory economics and policy analysis. Finally, based on this overview, 
a short empirical survey on the state of the art is presented.

5.1 Definitions

The importance of the relationship between environmental policies and innovation 
has grown considerably in the recent past. In contrast to many economic models in 
which technological change is still regarded as something semi autonomous, that 

 1 Goulder and Schneider (1999).



“falls from heaven like manna”, there is a widespread consensus in innovation 
research that innovations can be influenced by numerous modifiable determinants. 
However, it is essential to first clarify the term innovation. Going back to Schum-
peter (1942), the literature traditionally splits technological change into three 
 separate phases of invention, innovation (= first application) and diffusion. This 
sequential division is being increasingly challenged by more recent innovation 
research and reference is made instead to evolutionary occurring processes.2 
According to this approach, these three phases do not occur sequentially, but are 
interlinked in numerous feedback loops. This can be clearly illustrated by the exam-
ple of users’ experiences with alterations from which important clues result for fur-
ther innovations (this also underlines the significance of the relationships between 
manufacturers and users).

In this chapter, the term innovation is used in accordance with this more recent 
interpretation. Thus the main focus concerns the correlations between climate pol-
icy and development, first application and the diffusion of new environment-
friendly solutions. New environment-friendly solutions are often referred to as 
environmental innovations. This is a rather fuzzy term. According to Klemmer 
et al. (1999), environmental innovations comprise of

● technical innovations including organisational ones (new products and produc-
tion processes, developing new resources and input supplies, changes in corpo-
rate structure, business cultures and strategies),

● institutional innovations (reorganisation of social boundary conditions, legal 
relations and organising principles), and

● social innovations (changes in relevant norms, behaviour and lifestyles),

as far as they – independent of their economic benefit – contribute to improving the 
quality of the environment. Here, a broad definition of environment is assumed 
which includes protecting resources (increasing resource efficiency, substituting 
exhaustible resources by renewable ones), reducing pollution and repairing already 
incurred environmental damage as well as cross-cutting aspects such as, e.g. the 
monitoring and diagnosis of environmental pollution. In keeping with this defini-
tion, environmental innovations comprise more than just technologies, since they 
also include organisational, institutional and social innovations.

In innovation research, it is customary to distinguish between incremental and 
radical (environmental) innovations. Incremental innovations use resources, energy 
and land more efficiently and alter the possible application areas of already existing 
systems. These innovations take place within existing paradigms and constitute the 
biggest share in practice. They are usually less the result of research and develop-
ment activities (R&D) and more due to the consistent implementation of specific 
experiences made in the learning processes of engineers and users. Radical innova-
tions, in contrast, compel the replacement of a large share of the existing knowl-
edge, abilities, products, processes and production systems, in short of the capital 

 2 See e.g. Grupp (1998), Kemp (1997), Albrecht (2002), Montalvo (2002).
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stock. Sweeping innovations can be regarded as a transition type which alters indi-
vidual products and process stages while retaining existing capital goods to the 
greatest possible extent.

Alongside the classification into incremental or radical innovations, environ-
ment-friendly solutions can also be differentiated by innovation complexity, since 
the individual environmental innovations require varying degrees of corporate 
adjustment. For innovations in the field of industrial energy supply, this concerns 
measures which can be assigned to production-integrated environmental protection. 
They only affect usually the direct environment of the user of the innovation. 
However, if changes in the main system are involved, the innovation complexity 
increases since the complete production process is then affected.

5.2 Neoclassical Innovation and Environmental Economics

There are different paradigms and frameworks to deal with the relationship between 
environmental policy instruments and innovation effects. One of the most out-
spoken approaches is environmental economics. Within economics, technological 
change is broken down into three distinctive phases: invention, innovation, and dif-
fusion. One of the main problems discussed within environmental economics is the 
choice of the “best” instrument. Among the criteria used, the effects on innovation 
play an important role and are usually the main theme of the “dynamic efficiency” 
criteria.

The bulk of the literature concerns the incentives for companies to develop and 
use new technologies. The main argument derives from the theory of induced inno-
vation which is based upon Hicks (1932): changing relative prices induce innova-
tions which result in the substitution of the production factor becoming relatively 
more expensive. Thus, an increased price for energy use not only gives a clear sig-
nal for the diffusion of efficient technologies, leading to an upward shift of the tra-
ditional diffusion curve; usually, an energy tax also increases the average price of 
energy. Thus, compared to a reference case without an energy tax, there is an addi-
tional incentive for innovation even after the most efficient technology currently 
available has been installed. Thus, it is assumed that changing costs for energy use 
also lead to incentives for future inventions and innovations.

Newell et al. (1999) generalised this model by including regulating standards. In 
this way, non-price-related restrictions can be analysed within the scope of the 
induced-innovation hypothesis if their impacts can be interpreted as changes in 
shadow prices or implicit prices.

Arrow (1962) was the first to include learning effects in the analysis of eco-
nomic growth. Learning effects in production process, for example, imply that the 
specific labour input per unit of capital decreases with the age of capital vintages. 
Thus, investments not only improve the productivity of the present capital stock 
but, since they generate new knowledge, they also increase future productivity. In 
empirical economic models, this type of technological change is often captured 
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through specific costs, which (negatively) depend on accumulated capacity. Here, 
accumulated capacity represents knowledge which was generated during produc-
tion (learning-by-doing) and application (learning-by-using).3

In models based on the so-called “New Growth Theory”, which has been devel-
oped by Lucas (1988), Romer (1990), Barro (1990) and Grossman and Helpman 
(1990), endogenous technological change emerges as the result of public and, in 
particular, private R&D investments. Investments in R&D not only benefit the 
investor firm, but increase the productivity or the product quality of all other firms 
as well. Eventually, long-term economic growth is only feasible because of these 
so-called spillover effects.

A crucial assumption in these predominantly neo-classical models of innovation 
is that decision makers act perfectly rationally (homo economicus): investment 
decisions are based on a profound analysis of the benefits and costs in order to 
maximise profits, while cost and benefit figures are perfectly known in terms of 
their expected values. However, these assumptions appear questionable since inno-
vations are, by nature, the result of a series of unpredictable events.

To conclude, in modern approaches to technological change, innovation is con-
sidered to be the result of economic activities which require the use of scarce 
resources. This type of endogenous/induced technological change may be gener-
ated through private or public R&D, education, learning effects, spillovers, or price 
changes. The new growth theory’s diverse explanations for technological change 
have important ramifications for policy intervention. While, by nature, policy can-
not affect autonomous technological change, properly designed policy measures 
may be well suited to spur endogenous technological change (via, for example, 
measures to promote R&D and spillovers).

From the hypothesis of induced innovation, conclusions can be derived for the 
effects of various policy instruments on innovation, in particular on the diffusion of 
new technologies.4 It is decisive for the innovation effect that the instruments ema-
nate a continuous financial incentive. Here, neoclassical environmental economics 
rate economic instruments as the best: “The most comprehensive effects on the 
advance of environmental technology result from levies and tradable emission cer-
tificates, since the cost burden on the remaining emissions produces a permanent 
incentive to search for advanced possibilities of emission reduction. This triggers 
not only cost-reducing but also emission-reducing disposal technologies and inte-
grated environmentally-friendly production processes.”5 In contrast to this, the use 
of command-and-control policies is predominantly judged as not very innovation-
friendly. True, there is an incentive to comply with the given thresholds more cost-
effectively using cost-reducing innovations, but there are no incentives to do more 

 3 For overviews on the modelling of technological change in environment-economic models see 
the surveys by Löschel (2002) and Carraro and Galeotti (2002).
 4 See Fischer and Newell (2004) for a recent theoretical and stylized empirical assessment of vari-
ous climate policy options. The few empirical studies on the benefits of market-based policy 
instruments include Kerr and Newell (2001) and Newell and Rogers (2003).
 5 Michaelis (1996, p. 48).



than is necessary for environmental protection, since no costs arise for the remain-
ing (permitted) pollution. An incentive for advanced innovations is conceivable for 
the manufacturers of environmental technology if the requirements are expected to 
become more stringent. This is the case, e.g. if the thresholds set are oriented on a 
best available technology which insures at the same time a quasi state-guaranteed 
minimum demand for the new environmental technologies. This conflicts with the 
fact that the users affected have an incentive not to make known existing possibili-
ties for further reduction of the pollution. This conundrum has become known in 
the literature as “the chief engineers’ code of silence”.6

To sum up, environmental economics moves within a rather linear model of 
sequential innovation stages: inventions lead to new technical development, which 
then diffuses through the market. There is a tendency to analyse the effects on the 
different stages of innovation separately. Assuming perfect economic rationality, 
innovation decisions are based on microeconomic optimising behaviour. As a 
result, environmental economics sees more positive effects from market-based 
instruments on the development of new technologies.

5.3 Evolutionary and Institutional Economics

Evolutionary economics, which explicitly allows for the future openness of innova-
tive processes, offers promising approaches to explain technological change.7 
It regards innovative processes from a novel perspective and uses the natural sci-
ence analogy of open and closed systems as well as biological evolution to do so. 
Equilibrium states may evolve in closed systems without links to the outside world. 
In open systems, interaction with and reactions to the environment occur (for exam-
ple by exchanging information). Descriptions of state – also for the so-called sta-
tionary states – are only valid temporarily. Two mechanisms are seen as being 
central to the emergence of innovations: the generation of variety and selection. A 
larger variety per se is conducive to (environmental) innovations.

As far as certain developments have created favourable conditions for economic 
and technical change, an irreversible transition to new states then occurs through 
the use of temporary windows of opportunity. The fact that the developments being 
triggered are not predictable justifies the assumption of the “future openness of 
innovative processes”. Grupp (1998) cites as examples inventions, discoveries, new 
organisations, the movement of human capital within or between sectors, changes 
in values and new conditions for competition. This paper focuses particularly on the 
favourable conditions mentioned (such as innovation-friendly frame conditions), so 

 6 See Michaelis (1996). However, the case study by Wallace (1995) of the German SO
2
 reduction 

programme reveals how such a code might be broken.
 7 There are various schools among the paradigm of evolutionary economics. See, e.g. Nelson and 
Winter (1982), Dosi (1982), Dosi et al. (1988), Erdmann (1993), Nelson (1995), Grupp (1998), 
Weber (1999), Blazejczak et al. (1999), Witt (2003).
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that innovation and diffusion can positively influence each other in a sort of feed-
back process (learning process).

With regard to behaviour, the strict rationality of the “homo economicus” is sof-
tened even if selection processes can result in empirically observed behaviour act-
ing “as if” it were rational. Nelson (2002) stresses the point that behavioural 
routines which have evolved over a longer period of time play an important role, 
and take the place of the permanent optimisation due to smallest modifications in 
the frame conditions which dominates neoclassical theory. This behavioural 
assumption is implicitly linked with a restriction of the induced innovation hypoth-
esis based on relative price changes of neoclassical theory and the resulting instru-
ment preferences. If innovation behaviour is determined by behavioural routines, 
not only changes due to altered relative prices are decisive, but also changes in the 
behavioural routines themselves. Thus, voluntary agreements, which are often criti-
cised for their lack of stringency (Jochem and Eichhammer, 1999), may neverthe-
less lead to a change in behavioural routines.

New institutional economics emphasises the fundamental significance of institu-
tions for all aspects of economic behaviour.8 Richter (1994, p. 2) defines the term 
institution as “a system of norms, including their guarantee instruments, geared to 
a specific target with the purpose of steering individual behaviour in a specific 
direction […]. Institutions can be formal in the sense of objective and subjective 
rights and informal”. In an extreme case, they can emerge “spontaneously”, i.e. 
organise themselves, or be completely structured by an authority. The assumption 
of bounded rationality, which was originally developed by Simon (1957), is closely 
linked to this approach, as is the assumption of opportunistic behaviour and allow-
ing for information costs. These considerations highlight the importance of institu-
tional arrangements in such analyses.

The following aspects are of particular significance with regard to environmental 
innovations:9

● Groups of actors, often with opposing interests, are involved in the process of 
developing environmental policy plans (state, industry, associations, NGOs). It 
can be assumed that each group is characterised by individual types of behaviour 
and the attitude of its members. Of interest is how the necessary collective action 
is achieved and how compromises prove to be good solutions in practice.

● Transaction costs play a considerable role and have to be accounted for when 
designing environmental policy instruments. These include resources necessary 
for the creation, maintenance, support and equipment of institutions and organi-
sations. In addition, search and information costs occur, negotiation and decision 
costs and monitoring and implementation costs as soon as players become active 
in markets. High transaction costs can act as drivers for and barriers to technical 
and organisational or institutional innovations.

 8 See Coase (1991), Williamson (1975, 1985), Williamson and Winter (1991), Eggertsson (1990), 
Richter and Furubotn (1999).
 9 See Richter (1994), Klemmer et al. (1999), Ostertag (2003).



● Property rights: institutional economics distinguishes between absolute rights 
(rights to things, immaterial rights), relative rights (between two parties) and 
individual rights to freedom. Safeguarding, assigning and using property rights 
incur costs.

● Incentive systems: finally it can be assumed that environmental innovations are 
realised and promoted only via particular incentive systems. These have to 
incorporate a target system (e.g. improved environmental quality, sustainable 
development) and fixed rules which oblige individuals to behave in concrete 
ways and which incorporate their individual objectives. Controls and possible 
sanctions have to be defined and conveyed to the actors via an information 
system.

5.4 Systems of Innovation Approach

The approaches of evolutionary and institutional economics have also influenced 
the more empirically-oriented innovation research. In the 1990s, the heuristic 
approach of systems of innovation gained wide acceptance.10 In addition to the 
demand and technology factors, this approach underlines the manifold aspects of 
the intra-firm determinants of innovation, the characteristics of innovation as an 
interactive approach, the role of institutions in shaping activities, the importance of 
the home (lead) market as a base for competitiveness on the international markets, 
and the regulatory framework. The key notion of the systems of innovation 
approach is that these factors influence each other, highlighting the importance of 
feedback mechanisms (see Fig. 5.1). This results in an expansion of the influencing 
factors. As well as players estimating the profitability of innovations, increased 
significance is being attached to soft context factors such as, e.g. communication 
patterns between the participants, but also the regulatory pattern between policy 
and those governed.11

Within the concept of innovation systems, environmental policy instruments 
have scarcely been used as a determinant for innovation.12 However, it is easy to see 
that such instruments could be incorporated into this framework as an additional 
factor for innovation, e.g. under the heading of the role of the home market (also 
prominent as a first mover advantage in the work of Porter 1990) and as an impor-
tant feature of the regulatory framework. Within the innovation systems approach, 
the analysis is always very context specific and the effects of the various factors 
depend on the systems’ conditions. Thus, there is no clear hypothesis about the 
specific effects of the various environmental policy instruments.

 10 For excellent reviews, see Edquist and McKelvey (2000), Carlsson et al. (2002), Lundvall 
et al. (2002), Edquist (2005).
 11 See SRU (2002), Leone and Hemmelskamp (2000), Kemp et al. (2000), Montalvo (2002).
 12 There are some studies dealing with the introduction of renewable energy, such as Bergek and 
Jacobsson (2003), Walz and Kotz (2003).
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The framework of systems of innovation has been applied traditionally to 
national innovation systems. More recently, however, it has been also applied to 
analyse technological or sectoral systems.13 These approaches share the starting 
point that innovations can be best explained by characterising the components of an 
innovation system, such as actors, networks and institutions, and their interaction 
with each other. Furthermore, it has been suggested that a technological innovation 
system can be best analysed by looking at how the different functions an innovation 
system has to meet are fulfilled.14 There is no final list yet, however the following 
functions can be distinguished:

● creation of new knowledge,
● creation of positive external economies through exchange of information and 

knowledge,
● demand articulation, including guidance with respect to technological and mar-

ket choice,
● recognition of a growth potential, which is closely connected to the legitimacy 

of a new technology,
● facilitation of market formation,
● supply of resources, which is especially important for new technologies which 

are associated with a higher risk of failure, and
● arenas for coalition building and organisation of interests, and alignment of 

competing interests by offering a platform for negotiation.
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Fig. 5.1 Heuristic diagram of an innovation system (Source: Kuhlmann and Arnold 2001, p. 6)

 13 See e.g. Carlsson and Stankiewicz (1995), Carlsson et al. (2002), Malerba (2002, 2005).
 14 Johnson (1998), Jacobsson and Johnson (2000), Bergek and Jacobsson (2003), Smits and 
Kuhlmann (2004).



The development of an industry goes through different phases.15 In general, a 
first phase of experimentation with frequent entries and exits, many different tech-
nological alternatives, and a small market, can be distinguished from a second 
phase, which is characterised by market growth and consolidation of the suppliers 
(fewer new entrants, concentration of suppliers). Bergek and Johnson (2003) sug-
gest that the importance of the different functions of an innovation system varies. 
In the first phase of experimentation, creation of new knowledge and guiding the 
search process are very important. This requires the creation of both legitimacy of 
and variety between the technological approaches, and the entry of new actors and 
the creation of networks to ensure positive external economies. In the phase of 
market growth, the formation of a mass market becomes the key prerequisite, 
emphasising also the function of supply of resources.

To sum up, the systems of innovation approach has gained wide acceptance 
among innovation researchers in the past. Lately, this concept has been further 
developed by looking at detailed functions of an innovation system, and by scaling 
its aggregation level down to the sectoral or technological level. Both developments 
open up the perspective to analyse the innovation effects of specific energy and 
environmental regulations integrated into the wider framework of a system of inno-
vation approach.

5.5 Regulatory Economics

The innovation of technologies in the energy field depends very much on the strate-
gies of the major players in the market. With regard to climate change, the electric 
and gas utilities clearly belong to the key players. However, in addition to environ-
mental regulatory challenges, these actors are also subject to one form or another 
of specific economic regulation of the sector.

The traditional case for regulation of public utilities was the existence of a natu-
ral monopoly, resulting in a rate-of-return regulation or in some form of cost-based 
pricing. In relation to innovation, theoretical work has shown that rate-based regu-
latory schemes can result in a biased technical change towards capital intensive 
production.16 During the last two decades, regulatory economics started to empha-
sise the need to consider the incentive scheme within regulation. Based on the 
progress of the economics of information, the information asymmetries between 
regulators and regulated companies was addressed by Laffont and Tirole (1986) as 
a principal agent problem, leading to the implementation of new regulatory schemes 
such as “price cap” or “incentive” regulation.

The most important change in regulatory economics has been the call for dereg-
ulation. Theoretical insights of the theory of contestable markets, e.g. from Panzar 

 15 Nelson (1994), Utterback (1994).
 16 This impact has become known as Averch-Johnson Effect. See Averch and Johnson (1962), 
Zajac (1970).
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and Willig (1977) or Baumol (1982), led to the conclusion that only monopolistic 
bottlenecks characterised by both sunk cost and natural monopoly cost functions 
should be regulated. Clearly, infrastructure systems based on physical networks 
such as electricity/gas, water supply and sewage treatment, or railways include such 
a monopolistic bottleneck. However, among the four vertical stages of electricity 
supply, only transmission and distribution fulfill the conditions of a monopolistic 
bottleneck, not however the other two stages, generation of electricity and retail to 
the end-users, which are (potentially) competitive. The potentially competitive 
stages, in general, require access to the monopolistic bottlenecks. This also holds 
for power produced by independent power producers or for new players such as 
operators of wind turbines.

The situation is complicated further, if there are vertically integrated utilities 
which are active in both, the monopolistic bottlenecks and the potentially competi-
tive stages. In this case, regulation has to deal with the problem that the market 
power within the monopolistic bottlenecks can be carried on to the potentially com-
petitive stages either by excessive charges for access to the monopolistic bottle-
necks, or by hindering or even foreclosing the downstream market to competitors.17 
As a result, there is no level playing field between incumbent utilities and newcom-
ers such as independent power producers or wind turbine operators. To sum up the 
theoretical arguments, access to the grid plays a very important role for the develop-
ment of electricity generation technologies which challenge the mainstream of the 
incumbent utilities technology choice. Furthermore, the design of regulation in a 
liberalised electricity market has considerable effect on the ability of incumbent 
utilities to pursue market strategies which deter the entrance of newcomers.

5.6 Policy Analysis

Another view of the effects of environmental policy has been developed by political 
scientists within the so-called “policy analysis paradigm”.18 This paradigm struc-
tures the policy process in five stages: perception of problem, agenda setting, 
implementation, monitoring, and evaluation. In contrast to environmental econom-
ics, this paradigm sees the determinants of the success of an environmental policy 
not so much within the stage of implementation, but rather within the perception of 
environmental problems and the agenda setting. The importance of the choice of 
instrument is downplayed.19 Instead, other factors are viewed as being of much 

 17 Knieps (2001).
 18 See Héritier (1993), Howlett and Ramesh (1995), Jänicke et al. (1999).
 19 Jänicke and Weidner (1995), Jänicke et al. (1999), Jänicke (1996, pp. 11–12; 1999, pp. 107–108) 
argues that the idea that specific instruments have specific effects is misleading in most cases. Very 
often not the choice of the instrument is important, but that an action is taken at all, regardless of 
which. The communication patterns are decisive. If environmental target finding is consensual, 
reaching the target is highly probable – independent of the instruments used to do so.



greater significance, such as the power and strategic ability of the various players, 
the nature of the problem, political environment, and policy style.

Policy style, in particular, can be influenced by policy makers. Richardson 
(1982) and Jänicke (1996) point out that empirical analysis has shown the impor-
tance of interaction between state and private players. In a complex world, policies 
should be part of a learning process. A precondition for such cooperation is a policy 
style which enables a dialogue between those involved. Furthermore, firms need a 
certain degree of reliability if they are to engage in innovative activities. With 
regard to environmental innovations, this requires that the political priorities of the 
environmental problems are known in advance. Thus, the existence of a long-term 
policy plan clearly stating the environmental medium- and long-term goals is 
viewed as being one key factor for an innovation-friendly environmental policy. To 
sum up, policy analysis highlights the importance of the soft context factors and 
downplays the importance of the choice of instrument. To this extent, the approach 
clearly takes a counter position to environmental economics.

5.7 Review of Empirical Results

In their review of the hypothesis of induced innovations, Thirtle and Rutan (1987) 
concluded that it can be inferred from existing statistical surveys that changing the 
relative factor prices does indeed have an impact on the pace of innovation. 
However, the studies assessed did not concern the environmental domain. In the 
environmental domain, namely, there is a major problem with transforming the 
changes, which are strongly characterised by command-and-control type measures, 
into statistically measurable variables. Accordingly, there are far fewer economet-
ric-statistical analyses available, which, in addition, frequently have to use proxies 
as explanatory variables.

One important hypothesis which has been analysed is the effect of the stringency 
of the environmental policy on innovations. Various studies used environmental 
spending and patents as proxies for these variables. Landjouw and Mody (1996) 
and Grupp (1999) conclude positive correlations between environmental spending 
and patent activity in the related technology fields. However, this correlation is not 
confirmed by Jaffe and Palmer (1997). In a more recent study, DeVries and 
Withagen (2005) find a strong positive relationship of high emission levels as a 
latent variable for strict environmental policy with environmental innovation.

The effect of environmental management systems is also a subject of discussion 
in the literature. In their review of studies from the nineties, Dyllick and Hamschmidt 
(1999) summarise that environmental management systems are strongly geared 
towards short-term process controls and less towards innovations. In contrast, in a 
study by Rennings et al. (2003) environmental management systems under EMAS 
(Eco-Management and Audit Scheme) are assigned a positive effect on the realisa-
tion of environmental innovations. Wagner (2007) found that environmental manage-
ment systems do trigger process innovations, but not product innovation.
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There have been various studies recently using survey results for analysing the 
influence of various determinants of environmental innovations.20 Rennings et al. 
(2006) and Rehfeld et al. (2007) show that organisational aspects are of importance. 
Arimura et al. (2007) and Frondel et al. (2007) support the hypotheses that the pol-
icy stringency are important factors. Horbach (2007) stresses the point that different 
factors – environmental policy, management tools and general innovation capability 
of the firms – all contribute to environmental innovation.

The most intensive examination so far has been made of the field of energy, 
especially as a statistically sound, explanatory variable is available here in the form 
of energy prices. The more recent studies from Newell et al. (1999), Grupp (1999), 
Schleich (2001), Popp (2002), and Lutz et al. (2005) suggest that increases in the 
relative energy prices trigger energy-saving innovations. But the statistical signifi-
cance of this correlation varies as does the magnitude of the influence of the energy 
prices. In addition, there is a large body of literature breaking down the changes in 
aggregate energy intensity – or more recently – carbon intensity, into changes in the 
structure of the economy and changes at the level of sub-sectors.21 However, these 
studies tend to be purely descriptive, and no attempt is made to explore the deter-
minants of the observed changes, such as price changes.22 Thus, there is a need for 
additional research, which combines both approaches, in order to come up with a 
more sound analysis on the influence of energy prices.

Overall, it can be concluded from this work that relative changes in environmen-
tally-relevant costs actually do influence environmental technology development 
and the diffusion of energy-efficient technologies, but because a series of other 
case-specific determinants exists for each individual subject of investigation, it is 
not possible to put forward a generalised quantitative relationship for inducing 
environmental technology progress. In particular, the impact of energy costs on 
innovation varies between sectors because there are differences in the respective 
technologies, market structures, organisational culture, or regulatory environment 
involved.

Alongside econometric analyses there are also case studies examining the corre-
lations between environmental protection measures and environmental innovations. 
The work of Porter and van der Linde (1995) is often cited in the literature. They 
indicate considerable innovation effects and even the existence of an extensive 
unexploited efficiency potential, whose realisation could result in a so-called win-
win situation, in which environmental protection actually precipitates a reduction 
of the microeconomic cost burden.

The implementation of technologies and practices which reduce energy con-
sumption at the level of private and public organisations or individual households 

 20 See Horbach (2007) for an overview.
 21 See e.g. Unander et al. (1999), Diekmann et al. (1999), Schipper et al. (2001), Liaskas et al. 
(2000).
 22 Recent exceptions include Miketa (2001) and Welsch (2001).



is often hindered by obstacles. Many of these measures are considered cost-
 effective from the company’s or individual’s perspective under prevailing economic 
conditions.23 There is a substantial body of literature that analyses the nature of 
these barriers which are, in essence, due to market failures, caused by high informa-
tion costs and other transaction costs, hidden costs, financial or technological risks, 
capital market restrictions, split-incentives (landlord/tenant dilemma), as well as 
organisational and behavioural constraints (Brown, 2001; Eyre, 1997; Howarth and 
Andersson, 1993; Jaffe and Stavins, 1994a, b; Ostertag, 2002; Sorrell et al., 2004; 
Stern, 1986). Empirical analyses of the relevance of the various types of barriers 
and of the determinants often rely on theory-based case studies (DeCanio, 1994; De 
Almeida, 1998; InterSEE, 1998; Ramesohl, 1998; Schleich et al., 2001a; Sorrell 
et al., 2004; Sorrell, 2003). Such case studies are well suited for gaining insights 
into complex decision-making processes and structures within organisations. Yet, 
the empirical basis for a generalisation of both their findings and their policy 
 recommendations is rather weak.

Due to a lack of data, there are only a few studies on the relevance of barriers to 
the diffusion of energy efficiency that are based on ample empirical evidence. 
While performing univariate analyses, Gruber and Brand (1991), and Jochem and 
Gruber (1990) focus on decision-making in companies of the commercial sector 
with regard to energy efficiency measures. For other sectors, few multivariate 
econometric analyses have been carried out. Brechling and Smith (1994) examine 
the take-up of wall insulation, loft insulation, and double glazing in the UK house-
hold sector. For Irish households, Scott (1997) carries out a similar study looking 
at attic insulation, hot water cylinder insulation and low energy light bulbs. For the 
industry sector, DeCanio (1998) investigates companies’ investment behaviour 
based on data from the United States Environmental Protection Agency’s Green 
Lights programme. Finally, DeGroot et al. (2001) analyse to what extent barriers to 
the implementation of energy-saving technologies in Dutch companies vary across 
sectors and firms’ characteristics, running separate regressions for each potential 
barrier. Finally, Schleich and Gruber (2008) econometrically assessed the relevance 
of several types of barriers to energy efficiency for the German commercial and 
services sector. None of these papers, however, econometrically explore the impact 
of policies on barriers to energy efficiency.

Positive impacts of environmental command and control policies on innovations 
were shown for several European countries in the case studies of Wallace (1995). 
Particular attention should be drawn to the research programme “Innovative effects 
of environmental policy instruments (FIU)” of the German BMBF.24 Different envi-
ronmental policy measures were examined here. It was shown that command-and-
control type measures can also have a positive innovation effect, but that a multitude 
of system requirements have to be considered which makes it difficult to generalise 
the results. Most importantly, the results – which are emphasised among others by 

 23 See Sect. 2.2.2 for a discussion of the so-called no-regret options.
 24 For a summary of the results of this research programme, see Klemmer (1999).
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the evolutionary and institutional approaches and environmental policy analysis – 
indicate that the impact of the system requirements and soft context factors is not 
negligible. On the other hand, the case studies also show that price expectations are 
particularly significant in the context of the frame conditions which is, in turn, con-
sistent with the hypotheses of neoclassical environmental economics. This implies 
that the theories outlined in the preceding paragraphs should not be interpreted as 
opposing but rather as complementing each other. Results from the follow-up pro-
gramme “Frame conditions for innovative economies” (RIW) of the German 
BMBF seem to confirm this conclusion.25

To sum up, various case studies indicate that soft context factors and the reduc-
tion of obstacles are key factors for innovation especially in the non-energy inten-
sive sectors. However, there clearly is a need to move from the case study based 
empirical research towards a wider empirical basis. This holds especially for the 
analysis of various policy measures and the influence they have on innovations.26

There has not been much empirical work on the influence of different regulatory 
designs on technological innovation in the energy sector. However, the work of 
Walz (1995b, 2002) suggests that even minor details in the regulatory design may 
trigger important effects on innovation. Even details such as the provisions for 
allowing construction work in progress or overcapacity to be considered in the rate 
base can lead to substantial effects on electricity generation technology, by either 
hindering or favoring the development of capital intensive technologies, or by 
allowing the buildup of overcapacity which can be used as a strategy to deter new-
comers from entering the market.

Recently, there have been various case studies in the field of renewable ener-
gies. Most of them focus on the debate about the incentive structure of different 
policy instruments.27 These studies conclude that policy measures were a consider-
able driver for innovation by stimulation R&D through subsidisation programmes 
and by regulating the feed-in prices for electricity produced by renewable energy 
sources. Mandatory fixed feed-in payments seem to produce much greater effects 
than quota or bidding systems mainly because the feed-in tariffs which, in the case 
of Germany, are fixed for 20 years provided a more stable planning horizon. A few 
studies also draw either on the policy analysis approach or on evolutionary eco-
nomics.28 They conclude that there is also a succession of other system require-
ments which are significant for success, such as the communication between the 
players and the existence of long-term policy goals which foster the development 
of a manufacturing industry for renewable energy sources and thus justify initial 
public innovation efforts. However, these studies, by and large, do not analyse the 
effects on innovation within an integrated systems of innovation view. Within the 

 25 Horbach (2005).
 26 See Chap. 7.
 27 See e.g. Haas et al. (2004) and Ragwitz et al. (2005a) with overviews for Europe.
 28 Reiche and Bechberger (2004), Lauber and Mez (2004) and Markard et al. (2004), 
respectively.



concept of innovation systems, on the other hand, environmental policy instru-
ments have scarcely been used as a determinant for innovation. And even the few 
case studies from this research tradition, which deal with energy issues,29 do not 
go into detail with regard to the electricity specific forms of regulation (e.g. liber-
alisation) or the specific role of the various energy policy instruments. Thus, there 
clearly is a need – and an opportunity – to merge these two research traditions, by 
integrating research on the specific effects of regulation design into a wider system 
of innovation approach.30

 29 See Jacobsson and Johnson (2000), Bergek and Jacobsson (2003), Agterbosch et al. (2004), 
Foxon et al. (2005).
 30 See Chap. 8.
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Similarly, total final energy consumption in the manufacturing sector can be 
expressed as

(6.5)
where, in addition to the effects described above,

(d)  reflects the change in total output in the manufacturing sector (activity effect).

The results of the decomposition analysis for the final energy demand in the West 
German manufacturing sector (including other mining) between 1970 and 1994 are 
presented in Fig. 6.1. Thus, the increase in energy consumption resulting from an 
increase in production has been more than offset by the structural effect and, in 
particular, by lower energy intensity, i.e. intra-sectoral change and improved energy 
productivity.

Figure 6.2 shows energy intensity, energy intensity at constant structure, i.e. 
keeping the same output shares as in 1970, and at constant sub-sector intensities, 
i.e. keeping the same energy intensities as in 1970. Between 1970 and 1994, actual 
energy intensity (at constant 1985 prices) dropped from over 5 PJ/billion DM to 
about 3 PJ/billion DM.

Clearly, without structural change towards less energy-intensive outputs, and 
without improved energy efficiency, total energy intensity would have been much 
higher. About three quarters of the observed reduction in total energy intensity can 
be attributed to the energy-efficiency effect, while the structural-change effect 
accounts for about one quarter. The development of energy intensity in some 
energy-intensive sub-sectors is displayed in Fig. 6.3.
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Fig. 6.1 Decomposition of the final energy demand in manufacturing and other mining in West 
Germany between 1970 and 1994 in PJ (Diekmann et al., 1999)
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Fig. 6.2 Energy intensity in manufacturing and other mining in West Germany between 1970 and 
1994 in PJ/billion DM (1985) (Diekmann et al., 1999)
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Fig. 6.3 Energy intensity in manufacturing and selected sub-sectors in West Germany between 
1970 and 1994 (Odyssee Database)

6.1.3  Estimations of Determinants for the Development of Fuel 
Intensity

The outcomes of the decomposition analyses can be used to empirically test the 
impact of various determinants on the development of energy intensity. For fuel 
intensity, multiple linear regression models were estimated to assess the relevance 
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Fig. 6.5 Average specific fuel consumption for steel production in Germany (Odyssee database, 
Wirtschaftsvereinigung Stahl/VDEH, several volumes, own calculations)
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Fig. 6.6 Average specific electricity consumption for steel production in Germany (Odyssee 
database, Wirtschaftsvereinigung Stahl/VDEH, several volumes, own calculations)
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use their market power to appropriate the costs associated with the adoption of new 
technologies. Such up-front costs not only include investment costs, but also train-
ing workers, marketing, or expenses for research and development. Similarly larger 
firms are more likely to have internal financial resources available, and to have bet-
ter access to capital markets for financing the adoption of new technologies. In 
addition, larger companies may be able to spread the potential risks associated with 
the adoption of new technologies better because they tend to be more diversified in 
terms of the technologies installed. They are more likely to be in a position to test 
new technologies while maintaining operation of the old ones as a safety cushion 
(at lower production levels). Finally, larger firms may capture the economies-of-
scale effects associated with the implementation of new technologies faster and 
they can spread the fixed costs of adoption across more production units. On the 
other hand, larger firms may also be more bureaucratic and suffer from so-called 
X-inefficiencies. Such inefficiencies may be the result of complex and time-con-
suming decision processes, or of internal agency-related problems, such as lack of 
observability of individual behaviour. Similarly, the degree of concentration of new 
technology providers may also have an impact on innovation and diffusion. Since 
highly concentrated providers tend to charge higher prices, they may slow diffu-
sion, but they may also be in a better position to determine a common standard 
which increases the benefits of adoption.27 Despite these considerations it was not 
possible to explore this aspect because there is no data available on the industry 
concentration of suppliers to the steel sector.

6.2.4.1  Estimations for the Development of Best-Practice Fuel Consumption 
for BOF-Steel

To estimate the fuel consumption of the best-practice trajectory for BOF, specific 
fuel use (in GJ/t steel) is used as the LHS variable.28 The set of RHS variables 
 consists of:

● The relative price of coal (€/kt) to the price of steel (in €/kt) (RELPCS) and the 
relative price of iron ore (€/kt) to the price of steel (in €/kt) (RELPIS). To allow 
for some lead time, both variables are entered with a lag of two (t-2). According 
to a cost- or profit-pressure hypothesis, they are supposed to capture the impact 
of input prices on the invention, the adoption and the diffusion of more fuel-
efficient best practice technologies in BOF steel production. The expected sign 
of the parameters associated with these relative prices is therefore negative.

● The sum of public and industry R&D expenditure for the steel industry (RDSTL) 
(in 1995 billion €). R&D efforts in the steel sector are expected to result in the 
development of new technologies which – since the steel sector is quite energy-
intensive – are also more energy-efficient. To allow for some lead time, the average 

27 Hall (2004, p. 21).
28 A similar approach is used, for example, by Lutz et al. (2004).
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of the R&D expenses in the steel industry in t and t-1 are used in the concrete model 
specification. Since greater research efforts should lead to better energy perform-
ance, the sign of the parameter estimate associated with RDSTL is expected to be 
negative.

● The sum of R&D expenditure in the electrical engineering (EE) and mechanical 
engineering (ME) industry sectors (RDEEME) (in 1995 billion €). To allow for 
some lead time, an average of the contemporaneous and lagged (t-1) R&D 
spending in these sectors is used.29 Since an increase in the general spending 
level in EE and ME is also expected to improve the energy efficiency of new 
technologies in the steel industry, the expected sign is negative.

● The six firm concentration index (CR)30 to assess the impact of industry concen-
tration in the steel industry on the adoption and diffusion of best-practice 
 technologies in the steel industry.

The OLS-estimation results are shown in Table 6.6.
In Table 6.6, all signs are as expected, and, except for the relative price of iron 

ore,31 all parameters turn out to be statistically significant at least at the 10% level, 
despite the rather small size of the sample. Thus, in general, the results are consist-
ent with the profit/cost-pressure hypothesis. As for the magnitude, the estimation 
results suggest that the price effects are relatively small. For example, an increase 
in the relative price of coking coal to steel by 10% reduces specific fuel consump-
tion of the best practice BOF-technology by about 0.1%.32 Not surprisingly, R&D 
expenditure in the steel sector has a greater effect (by almost a factor of 10) than a 
general increase in the R&D spending in the mechanical engineering and electrical 
engineering sectors. Also note that the lag structure of input prices and R&D 
expenditure is consistent with the view that higher input prices trigger R&D meas-
ures which, in turn, result in the development of more energy-efficient technolo-
gies.33 Finally, an increase in the concentration of the industry as measured by the 
six-firm concentration index turns out to have a small, but statistically significant, nega-
tive impact on best-practice fuel demand. Overall, the estimated regression equation 
explains a fairly high share of the variation in the best-practice specific fuel  consumption, 

29 Contemporaneous R&D expenditures capture the fact that innovations are often the outcome of 
joint efforts between developers and users. Thus, R&D efforts in the mechanical and electrical 
engineering sectors which lead to reductions in energy consumption in the steel sector in the same 
period would be accounted for.
30 Sales share of six largest firms (in terms of sales).
31 The relative price of iron ore would be statistically significant at the 15% level, however.
32 To calculate this number, average sample values for specific fuel consumption and for the rela-
tive price of coking coal to steel were used together with the parameter estimate associated with 
RELPCS (t-2).
33 Note that such a correlation between input prices and R&D expenditure may result in high vari-
ances, but not in biased parameter estimates.



as was also the case in Lutz et al. (2005). Further, the value for the Durbin–Watson 
statistic dos not hint at autocorrelation in the error terms.

6.2.4.2  Estimations for the Development of Best-Practice Electricity 
Consumption for EAF-Steel

In the regression equation for the electricity consumption of the best-practice tra-
jectory for EAF, specific electricity use (in MJ/t steel) is used as the LHS variable. 
The set of RHS variables is similar to the set of variables for estimating specific 
fuel use for the BOF best-practice trajectory. Only the variables reflecting the 
energy costs and the material input costs differ. The cost variables included are:

● The relative price of electricity (€/MWh) to the price of steel (in €/kt) (RELPPS) 
and the relative price of scrap (€/kt) to the price of steel (in €/kt) (RELPSCS). 
As was the case for the best-practice BOF technology, a lag of 2 years produced 
the best estimation results. The profit/cost-pressure hypothesis suggests that the 
signs of the parameters associated with these relative prices should be negative.

Table 6.7 presents the OLS-estimation results for specific electricity use of the 
best-practice EAF-technology.

As can be seen in Table 6.7, the parameter estimates associated with all price and 
expenditure variables are statistically significant at least at the 10% level. Unlike 
the fuel use of the best-practice BOF-technology, the concentration index for the 
electricity use of the best-practice EAF technology is far from becoming statisti-
cally significant in the estimated regression equation. Again, the impact of R&D 
expenditure in the steel sector is about ten times greater than the impact of R&D 
spending in the electrical engineering and mechanical engineering sectors. Once 
more, the estimated regression equation explains a high share of the variation in the 
best-practice specific electricity consumption.
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Variable Coefficient  Standard error

CONSTANT 19.87**  0.116
RELPCS (t−2) −0.576*  0.193
RELPIS (t−2) −0.461*  0.301
RDSTL (t, t−1) −2.031**  0.109
RDEEME (t, t−1) −0.248**  0.003
CR 0.003*  0.001
R2 (corrected)  0.99 
Durbin–Watson  1.88 
*Individually statistically significant at 10% level
**Individually statistically significant at 1% level

Table 6.6 Estimation results for the best-practice fuel use in BOF steel production (1980–2000)
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6.3 Conclusions

The econometric analysis of the determinants underlying the observed decline in 
total fuel intensity in the West German manufacturing sector imply that higher fuel 
prices not only result in lower fuel intensity, but also trigger structural changes 
towards less energy-intensive products. Results of the case study on energy use over 
time in the iron and steel sector in Germany first suggest that it is important to 
account for intra-sectoral structural change such as a switch from basic oxygen 
steel production to electric arc furnace steel production when analysing energy use 
and emission trends in this sector. The econometric analyses indicate that material 
and energy input prices play a significant role in this switch in technological para-
digms. In addition, path dependencies stemming from high fixed costs dampen the 
diffusion of EAF-steel. In addition, for both paradigms technological change in 
terms of improved energy use is found to be positively related to higher energy 
prices, to higher R&D efforts in the mechanical engineering sector, but is damp-
ened by concentration in the steel industry.

Thus, the empirical evidence presented in this chapter supports the general view 
that for energy-intensive industry price policies in particular are likely to be effective 
climate policy instruments, which provide incentives for the invention, adoption and 
diffusion of energy-efficient technologies in sectors with a high energy cost share. 
As such, the results are generally consistent with the hypothesis of induced techno-
logical change.

Variable Coefficient  Standard error

CONSTANT 2.205**  0.021
RELPPS (t−2) −0.066*  0.024
RELPSCS (t−2) −0.026*  0.013
RDSTL (t, t−1) −0.266**  0.017
RDEEME (t, t−1) −0.027**  0.001
CR  −0.001  0.000
R2 (corrected)  0.99 
Durbin–Watson  1.62 
*Individually statistically significant at 10% level
**Individually statistically significant at 1% level

Table 6.7 Estimation results for the best-practice electricity use in EAF steel production 
(1980–2000)
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Chapter 7
Barriers to the Diffusion of Energy 
Efficiency in the German Commercial 
and Services Sectors1

In this section, econometric methods are applied to empirically assess the relevance 
of various factors of influence on energy-efficiency barriers in the German com-
merce and services sectors (small commercial businesses and private and public 
service organisations).2 For various barriers, a separate regression equation is esti-
mated econometrically. In this sense, the analyses conducted are similar to DeGroot 
et al. (2001). The barriers include, for example, lack of information about energy-
consumption patterns or energy-efficient measures. Based on the estimation results, 
the statistical significance of various “explanatory” variables such as energy con-
sumption, size of the company, or differences across sub-sectors can be assessed. 
Moreover, it is examined to which extent energy audits3 help overcome these 
 barriers, as has often been suggested (Enquête Commission, 1989; Geiger et al., 
1999; European Commission, 2006). The estimation results presented in this chap-
ter make it possible to evaluate the effectiveness of energy audits conducted by 
utilities, engineering firms, or industry sector associations.

The next subsections describe the survey and the data used, discuss the barriers 
which are entered into the analyses as “dependent” variables, portray the “explana-
tory” variables available and present estimation results. The section concludes with 
policy implications.

 1 This chapter is a shorter and revised version of Schleich (2004). Insightful suggestions by 
Edelgard Gruber and Manuel Frondel are gratefully acknowledged.
 2 In the German energy balances, final energy consumption is partitioned into four end-use sec-
tors: industry, private households, transportation and the combined sector commerce and 
services.
 3 The term “audit”, as used in this chapter, not only includes formal energy audits, but also more 
general consultations on energy efficiency or the tariff structure. In a formal energy audit, energy 
consumption in the organisation is analysed and evaluated, measures to reduce energy use and 
energy costs are identified and assessed and energy use patterns and proposed measures may be 
reported (European Commission, 2001). Energy audits serve as a tool for energy management 
and may also form part of an organisation’s environmental management system such as 
EMAS.



7.1 The Data

The required data are taken from a recent representative survey of energy consump-
tion in the commercial and services sector in Germany (Geiger et al., 1999). Table 7.1 
displays in more detail the sub-sectors included in the German commerical and serv-
ices sector, which accounts for about 16% of final energy consumption (FMEL, 2002) 
and 20% of CO

2
 emissions in Germany (FEA, 2002). Unlike two earlier similar sur-

veys which were conducted in 1978 and 1982, the latest survey did not just contain 
questions on the economic and technical factors of energy use. Questions were 
also included about energy management, measures taken and obstacles to energy-
efficiency improvements.

Because of its heterogeneity, the sector was broken down into several more or 
less homogeneous divisions that reflect the sub-sectoral structure in official statis-
tics, and where necessary, even in subdivisions. Based on literature research, dis-
cussions with specialists, in-depth interviews and plant inspections, a structured 
questionnaire was elaborated, and almost 3,000 managers of companies and public 
institutions were interviewed personally by well-trained staff. The sample was 
based on a quota method: a minimum number of respondents were required in each 
division in three different groups of company size. Unfortunately, due to a lack of 

Table 7.1 Overview of sub-sectors

Sector No. of observations Average  Average
   no. of  annual energy 
  employees consumption (MWh)

Metal industry 116 9 125
Car repair industry 78 8 339
Wood working  94 8 209
 and processing
Bakeries 88 9 378
Butchers 76 8 151
Laundries and  67 19 1,978
 dry cleaners
Building  98 15 89
 (interior construction)
Retail trade 296 29 459
Wholesale trade 168 37 837
Banks, insurance  129 162 1,622
 companies
Hotel industry 129 17 589
Gastronomy 103 10 216
Servicesa 78 10 48
Non-commercial  127 29 508
 organisations
Public administrations 96 69 934
Hospitals 79 300 8,834
aSplit for lawyers, architects, small private health services, private agencies, etc.
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sufficient data and data compatibility, not all splits could be included in the econo-
metric analysis. Similarly, for the analyses in this section, a full set of observations 
was only available for about 1,800 organisations.

With regard to energy-efficiency measures, the respondents received a list of sec-
tor-specific measures and were asked which had been implemented in their organi-
sations. These lists differed across sub-sectors and referred to the specific production 
equipment in the industrial sectors and to the building and the heating system in the 
remaining branches which are characterised by offices. In the sub-sectors dominated 
by space heating, the lists included technical issues such as insulation of walls and 
windows, control systems for heating and lighting, heat recovery, as well as organi-
sational measures such as energy analysis, and the establishment of an energy man-
agement. In the industrial splits, additional production-oriented measures were 
included, such as leakage removal in compressed-air systems or investments in 
energy-efficient cooling. In addition, the survey also asked respondents to judge the 
relevance of potential energy-efficiency barriers within their organisation, whether 
they had previously conducted an energy audit, and who had carried out the audit: 
utilities, engineering firms, industry sector associations, or others.

7.2 Barriers to the Diffusion of Energy Efficiency

Improving energy efficiency is often seen as the fastest and most cost-effective way 
to achieve a sustainable energy system (e.g. IPCC, 2007). Consequently, strategies 
for obtaining more energy services such as heat, light or mobility with the same or 
less energy input have recently attracted increased attention from policymakers and 
academics alike. Engineering-economic analyses indicate that a significant potential 
of measures exists, for which the monetary benefits of energy saved exceed addi-
tional capital, operating and maintenance costs, but which have not been realised. 
According to the IPCC Third Assessment Report (IPCC, 2001), about half the tech-
nological potential for greenhouse gas emission reductions world-wide is also profit-
able (IPCC, 2001, p. 174; Synthesis report, Chap. 3, Executive summary). In terms 
of greenhouse gas emissions, the IPCC (2001) estimates this so-called no-regret 
potential to range between 10% and 20% of global emissions in the year 2020. 
According to the UNDP/WEC/DESA (2000), the no-regret potential for all sectors is 
even higher, at about 20–30%. For the commercial sector in particular, the profitable 
savings potential in buildings is estimated at 10–20% for the year 2010 and at 30% 
for 2020. More recently, the Spring European Council Presidency Conclusions stress 
the need “to increase energy efficiency in the EU so as to achieve the objective of 
saving 20% of the EUs energy consumption compared to projections for 2020, as 
estimated by the Commission in its Green Paper on Energy Efficiency (CEU, 2007, 
p. 20)”. In view of that, the Action Plan (European Commission, 2006) outlines a 
framework of policies and measures for all end-use sectors (residential, tertiary, 
industry and transportation) and the transformation sector to improve energy 
 efficiency. Accordingly, “additional investment expenditure in more efficient and 
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 innovative technologies will be remunerated by the more than €100 billions annual 
fuel savings” in the EU (European Commission, 2006, p. 3). The commercial build-
ings (tertiary) sector is estimated to exhibit the highest relative potential for energy 
savings of 30%. Proposed measures to realise these potentials include implementing 
energy management systems, promoting public-private energy efficiency funds or 
financing packages and energy audits in small and medium sized companies and in 
the public sector. In particular, such policy measures are supposed to help overcome 
the so-called barriers to energy efficiency which are preventing energy-efficiency 
measures from being realised. Overcoming these barriers would contribute signifi-
cantly to achieving international greenhouse gas emission targets and reducing the 
reliance on imports of fossil fuels at low cost.

A clear comprehension of the nature of these barriers is decisive when designing 
cost-efficient policy measures. So far, most empirical analyses on barriers to energy 
efficiency are in the form of case studies, where theory-based hypotheses are 
derived from various (partially overlapping) concepts grounded in neo-classical 
economics, institutional economics, organisational theory, sociology, and psychol-
ogy (DeCanio, 1994; de Almeida, 1998; InterSEE, 1998; Ramesohl, 1998; Schleich 
et al., 2001a; Sorrell, 2003; Sorrell et al., 2004). Complementary to the case study 
approach, a few analyses exist which rely on surveys to explore the empirical rele-
vance of barriers to energy efficiency, including Brechling and Smith (1994), Scott 
(1997), DeCanio (1998), De Groot et al. (2001) and Schleich and Gruber (2008).

Setting matters of profitability of the abatement measures aside, in the following 
section, some of the obstacles identified in the “barriers literature” will be explored 
econometrically, while in this section, variables will be presented that are included 
in the analyses to reflect those barriers. All “dependent” variables which are assumed 
to reflect an energy-efficiency barrier enter the regression equations as dummy vari-
ables. They take on the value of 1 if – according to the subjective judgement of the 
interviewee – the stated barrier was relevant in her or his organisation. Otherwise, 
the value is 0. For some barriers, objective information is available and used here 
instead of subjective judgements. In total, six types of energy-efficiency barriers are 
investigated: lack of time, lack of information about energy consumption patterns, 
lack of information about energy efficiency measures, investment priorities, uncer-
tainty about future energy costs and split incentives.

7.2.1 Lack of Time

In companies originating from energy-intensive industries like the power or the iron 
and steel industries, energy performance affects the core production process and the 
energy cost share is typically rather high. So, there are strong economic incentives 
for these companies to find and realise efficiency potentials. By contrast, in the 
commerce and services sector, the energy cost share is usually low, and investments 
in energy efficiency do not affect the core production processes. In addition, since 
companies in these sectors are usually rather small, the indirect or hidden costs 



associated with investments in energy efficiency, such as overhead costs for energy 
management, and costs for training personnel, are more likely to be prohibitive. 
The same may hold for transaction costs which generally include the costs of gath-
ering, assessing and applying information on energy savings potentials and meas-
ures, as well as costs to locate efficiency improvement potentials and negotiate 
contracts with potential suppliers, consultants or installers, or the costs of making, 
monitoring and enforcing contracts (Coase, 1991). Thus, lack of time to analyse 
energy efficiency potentials, is likely to constitute a barrier to energy efficiency in 
the commercial and services sector. The dependent variable TIME, capturing all 
these aspects, takes on the value of 1 if survey respondents consider lack of time to 
be a relevant barrier in their organisation.

7.2.2 Lack of Information About Energy Consumption Patterns

Measuring and controlling energy consumption at a disaggregated level is costly to 
organisations. Labour costs for metering and data management, and investment 
costs for the metering devices may prevent organisations from installing the appro-
priate equipment. However, if energy consumption, and hence, energy costs, are not 
known in detail, the profitability of energy saving measures cannot be properly 
assessed. The dependent variable EKNOW assumes the value of 1 if the split of final 
energy consumption into thermal energy and electricity consumption is unknown.

7.2.3 Lack of Information About Measures

There may be a lack of information about energy efficiency measures in organisa-
tions for several reasons. First, organisations with a low energy cost share have little 
incentive to overcome transaction costs and spend resources to find out about new 
energy savings technologies. Second, information about the performance of energy 
efficiency measures is a typical public good. Thus, if the production of this public 
good is left to the private market, “too little” information about energy efficient 
technologies will be produced. The respective dependent variable INFO has the 
value of 1 if survey respondents consider lack of information about energy efficient 
measures to be a relevant barrier in their organisation.

7.2.4 Investment Priorities

A crucial criterion for organisations’ investments in energy efficiency is profitability, 
or the payback period. Both depend on the capital costs for the organisation. 
Restricted access to capital markets is often considered to be an important barrier to 
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investing in energy efficiency. That is, investments may not be profitable because 
companies face a high price for capital. As a result, only investments yielding an 
expected return that exceeds this (high) rate will be realised. Since the price of capital 
also reflects the risk associated with the borrower, small- and medium-sized compa-
nies often have to pay higher-than-average interest rates. Possible explanations 
include smaller companies’ limited ability to offer collateral or potential lenders hav-
ing to bear higher costs to assess the credit-worthiness of small- and medium-sized 
companies. When access to the capital market is constrained, the allocation of funds 
within an organisation becomes even more important. Internal decision making and 
priority setting will not only depend on hard investment criteria such as rate of return 
or the payback time of an investment project, but also on soft factors such as the sta-
tus of energy efficiency, reputation, or the influence of those responsible for energy 
management within the organisation (Morgan, 1985; DeCanio, 1994). The dependent 
variable PRIORITY assumes the value of 1 if investment priorities are considered to 
be a barrier to energy efficiency in the organisation.

7.2.5 Uncertainty About Future Energy Costs

Investing in a more energy-efficient technology may turn out to be unprofitable if 
energy prices fall after the new technology has been implemented. Hence, there is 
an option value associated with postponing investments (McDonald and Siegel, 
1986; Dixit and Pindyck, 1994) and postponing irreversible investments in energy 
efficiency may be optimal if future energy prices are uncertain, even though the 
expected value remains unchanged (Hasset and Metcalf, 1993; van Soest and Bulte, 
2001). In addition, since the interviews were conducted in 1997, thus prior to the 
liberalisation of energy markets in Germany (1998 for electricity, and 2000 for gas), 
organisations may have (correctly) expected energy prices to fall in the wake of the 
liberalised energy markets, rendering investments in energy efficiency less profita-
ble. On the other hand, such investments in energy-efficient technologies reduce 
companies’ “risk exposure” to variability in energy prices. The relative magnitudes 
of these countervailing effects are company-specific and generally ambiguous. 
Whether energy price volatility increases or decreases incentives to invest in energy 
efficiency depends – among other things – on a company’s attitude towards risk, the 
expected energy costs and on the irreversibility of the investments (see Howarth and 
Sanstad, 1995; Ben-David et al., 2000). The dependent variable UNCERT takes on 
the value of 1 if uncertainty about future energy costs is considered to be an energy-
efficiency barrier in the organisation.

7.2.6 Landlord/Tenant Dilemma (Split Incentives)

If a company is renting buildings or office space, neither the landlord nor the 
company (tenant) may have an incentive to invest in energy efficiency, because the 



investor cannot appropriate the energy cost savings. The landlord will not invest in 
energy efficiency if the investment costs cannot be passed on to the tenant, who will 
benefit from the investment through lower energy costs. On the other hand, the tenant 
will not invest if he/she is likely to move out before fully benefiting from the energy 
cost savings. The respective dependent variable RENTED assumes the value of 1 if 
rented space is considered to be an energy-efficiency barrier in the organisation.

7.3 Determinants

Based on the data provided in the survey, the following “independent” or “explana-
tory” variables are included as regressors in the equation: energy consumption, size 
of the organisation, energy audits and dummies for individual sub-sectors.

7.3.1 Energy Consumption

Clearly, organisations’ incentives to spend resources to overcome barriers to energy 
efficiency depend on the energy cost savings expected. Thus, total annual specific 
energy consumption, ENERGY, is included to reflect the importance of energy 
consumption and energy costs to the organisation. To control for size effects, spe-
cific measures, rather than absolute levels of fuel consumption are used: To create 
ENERGY, total annual fuel and electricity consumption were added together and 
divided by the number of employees. Since ENERGY, which is ultimately con-
structed by taking the natural logarithm of specific energy consumption, is expected 
to have a negative impact on energy-efficiency barriers, the expected sign for the 
parameter estimate associated with ENERGY is negative.

7.3.2 Size

Larger organisations are more apt than smaller ones to deal with barriers such as 
information and other transaction costs, credit constraints, or uncertainty. Thus, the 
variable SIZE which stands for the number of employees in the organisation is 
expected to have a negative effect on barriers.

7.3.3 Energy Audits

In the survey, companies were also asked whether they had recently had an energy 
audit. If the audit was carried out by a utility, an industry branch association, an 
engineering firm, or others, the dummy variables UTILITY, ASSOC, ENGIN or 
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Table 7.2 Percentage shares of audits conducted by various types of external consultants

Sector UTILITY ASSOC ENGIN OTHER Total

Metal industry 0.06 0.02 0.04 0.02 0.15
Car repair industry 0.08 0.06 0.08 0.01 0.23
Wood working and processing 0.11 0.04 0.07 0.01 0.23
Bakeries 0.13 0.05 0.03 0.02 0.23
Butchers 0.17 0.08 0.09 0.04 0.38
Laundries and dry cleaners 0.12 0.06 0.15 0.00 0.33
Building (interior construction) 0.07 0.03 0.02 0.00 0.12
Retail trade 0.10 0.05 0.08 0.02 0.25
Wholesale trade 0.11 0.10 0.15 0.02 0.38
Banks, insurance companies 0.11 0.05 0.12 0.02 0.29
Hotel industry 0.11 0.04 0.09 0.04 0.27
Gastronomy 0.11 0.02 0.06 0.02 0.20
Servicesa 0.04 0.01 0.06 0.00 0.12
Non-commercial organisations 0.10 0.02 0.16 0.04 0.32
Public administrations 0.06 0.04 0.13 0.06 0.29
Hospitals 0.13 0.11 0.46 0.05 0.75
Sum (weighted) 0.10 0.05 0.11 0.02 0.28
a Split for lawyers, architects, small private health services, private agencies, etc.

OTHER take on the value of 1, respectively. Otherwise they are 0. The percentage 
shares of these variables across the sectors for the observations included in this study 
are displayed in Table 7.2. Thus, the expected sign of the parameter estimates asso-
ciated with these variables is negative. The last column in Table 7.2 lists the percent-
age of organisations which carried out an energy audit for each sector. Since audits 
may, in general, help overcome barriers to energy efficiency, the expected signs of 
the parameter estimates associated with the “AUDIT dummies” are negative.

The last column in Table 7.2 indicates that about 28% of the organisations in the 
sample had had an energy audit conducted, but the share varies significantly 
between 12% in the services sector and the interior construction sector and 75% for 
hospitals. The majority of audits were carried out by engineering firms and utilities. 
The quasi-public sectors (hospitals, public administrations, and non-commercial 
organisations) tend to prefer engineering companies, while companies from the 
manufacturing sectors in the sample which are usually smaller, tend to rely on utili-
ties. Comparing Table 7.1 with Table 7.2 suggests that there is a positive correlation 
between the energy-intensity of the sectors and the share of organisations that had 
an energy audit conducted.

7.3.4 Sub-Sector Dummies

Since the commercial and services sectors are quite heterogeneous a dummy varia-
ble is included for each sub-sector. To prevent singularity of the regressor matrix, a 
constant is not included.



7.4 Results

To empirically assess the relevance of the various determinants for energy-effi-
ciency barriers, separate Logit and Probit models are estimated for each barrier. The 
estimation results for the six equations appear in Table 7.3 for the Logit model and 
in Table 7.4 for the Probit model.4

The comparison of Table 7.3 and Table 7.4 shows that the results for the Logit 
and the Probit models are very similar. The parameter estimates which are statisti-
cally significant for one model are also statistically significant for the other model.5 
Since the logistic distribution and the normal distribution differ at the tails, and 
since the sample is rather large, the observed differences for the parameter esti-
mates are to be expected (Maddalla, 1983, p. 23). Multiplying the slope parameter 
estimates from the Logit model by 31/2/π, or – as suggested by Amemiya (1981) – 
by 0.625, yields values that are very close to the parameter estimates obtained from 
the Probit model. In short, the estimation results appear to be fairly robust.

In general, all estimation results are consistent with the hypotheses developed 
earlier. In particular, all significant parameter estimates for ENERGY, SIZE, and 
the AUDIT dummies exhibit the expected negative sign. First, the findings for 

Table 7.3 Logit estimation results on barriers to energy efficiency

 TIME EKNOW INFO PRIORITY UNCERT RENTED

ENERGY −0.079* −0.102* −0.015 −0.028 −0.000 −0.191**

 (0.058) (0.055) (0.059) (0.055) (0.055) (0.067)
SIZE −0.002* −0.001* −0.001* 0.000 −0.001* −0.013**

 (0.001) (0.001) (0.001) (0.000) (0.000) (0.003)
UTILITY 0.502** −0.444* −0.100 −0.193 0.152 −0.607*

 (0.176) (0.174) (0.185) (0.167) (0.168) (0.239)
ASSOC 0.854** −0.745** −0.552* −0.210 −0.041 0.071
 (0.275) (0.272) (0.297) (0.237) (0.234) (0.330)
ENGIN 0.621** −0.572** −0.528* −0.064 −0.304* −0.796**

 (0.185) (0.179) (0.209) (0.171) (0.168) (0.283)
OTHER −0.731* −0.099 −0.400 −0.571* −0.532* 0.325
 (0.386) (0.340) (0.409) (0.330) (0.323) (0.427)
−2 log  2,400 2,427 2,200 2,433 2,454 1,865
likelihood
N 1,822 1,814 1,822 1,822 1,822 1,822
Pseudo-R2 0.05 0.04 0.03 0.04 0.02 0.10

Standard errors are given in parentheses
*Individually statistically significant at least at 10% level
**Individually statistically significant at least at 1% level

 4 To save space, the parameter estimates for the sub-sector dummies do not appear in Tables 7.3 
and 7.4. They are available from the author upon request.
 5 “Statistically significant” as used in this Section means significant at least at the 10% level.

7.4 Results 115



116 7 Barriers to the Diffusion of Energy Efficiency in the German

Table 7.4 Probit estimation results on barriers to energy efficiency

 TIME EKNOW INFO PRIORITY UNCERT RENTED

ENERGY −0.049* −0.062* −0.011 −0.018 −0.002 −0.097**

 (0.034) (0.034) (0.035) (0.034) (0.034) (0.037)
SIZE −0.001* −0.001* −0.001* 0.000 −0.004* −0.004**

 (0.000) (0.000) (0.000) (0.000) (0.002) (0.001)
UTILITY −0.311** −0.272* −0.052 −0.119 0.092 −0.377**

 (0.107) (0.106) (0.110) (0.104) (0.104) (0.134)
ASSOC −0.499** −0.448** −0.315* −0.127 −0.026 0.049
 (0.160) (0.160) (0.169) (0.146) (0.146) (0.184)
ENGIN −0.375** −0.349** −0.307* −0.041 −0.191* −0453**

 (0.111) (0.109) (0.120) (0.106) (0.104) (0.250)
OTHER −0.436* −0.036 −0.241 −0.355* −0.334* 0.225
 (0.224) (0.205) (0.234) (0.203) (0.202) (0.245)
−2 log  2,402 2,427 2,200 2,433 2,454 1,876
 likelihood
N 1,822 1,814 1,822 1,822 1,822 1,822
Pseudo-R2 0.05 0.03 0.03 0.04 0.02 0.10

Standard errors are given in parentheses
*Individually statistically significant at least at 10% level
**Individually statistically significant at least at 1% level

ENERGY and SIZE are discussed in more detail for the various barriers. As 
expected, since they have a stronger economic incentive to actively search for 
measures to save energy costs, lack of TIME appears to be less of a barrier for more 
ENERGY-intensive organisations. Also, for larger organisations, which tend to 
have not only more personnel but also more specialised personnel for energy man-
agement, lack of TIME does not seem to be a barrier. As for information about the 
split of final energy consumption, organisational SIZE appears to matter, whereas 
ENERGY consumption does not, since it is not statistically significant.

It comes at somewhat of a surprise that there appears to be no difference between 
ENERGY-intensive and less energy-intensive organisations when it comes to INFO-
rmation about energy saving measures. But the findings suggest that lack of infor-
mation about these measures is a barrier in smaller organisations. In that sense, the 
findings rationalise information programmes about measures to improve energy 
efficiency that target smaller companies. Neither the parameter estimates associated 
with ENERGY nor those associated with SIZE turn out to be statistically significant 
for PRIORITY. Hence, when controlling for the other variables included in the 
regression equation, these findings do not support the hypothesis that smaller 
organisations’ decision-making or their limited access to the capital market are 
biased against investments in energy efficiency compared to larger organisations.

According to the estimations, there is no statistically significant difference 
between ENERGY-intensive and less energy-intensive organisations’ consumption 
when it comes to UNCERTainty about future energy prices being a barrier to 
energy efficiency. By contrast, the findings for SIZE suggest that uncertainty is a 
relevant barrier for smaller organisations. Larger organisations are likely to have 



more in-house expertise for managing uncertainty and risk than smaller organisa-
tions. Finally, split incentives, as captured by the variable RENTED, appear to be 
less of a problem in larger organisations, or in organisations with higher energy 
consumption. Since investments in energy efficiency pay off faster when energy 
costs are high, tenants are more likely to recover the energy cost savings. For larger 
organisations, the landlord/tenant problem may be less relevant, because they tend 
to own their buildings. Similarly, leases may run longer for larger organisations 
than for smaller ones, which facilitates the appropriation of cost savings from 
investments in energy efficiency.

The findings imply that carrying out an energy audit reduces all the barriers 
considered in this section.6 A closer look at the effectiveness of organisations that 
carry out the audits reveals that audits by engineering firms reduce all the barriers 
analysed, apart from PRIORITY. By contrast, audits conducted by utilities are 
somewhat less effective since they do not appear to reduce lack of information 
about energy measures or uncertainty. A likely reason is that utilities’ consulting 
efforts tend to focus on the tariff structure rather than on technical measures. Audits 
by industry sector associations may be less effective than engineering firms, 
because they tend to provide general information rather than information specific 
to the organisation.

7.5 Conclusions

The empirical findings presented in this chapter support the view that energy audits 
help to reduce barriers to the diffusion of energy efficient technologies and meas-
ures in organisations where energy costs are low. For the German commercial and 
services sectors, energy audits help reduce barriers such as lack of time, lack of 
information about energy consumption patterns, lack of information about energy 
savings measures, organisational priority setting, uncertainty about energy costs 
and split incentives. Thus, the results rationalise support programmes for energy 
consultations as effective instruments to accelerate the diffusion of energy efficient 
technologies. Interestingly, the findings also suggest that not all external energy 
efficiency consultants are equally effective. Engineering firms appear to be more 
successful than industrial sector associations or utilities. The most likely explana-
tion is that information provided by industrial sector associations may be too gen-
eral, and that utilities tend to focus on tariffs, rather than on technological or 
organisational measures to save energy costs.

 6 Likelihood ratio tests were carried out to test the Null hypothesis that all four parameters associ-
ated with the four AUDIT-dummies are zero. In all six cases, the null hypothesis could be rejected 
at the 10% level, for TIME, EKNOW, and for INFO and RENTED even at the 1% level.
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Chapter 8
Innovation Effects of Regulation – Case Study 
for Wind Energy

8.1 Introduction and Methodology

The case of wind energy has received increased interest in the literature lately. It is 
seen as a promising case for radical technical change, in which a traditional tech-
nological trajectory is substituted by a new technological trajectory even under the 
conditions of high path dependency. However, wind energy also makes a particu-
larly good example for analysing the interaction of regulation, innovation and their 
impact on competitiveness in global markets:

● The traditional aspects of regulation with regard to typical problems of 
 innovations, such as standardisation, intellectual property regimes, or (external) 
spillover effects of R&D as justification for technology policies, also apply to 
wind energy.

● Within electricity supply, there are also various aspects of externalities, which 
call for environmental and safety regulations. Thus, innovations in these fields 
face a second externality problem leading to a double regulatory challenge. The 
demand for new technologies and the pressure to innovate are much more driven 
by regulatory action than in other fields.

● Some of the key actors involved in wind energy are operating under very specific 
market conditions, which became prominent under the heading of natural 
monopolies or more precisely as monopolistic bottlenecks. Even after privatisa-
tion and liberalisation of electricity markets, these actors are subject to specific 
economic regulation in one form or another (e.g. regulation of access to the grid, 
control with regard to monopolistic behavior).

To sum up, sustainable innovations in infrastructure fields with monopolistic 
bottlenecks face even a triple regulatory challenge. This triple regulatory problem 
makes the case of wind energy a very interesting example to study the interaction 
between regulation and innovation.

In Chap. 5, different methodological approaches to study the interaction of poli-
cies and innovation have been described. The system of innovation approach is the 
state of the art for case studies in innovation research. However, it so far has been 
not reflecting the specific needs of the triple regulatory challenge. Indeed, the results 
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from studies which are based on natural monopoly and environmental regulation 
indicate that it is necessary to look into the details with regard to the electricity spe-
cific forms of implementation of the regulation or the specific role of the various 
energy policy instruments. However, these studies typically lack the broader concept 
of an innovation system, and more often are based on an outdated linear model of 
innovation. Thus, it seems necessary to link the research tradition in natural monop-
oly and environmental regulation more explicitly with the systems of innovation 
tradition.

This case study starts from a systems of innovation approach and distinguishes 
different innovation function.1 In so far it follows the approach of Bergek and 
Jacobsson (2003). In addition, however, it aims at using the functions of an innova-
tion system as a bridge to incorporate the various paradigms of the effects of envi-
ronmental and natural monopoly regulation explicitly (see Fig. 8.1). It claims that 
in order to fill the broad framework of a system of innovation approach, it is neces-
sary to use a heterodox approach which draws on the different paradigms used to 
analyse regulation so far. It is the rationale of this heterodox approach, that the para-
digms from economics and policy research can be used to explain the effect of 
environmental and natural monopoly regulation on the functions of the innovation 
system, leading to a better understanding of the complex interplay between innova-
tion and regulation.

The analysis is performed in various steps. The first step consists in the definition 
of system, which is performed in the latter part of this section. In the second step of 
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1 This chapter is a revised and updated version of Walz (2007).



analysis, the regulation is described. This working step gives the background for the 
application of the paradigms in the field of environmental and sector specific eco-
nomic regulation. The output of the innovation system is measured in the third step 
of analysis. There are many forms how the output of an innovation system can be 
measured.2 In this case study, two major indicators are used: the technical develop-
ment of wind turbines with regard to turbine size and average costs one the one hand, 
and the diffusion of wind turbines measured in MW installed on the other. Finally, 
the interaction between regulation and innovation is analysed. It is in this section, 
there the functions of an innovation system are used as bridge to incorporate the 
explanations offered by the paradigms presented in Chap. 5 into the analysis.

According to Carlsson et al. (2002), the definition of an innovation system, 
which involves decisions on the level of analysis and the identification of the rele-
vant actors, is always somewhat arbitrary, and necessitates various expert judg-
ments. The following judgments were made:

● The system boundaries are defined by the development and use of a wind energy 
within a country. Actors with regard to both the knowledge base and with regard 
to diffusion of technology were taken into account.

● The analysis is performed on a national level for a certain technology, even 
though it has to be acknowledged that foreign markets are important for the 
development of wind energy, too. Nevertheless, in general, the national level is 
still seen as an appropriate level of analysis, because many conditions systemati-
cally differ between countries.3 This point has to be underlined for the case at 
hand, because the national level still is very helpful in defining different regula-
tory regimes. However, in cases where there are important regional differences, 
e.g. in the regulatory approach between states in the US, a disaggregated look 
will be performed.

● In the case of wind energy, the differences between a technological and sectoral 
innovation system become blurred: It is somewhat arbitrary to decide whether 
this it is a case of a sectoral innovation system, because the output of the electric-
ity sector is affected, or whether it constitutes a case for a technological systems 
of innovation, because wind turbines are build and operated also outside the tra-
ditional electricity sector.

Figure 8.1 shows the results of delineation of the most important actors for the 
case of wind energy: First, there are the suppliers of wind turbines. They consist of 
companies which have a quite similar structure such as other companies within the 
investment good sectors. Secondly, there are the investors in wind power. They 
consist of the owners of the site, together with the capital owners, which typically 
are private investors, wind energy funds, and in some instances electric utilities. 
Thirdly, the electricity produced by the wind turbines must be transmitted and dis-
tributed to the customers. Thus, access to the grid is vital for wind power. Here the 
electric utilities play a key role. They are responsible for the transmission and the 

2 See Grupp (1998) or Carlsson et al. (2002).
3 Edquist (2005).
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distribution of electricity on the one hand, but on the other, electricity from wind is 
substituting electricity supplied from other conventional power plants. Thus, the 
electric utilities are at the same time a competitor of wind power. Figure 8.1 also 
highlights the prominent role of the triple regulatory challenge in the system. 
Besides the direct influences on the actors affected, there are also indirect effects, 
as the direct influences are transmitted via the interactions of the actors with each 
other.

8.2 Regulation in the Wind Energy Sector

8.2.1 Overview of Instruments

There are different regulatory instruments (Table 8.1) used in most European coun-
tries and the US to foster the development of wind power. The most important 
instruments are:

● support for R&D,
● direct subsidisation of the installation of wind power, e.g. by tax measures,
● fixed feed-in tariffs, and
● quotas/bidding systems.

These instruments can be attributed to the different forms of regulatory challenge. 
R&D programmes aim at spurring innovation in wind turbines. They clearly fall into 
the category of regulation of R&D. Tax measures aim at improving the economy of 
wind energy. They are a classical “second-best solution” used in environmental 
 regulation if the first best solution – the internalisation of “all” external costs – is 
politically infeasible. Fixed feed in-tariffs and bidding schemes/quotas tackle two 
issues: first, they ensure that the price paid to the producers of electricity from wind 
energy is above the price for conventional electricity. Secondly, they also aim at the 
integration of wind energy into the electricity grid and facilitate access to the 
monopolistic bottleneck. Thus, they are a key instrument which falls under both 
categories, economic and environmental regulation. Indeed they are used in most 
European countries and the US in one form or another.

In addition to the regulatory instruments aiming specifically at wind energy 
(or at least production of electricity from renewable energies), there are also regula-
tory measures which are important for the electricity sector as such. Here, many 
countries such as the EU or the US have experienced the trend towards liberalisa-
tion of the market. Furthermore, there are various other energy policies aiming at a 
rational use and conversion of energy, e.g. energy taxes and, most recently, emis-
sions trading in the EU. However, due to political restrictions, these policies aim at 
changing the relative prices between technological alternatives with small cost dif-
ferentials, but not with a substantial internalisation of the external costs. Thus, their 
impact on creating a level playing field for wind energy has been rather low.
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8.2.2 Regulation in Germany

In the 1980s, there was a substantial R&D programme of the Federal Department 
for Research and Technology (BMFT), which supported different types of wind 
turbines (horizontal and vertical axis, different number of blades), increasing the 
variety of options. Furthermore, the research programme subsidised investment in 
wind turbines through various demonstration projects. In 1989, a market stimula-
tion programme was introduced, which called for an installation of 250 MW of 
wind power. It guaranteed a fixed payment per kWh of electricity produced, 
together with investment subsidies for private operators such as farmers. This pro-
gramme was effective until 1995.

Based on the insights from regulatory economics, the Electricity Feed-in Act 
was introduced in 1991. It mandated that grid operators paid 90% of (average his-
torical) electricity retail prices as feed-in tariffs for electricity generated by certain 
Renewable Energy Sources (RES) such as wind. Furthermore, it required utilities 
to accept the electricity delivered by wind turbines.

Due to the success in renewable energy diffusion, the Electricity Feed-in Act in 
its later stage had a cap to prevent very uneven burdens for regional grid operators: 
a grid operator had to pay these feed-in prices until the share of electricity from 
RES reached the cap of 5%. Nevertheless, this regulation still affected the utilities 
operating the grid asymmetrically. Wind turbines which benefited most under the 
Energy Feed-in Law are concentrated in Northern Germany. Thus, grid operators in 
the North felt at a competitive disadvantage, which created a problem, especially 
once electricity market liberalisation began. Furthermore, the falling electricity 
(retail) prices resulting from liberalisation also led to lower feed-in prices for elec-
tricity from RES. This started to undermine the economic base of the numerous 
wind turbines which had been installed in the previous years. Thus, an intensive 
debate emerged about the future of the Electricity Feed-in Act.

This debate was influenced by the political goals of the EU and the German 
government with regard to renewals. The German government had stated its inten-
tion to increase the share of renewals in electricity supply to 12.5% in 2010, and to 
at least 20% in 2020. Clearly, wind is seen as one of the cornerstones necessary to 
reach these goals. This strengthened the legitimacy of the technology, and the need 
for regulations to reach that goal was reinforced. In the end, the Renewable Energy 
Act (REA) of Spring 2000 replaced the Electricity Feed-in Act. In 2004, the origi-
nal REA was amended.4

As a consequence of the developments described above, under the REA, feed-in 
prices are no longer linked to electricity retail prices, but fixed for 20 years. The 
cap on the share of electricity from RES was abolished. As a consequence of the 
ongoing diffusion of wind power, the total amount of feed-in subsidies will be dis-
tributed evenly among all high voltage grid operators, leading to levelling out of 

4 BMU (2004).



the REA payments between all of the utilities. This mechanism of passing on the 
subsidised feed-in prices to consumers is rather complicated. The mechanism 
works on three levels: first, the utilities buying RES pass on the feed-in payments 
to the level of the transmission network. Secondly, the operators of the transmis-
sion network average out the amount of RES and feed-in payments among them-
selves. As a result, every transmission operator bears the same share of RES and 
feed-in payments. Thirdly, the operators of the transmission network pass on the 
costs to the utilities performing distribution or to the electricity traders according 
to the electricity shares delivered. As a result, every utility or electricity trader serv-
ing a final customer receives the same percentage of RES (the so-called REA-
quota) at a uniform averaged feed-in price for Germany. Thus, this levelling out 
mechanism ensures there are no detrimental effects on the competition between 
utilities.

The REA is in principle a subsidy with respect to the favoured group (the RES 
producers), but with the special feature of financing by the end-users of electricity. 
This leads to an increase in the average price of electricity, which is currently 
estimated at about 0.3 €-Ct/kWh for all forms of RES. The past and probable 
future success in diffusion has also led to changes in the regulation: in order to 
curb the effects of increasing electricity costs on the electricity-intensive indus-
tries, certain industries were exempted from the levelling mechanisms in 2003. 
With the amendment of the REA in 2004, the number of exempted industries was 
increased. Under the regulation, companies with an electricity consumption above 
10 GWh/a and an electricity cost share above 15% in gross value added are eligi-
ble for the exemption.5

In the REA, a twofold degression of the feed-in tariffs is implemented; further-
more, there is a differentiation according to the site characteristics:

● In order to retain the incentive for technology producers to offer more efficient 
products every year, there is a reduction of the tariffs from 1 year to the next. In 
the 2004 amendment, this reduction of tariffs was set at 2%.

● The feed-in tariffs are substantially lowered (by about one third) after the initial 
period of installation.

● There is a differentiation between different sites for wind power. The switch to 
the lower rates usually takes place after 5 years. However, off-shore sites receive 
the higher initial feed-in prices for up to 12 years. Furthermore, they receive 
higher feed-in prices if they are constructed before 2010. On the other hand, sites 
with below average wind yield (less than 60% of the reference value) are not 
eligible for the REA at all.

The feed-in tariffs are reviewed every 2 years in the light of technological and 
price developments and feed-in tariffs for newly installed sites can be changed 
accordingly (Table 8.2). For every installation, the date of expiration is 20 years 
after the date of installation.

5 BMU (2004).
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Table 8.2 Feed-in tariffs for newly installed wind turbines in the year indicated

Year of installation Calculated feed-in  First years after  Following years
 tariff according to  installation
 old Feed-in Act (5 years or longer)a

1991–1999 90% of average – –
 price (8–10
 €cent/kWh)
2000–2001 – 9.1 6.2
2002 – 8.96 6.11
2003 – 8.83 6.02
2005 – 8.53 5.93
2010 – 7.71 4.87
2012 – 7.40 4.68
Annual change – −2.0% −2.0%
in feed-in tariff
aFor wind power plants exceeding 150% of yield of reference plant

The fixed feed-in tariffs of the EEG are set above the avoided costs. However, it 
is difficult to calculate the difference exactly. First of all, due to the reduced rates 
in the second phase, the average feed-in tariff for a wind power plant depends on 
the plant’s lifetime. Second, it is difficult to calculate the avoided costs of using 
transmission and distribution lines which are likely to occur. Nevertheless, a first 
estimation of the difference between avoided costs and feed-in tariffs is in the order 
of magnitude of perhaps 3–4 € cents/kWh. However, it has to be taken into account 
that wind energy is associated with much lower external environmental costs than 
is conventional electricity supply. Indeed, it can be argued that the feed-in tariffs are 
in the order of magnitude of the avoided costs if estimations of the external envi-
ronmental costs are taken into account.6 Thus, according to environmental econom-
ics, the REA could be justified in moving renewable energies towards a more level 
playing field.

8.2.3 Regulation in the US

There is very little in the way of federal regulation of the wind power industry in 
the United States. Most innovation comes from financial subsidies, incentives, and 
research partnerships. As wind power is virtually non-polluting, there has been lit-
tle regulation of it. Most regulations from the EPA stem from environmental and 
health risks, and as there are no true risks associated with wind power, there has 
been no need for regulation of this kind.

6 Hohmeyer (2002).



Support for R&D is an important form of regulation in the US with regard to 
wind energy. The US Department of Energy’s (DOE’s) Office of Energy Efficiency 
and Renewable Energy manages the federal wind energy programme in accordance 
with national energy policy. Wind energy diversifies the nation’s energy supply, 
takes advantage of a domestic resource, and is seen as a technology which helps to 
curb emissions of greenhouse gases. The Wind Energy Programme supports this 
mission by working with members of the wind industry to research and develop 
advanced, low wind speed turbines that will reduce the cost of wind energy in 
broader regions of the United States. Furthermore, research is conducted at the 
National Renewable Energy Laboratory (NREL) and at the National Wind Tech-
nology Center (NWTC).

In addition to technology policies, there have been several policies affecting 
wind energy in the past in the areas of regulation of the monopolistic bottleneck and 
environmental regulation. The Public Utility Policy Act from 1976 stated that the 
feed-in tariffs from power stations outside the electric utility industry had to be 
charged at avoided costs. Among others, this also applied to wind energy. Especially 
in times with rising marginal costs, this provoked an intensive debate about whether 
or not feed-in tariffs above average costs were justified.7 Tax incentives for renew-
able energy were another important policy which helped to promote the boom in 
wind energy in California in the late 1970s and early 1980s. Furthermore, the 
Department of Energy (DOE) spent substantial amounts of money for R&D pro-
jects. However, all these incentives were drastically reduced under the Reagan 
Administration in the 1980s.8

A key federal policy to foster wind energy is the Federal Energy Policy Act of 
1992. The federal government provides a production tax credit of 1.5 cents per kWh 
(adjusted for inflation this is equivalent to 1.8 cents in today’s terms) for electricity 
generated by a wind plant during its first 10 years of operation. This credit is 
intended to “level the playing field” for wind, which must compete with other 
energy industries that receive billions of dollars in federal subsidies each year. 
In addition to the federal level, there are different state programmes such as tax 
incentives (e.g. exemption from state or local sales taxes or property taxes), direct 
cash incentives, and low-cost capital programmes (subsidised loans and loan guar-
antees). The federal production tax credit expired at the end of 2003 and was only 
extended in October 2004 for an additional year. Thus, there has been substantial 
uncertainty about the future policy, and the US wind energy industry has been call-
ing for a long-term extension so that companies can plan under steadier framework 
conditions in the future. In 2005, the scheme was renewed for 3 years. Thus, the 
uncertainty has been reduced temporarily.

On the federal level, there has been considerable discussion on the implementa-
tion of a nationwide Renewables Portfolio Standard (RPS). RPS is a “minimum 
content requirement”, which specifies that a certain minimum percentage of electric 

7 Walz (1995b).
8 Brauch (1996).
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power must be generated from renewable energy sources (wind, solar, and others). 
Typically, RPS legislation provides that the minimum percentage increases gradu-
ally over time to encourage the sustained, orderly development of the renewable 
energy industries.

Renewable Energy Credits (“RECs”) are central to the RPS. A REC is a tradable 
certificate of proof that one kWh of electricity has been generated by a renewable-
fuelled source and sold to an end-user. The RPS boils down to a requirement that 
every generator should possess a number of RECs equivalent to a determined per-
centage of its total annual kWh generation (or sales). For example, if the RPS is set 
at 5%, and a generator sells 100,000 kWh in a given year, then it would need to 
possess 5,000 RECs at the end of that year.

For generators that fall short of the required number of credits at the end of the 
reporting period, an automatic penalty for non-compliance is calculated. The pen-
alty is three times what it would have cost to purchase each REC that the generator 
failed to acquire. This penalty is estimated to be about 3¢–5¢ per REC, high enough 
to encourage full compliance, yet not so high as to encourage litigation. The high 
penalty level is intended to make the policy self-enforcing by avoiding having to 
resort to costly administrative and enforcement measures, which would induce 
additional transaction costs.

The US Senate approved the Renewables Portfolio Standard (RPS) as part of the 
Energy Bill S. 217 in 2002. However, the Energy Bill which passed the House of 
Representatives (H. R. 4) did not include a similar RPS. A new Energy Bill was 
introduced during the 108th session of Congress.

Even before national legislation has become effective, some states have already 
autonomously introduced renewable portfolio standards. Currently there are 25 
states with such a scheme, among them California and Texas. The stringency of the 
standards and the time horizon differs greatly between the states. The RPS of 
California has received the most attention. This mandates that a 20% renewable 
standard is reached. Other states have mandated similar targets, with Oregon and 
Minnesota even aiming at 25%, however not before 2025.

8.3 Development and Diffusion of Wind Turbines

8.3.1 Development of Technology

The design of wind turbines can be traced back for decades, but it was not until the 
dramatic oil price increase during the 1970s and early 1980s that the development 
of wind turbines was incorporated into the energy policy agenda. However, the situ-
ation in the 1980s was dramatically different to the one observed today. In the 
1980s, no dominant design had been developed. There were a variety of turbines 
being experimented with, using both horizontal and vertical axes. At the same time, 
the number of blades ranged from one to more than three. There were a number of 



small players experimenting with small-scale wind turbines. Some larger compa-
nies also entered the field and attempted to build larger turbines of MW capacity. 
In general, these attempts in the 1980s were not successful, exemplified by the well 
known 3 MW GROWIAN plant in Germany, which was erected by MAN in 1982, 
but dismantled again in 1987 due to its failure. Despite these drawbacks, major 
progress was also achieved during this period: the costs per kWh were reduced by 
over 50%, and a standardised wind turbine with a capacity of 55 kW emerged with 
the Danish Micon 55, which was installed not only in Denmark but also in great 
numbers in California (Fig. 8.2).

During the 1990s, the development of wind turbines continued. This was accom-
panied by constantly increasing turbine size. The increasing size of turbines was 
not only achieved in R&D demonstration projects. During the 1990s, the average 
size of installed turbines also increased continuously. Within Germany, for exam-
ple, the average size of turbines installed from 2000 onwards is 20 times bigger 
than those in the late 1980s – a remarkable innovation success in little more than 
10 years.

The innovations described above plus the economies of scale also had consider-
able effects on the economics of wind power. The average investments per kW of 
installed capacity decreased substantially. At the same time, the cost differences 
between countries narrowed. This indicates that, within the leading countries, com-
petent suppliers have emerged which are now competing internationally, leading to 
an erosion of cost differences between countries. At the same time, the cost of wind 
power per kWh electricity produced has fallen constantly. However, the cost 
degression effect observed in the statistics is likely to be somewhat lower than the 
cost decrease in specific investments due to the fact that, with improved wind tur-
bines, sites with lower wind yields are also used more widely.

Fig. 8.2 Milestones in wind turbine development (Source: AWEA, 2005, p. 15)

8.3 Development and Diffusion of Wind Turbines  129



130 8 Innovation Effects of Regulation – Case Study for Wind Energy

The future perspectives of wind turbine development are characterised by fur-
ther cost degressions. Current costs for medium sized turbines at a medium quality 
wind site are 5–6 c€/kWh. Depending on the assumptions of future growth rates, 
learning rates and the corresponding times for each doubling of installed capacity, 
the electricity costs are expected to decrease to values of 4–5.5 c€/kWh by 2010. 
Future challenges include, for example, the use of new materials to lower the 
weight of the blades, or the increased use of fuzzy controls to improve the effi-
ciency of the turbines. Furthermore, due to the growing number of turbines operat-
ing, it is becoming increasingly important to deal with the issue of integrating them 
into the electricity system without affecting the stability of the grid. Another key 
challenge is the development of off-shore wind power. Clearly off-shore offers the 
perspective of a huge number of sites with very good wind yields becoming availa-
ble. With access to good onshore sites becoming increasingly scarce, off-shore 
wind is seen as central to the future expansion of wind power. However, there are 
several challenges still to be met, such as the installations of turbines at sea and 
their anchoring on the seabed. In general, it can be argued that wind power innova-
tions will require a greater degree of additional knowledge (e.g. material sciences, 
geological science) from outside the typical mechanical and electrical engineering 
sciences than in the past in order to be able to meet the future challenges. Thus, 
future developments will require a substantial broadening of the knowledge base.

The importance of future technology development can also be seen in the patent-
ing activity. The rise in international patent has been stronger than for all patents. 
Furthermore, the share of the different countries at world patents also shows in 
which countries new knowledge mainly emerges. Here, Germany has been clearly 
taking the lead. It has constantly increased its shares, whereas the US has been 
 falling behind (Fig. 8.3).
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8.3.2 Diffusion of Technology

The emergence of the innovations described above led to a vast diffusion of wind 
power. The annual globally installed capacity increased continuously from less 
than 500 MW in the early 1990s to almost 8,000 MW in 2004 (Fig. 8.4). This re-
sulted in a tremendous increase in the accumulated installed capacity from less 
than 1,000 MW in 1991 to almost 50,000 MW in 2004. This development has been 
mainly driven by the success of wind energy in the EU. In 2004, the EU accounted 
for about three quarters of world capacity, up from less than 50% in 1991. Thus, 
the EU has clearly taken the lead in wind power. The US, in contrast, showed only 
a modest increase in its installed wind power in the 1990s, with about 2,500 MW 
installed capacity in 2000. The development in the US only began to gain momen-
tum at the beginning of this century, with an increase up to 8,700 MW by the end 
of 2005. This development was concentrated in a few states, notably California, 
Texas, Minnesota, Iowa and Wyoming. Recently, there has been a substantial 
increase in wind power development outside Europe and North America. For ex-
ample, India has been increasing its accumulated wind energy installations to about 
3,000 MW.

Within the EU, Germany has increased its share of the installed capacity to about 
50%. With approx. 18,500 MW installed in 2005, Germany accounts for more than 
one third of global wind capacity. This success is all the more remarkable because 
it has come about in such a short period of time. In the 1980s, the diffusion of 
wind power in Germany was not particularly impressive. At the end of 1989, the 
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 accumulated wind power capacity in Germany amounted to only 20 MW. Thus, 
Germany’s pole position in wind power production has been achieved in only one 
decade. A similar development has been taking place in Spain, which holds the 
number 2 position in accumulated installed capacity in the world, and is thus even 
ahead of the US The role of Denmark, which championed wind energy develop-
ment in the 1980s and early 1990s, has somewhat diminished in absolute terms, 
with about 3,000 MW installed until 2005.9

Comparing only installed capacities may be misleading because the electricity 
generated also depends on the full load hours operated at each installation. There 
are some differences between the European countries. For Denmark, the UK, and 
the Netherlands, full load hours in the order of magnitude of 2,200–2,300 h/a are 
common. In other countries, such as Spain, Austria and Germany, the full load 
hours are somewhat below this, reaching 1,700–1,800 h/a on average. Furthermore, 
in order to evaluate the relative success of the countries, their size differences 
must also be accounted for. Looking at the percentage of installed wind capacity 
in total capacity, Denmark clearly has the highest percentage of wind power, fol-
lowed by Spain and Germany with each about 7%. With regard to this indicator, 
the US lags far behind, with about 1% of its capacity coming from wind energy 
(Fig. 8.5).

0

10

20

30

40

50

60

70

80

90

90 91 92 93 94 95 96 97 98 99 00 01 02 03 04 05

W
in

d 
el

ec
tr

ic
ity

 g
en

er
at

io
n 

[T
W

h] USA

JP

UK

SE

ES

NL

IT

DE

FR

DK

Fig. 8.5 Deployment of wind electricity generation in selected countries 1990–2005 (Source: 
Ragwitz et al., 2007)

9 For the special case of Denmark over time, see Smith (2003) and Meyer (2004).



8.4  Comparative Analysis of the Influence of Regulation 
on Innovation

8.4.1 Experimentation Phase in the 1980s

The comparative analysis of regulatory policies reveals both differences and simi-
larities between the US, the EU and Germany in particular. In all countries, R&D 
policies are used widely as an instrument to spur knowledge creation in the early 
phase of experimentation. However, there are substantial differences with regard to 
the interplay with other functions of the innovation system.

In the US, the federal government’s involvement in wind energy research and 
development began in earnest within 2 years after the so-called “Arab Oil Crisis” 
of 1973. Furthermore, the PURPA legislation established, in principle, access to the 
grid. Indeed the US showed first signs of success with the diffusion of wind power 
which was symbolised by the early diffusion of wind farms in California.

Despite these early moves, the different forms of regulation ultimately proved to 
be largely ineffective because of the interference of political factors and the with-
drawal of financial support before success was achieved. The US scaled down its 
efforts by about 90% in the 1980s, marking a substantial break in the continuity of 
the policy. As a result, the legitimacy of wind energy was undermined. There were 
no political goals or debates strong enough to counteract the effect of falling oil 
prices, which led short-term development away from alternative energy supplies. 
Furthermore, a substantial part of the Californian wind energy boom was supplied 
by Danish firms. Within the US, no network of suppliers had been developed, and 
the basis for variety was rather small. Thus, at the beginning of the 1990s, there was 
no national wind supply industry in the US powerful enough to participate in the 
subsequent world-wide boom.

During the 1980s, wind power in Germany was in the experimentation phase. 
Knowledge creation and guiding the direction of search was substantially facili-
tated by the German R&D programme.10 A wide range of new technical knowledge 
was provided because the R&D programme was not limited to one design only. 
There were many new entrants experimenting with wind turbines. The early legiti-
macy of wind power was secured by a comparatively strong environmental move-
ment. The debate on an alternative future for the electricity industry was continued 
even after energy prices fell in the aftermath of the second oil price crisis. This can 
be attributed to an intensified debate about nuclear phase-out after the Chernobyl 
accident and the start of the global warming debate at the end of the 1980s. 

10 Hemmelskamp (1998), Lauber and Mez (2004).
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Furthermore, the expansion of neighbouring Danish firms in the 1980s who 
exported numerous wind turbines to California gave another signal for market 
entry. Finally, a network of suppliers with user linkages emerged around the R&D 
programme, enabling the exchange of information and knowledge and positive 
economic externalities. Thus, the experimentation phase, supported by the R&D 
policy, provided the German wind power innovation system with variety, numerous 
players and accumulated knowledge and competence to be built upon during the 
subsequent phase of market expansion.

8.4.2 Rapid Market Growth in the 1990s

These different supply side starting points at the beginning of the 1990s were sup-
plemented by different policies to foster diffusion: In the US, the primary policy 
was a subsidy in the form of a tax credit, introduced in 1992. In some European 
countries including Germany, the prime instrument was a fixed feed-in tariff above 
the avoided costs of utilities. It is difficult to compare the intensity of subsidisation 
between the countries. The difference between feed-in tariffs and avoided costs in 
Germany seems to be larger than the tax credit per kWh granted in the United 
States. However, for a more comprehensive comparison, the effects of the 
Renewable Portfolio Standards implemented so far and the state subsidies would 
have to be included on the US side. On the other hand, the effects of the tax subsi-
dies on investors in Germany have to be accounted for as well.

A very important difference is the payback predictability in schemes using fixed 
feed-in-tariffs (e.g. Germany and Spain in Europe) and countries using bidding 
systems/quotas (e.g. the United States and a few European countries such as the 
UK, Ireland and Italy). The analysis for Germany and the US revealed that payback 
predictability was identified as a key issue for the availability and cost of capital to 
the investors. Especially small-scale investors, who have to refinance their funds 
through the financial system, claim that the predictability of the feed-in tariffs is 
essential for securing the funds they need. The need for a differentiated treatment 
of small-scale investors and large-scale utilities can be explained by different trans-
action costs and problems in changing routines within the financial institutions 
when faced with the new opportunities of independent power production. In con-
trast to the situation in the US, investors under a fixed feed-in-tariff scheme are able 
to present predictable paybacks for their investments to the financial institutions. 
Thus, fixed feed-in tariffs reduce the risk of fluctuating prices for the investors. The 
analysis revealed that German investors are much more likely to receive private 
funds at normal capital costs compared to the investors in the US, who are much 
more likely to be paying premium capital costs.

This also helps to explain some of the differences in wind power development 
within the EU. Clearly fixed feed-in tariffs fulfil the function of supplying financial 
resources much better than quota or bidding systems. Thus, it is not surprising that 
the countries leading wind energy diffusion (e.g. Germany, Denmark, Spain) have 



been relying on that kind of regulation. Moreover, the weak diffusion of wind 
power in the UK, despite its superior sites, can be attributed to the short term secu-
rity offered by the UK policies to investors.11 The difference between the two 
schemes might become even more important if the volatility of electricity prices 
increases with the liberalisation of the electricity markets.

In general, it is argued that the assurance of fixed feed-in tariffs exerts less pres-
sure for future innovation than do green certificates or bidding systems.12 The argu-
ment is that only the lowest cost solutions are able to receive the benefits from these 
systems. However, Haas et al. (2004) and Meyer (2004) argue that the situation is 
more complex, with all of these instruments being a mixture of market pressure and 
regulation. For example, they offer evidence that the prices under the UK renewable 
obligation scheme have reached the level of the German fixed feed-in tariffs, with-
out having been able to improve diffusion as much. Indeed, it can be argued that a 
carefully designed fixed feed-in scheme, which assigns lower feed-in prices to 
resources or sites with lower generation costs, might be able to reduce the producer 
rent of the suppliers of renewable energy in favour of a lower price to the custom-
ers. Furthermore, tailoring fixed feed-in tariffs to the needs of the different resources 
and technologies opens up the possibility of bringing a greater variety of technolo-
gies into the market. Thus, the diversity of technological solutions may increase 
compared to a quota system.

The specific form of the German Renewable Energy Act also provides incen-
tives for dynamic economic efficiency. There is a constant incentive for wind tur-
bine producers to become more efficient since, firstly, there is competition for the 
customers, who can increase their profits by choosing a cheaper technology, and, 
secondly, the feed-in tariffs decline each year for newly installed equipment. 
Individual installation owners also have, where technically possible, incentives for 
efficiency gains because this increases their profits.

In Chap. 5 it was argued that innovations do not only depend on the economic 
incentives of relative prices highlighted by neoclassical economics. From an inno-
vation systems view, the communication between the various actors and the feed-
backs between users and producers are important aspects, too. Innovation and 
diffusion are not sequential phases, but learning and future innovations depend on 
experiences made during market diffusion. From this point-of-view, it can be argued 
that the predictability of the feed-in tariffs, which led to an enormous diffusion of 
wind power, was also a prerequisite for the development of markets big enough to 
exploit economies of scale and learning curves which help to drive technology 
prices down towards the levels of conventional technologies of electricity produc-
tion. In addition, the distinction made within the REA between different sites (on-
shore/off-shore) provides additional guidance in the search for new solutions and 
facilitates the creation of new knowledge with regard to off-shore facilities. To sum 

11 Mitchell and Connor (2004).
12 Beise and Rennings (2005).
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up, a more detailed look at the provisions of the regulation together with an innova-
tion systems approach does not support the contention that the German REA regula-
tion has been less effective for new technological development than a bidding 
system.

Differences in the supply of resources, which is a key function of an innovation 
system in the phase of market expansion, are, however, not the only explanation for 
the differences in the market growth of wind power in the 1990s. It has to be kept 
in mind that the different functions interact with each other, and that a take-off 
requires vicious circles to be established between the different functions. Taking 
these interaction effects into account, the following picture emerges:

In the US, the primary policy was a subsidy in the form of a tax credit, intro-
duced in 1992. However, it took almost 10 years before substantial take-off was 
observed. In addition to deficiencies in fulfilling the function supply of resources, 
some of this delay can be explained by the lack of legitimacy of the technology, 
e.g. because of reluctant environmental and climate policy. Furthermore, the spe-
cific situation in the US with regard to coalition building has to be taken into 
account. Previous analysis (Walz, 1995b) has shown that the Public Service 
Commissions open up the floor for coalition building. Coalition between consumer 
groups fighting for low electricity rates and environmental groups has been a key 
element in explaining pro-environment developments such as the introduction of 
Least Cost Planning or the halt on building new nuclear power plants. However, the 
interests of consumer groups and environmentalists were clearly at odds with 
regard to wind energy. Thus, the process of PSC was not able to fulfil the function 
of advocacy alignment. It needed various additional aspects to overcome these 
obstacles, such as the success stories of wind energy abroad, the debate and imple-
mentation of RPS in some states (supplemented by state subsidies) and the acquisi-
tion of at least one company (GE Electric, which installs about 50% of US market) 
which was seen as a national champion in supplying wind turbines. Clearly, the 
extension of the tax credit for 3 years reduced uncertainty. Furthermore, with about 
half of the states having RPS, the legitimacy of the technology has been substan-
tially improved. However, the current development is still a fragile one. The tax 
credit system is to expire again, and the policy proposals call for a 1 year renewal 
only. There are discontinuities within the policy, notably the expiration of the pro-
duction tax credit, and discrepancies between the technological goals of the wind 
energy programme and the overriding energy policy goals which seem to favour 
more traditional forms of energy supply such as Arctic oil or nuclear power. Thus, 
there is still no coherent diffusion policy.

With the Electricity Feed-in Act of 1991, the German wind energy innovation 
system entered a phase of rapid market growth. The relatively high political weight 
attributed to environmental issues such as global warming increased the legitimacy 
of wind power and gave additional guidance for the direction of research. This 
effect is in line with the arguments of the policy analysis approach. The fixed feed-
in tariffs facilitated the creation of the enormous market described in Sect. 4. The 
reduced risk for investors mobilised not only private capital for investments on a 



large scale. Part of the economic benefits spilled over to the suppliers of wind tur-
bines which helped to supply the resources for further innovations. With available 
sites becoming scarce, the need for up-scaling turbines became more pronounced. 
Furthermore, the market expansion helped to exploit economies of scale leading to 
lower prices and increasing profitability. At the same time, the supply side of the 
wind turbine market consolidated considerably, shown by the rise in concentration 
levels since 1992. Among the different wind turbine producers, a few companies 
emerged as key leaders driving the innovations, with Enercon at the front. And even 
though Tacke was first bought by Enron and then subsequently General Electric, 
the key departments remained in Germany, and there are plans to locate the new 
R&D research laboratory in Germany, too. Thus, the companies Enercon, GE Wind 
(at least partially German based, formerly Tacke), Repower and Nordex are among 
the world’s leading players in wind turbine production, together accounting for 
almost 40% of the world market in wind turbines in 2003. This market formation 
on the supply side reinforced the organisation of common interests and the legiti-
macy of the technology. This was a prerequisite for aligning the conflicting inter-
ests when the electricity prices were increased by the fixed feed-in prices. First of 
all, liberalisation made utilities much more wary about cost differentials among 
themselves, resulting in those utilities which were affected more by the scheme 
strongly opposing the whole instrument. This conflict was aligned by the levelling 
scheme of the REA. Second, electricity-intensive industries such as primary alu-
minium were heavily opposed to the system as soon as they felt it would threaten 
their competitiveness. This led to the exemption rules of 2003 and the amendment 
in 2004, which managed to defuse the opposition from the industries affected while 
keeping the system intact.

To sum up, during the phase of market growth various virtuous circles were 
introduced which enabled the German wind energy innovation system to better 
fulfil its functions, pushing generation and the diffusion of innovation further and 
further. Clearly, however, this phase of rapid expansion with continuous innova-
tions would not have been possible without the market formation induced by regu-
lation. The phase of market expansion in Germany led to virtuous circles which 
allowed German producers catch up with Danish ones. In sum, the German wind 
power innovation system had a high functionality during the take-off phase in the 
1990s. The result was that, at the beginning of this millennium, companies in 
Germany and Spain joined the Danish ones as key players in world-wide wind 
turbine supply.

For various years, the demand in Germany was increasing so fast that German 
suppliers were mainly concentrating on their home market. Thus, they were rather 
reluctant to enter the world market. Indeed, the surge in demand in Germany was 
so strong that imports of wind turbines quickly increased. After the build up of 
additional capacity, and the slowing down of capacity increase in Germany, this 
situation changes. German suppliers have been increasingly turned towards export-
ing the technologies. Indeed in 2006, German exporters were closing the gap to the 
still leading Danish firms substantially (Fig. 8.6).
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Fig. 8.6 Export shares of countries at wind turbines in 2006 (calculation of Fraunhofer ISI based 
on comtrade data)

8.4.3 Future Outlook

The future of wind power in the different countries is difficult to forecast. It 
depends, among others, on the market strategies of the actors involved and espe-
cially on the policies implemented. Within the European Union, some countries 
have introduced new policies. In France, for example, it can be expected that the 
introduction of the fixed feed-in-tariff scheme will lead to an expansion of wind 
power. The future of wind power in Germany will most likely be characterised by 
further cost reductions and expanding markets. The design of the Renewable 
Energy Act, with its decreasing feed-in tariffs over time, gives an additional incen-
tive in that direction. However, it can be argued that the R&D of the suppliers of 
wind turbines, which at present is characterised by structures similar to engineering 
consultants, needs to be enhanced in order to meet the challenges described in Sect. 
4. It is argued that suppliers already have problems keeping pace with technological 
developments. However, some of the key innovations ahead will require results 
from basic research being transferred as quickly as possible to application. Thus, it 
will most likely be necessary to increase the knowledge base of the R&D of the 
wind turbine suppliers by establishing much closer links to basic research institu-
tions in fields such as material science, geology etc. Perhaps a new phase of R&D 
policies might be necessary, supporting the regulatory approaches used in Germany 
which have proved to be so successful in fostering innovation.



At the same time, the future impact of regulating the monopolistic bottlenecks 
might affect wind power too. So far, the German utilities were able to transfer some 
of their monopolistic ownership of the grid to the retail market. This can explain 
how even small local utilities were able to survive the first phase of liberalisation.13 
However, this situation might change with the upcoming regulation of the access to 
the grid by a regulatory commission. There are different possibilities how this 
might affect wind power:

● It can be foreseen that local utilities will be under severe pressure. One reaction 
might be diversification, perhaps towards the generation of electricity in regu-
lated markets such as renewables.

● Another reaction might be that local utilities surrender to larger utilities, which 
would change the political economy of the power sector in favor of large utili-
ties. The attitude of large utilities towards wind power remains unclear. They 
might be interested in investing in wind power themselves, e.g. in large wind 
farms offshore. Such a tendency could be promoted if other regulations, e.g. 
emissions trading rules beyond the first commitment period, support such a 
move (see Walz and Betz, 2003).

● On the other hand, large utilities have a growing ability to block the future devel-
opment of wind power. In order to raise the share of fluctuating wind power, the 
stability of the system is an increasingly crucial issue. Increases beyond the cur-
rent level require the cooperation of the grid operators. Furthermore, the devel-
opment of large off-shore fields requires additional investments in the transmission 
system. Thus, the decision to expand wind power will shift away from single 
investment decisions for an innovative technology towards a system innovation, 
requiring the coordinated investments of different players.

Clearly the future development will pose new challenges for regulation. It can 
be foreseen that the regulation of the feed-in-tariffs, which has so far been directed 
mainly at small-scale investors, has to be connected with the regulatory measures 
of the rest of the electricity system.

For the US, one crucial point will be the design of a long-term policy strategy 
for wind power. If this can be achieved, there are indications that the US could 
assume a more important role in the world market. The takeover of the German 
producer Tacke by GE Wind has created an important German-American player. 
Perhaps most important, however, are the indications from the long-term R&D 
policy. If the US is successful in linking basic research and application as stated in 
their R&D programmes, they might be better able to tackle some of the key tech-
nological challenges lying ahead. This could substantially improve their relative 
technological competitiveness. If this is supported by a stable long-term policy fos-
tering the diffusion of wind energy, the US might win a leading role in wind energy, 
unless European countries are heading in the same direction.

13 Brunekreeft (2002, 2004), Walz (2002).
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8.5 Questions for Further Research

The developments of the past 30 years have shown that reversals in the world lead-
ership of wind power are possible to achieve. After an initial boom in the US in the 
1970s, some European countries, notably Denmark, Germany and Spain, have now 
taken the lead. The analysis has shown that this can be attributed to an innovation 
system which successfully met the needs of the different phases of an evolving 
industry. Regulatory measures in the fields of R&D policies, environmental regula-
tion and access to the monopolistic grid were responsible for this success. In addi-
tion to key functions such as market formation and supply of resources, the rapid 
market growth was also made possible by creating vicious cycles between the dif-
ferent functions of the innovation system which reinforced each other. However, it 
will take additional efforts to be able to continue the European success story of the 
last 15 years in the long run. New technological and regulatory challenges require 
a continuous adjustment of the relevant regulatory policies.

The analysis demonstrated that regulation is especially important in a case char-
acterised by a triple regulation challenge in the three fields of

● spillovers of R&D,
● environmental protection, and
● access to monopolistic bottlenecks.

From a methodological point-of-view, it proved to be beneficial to use a secto-
ral/technological system of innovation as the heuristic framework for analysing the 
role of regulation. The latest development in this string of research offers the possi-
bility to link the role of regulation to innovation by analysing how the different 
functions of an innovation system are influenced.

However, the drivers and feedback mechanisms which prove to be important in 
the interplay of regulation and innovation are foreign to the approaches of the mac-
roeconomic models applied so far. Indeed, it will be a key challenge to construct an 
empirical model which is able to explain the innovations in such circumstances. 
Alternative modelling approaches, such as systems dynamics, which have been 
developed for areas other than economics, might offer a solution.14

Another central aspect which illustrates the international competitiveness is the 
importance of exports for the national suppliers of wind turbines. Denmark still 
exports a much higher share of its wind turbine production (Ender, 2002). Thus, it 
can be argued that Denmark still holds the same position of a lead market for wind 
power it occupied clearly in the 1980s and 1990s (Beise and Rennings, 2005). 
However, this argument is actually less clear than these numbers imply. Firstly, it is 
becoming more and more difficult to attribute a producer to one country only, e.g. 

14 System dynamic models have hardly been used in macroeconomics so far. One exception is the 
ASTRA-model (Schade, 2005), which has been developed in conjunction with sector-specific 
models in the transportation sector.



GE Wind incorporates the production and R&D facilities of the former German 
Tacke company and plans to locate its new research laboratory in Germany. 
Secondly, the domestic market in Denmark has not expanded much recently, lead-
ing Danish producers to concentrate on the export markets. The German market, 
thirdly, has experienced a boom and has been absorbing most of the capacities of 
the German producers until 2005. Apparently, they were not able to increase their 
capacity fast enough to also serve a higher share of the world market, which might 
have been possible given their technological competences. However, the latest fig-
ures clearly show that German producers have successfully shifted their sales 
towards foreign markets. They only could do so because the increasing home 
demand had fostered the emergence of a growth industry which was able to estab-
lish technological leads. The successful interplay of regulation and innovation was 
a prerequisite for the success of the German wind energy industry on the interna-
tional markets. It is the task of future research to move beyond such case studies 
and to establish statistically based relationships between regulation, innovation and 
success on the world market.
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Chapter 9
Summary and Conclusions

The protection of the earth’s atmosphere requires substantial efforts to reduce CO
2
 

emissions – especially in countries with very high per capita emissions. To meet the 
climate target of stabilising the concentration of greenhouse gases in the atmosphere 
existing climate policies will have to be expanded and new policies will have to be 
implemented. Climate policies such as energy or emission taxes, greenhouse gas 
emission trading systems, subsidies, standards or information-related instruments 
change the incentives structure of economic agents towards more climate-friendly 
processes and products. They also alter the profitability of new climate-friendly 
technologies, leading to additional research and development efforts towards such 
technologies, eventually resulting in a less carbon-intensive production and con-
sumption structure of the entire economy.

Looking first at the macroeconomic effects of climate policies, we identify three 
mechanisms which drive the economic outcomes: effects on costs (supply side), 
effects on aggregate demand, and technological effects (productivity, technological 
competitiveness). It can be ascertained that the total impact results from the interac-
tion of the various mechanisms and cannot be derived from the isolated observation 
of individual effects. Taken together, the combination of the different effects pro-
duces a situation as characterised in Fig. 9.1: up to a certain point, a climate protec-
tion policy is likely to lead to an increase in production. However, if more than a 
modest reduction of CO

2
 emissions is targeted, the negative effects become stronger 

and stronger ultimately resulting in losses in production. The effects on employ-
ment are similar. If tax policies are applied such that the revenue is used to lower 
the cost for labour, the positive effects on the demand for labour are stronger and 
the negative effects only “kick in” at a higher reduction level.

For policy making, the central aspect is how relevant the level of effects is from 
a political view. The following questions are of particular interest:

● At which level of CO
2
 reduction do the positive effects occur; how big are 

they?
● Up to which level of CO

2
 reduction are no severe macroeconomic losses to be 

expected?
● How large is the increase in employment, for example, if CO

2
 reductions are 

achieved which do not affect production?
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The theoretical analysis does not make any predictions about these kinds of 
question. Thus, it is necessary to turn to the empirical macroeconomics of climate 
change. However, different modelling approaches emphasise different segments of 
the numerous economic mechanisms. Thus, it can be foreseen that different results 
will emerge. The most important empirical studies in Germany are analysed, and 
differences between the results are explained. Overall, the following realistic con-
clusions can be drawn with regard to the macroeconomic impacts of climate change 
policies:
● A combined bottom-up/top-down approach stresses the substitution of energy 

by capital whereas the results derived from abstract production functions also 
show clear substitutions of energy by labour.

● Top-down approaches predominantly model ecological tax reform, the revenue 
from which is used to lower other distortionary taxes, mostly those on labour. 
This reinforces the employment effects in comparison to modelling a package of 
measures in which considerable CO

2
 reductions are targeted in the space heating 

sector. The differences in the results can thus be explained by the fact that dif-
ferent energy policy strategies are being analysed.

● The extent of the spread within individual studies indicates that the actual energy 
policy involved is less decisive for the macroeconomic effects than how this 
policy is embedded within the economic policy.

● The analysis for Germany generally shows moderate macroeconomic effects. 
The results indicate that a short-term moderate reduction in CO

2
 emissions in the 

order of magnitude of 10% will indeed result in an increase in employment and 
probably GDP, too.1

● In the medium to long term, a reduction of the CO
2
 emissions in the order of 

40% will only marginally change the GDP and bring about a moderate increase 
in employment. In total, a growth in the number of jobs from 200,000 to 300,000 
seems to be a feasible result.

GDP

employment

CO2 reduction

Economic
effects

+

-

Fig. 9.1 Combined effects of the mechanisms

1 This result can be perhaps characterised as symbolising the maximum point of the employment 
curve in Fig. 9.1.
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● Combining bottom-up and top-down methods provides a good starting-point 
for establishing micro-macro bridges within technology-economic analyses. 
This approach should be refined methodologically in the future and applied 
more often.

● The positive effects could be amplified even more by the innovation effects, 
which are not sufficiently considered in the model results.

The analysis of the structural adjustments of climate change policies started 
with the sectoral impacts. The pattern of sectoral changes in the industry structure 
are analysed for two policy scenarios which differ with regard to the policy instru-
ments involved. It can be assumed that the energy supply industry will be a loser 
under a climate protection policy. The differences between the studies, especially 
those concerning the future role of coal and natural gas, mainly reflect different 
assumptions about policy details. Whether or not the service sectors are among the 
winners also largely depends on policy details. If, for example, climate policy basi-
cally relies on a uniform CO

2
 tax, the revenue of which is used to lower taxes on 

labour, then these sectors are likely to benefit. If the main burden of reduction is 
put on households and small commercial sectors and the instruments used do not 
lead to tax revenues lowering the costs of labour, then service sectors are not likely 
to benefit at all. It is clear that the construction-related sectors will be among the 
winners of a CO

2
 reduction policy, together with certain parts of the capital goods 

industries.
Furthermore, the effects are analysed both on changes in the qualitative job 

characteristics and qualification requirements and on the regional adjustments in 
employment. In general, the net losses in the losing sectors tend to be more pro-
nounced than the net gains in the winning sectors. Among the major losers are the 
coal-producing regions. The effects on employment in East and West Germany 
depend on the kind of policy applied. If climate protection policies rely on tax 
instruments only, West and East Germany are affected to the same degree. If a 
policy mix is used, however, there will be a greater positive effect in East Germany. 
This different pattern can be partially explained by which sectors gain or lose, 
e.g. the higher importance of the construction sector in East Germany. In order to 
measure the regional concentration, a Herfindahl Index (HI) of regional concentra-
tion has been developed. The calculations of the Herfindahl Index for the regional 
concentration of employment do not show much difference between the scenarios. 
Thus, it can be concluded that only small changes take place.

The analysis of qualification requirements reveals clear differences between a 
policy mix and an Ecotax. In the policy mix scenario, there is a shift from high 
qualification requirements towards medium requirements, with the importance of 
low requirements almost not affected by the policy. In the Ecotax scenario, in con-
trast, qualification requirements clearly increase, with a reduction in both lower and 
medium qualification requirements. There are also changes with regard to job char-
acteristics. The number of part-time jobs and the demand for weekend and holiday 
work are reduced by climate protection policies.

Not being able to adequately capture innovation effects is one of the main 
weaknesses of modelling economic effects. Various theoretical paradigms such as 
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neoclassical economics, evolutionary and institutional economics, and policy anal-
ysis highlight different mechanisms inducing technological change. Environmental 
economics argues within a rather linear model of sequential innovation stages: 
inventions lead to new technical developments which then diffuse through the mar-
ket. There is a tendency to analyse the effects on the different stages of innovation 
separately. Assuming perfect economic rationality, decisions are based on micro-
economic optimisation behaviour which is triggered by price changes. Evolutionary 
economics emphasises the generation of variety and selection. As far as certain 
developments have created favourable conditions for economic and technical 
change, an irreversible transition to new states then occurs through the use of tem-
porary windows of opportunity. With regard to behaviour, the assumption of the 
perfect rationality of “homo economicus” is abandoned. Instead, behavioural rou-
tines which have evolved over a longer period of time play an important role, and 
replace the permanent optimisation due to smallest modifications in the frame con-
ditons which dominates neoclassical theory. New institutional economics  emphasises 
the fundamental significance of institutions for all aspects of economic behaviour. 
Policy analysis downplays the importance of microeconomic optimisation calcula-
tions, and implicitly uses a decision model, in which psychological elements seem 
to play an important part. Thus, it highlights the importance of “soft context fac-
tors” and downplays the importance of the instrument choice. It further follows that 
policies can have positive innovation effects, even if they use command-and-control 
instruments. In this respect, the policy analysis approach takes a counter position to 
orthodox environmental economics.

Findings from empirical analyses suggest that relative changes in environmen-
tally-relevant costs influence the direction and the rate of innovation in environ-
mental technologies. In addition, the case- and context-specific determinants for 
each individual subject of investigation do not allow the deduction of a general 
quantitative relationship for inducing environmental technology progress.

We now turn to the new empirical results presented in this book. Starting from 
the observation energy use in absolute and specific terms in the German manufac-
turing sector has dropped remarkably since the early 1970 we analyse the underly-
ing determinants for this decline. To do so, total fuel intensity in the West German 
manufacturing sector was broken down into structural change effects (keeping sub-
sector intensities constant) and efficiency effects (keeping industry structure con-
stant) for the period 1970–1994. It could be shown that total energy intensity would 
have been much higher without structural change towards less energy-intensive 
outputs and without improved energy efficiency. About three quarters of the 
observed reduction in total energy intensity can be attributed to energy-efficiency 
effects, while structural change effects account for about one quarter.

A set of econometric analyses was then conducted to examine whether the 
observed decline in fuel intensity in the German manufacturing sector could be 
attributed to changes in fuel prices. First, energy intensity at total manufacturing 
and the structural change effect from the decomposition were regressed on various 
“explanatory” variables. The findings indicate that higher fuel prices not only 
result in lower fuel intensity, but also trigger structural changes towards less 
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energy-intensive products. However, the magnitude of the price effect tends to 
be quite small. The results further suggest that higher investment rates not only 
reduce fuel intensity, but also trigger structural change towards less energy-
 intensive branches. Likewise, higher capacity use, which is assumed to reflect a 
booming economy, appears to increase the output share of more energy-intensive 
products. No well-specified equation was able to be made for the efficiency effect 
at the level of total manufacturing. A plausible explanation is that the impact of 
energy prices (and other factors) on energy intensity is likely to vary considerably 
across sub-sectors.

As a case study, the iron and steel sector in Germany was examined in more 
detail. First a regression equation for fuel intensity in pig iron production was esti-
mated. The findings indicate that higher fuel prices reduce fuel intensity, but the 
quantitative effect is rather small, while autonomous technological change does not 
appear to have any impact at all. Production technologies in the iron and steel sector 
can be characterised as being of the “putty-clay” type. Thus, factor substitution in 
response to price changes is very limited, and companies determine their energy 
consumption when making choices from among different technologies for new 
investments. This would suggest that the observed reduction in energy intensity is 
primarily the outcome of a switch in production technologies and of the diffusion 
of more energy-efficient technologies.

Exploring econometrically the impact of various determinants on the diffusion 
of EAF-steel leads to the conclusion that material and energy input prices play a 
significant role in the decision to produce, using an alternative technological para-
digm, the EAF technology. In addition, path dependencies stemming from high 
fixed costs dampen the diffusion of EAF-steel. The results of econometric analyses 
of the determinants for the observed fuel intensity and electricity intensity within 
the technological paradigms BOF-steel and EAF-steel suggest that higher energy 
and material input prices lead to lower energy intensity of the best-practice tech-
nologies. Furthermore, higher R&D expenditure by the mechanical and electrical 
engineering sectors and within the steel sector result in lower energy intensity. 
Finally, a higher degree of industry concentration dampens the adoption and diffu-
sion of new energy-efficient technologies for the production of BOF-steel. To sum 
up, the results are generally consistent with the hypothesis of induced technological 
change. In terms of modelling, the findings suggest that induced technological 
change should be captured in energy-economic models estimating the costs of lim-
iting greenhouse gas emissions. Otherwise, the costs of climate policies, such as 
higher energy taxes or emissions trading systems, will be overestimated by these 
models.2

In terms of policy implications, the findings suggest that modifying the tax 
scheme under the German Ecological Tax Reform to provide stronger incentives to 
save energy in the manufacturing sector would further reduce energy consumption. 

2 When using the DICE model of global warming, Popp (2004) finds that ignoring induced techno-
logical change in the case of a carbon tax overestimates the costs to society by almost 10%.
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This would take place through a switch towards less energy-intensive products and 
production processes within and across sub-sectors, and through the accelerated 
adoption and diffusion of more energy-efficient technologies. In principle, similar 
effects may be expected from the EU-wide emissions trading system, which started 
in 2005 for most of the energy-intensive companies in the European Union. In an 
emissions trading system, the market price of a CO

2
 allowance reflects the oppor-

tunity costs of increasing or reducing emissions. The higher the price of an allow-
ance, the stronger is the incentive to reduce energy use. Allowance prices primarily 
depend on the stringency of the emission target that is on the number of allowances 
allocated and the reduction potential and costs of emission abatement measures.3 
However, specific allocation rules, such as the treatment of new entrants or plant 
closures or the rules on banking and borrowing of emission allowances across peri-
ods also have significant innovation effects.4 While energy taxes and tradable emis-
sion allowance systems refer to the demand side of innovation, the estimation 
results also suggest that R&D in the technology supply sectors – and for BOF also 
in the steel sector – contributes to a better energy performance of new 
technologies.

The estimation results for the energy-intensive industry sectors are in line with 
the implications from innovation theory, in particular with the environmental eco-
nomics literature. Companies from energy-intensive industries like the power, the 
iron and steel or the mineral processing industries tend to be quite aware of the 
potential cost savings from investing in energy efficiency. The high energy cost 
share in these companies provides a strong economic incentive to find and realise 
efficiency potentials. Likewise, since investing in energy efficiency directly affects 
the core production processes in energy-intensive companies, energy use is auto-
matically considered in investment decisions. Such strong incentives however, do 
not exist in organisations where the energy cost share is relatively small. Techno-
economic analyses suggest that there are tremendous energy savings opportunities 
in these organisations, but adoption of energy-efficient technologies has been slow, 
even where these technologies were cost-effective.

The empirical findings based on a large sample of organisations in the German 
commercial and services sectors support the view that energy consultations help 
to reduce barriers to the diffusion of energy efficient technologies and measures. 
The particular barriers considered are lack of time, lack of information about 
energy consumption patterns, lack of information about energy savings measures, 
organisational priority setting, uncertainty about energy costs and split incen-
tives. More specifically, such consultations could be useful for SMEs or branches 
with low energy intensity, as these companies usually do not have recourse to 
their own energy experts and energy managers can only devote little time to 

3 See Betz et al. (2004, 2006) assessments of the allocation rules for the first and second phase of 
the EU Emissions Trading System (EU ETS).
4 Schleich and Betz (2005) and Schleich et al. (2007) analyse the innovation effects of specific 
allocation rules across the EU for the first and second phase of the EU ETS, respectively.
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energy efficiency (part time, at best). In this sense, the results rationalise support 
programmes for energy consultations as effective instruments to improve energy 
efficiency in these organisations.5 In many countries, formal energy audits are 
subsidised via government or utility programmes that cover all or part of the costs 
for the audit. Subsidies are typically linked to the size of the organisation, such 
as the number of employees or annual turnover, energy consumption, energy 
costs, or particular sectors (WEC, 2001). Public support programmes tend to 
focus on small and medium-sized companies (SMEs). Some countries, including 
Portugal, Thailand and Tunisia, even require certain large industrial energy con-
sumers to conduct regular energy audits. Some support programmes for invest-
ments in energy efficiency, such as the German ERP (European Recovery 
Programme) programme for Environment and Energy Saving, which provides 
low-interest loans to SMEs, require that the planned investment is recommended 
by an energy audit. In other countries, such as Denmark or Sweden, companies 
from the energy or industry sectors may be exempted from national energy taxes 
if they carry out an energy audit and implement the measures identified in these 
audits (Dyhr-Mikkelsen and Bach, 2005; Persson and Gudbjerg, 2005).

Interestingly, the findings also suggest that not all external energy efficiency 
consultants are equally effective. Engineering firms appear to be more successful 
than industrial sector associations or utilities. The most likely explanation is that 
information provided by industrial sector associations may be too general, and that 
utilities tend to focus on tariffs, rather than on technological or organisational meas-
ures to save energy costs. Results from former studies show only the limited suc-
cess of an energy audit programme in Germany, which included small grants for 
energy audits in SMEs (Gruber and Venitz, 1994). Many small companies did not 
know the programme existed at all. Consequently, smaller companies were less 
likely to use the programme (Gruber and Brand, 1991). Others judged the grant to 
be too low because they were not able to assess in advance whether any future 
(uncertain) benefits of an audit would outweigh the costs. Most of them preferred 
a short but cost-free initial audit and wanted to pay the follow-up detailed audit on 
their own as soon as a reliable estimate about the saving potential existed.

Of course, energy audits alone cannot overcome all barriers. In the same way, 
the findings for the ENERGY variable indicate that price policies, such as taxes or 
emissions trading systems that raise the cost of energy use and increase the profita-
bility of energy savings measures, are equally unlikely to suffice on their own.6 
Instead, as previous research has pointed out (Gruber and Brand, 1991; InterSEE, 
1998; Sorrell et al., 2004), to accelerate the diffusion of energy efficiency a mix of 
well-targeted policy measures should be in place, by international, national or 

5 Since no data on costs and energy savings are available, it cannot be assessed whether the energy 
consultations were also efficient.
6 Case study analyses also show that price policies and financial support programmes were only 
supporting factors among others and often not the most important one with regard to improving 
energy efficiency (InterSEE 1998).
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regional policy makers, as well as by industrial sector associations, utilities, train-
ing organisations, research institutions and other groups that have a multiplier func-
tion. Increasingly, these measures also include new concepts for energy services 
including planning, implementation, financing and operating of energy-saving 
equipment (Chesshire, 2000; Schleich et al., 2001a; Sorrell, 2005).

In the fourth case study, the development of innovations in wind energy was 
analysed. The past 30 years have shown that reversals in the world leadership of 
wind power are possible to achieve. After an initial boom in the US in the 1970s, 
some European countries, notably Denmark, Germany and Spain, have now taken 
the lead. The analysis has shown that this can be attributed to an innovation system 
which successfully met the needs of the different phases of an evolving industry. 
Regulatory measures in the fields of R&D policies, environmental regulation and 
access to the monopolistic grid were responsible for this success. In addition to key 
functions such as market formation and supply of resources, the rapid market 
growth was also made possible by creating vicious cycles between the different 
functions of the innovation system which reinforced each other.

The analysis demonstrated that regulation is especially important in a case 
characterised by a triple regulation challenge in the three fields of spillovers of 
R&D, environmental protection, and access to monopolistic bottlenecks. Thus, 
especially for infrastructure sectors such as electricity, natural gas, transportation 
and possibly hydrogen in the future, the analysis of technological change cannot 
rely on single drivers such as energy prices, but must reflect the complex inter-
play of price changes, soft context factors and regulatory action. From a method-
ological point-of-view, it proved to be beneficial to use a sectoral/technological 
system of innovation as the heuristic framework for analysing these factors. The 
latest development in this string of research offers the possibility to link the role 
of regulation to innovation by analysing how the different functions of an innova-
tion system are influenced. However, as the infrastructure sectors involved grab-
ble with additional specifics such as long-term time horizon of investments and 
high path dependency of technological trajectories, it becomes a research chal-
lenge in itself to tailor the sectoral systems of innovation approach to the specifics 
of these sectors.

In general, the results confirm that there is no mechanistic relationship bet-
ween policy and innovative effect. This indicates that a broad system concept is 
needed to analyse the innovation effects of environmental policy instruments. 
Thus, the concept of systems of innovation, which has been predominantly used 
to analyse national or technological systems, could also serve as a starting-point 
for analysing sustainability innovations as well. In particular, it may be neces-
sary to move from the empirical analysis of complex innovation factors in case 
studies to results which can be generalised to a greater extent. Clearly, one of the 
key challenges for future research is evaluating the quantitative and statistical 
significance of “innovation-friendly soft context factors” and of specific innova-
tion dynamics depending on systems of innovation behaviour which could then 
be incorporated into quantitative models to further explore the ramifications of 
the relationship between environmental policy and innovations.
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It has been stated earlier in this summary that the innovation effects are not 
sufficiently considered in the macroeconomic model results. The detailed empirical 
analysis of the process of technological change in various energy related segments 
sheds light on the challenges ahead and possible ways for better integrating techno-
logical change in the macroeconomic models:

● For the energy intensive sectors, price induced technological change can explain 
large parts of technological change. At the same time, most macroeconomic 
models rely on price changes for all different forms of substitution effects. Thus, 
there is already a structural identity which allows for an expansion of the models 
with regard to integrating innovation without changing the basic logic of the 
models.

● For the non energy intensive sectors, the situation is more complex. The empiri-
cal results imply that soft context factors and various obstacles play a more 
important role. However, the new results also indicate that it is possible to 
account for these factors in econometric analysis. Thus, the challenge will be to 
use these approaches to forecast technological changes in these sectors. 
However, it is clear that, compared to the energy intensive sectors, this will result 
in approaches which expand the logic of the models towards factors not 
accounted for so far. Thus, an integration into the complex macroeconomic 
models will require much more additional research.

● The drivers and feedback mechanisms which prove to be important in the inter-
play of regulation and innovation are not accounted for at all in the approaches 
of the macroeconomic models. Thus, it won’t be possible to integrate this kind 
of analysis in the macroeconomic models in the short run. Indeed, it will be a 
key challenge to construct an empirical bottom-up model which is able to 
explain the innovations in such circumstances. Perhaps alternative modelling 
approaches, such as systems dynamics or agent based modelling, which have 
been developed for areas other than economics, might offer a solution.7

● In addition to induced innovations, it will be necessary to include first mover 
advantages into the macroeconomic analysis. This task combines the challenges 
to account for induced innovations and the interplay between regulation and 
innovation. Furthermore, additional effects such as the importance of comple-
mentary industry clusters have to be accounted for. The next steps ahead call for 
more empirical work and bottom-up modelling of the dynamics of first mover 
advantages, before it will be possible to integrate these effects into macroeco-
nomic models.

To sum up, the future research challenges in the field of macroeconomic effects 
of climate policy, structural adjustments and technological change imply a stepwise 
approach for the different sectors. In the short term, the energy intensive sectors are 
the ones which can be covered best within the complex  macroeconomic models. 

7 System dynamic models have been hardly used in macroeconomics so far. One exception is the 
ASTRA-model (Schade 2005), which has been developed in conjunction with sector-specific 
models in the transportation sector.
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For the non energy intensive sectors, an approach which builds on bottom-up analy-
sis of technological change is feasible in the short run. The most difficult challenge 
will be the energy infrastructure sectors, and the complex interplay of regulation 
and innovation, especially in the context of first mover advantages. At least in the 
short run, combining the top down models with a bottom-up analysis, which is 
based on the insight of innovation research seems to be the most promising way of 
how to integrate innovation effects into macroeconomic analysis.
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Appendix
Model Description of ISIS

ISIS (Integrated Sustainability Assessment System) is based on a static open multi-
sectoral input-output-model and was developed at Fraunhofer ISI. It is used for inte-
grated sustainability assessment of policy strategies and measures. In addition to the 
standard economic indicators such as economic output, value added, and employ-
ment, the model has been augmented with submodules for both socio-economic 
indicators (job structure, regional distribution of economic activities) and environ-
mental pressure indicators (e.g. energy and resource use, greenhouse gases, other air 
emissions, wastewater and waste). A specific feature of the model is that it can be 
easily linked to systems and scenario analysis, using the results from these methods 
as input data for the model runs (impulse on final demand) on the one hand and 
information for the adaption of the model (introduction of new sectors, changes in the 
inter-industry matrices and of the various submodules) to case or technology specific 
circumstances on the other. Thus, the model is able to build a micro-macro bridge 
between a sound technological or systems analysis and the economic analysis.

More specifically, the model consists of the following building blocks:

● The input-output model is based on the input-output table for Germany, in which 
the economy is divided into 58 production sectors and 6 final demand sectors. 
The table incorporates the economic transactions between the production sec-
tors, and between the production and the demand sectors. Thus, not only direct 
effects are taken into account, but also the indirect effects resulting from the 
inter-sectoral economic relations. Also, estimated technological progress result-
ing in productivity changes until 2020 is incorporated in the model. The input-
output model is used to explore the sectoral differences in production between 
the reference scenario and the sustainability scenario. The model results form 
the basis for subsequent analyses.

● In the module for quantitative employment effects, employment coefficients are 
used to calculate sector-specific differences in employment between the refer-
ence scenario and the sustainability scenario. The model implicitly assumes that 
underemployment is the rule and that newly created positions can be filled with-
out delay.

● In the module for qualitative employment effects, the results from the input-output 
model are linked with data from the German micro census survey to explore the 
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impact of increased car-sharing on qualification requirements, job characteristics, 
and working hours.

● In the module for regional effects, the results from the input-output model are 
linked with data from the German employment agency. This data set includes 
the sectoral distribution of employees for each of the 181 labour office districts. 
Based on this module, differences between the reference scenario and the sus-
tainability scenario on regional concentration of the industry sectors can be ana-
lysed. In addition districts, which benefit and lose from the industrial ecology 
concepts, can be identified.
In the module for environmental effects, emission coefficients are used to calcu-

late differences between the reference scenario and the sustainability scenario on 
primary energy consumption, the most important greenhouse gases, and air pollut-
ants. Since indirect effects from inter-sectoral production relations are also taken into 
account, the modelling approach complies with the idea of a life-cycle assessment 
(LCA). Furthermore, emission data for those processes responsible for the most 
important emissions are based on additional detailed analyses. Thus, in combining 
both the augmented input-output analysis and the LCA-type technology analysis, the 
advantages of both approaches are utilised (Duchin and Steenge, 1999).
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