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Preface

Motivation for Writing This Book

The motivation for writing this book grew from several years of research
on the economics of network industries as well as from extensive teaching
of undergraduate and graduate industrial organization courses at Haifa
University, Swedish School of Economics (Hanken), Tel Aviv University,
Stockholm School of Economics, the University of Michigan, and the
State University of New York. I felt that the economics of networks
is an important field in economics as it applies to a wide variety of
industries that influence our life and will even become more influential
in this millennium. In addition, it provides some link between consumer
behavior and social interaction.

I chose to target this theoretical book for advanced undergraduate
and beginning graduate students. I was guided by my belief that there
should not be any necessary correlation between mathematical com-
plexity and theoretical precision. That is, the purpose of this book is to
bring to the advanced student the basic and the latest developments in
this field in a very precise manner, but without resorting to advanced
mathematical techniques.

The Level and Prerequisites

My intention is to make this book readable to undergraduates who
have some training in intermediate-level microeconomics, although in
some cases, such as in engineering school, even this training may not be
needed. This course can be taught without using calculus. Occasionally,
the student will have to have a very basic knowledge of what probability
is and how to calculate the joint probability of two events in discrete
spaces. Of course, students who have had a course in industrial orga-
nization will be familiar with most of the techniques used in this book,
but taking such a course is definitely not a prerequisite.
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To the Instructor

The instructor will find sufficient material in this book to fill at least a
one-semester course, if not an entire year. This book is almost calcu-
lus free (all calculus topics could be skipped). All the analysis is game
theoretic and therefore the course must start with the teaching of Game
Theory given in the three appendices at the end of this book. I recom-
mend spending two lectures on game theory given in Appendices A and
B, which constitute the major tools of analysis used in this book. Ap-
pendix C defines the Undercut-proof equilibrium (UPE) concept, which
is used commonly in this book, and therefore must be taught. Using the
UPE facilitates the entire analysis of this book as it allows us to focus
on non-calculus discrete models for which a Nash-Bertrand equilibrium
does not exist.

It is advisable to follow the book in the order it is written. It is
recommended that most sections in Chapter 2 be taught as they provide
the basic definitions and the methodology used throughout the book.

At the end of each chapter and appendix, I have provided the stu-
dent with several exercises. The instructor is strongly urged to assign
exercises to students, in particular the exercises appearing at the end of
the Game Theory chapters, Appendices A, B, and C. In general, the
exercises at the end of each chapter attempt to motivate the student
to understand and memorize the basic definitions associated with the
various theories developed in that chapter.

Errors, Typos, and Errata Files

My experience with my first book, Industrial Organization: Theory &
Applications, Cambridge, Mass.: The MIT Press, 1996, has been that it
is near to impossible to publish a completely error-free book. Writing
a book very much resembles writing a large piece of software. First,
all software packages always contain some bugs which the author could
not forecast. Second, just like software, 80% of the time is devoted to
debugging the software. I will therefore make an effort to publish all
errors known to me (if found) in this book.

Thus, errata files will be found on my home page, which is currently
http://econ.haifa.ac.il/"ozshy and on the publisher’s Internet site
(with a link to my updated homepage and email addresses).

Typesetting and Acknowledgments

This book was typeset by the author using the IXTEX 2¢ document prepa-
ration software developed by Leslie Lamport (a special version of Don-
ald Knuth’s TEX program) and modified by the WTEX3 Project Team.



Preface xiii

The book was typeset during the months from April 1999 to July 2000
and was tested in classes taught at the Swedish School of Economics
and Business Administration (Helsinki, Finland) and Haifa University
(Haifa, Israel).

As boring as it may sound, the following cliché is the whole truth
and nothing but the truth: Without the help of the people listed below,
I would not have been able to complete writing this book! Foremost, I
thank Sivan Frenkel (a Graduate Student at Haifa University) for read-
ing the entire manuscript throughout the 1999 to 2000 academic year
and for providing me with a wide variety of suggestions, corrections,
and wise advice. In addition, I thank: Amit Gayer (Haifa University),
Ugo Merlone (University of Torino), and Joerg Oechssler (University of
Bonn), for most valuable corrections and suggestions during the process
of writing this manuscript. I also thank a large number of exceptional
international students at the Swedish School of Economics (Hanken) for
the patience needed for reading and learning from the first draft of the
manuscript during a crash course given in September to October 1999;
and my undergraduate students at Haifa University and for their com-
ments and corrections throughout a course delivered during the Fall 1999
semester.

During the preparation of the manuscript, I was very fortunate in
working with Scott Parris of Cambridge University Press, to whom I owe
many thanks for managing the project in the most efficient way. Scott
has been fond of this project for several years, and his interest in this
topic encouraged me to go ahead and write this book. Finally, I thank
the entire Cambridge University Press team for a fast production of this
book.

Haifa, Israel (September, 2000)
ozshy@econ.haifa.ac.il
http://econ.haifa.ac.il/"ozshy
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1.4 Notation 10
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1.1 Overview of Network Industries

This book is about markets. Not really a special type of market, since
there are many markets for goods and services that satisfy the charac-
teristics of what we call network products. These markets include the
telephone, email, Internet, computer hardware, computer software, mu-
sic players, music titles, video players, video movies, banking services,
airline services, legal services, and many more. This book is also about
social interaction and how it affects consumers’ choices of products and
services they buy.

The main characteristics of these markets which distinguish them
from the market for grain, dairy products, apples, and treasury bonds
are:

e Complementarity, compatibility and standards.
e Consumption externalities.
e Switching costs and lock-in.

e Significant economies of scale in production.
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Complementarity, compatibility and standards

Computers are not useful without having monitors attached, or with-
out having software installed. CD players are not useful without CD
titles, just as cameras are not useful without films. Stereo receivers are
useless without speakers or headphones, and airline companies will not
be able to sell tickets without joining a particular reservation system.
All these examples demonstrate that, unlike bread which can be con-
sumed without wine or other types of food, the markets we analyze in
this book supply goods that must be consumed together with other prod-
ucts (software and hardware). In the literature of economics, such goods
and services are called complements. Complementarity means that con-
sumers in these markets are shopping for systems (e.g., computers and
software, cameras and film, music players and cassettes) rather than
individual products. The fact that consumers are buying systems com-
posed of hardware and software or complementary components allows
firms to devise all sorts of strategies regarding competition with other
firms. A natural question is to ask, for example, is whether firms benefit
from designing machines that can work with machines produced by rival
firms.

On the technical side, the next question to ask would be how comple-
ments are produced? In order to produce complementary products they
must be compatible. The CD album must have the same specification as
CD players, or otherwise it can’t be played. A parallel port at the back
of each computer must generate the same output voltage as the voltage
required for inputting data into a printer attached to this port. Trains
must fit on the tracks, and software must be workable with a given op-
erating system. This means that complementary products must operate
on the same standard. This creates the problem of coordination as how
firms agree on the standards. The very fact that coordination is needed
has the potential of creating some antitrust problems. As in some cases
firms may need to coordinate their decisions and while doing that they
may find themselves engaging in price fixing.

Complementarity turns to be a crucial factor in the markets for infor-
mation goods. For example, people who subscribe to the Private-Pilot
magazine are likely to be interested in fashion clothing catalogs, just
like people who read the New York Times are likely to be interested in
real-estate and interior decoration magazines. Advertising agencies have
understood these complementarities for quite some time, and make use
of these complementarities to attract more customers. For example, the
publishers of real-estate magazines could benefit from purchasing the list
of names and addresses of the subscribers to the New York Times, and
send them sample copies to attract their attention. These information
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complementarities become more and more important with the increase
in the use of the Internet for advertising and shopping purposes. For
example, those who browse in commercial Internet sites offering toys
for sale, such as www.etoys. com, are likely to be interested in browsing
through Internet sites offering children clothing. Thus, the toy sites are
likely to sell the list of their site visitors to children clothing stores.

FExternalities

The reader should ask herself the following question: Would I subscribe
to a telephone service knowing that nobody else subscribes to a tele-
phone service? The answer should be: Of course not! What use will
anyone have from having a telephone for which there is no one to talk
to? Would people use e-mail knowing that nobody else does? Would
people purchase fax machines knowing that nobody else has such a ma-
chine? These examples demonstrate that the utility derived from the
consumption of these goods is affected by the number of other people
using similar or compatible products. Note that this type of externalities
is not found in the market for tomatoes, or the market for salt, as the
consumption of these goods does not require compatibility with other
consumers. Such externalities are sometimes referred to as adoption or
network externalities.

The presence of these standard-adoption effects can profoundly af-
fect market behavior of firms. The precise nature of the market outcome
(e.g., consumers’ adoption of a new standard) depends on how consumers
form expectations on the size of the network of users. The reliance on
joint-consumer expectations generates multiple equilibria where in one
equilibrium all consumers adopt the new technology, whereas in the
other no one adopts it. Both equilibria are “rational” from the con-
sumers’ viewpoint as they reflect the best response to the decisions made
by all other consumers in the market. A good example for this behavior
is the fax machine, which has been used in the 1950s by flight service
stations to transmit weather maps every hour on the hour (transmission
of single page took about one hour that time). However, fax machines
remained a niche product until the mid-1980s. During a five-year period,
the demand and supply of fax machines exploded. Before 1982 almost
no one had a fax machine, but after 1987, the majority of businesses
had one. The Internet exhibited the same pattern of adoption. The first
e-mail message was sent in 1969, but adoption did not take off until the
mid-1980s. The Internet did not take off until 1990, however, from 1990
Internet traffic more than doubles every year. All these examples raise
a fundamental question, which is when to expect a new technology to
catch on. A related question to ask is in the presence of adoption exter-
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nalities, what should be the minimal number of users (the critical mass)
needed for inducing all potential consumers to adopt the technology.

Switching costs and lock-in

Learning to master a particular operating system such as Windows,
UNIX, DOS, or a Macintosh takes time (depending on the level of the
user). It is an established fact that users are very much annoyed by hav-
ing to switch between operating systems. To some consumers, switching
operating systems is as hard as learning a new language. On the pro-
duction side, producers heavily depend on the standards used in the
production of other components of the system. For example, airline
companies rely on spare parts and service provided by aircraft manu-
facturers. Switching costs are significant in service industries as well.
Several estimates provided in this book show that the cost associated
with switching between banks (i.e., closing an account in one bank, and
opening an account and switching the activities to a different bank) could
reach 6 percent of the average account balance. In all of these cases, we
say that users are locked-in. Of course, lock-in is not an absolute term.
The degree of lock-in is found by calculating the cost of switching to a
different service or adopting a new technology, since these costs deter-
mine the degree in which users are locked in a given technology. We call
these costs switching costs.

There are several types of switching costs that affect the degree of
lock-in. Shapiro and Varian (1999) provide a nice classification of the
various lock-ins.

Contracts: Users are sometimes locked into contracts for service, sup-
plying parts, and buying spare parts. Switching costs amount to
the damages and compensation that must be paid by the party
who breaks the contract.

Training and learning: Consumers are trained to use products operating
on a specific standard. Switching costs would include learning and
training people, as well as lost productivity resulting from adopting
a new system.

Data conversion: Each piece of software generates files that are saved
using a particular digital format. Once a new software is intro-
duced, a conversion software may be needed in order to be able to
use it. Notice that the resulting switching cost increases over time
as the collection of data may grow over time.
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Search cost: One reason why people do not switch very often is that
they would like to avoid the cost of searching and shopping for
new products.

Loyalty cost: Switching technology may result in losing some benefits
such as preferred customers’ programs, for example, frequent-flyer
mileage.

Switching costs affect price competition in two opposing ways. First,
if consumers are already locked-in using a specific product, firms may
raise prices knowing that consumers will not switch unless the price dif-
ference exceeds the switching cost to a competing brand. Second, if con-
sumers are not locked in, brand-producing firms will compete intensively
by offering discounts and free complimentary products and services in
order to attract consumers who later on will be locked in the technology.

In the presence of switching costs, once the critical mass is achieved
and the sales of the product take off, we say that the seller has accumu-
lated an installed base of consumers, which is the number of consumers
who are locked in the seller’s technology. For example, AT&T’s in-
stalled base is the number of customers subscribing to its long-distance
service, where switching costs include the time and trouble associated
with switching to, say, MCI’s long-distance service.

Significant economies of scale

Software, or more generally any information has the highly noticeable
production characteristic in which the production of the first copy in-
volves a huge sunk cost (cost that cannot be recovered), whereas the
second copy (third, fourth, and so on) costs almost nothing to repro-
duce. The cost of gathering the information for the Britannica ency-
clopedia involves more than one hundred years of research as well as
the life-time work of a good number of authors. However, the cost of
reproducing it on a set of CDs is less than five dollars. The cost of de-
veloping advanced software involves thousands of hours of programming
time, however, the software can now be distributed without cost over the
Internet. In economic terms, a very high fixed sunk cost, together with
almost negligible marginal cost implies that the average cost function
declines sharply with the number of copies sold out to consumers. This
by itself means that a competitive equilibrium does not exist and that
markets of this type will often be characterized by dominant leaders that
capture most of the market.

Any student of intermediate microeconomics would clearly identify
the major problem associated with modeling these markets, namely, that
these markets cannot function as competitive markets, where by compet-
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itive we take the usual interpretation of price-taking behavior. Therefore
the purpose of this book is to develop simple theories that would explain
the behavior of companies in these noncompetitive markets.

1.2 Welfare Aspects

1.2.1 Government intervention

From our discussion in Section 1.1 it is clear that competitive equilibria
do not exist in markets for network products and services. This implies
that the First-Welfare Theorem of classical economics cannot be ap-
plied. Moreover, even if a competitive equilibrium exists, the existence
of consumption and production externalities would make this theorem
inapplicable. Therefore, market failures may occur in these markets.

The distortions leading to these misallocation of resources could be
generated by noncompetitive behavior of firms, or by the consumption
externalities, for example where the industry standardizes on the Pareto-
inferior standard. Despite these market imperfections, while reading
this book the reader must bear in mind that the existence of market
failures does mot imply that government intervention is needed. In fact
the following examples illustrate that government intervention may make
things even worse. The FCC’s attempt to impose the CBS color TV
standard in 1950 has left 200 consumers with unusable TV sets after
the market has rejected the government-chosen standard and switched
to NBC’s NTSC standard which is used until this very day. For about
twenty years the Japanese Ministry of International Trade and Industry
(MITT) poured millions of dollars into the research and development
of a standard for a high-definition television (HDTV). Finally, in 1990
one station started broadcasting high-definition programs for a few hours
every night using MITI’s MUSE standard. The MUSE standard suffered
from one major problem, namely, that it was an analog standard that
has already been considered outdated in the early 1990s. Today, the
Japanese are switching to a digital standard. Both of these examples
highlight the fact that government intervention can be harmful.

From this discussion, it is clear why government intervention in stan-
dard setting is undesirable. Yes, it is true that market failures occur
where an industry standardizes on a second-best technology. However,
there is no guarantee that government intervention would guarantee a
first-best standard selection. In fact, since politicians are financed partly
by firms, governments may end up imposing Pareto inferior standards.
Therefore, despite the market failures recognized in this book, the reader
must bear in mind that the author of this book does not advocate gov-
ernment intervention in standard settings!
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1.2.2 “Natural” monopolies versus access pricing

It has been argued during the 1950s until the early 1980s, both in the
academic world and by policy and decision makers that industries like
telephony, mail/post, cable TV, electricity, gas, and transportation are
subjected to strong economies of scale production patterns (see for exam-
ple Section 3.1), and should therefore be termed as natural monopolies.
The strong academic support for such a view has led governments to
license only one company in a given region, and in many cases for the
entire country. Thus, until the early 1980s, most counties licensed a sin-
gle company called Public Telephone and Telegraph (PTT) ) to provide
telephony and mail deliveries. Cable TV in the U.S. and later in other
countries followed the same pattern in which cable TV operators were
given a geographical territory in which they were allowed to exercise a
monopoly power. In order to avoid “excessive” monopoly charges, gov-
ernments assigned regulating authorities and gave them a full power to
determine prices based on production costs.

The major characteristic of natural monopolies is that these indus-
tries are subjected to strong economies of scale due to the significant
investment in infrastructure needed to start the operation and a very
small marginal cost for services produced over the existing infrastruc-
ture. More precisely, the idea behind natural monopolies is that it is a
social waste to have each competing telephone company wiring its own
network into each apartment building, where residents choose different
carriers Similarly, this argument held that it is socially undesirable to
have more than one mail carrier reaching each neighborhood.

During the 1970s governments began realizing two major problems
with the operations of these regulated service-providing (‘natural’) mo-
nopolies:

(a) Service was relatively poor and was not improving at the pace of
technological advance made in these industries. For example, con-
sumers did not benefit from the introduction of fast hand-writing
recognizing mail sorters in the sense that delivery time did not im-
prove and stamp prices did not fall.

(b) Regulators failed to control prices and other charges levied on con-
sumers. Due to asymmetric information, the regulators failed to ob-
serve the true production cost faced by these service-providing firms,
so these firms tended to inflate their reported production costs in
order to lobby for high prices.

Thus, over the years governments began realizing that despite the
significant economies of scale in production, competition may improve
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social welfare, or at least consumer welfare, who stand to gain a lot from
improved service and reduced prices.

The deregulation of the airline industry in 1979, the 1982 break up of
the world largest telephone company, AT&T, in the United States, and
the deregulation of these industries in Europe in the 1990s confirmed
the view that the introduction of competition into these industries is
welfare improving. Moreover, whereas sharp welfare improvement on the
consumer side was expected from competition, regulator found out that
competition hardly worsened anything on the production side. More
precisely, the natural monopoly theory argues that a multi-firm industry
is inefficient, since each firm will end up operating on the downward
sloping part of its average cost curve due to less than optimal scale of
production. However, this prediction on the inefficiency of production
of a multi-firm industry turned out to be false. How come? Well, as it
turned out the introduction of access pricing (see Section 5.3) preserved
the efficient large-scale use of existing infrastructure by letting all firms
use the existing infrastructure while paying access charges to the firm
that owns and maintains the infrastructure.

Access pricing is now practiced in all network industries. MCI,
SPRINT, and AT&T pay access charges to local phone companies in
the United States for the termination of long-distance phone calls orig-
inated by their customers. Airline and railroad companies pay access
fees for using airport gates and railroad tracks owned and maintained
by competing firms. Norwegian electric-power producers are able to
sell electricity to German users by accessing the German infrastruc-
ture in order to deliver electricity to German homes and factories. All
these examples demonstrate that the introduction of competition did
not leave existing and newly constructed infrastructure underutilized.
In fact, it turned out that the introduction of competition together with
the regulators’ demand that the existing infrastructure will be available
for use by all competitors for “reasonable” access charges led to even
more efficient utilization of infrastructure by having different companies
providing substitute or complementary services. All this leads us to
conclude that letting industries be controlled by the so-called “natural
monopolies” was inefficient. In fact the name itself, natural monopoly,
is problematic since a monopoly is one form of market structure that
is maintained by government intervention or the persistence of patent
rights. Clearly, there is nothing “natural” in the formation of monopo-
lies. Therefore this term is likely to disappear from the language used
by regulators and professional and academic economists.
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1.3 References and the Scientific Literature

My experience with the writing of my first book (Shy, 1996) has taught
me that textbooks must be written by the author, since any attempt to
merely “copy” papers published in the scientific journals and use them
as chapters in a book just yields messy chapters. The reason for this
lies in the fact that scientific papers are written mainly for the scientific
community and are, therefore, written in a “different language” that
does not fit into textbooks (or anything else).

For this reason, I took the task of simplifying the literature by build-
ing completely new models that are not based on calculus (derivatives,
integrals, etc.). As the reader will find out, this task is not easy, since
discrete price-competition models with heterogeneous consumers gener-
ally do not have a Nash-Bertrand equilibrium (see Proposition C.1 on
page 308 for example). This is perhaps the major reason why economics
journals are flooded with calculus-based models utilizing tedious algebra.

Because of that, I also limited the references to this literature made
at the end of each chapter only to those which had some influence on the
precise method of presentation that suits the potential readers of this
book. Thus, the choice of which papers to cite and which not to cite
does not reflect the degree of importance of the papers. Therefore, I beg
the forgiveness of all those large number of researchers whose works are
not cited, and ask them to understand that the sole goal of this book is
to bring the economics of networks to a wider audience, which includes
undergraduate students as well as researchers and graduate students
who have a limited technical ability. However, I do wish to refer the
interested reader to a large number of survey articles listed at the end
of this chapter, and the Internet site http://raven.stern.nyu.edu/
networks, which provides a complete list of related literature.

Finally, this is perhaps the right place to criticize the scientific liter-
ature (including my own) for the language it uses in published papers.
After writing two books in the field of Industrial Organization it is clear
to me that economists unnecessarily write models using tedious deriva-
tions with an unnecessarily large amount of algebra. The prevailing myth
in the academic economics profession is that complicated algebra implies
that the argument made is robust. Obviously, this widespread myth
is rather silly and reflects the hypocrisy of our profession. I have two
arguments against this prevailing myth: First, there is no such a thing
called a robust model. Every model has its assumptions, which limit
the applicability of the model. Second, more importantly, I claim that
models that rely more on logic and less on algebra are more robust (more
general in plain English) than models utilizing long equations with long
derivatives exceeding in size the width of the paper they are printed on.
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Thus, the arguments made in this book are simple, but they are not less
general than the models published in the scientific literature.

1.4 Notation

Notation is classified into two groups: parameters, which are numbers
that are treated as exogenous by the agents described in the model, and
variables, which are endogenously determined. Thus, the purpose of
every theoretical model is to define an equilibrium concept that yields
a unique solution for these variables for given values of the model’s
parameters.

For example, production costs and consumers’ valuations of prod-
ucts are typically described by parameters (constants), which are esti-
mated in the market by econometricians and are taken exogenously by
the theoretical economist. In contrast, quantity produced and quan-
tity consumed are classical examples of variables that are endogenously
determined meaning that they are solved within the model itself.

We now set the rule for assigning notation to parameters and vari-
ables. Parameters are denoted by Greek letters, whereas variables are
denoted by English letters.

After setting this rule, we adhere to the famous statement that all
rules are meant to be broken and state a few exceptions. For example,
m will denote a firm’s profit level, despite the fact that profit levels
are variables that are endogenously-solved for within a specified model.
After breaking all rules, Table 1.1 on page 12 provides some indication
of the notation used throughout this book.
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Introduction to Network Economics

Parameters
Notation Greek Interpretation
lambda  number of firms in an industry
phi fixed or sunk production cost
mu unit production cost
psi productivity parameter
rho revenue per customer
eta a given population size
beta basic utility derived from a product
alpha intensity of the network externality
omega a consumer’s income (wage)
tau a particular time period (e.g., t = 7)
epsilon probability or a small number
delta differentiation (or switching) cost
Variables

t time period (e.g., t =1,2,...)

U utility level of a single consumer

e a consumer’s expenditure

m pi profit level of firm 4
i/ fi price/fee charged by firm ¢

q; quantity produced by a firm 4

Q aggregate industry output

w social welfare

Symbols
equals by derivation

Sm 3 £ Q0 W3I T T S >

o
g I

equals by definition
~ approximately equal
- not (negation)
== implies that
S if and only if
A Delta a change in a variable/parameter
0 partial derivative
— approaches (converges) to
€ is an element of the set
[ | end-of-proof (QED)

Table 1.1: General notation for parameters, variables, and symbols.
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A computer is an electrical machine that can both process and store
information. The information may consist of numbers, words, or both.
Thus, the computer performs a wide variety of services controlled by
inputting commands initiated by the users. The most commonly used
inputting methods are keyboard and pointing device (e.g., a mouse).

The computer system is composed of hardware and software. Hard-
ware consists of printed circuits, CPU (Central Processing Unit), mem-
ory chips, storage devices, connection ports, keyboards, printers, scan-
ners, and monitors. Software consists of digital bits downloaded onto
the storage devices. All pieces of hardware connected to the main unit,
which houses the CPU, are called peripherals.

Software is sold in packages that are designed to perform different
tasks commanded by the user(s) of the computer. One piece of software
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is called the operating system. This piece of software is crucial to the
operation of the computer, as it acts as an interpreter between the ma-
chine (actually the machine language) and the wide variety of software
that are designed to perform specific tasks.

Computers first began to be commercially used in the early 1950s.
Computers first began to be widely used at home (therefore were given
the name personal computers, or PCs) in the late 1970s with the in-
troduction of the Apple II by Apple Computers. Earlier brands existed
before the Apple II, but were not adopted on a large scale. The Ap-
ple IT was the first personal computer to be supported by over 500 soft-
ware packages written specifically for its operating system. The market
for personal computers was further expanded with the introduction of
the IBM PC in 1981 operated by Microsoft’s Disk Operating System
(DOS) and later on, in 1984, by the Apple Macintosh operated by its
own GUI (graphic-user interface) operating system, which was incom-
patible with all other operating systems. By the mid 1990s 40 percent
of the households in developed countries owned at least one personal
computer. Gabel (1991) provides an extended economic history of the
personal-computer industry.

Our analysis of the computer industry utilizes three approaches: the
network externalities approach (Section 2.2 , see also Sections 4.1 and
and 4.2 in Chapter 4), the components approach (Section 2.3), and the
software approach (see Chapter 3). In each approach we will investigate
how compatibility affects prices, profits, consumers’ utilities, and social
welfare.

Each investigation will be carried out separately under monopoly
and duopoly market structures in the market for hardware. It is, there-
fore, important to understand how consumers function under these two
market structures. Under monopoly, only one brand is produced. There-
fore, when we want to analyze heterogeneous consumers we will assume
that consumers place different values on compatibility features. In con-
trast, when we analyze a duopoly market, we will assume that het-
erogeneous consumers are those who have different preferences for the
different brands. Obviously, this makes the analysis of a duopoly market
structure much more realistic. However, the monopoly analysis is still
needed mainly in order to introduce the reader to the main definitions
and methodology used throughout this book. Thus, under duopoly we
assume that each consumer has her “ideal” brand that she likes, so when
she is provided with her less preferred brand her utility is reduced by a
parameter which we call §. This parameter can be interpreted in various
ways. However, the most widely used interpretation is that ¢ measures
the switching cost associated with switching from one operating system
to another (Klemperer, 1987). The very existence of switching costs
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is what gives brand-producing firms some monopoly power, which pre-
vents prices from falling to the unit production cost. For example, users
of the Apple Macintosh operating system will find it hard to handle
the Windows operating system. The time and effort it takes to train
a worker to use a new operating system constitutes the major part of
consumer switching costs in the market for computers. In this case,
we say that consumers are locked-in. Switching costs are not unique to
computers. Music lovers found themselves in a dilemma: what to do
with the old LP records when the CD digital players were introduced
in the late 1980s? The cost of switching from one music system to an-
other is significant for record collectors. The same kind of switching
costs applies to the currently shifting standards in home video equip-
ment where the DVD technology competes with the older VHS cassette
recording/playing equipment. Chapter 8 will introduce the reader to
switching costs associated with switching from one bank to another.

2.1 Hardware Compatibility

The computer industry is called a network industry precisely because the
issue of compatibility is most important for the marketing and operations
of computer brands in this market. We first need to define what do we
mean by compatibility.

DEFINITION 2.1
We say that two machines are compatible if they can work together.
Otherwise, we say that the machines are incompatible.

Definition 2.1 is probably too general to be useful reflecting the fact
that there is a wide variety of reasons why two machines may or may
not be able to work together. In other words, we must be clear in what
we mean by stating that machines can “work together.” Do we mean
that the machines are (perfect) substitutes, and/or do we mean that
they can interact with complementary products such as software and
the Internet?

The following list demonstrates the complexity of achieving compat-
ibility (or incompatibility) in the computer industry.

e Two pieces of computer hardware may be called compatible if they
run the same software. More precisely, compatibility means that
every software package written for one machine can be run on
a machine with a different brand name, and vice versa. This,
definition is rather strong since it generally requires that the two
machines are running on the same operating system.
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e A somewhat weaker definition of compatibility would be to say
that two machines are compatible if the files generated by the
software running one machine can be read and processed by soft-
ware running on a machine with a different brand name.

e Another weak definition of compatibility would be to say that two
machines are compatible if they can be linked to the same storage
devices, same printers, etc.

This list demonstrates that the main difficulty of defining compatibility
lies in the fact that there can be different degrees of compatibility. For
example, one computer brand may run only a fraction of the software
designed for the competing brand. In addition, with the introduction
of the Internet, most machines are capable of connecting to the same
Internet sites (running languages such as HTML, Acrobat, and Java)
which makes them somewhat compatible even if they are running on
different operating systems.

We therefore need some more precise definitions for the various types
of compatibility.

DEFINITION 2.2

(a) Computer hardware brands are said to be strongly compatible if
they use the same operating system. In this case, we say that the
brands operate on the same standard.

(b) Brands are said to be downward compatible if a newer model is
compatible with an older model, but not necessarily the other way
around.

(c) Brands are one-way compatible if one machine can read the files
generated by a competing machine, but not the other way around.

2.2 The Network Externalities Approach

All computer users find compatibility to be a highly desirable property.
Compatibility constitutes the second major factor (after the price) in
determining which type of PC to buy. For example, by the mid 1990s,
90 percent of the PCs in the world were operated by the Windows oper-
ating system. The dominance of one operating system has no parallel in
other industries, reflecting perhaps the fact that consumers value com-
patibility in the PC market much more than in other industries, such
as the automobile market where no car producer maintains such a high
(near monopoly) market share.

One way to model consumers’ desire for compatibility of the PCs
they purchase is to assume that their preferences exhibit network exter-
nalities.
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DEFINITION 2.3

Consumers’ preferences are said to exhibit network externalities if
the utility of each consumer increases with an increase in the total num-
ber of consumers purchasing the same or a compatible brand.

The assumption of network externalities approzimates consumers’ desire
for compatibility in the sense that instead of defining consumers’ utility
directly on the degree of compatibility of the machines they purchase
and the compatibility of the machines used by other people they tend to
associate with (or work with), the utility of consumers is simply defined
by the number of consumers using the same or compatible brands.

There is a substantial amount of literature on network externalities,
see for example Katz and Shapiro (1985, 1986, 1992, 1994), and Farrell
and Saloner (1985, 1986). Before we begin with the analytical analysis,
we need to discuss what are the major issues and questions that we ex-
pect to explain and for which we expect to find answers. In the following
subsections we would like to develop artificial environments where the
preferences of computer users exhibit network externalities that would
assist in finding answers for the following questions:

Q1. How does an increase in brand compatibility affect prices and profit
levels of brand-producing firms?

Q2. How does an increase in brand compatibility affect the utility of
users and social welfare?

Q3. How does varying the market structure affects the degree of com-
patibility and the pricing of differentiated brands? More precisely,
will an increase in the number of brand-producing firms increase
brand compatibility, and/or prices?

The following subsections attempt to provide answers for these questions
in monopoly and duopoly market structures.

2.2.1 Monopoly selling a single brand to identical consumers

Monopoly pricing strategy in the presence of network externalities has
been examined in Cabral, Salant, and Woroch (1999). We begin our
analysis by looking at a market with a single producer of computers,
selling to computer identical users who all value compatibility.

A natural question to ask now is why compatibility has a value in
a market with only one brand? It is true that if there is only one
brand in the market, then all computers run on the same operating
system, and are therefore considered to be compatible. However, even
if all machines run on the same operating system, compatibility can be
achieved only if the machines can be linked either via cables linked to
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communication ports (directly or via the Internet), or linked via the
transfer of storage media such as diskettes and movable hard drives.
In order to be more general, we will refer to such devices as adapters.
Thus, in the monopoly case we interpret the compatibility feature of
a computer as the installation of an adapter that will enable any two
machines to communicate and work together. Clearly, the installation
of adapters increases the production cost of computers, so computer
producers often find adapters unprofitable to install.

Computer buyers

There are n identical potential computer users who all value compati-
bility. FEach consumer buys at most one computer. Thus, denoting by
q > 0 the quantity sold by the monopoly, ¢ also denotes the actual num-
ber of computer buyers. Let p denote the price of a computer. The
utility function of each consumer is given by

8 —p+aq adapter installed
U 6—p adapter not installed (2.1)
0 does not purchase a computer,

where § > 0 is interpreted as the “basic” utility each consumer derives
from using a computer regardless of compatibility. The parameter o
(multiplying the total number of computer users, q) measures the de-
gree of importance of compatibility. Thus, the product aqg (the utility
from network externalities) measures the total utility gain from having
a machine with an adapter that can communicate with the total of ¢
machines sold in this market.

Technology

We make the following assumption.

ASSUMPTION 2.1
The monopoly computer producer can produce only one type of com-
puter, i.e., either with or without an adapter, but not both types.

Assumption 2.1 reflects a situation where machines are produced on
a single assembly line so production cannot be decomposed into two
types of machines. Obviously, in reality this assumption is often violated
as manufacturers offer different packages with different storage devices
(such as CD-ROM and DVD drives) and communication ports (such as
RS-232, SCSI, and Universal). However, it should be pointed out that
the provision of compatibility requires much more than just attaching an
adapter. We will therefore assume that the cost of redesigning a machine
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is prohibitive. That is, converting a machine from incompatibility to
compatibility is impossible.

In our analysis we ignore sunk and fixed costs that may be associ-
ated with the development of the machine. Instead, we will focus on
unit production cost of a machine. We therefore denote by . the unit
production cost of a machine equipped with all the adapters needed to
make it compatible with all other machines. We also denote by u,, the
unit cost of a machine with no compatibility features. Then, we assume
that pe. > p, > 0, meaning that the production of an adapter is costly.
Altogether, Assumption 2.1 implies that if the monopoly produces g
units, its total production cost is given by

def teq if producing compatible machines
Tcle) = { tnq if producing incompatible machines. (2.2)

Timing of decisions

We assume that the producer makes decisions in a sequential manner
divided into three stages.

Stage I (Design): when the computer is designed, the manufacturer de-
cides whether to make the machine compatible or incompatible
with other machines by deciding whether or not to install the
adapter at an additional cost of . — u,, per machine.

Stage II (Pricing): the machine’s design is taken as given and the man-
ufacturer chooses a uniform price which we denote by p.

Stage IIT (Consumers): each consumer decides whether to purchase one
machine or not to purchase at all. In making this decision, each
consumer treats the total number of computer users, ¢ as given.
After consumers’ purchase decisions are made, the monopoly col-
lects its revenue from consumers and profit is realized.

Thus, we have just defined a three-stage extensive-form game where
the monopoly gets to move in the first and second stages, whereas
the consumers move in the third stage only. We look for a Subgame-
Perfect Equilibrium, see Definition B.4 on page 303. As explained in
Appendix B, we solve this game backward by solving stage III, then
stage II, and lastly stage I.

FEzxpectations and coordination issues

Our assumption that each consumer observes how many consumers pur-
chase a computer must be formalized.
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DEFINITION 2.4

We say that consumers have a perfect foresight if, at the time of
purchase, they can correctly anticipate how many consumers will be
buying each brand.

Definition 2.4 raises two issues that must be discussed. First, in the
literature the assumption of perfect foresight is often associated with
coordination where perfect foresight is viewed as having all consumers
agreeing whether to buy or not, say following a supporting review of the
product in consumers’ magazines. Second, the assumption of perfect
foresight often generates multiple equilibria in the sense that there may
exist two equilibria: one in which no consumer buys a machine (¢ = 0),
and another in which some consumers buy a machine (¢ > 0). We,
therefore, must formalize this issue of coordination.

DEFINITION 2.5
Suppose that the following conditions are satisfied:

(a) there exists more than one perfect foresight equilibrium, and

(b) in the equilibrium where a group of consumers buys the product
(¢ > 0), the utility of each buyer exceeds the utility each consumer
gains in the equilibrium when no one buys the product (¢ =0).

Then, we say that the equilibrium where ¢ = 0 is characterized by a
coordination failure.

Unless assumed otherwise, the analyses in this book will rely on the
following assumption.

ASSUMPTION 2.2
(a) Consumers have perfect foresight (Definition 2.4).

(b) There is no coordination failure (Definition 2.5).

Stage III: Consumers’ purchasing decisions

At this stage, each consumer observes three variables: (1) whether or not
the manufacturer has installed adapters (hence, whether the machines
sold in the market are compatible with other machines; (2) the price, p;
and (3) the total number of consumers buying a computer, g.

Suppose first that the computer is produced with no compatibility
features. Then, (2.1) implies that the total number of buyers is

_Jn iftp<p
o={ 0 i35 23)
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The reader may wonder why consumers bother to purchase the com-
puter at all as (2.3) implies that when p = § consumers gain zero utility,
regardless whether they purchase or not. However, the reader will soon
realize that this is not really a problem, since if consumers choose not
to purchase the machine, the monopoly can lower its price to p = 5 —e,
where € > 0 is a small number (could be the smallest currency denomi-
nation, e.g., 1¢), thereby inducing all consumers to purchase the machine
with a strict utility gain. Since this issue will repeat itself throughout
the book, we introduce the following assumption:

ASSUMPTION 2.3
If a consumer is indifferent between buying or not buying, then he will
buy the machine.

Now, suppose that the monopoly producer installs adapters in each
machine, thereby making all machines compatible. Then, (2.1) implies
that total number of buyers is

_ ) ifp<B+tan
q_{O ifp>p0+an. (2.4)

Equation (2.4) constitutes a unique consumer equilibrium only under
Assumptions 2.2 and 2.3. To see this, suppose that Assumption 2.2 is
violated. Then, with lack of coordination it is possible that consumers
expect nobody to purchase computers, that is ¢ = 0. In this case, (2.4)
is exactly (2.3) since compatibility does not play a role.

Stage 1I: Monopoly selects a price

In this stage, the monopoly selects a profit-maximizing price subject to
consumers’ demand functions, (2.3) if the machines are incompatible,
and subject to (2.4) if the machines are compatible.

If the machines are incompatible, (2.3) applies and the monopoly’s
profit maximizing price is p = (3, yielding a total profit of

T = (B — fn)n- (2.5)

If the machines are compatible, (2.4) applies and the total profit of
the monopoly as a function of price is

e = (B + an — pie)n. (2.6)

Stage I: Monopoly compatibility decision

In the first stage, the monopoly decides how to design its machine, know-
ing that installing compatibility adapters would raise the production cost
by Ay = pe — pin, but would enable raising the price by an.
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For making the compatibility decision, the monopoly needs only to
compare (2.5) with (2.6). Therefore, the monopoly will produce com-
patible machines if

(B+an—pe)n = (B — pn)n- (2.7)

Equation (2.7) reveals that an increase in the network externality pa-
rameter «, or a increase in the number of consumers will increase the
parameter range where the monopoly will choose to design a compatible
machine. Finally, (2.7) can be simplified to

AN = flc — Hn < 0. (28)

The simple interpretation for (2.8) is that producing compatible ma-
chines is profitable if the cost difference does not exceed the gain from
compatibility.

Is there a market failure?

A natural question to ask at this point is whether a monopoly reduces
social welfare by either not providing compatibility adapters, or by pro-
viding them when it is not socially optimal to do so. More precisely,
any student in introductory economics is well aware of the fact that
monopoly is welfare reducing, since it charges a high price thereby selling
fewer than optimal units. However, this fact does not necessarily imply
that a monopoly distorts social welfare by failing to install adapters or
installing adapters when their social cost exceeds social benefit.

We first define the society’s social welfare by summing up consumers’
utilities and the monopoly’s profit. Thus, in the present case, W =
nU + .

Suppose that the social planner decides on making incompatible ma-
chines. Then, social welfare is given by

Wy =nU+m=n(8~-p) +np — i) = (8 — ttn)- (2.9)

Notice that prices canceled out in the welfare function (2.9). This is
not a coincidence and should always happen when one calculates the
welfare level of an economy. The reason for it is that firms’ revenues
must always equal total consumer expenditure, and, since the firms are
owned by consumers, prices reflect only a transfer from consumers to
firms (and then from firms to consumers via profit distribution). Hence,
the first term in (2.9) measures consumers’ aggregate utility and the last
term measures aggregate economy production costs.

Now suppose that the social planner designs the machines to be
compatible machines. Then, social welfare is given by

We=nU+7m=n(B+an—p)+n(p—pu)=n(8+an—p). (2.10)
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Comparing (2.9) with (2.10) yields that compatibility is socially pre-
ferred if
Ap = e — pin < o). (2.11)

Hence,

Proposition 2.1
A monopoly selling computers to identical consumers will install com-
patibility adapters if and only if it is socially optimal to do so.

This result is not surprising as it resembles a finding in Swan (1970)
which demonstrates that a monopoly lightbulb producer would not have
the incentive to shorten the durability of lightbulbs below the socially
optimal level even if durability is costly to produce. The reason is that
a monopoly uses the price mechanism to extract extra rent, but regard-
ing the choice of technology the monopoly solves the same technology
choice problem as the social planner. In what follows, we demonstrate
that this result does not hold if consumers have different preferences for
compatibility and if the monopoly cannot price discriminate between
the different types of consumers.

2.2.2 Monopoly selling a single brand to heterogeneous con-
sumers

We proceed by analyzing a market with a single producer of computers,
selling to heterogeneous computer users who differ only with respect to
how much they value compatibility.

There are 2n potential computer users who are divided into two
groups: those who value compatibility and those who “work alone” and
therefore do not use the compatibility features even if the adapter is
preinstalled. Thus, the potential consumers are composed of 7 (type c)
consumers who value compatibility, and 7 (type n) consumers who do
not value compatibility.

Each consumer buys at most one computer. Thus, denoting by ¢ > 0
the quantity sold by the monopoly, ¢ also denotes the actual number of
computer buyers. The utility function of each consumer type is given
by

B —p+ aq adapter installed
U= B—p adapter not installed (2.12)
0 does not purchase a computer,

and
U e 0 —p purchase any machine
" 0 does not purchase a computer,
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where 3 > 0 is interpreted as the “basic” utility each consumer derives
from using a computer regardless of compatibility. The parameter o
(multiplying the total number of computer users, ¢) measures the degree
of importance of compatibility to type ¢ consumers. Thus, the product
aq is the total utility gain from having a machine with an adapter that
can communicate with ¢ machines sold in this market. Finally, unit
costs are the same as in (2.2), and the timing of decisions is also the
same as before.

Stage III: Consumers’ purchase decisions

Suppose first that the computer is produced with no compatibility fea-
tures. Then, (2.12) implies that total number of buyers is

_J2n ifp<p
q_{o itp > 4. (2.13)

Now, suppose that the monopoly producer installs adapters in each
machine, thereby making all machines compatible. Then, (2.12) implies
that total number of buyers is

2n ifp<p
g=< n ifB<p<B+an (2.14)
0 ifp>p+an.

Stage I1I: Monopoly selects a price

In this stage, the monopoly selects a profit-maximizing price subject to
consumers’ demand functions, (2.13) if the machines are incompatible,
and (2.4) if the machines are compatible.

If the machine are incompatible, (2.3) applies and the monopoly’s
profit maximizing price is p = 3, yielding a profit of

T = (8 = pin)20)- (2.15)

If the machines are compatible, (2.14) applies and the profit of the
monopoly as a function of price is

(B+an—pe)n ifp=pF+an
.= ) 2.16

g {(ﬂ—uc)% it p= 5. (2.16)
Stage I: Monopoly compatibility decision

In the first stage, the monopoly decides how to design its machine, know-
ing that installing compatibility adapters would raise the production cost

by Ap = fie — pe-
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Comparing (2.15) with the second part of (2.16) reveals that the
monopoly will never design the machine to be compatible and charge
only p = 3, as there is no point in investing in compatibility if con-
sumers are not required to pay for it. Hence, in making its compatibility
decision, the monopoly need only compare (2.15) with the first part of
(2.16). Therefore, the monopoly will produce compatible machines if

(B+an— pe)n > (8 — pn)2n. (2.17)

Equation (2.17) reveals that an increase in the network externality pa-
rameter « will increase the parameter range where the monopoly will
choose to design a compatible machine. Finally, (2.17) can be simplified
to

e < an— B4 2y, (2.18)

which has the interpretation that compatibility is profitable if the cost of
making one compatible machine does not exceed the gain in revenue by
increasing the price for the consumers seeking compatibility, an, minus
the loss from giving up on the other consumers, 8 plus the “saving”
made by not producing twice as many incompatible machines.

Is there a market failure?

A natural question to ask at this point is whether a monopoly reduces so-
cial welfare by over- or under-provision of compatibility adapters. Again,
we define the society’s social welfare by summing up consumers’ utilities
and the monopoly’s profit.

Suppose that the social planner decides on making incompatible ma-
chines. Then, social welfare is given by

W, = nqU.+nU,+m7 (2.19)
= n(B=p)+0(8—=p)+ 2P — pn) =20(8 — pn).

Now, suppose that the social planner decides on making compatible
machines, and selling them to all consumers! Then, social welfare is
given by
W, = nU.+nU,+7 (2.20)

= nB+am+n) —pl+n(8—p)+20(p — pe) =208 + an — pe).

Comparing (2.19) with (2.20) yields that compatibility is socially

preferred if
e < am+ fuy,. (2.21)

The conditions given in (2.18) and (2.21) are drawn in Figure 2.1, which
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Figure 2.1: Possible market failure due to underprovision of compatibility.

divides the p,—. space into three regions: In region I, the unit cost of
producing compatible machines is very high comparing to incompatible
machines, hence both the social planner and the monopoly will choose
incompatibility. Region III reflects the exact opposite extreme, where
the cost of producing compatible machines is not very high, in which case
both the social planner and the monopoly will choose compatibility. In
contrast, region II illustrates a parameter range where a market failure
occurs since the monopoly will choose to produce incompatible machines,
but compatibility is socially optimal. Hence,

Proposition 2.2

When consumers are not identical, a market failure may occur when a
monopoly producer does not provide compatibility but compatibility is
socially preferred to incompatibility.

The reason for this failure is that the monopoly cannot price discrimi-
nate between the two groups of consumers, hence it fails to induce the
compatibility independent consumer to buy the machine and enhance
the utility of the compatibility-oriented consumers. More precisely, the
monopoly cannot charge a price of 3 to the consumers who do not value
compatibility and a price of 5+ @27 to consumers who value compatibil-
ity since the monopoly cannot identify the precise type of each consumer.
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2.2.3 Duopoly selling differentiated brands to heterogeneous
consumers

Consider a duopoly (two-firm) computer industry producing two brands
named Artichoke (Brand A), and Banana (Brand B). Assume zero
production cost for each brand producing firm, and let p4 denote the
price charge by Artichoke, and pp the price charged by Banana.

We model heterogeneous consumers who have different orientation
(utility) towards the different brands. Notice that consumer hetero-
geneity here is different from the consumer heterogeneity assumed in
the monopoly case analyzed in Section 2.2.2. In the monopoly case,
consumers were able to purchase only a single brand, so heterogeneity
was assumed to be in different preferences toward compatibility.

In contrast, in this section we assume that all consumers value com-
patibility in the same way, however consumers have different preferences
toward using the different computer brands. Suppose that the 27 po-
tential consumers are divided into two types: 7 consumers are called
brand A-oriented consumers, whereas the remaining 7 consumers are
called brand B-oriented consumers. Formally, the utility of A-oriented
and B-oriented consumers are given by

aqga —pa buys A ; A is incompatible
U, o agg —pg — 0 buys B ; B is incompatible (2.22)
A= a(ga +qB) —pa buys A ; A is B-compatible ’
a(ga +qB) —pp — 96 buys B ; B is A-compatible,
and
aga —pa —0 buys A ; A is incompatible
Up & aqp — pB buys B ; B is incompatible
B = a(qa +qgB) —pa—0 buys A ; Ais B-compatible
a(qa +qB) — B buys B ; B is A-compatible.

Thus, a consumer who is oriented toward brand 7 has a disutility of § if
she is buying her less preferred brand, brand j, where i,j = A, B, i # j.
The exogenously-given parameter ¢ is referred to as the tastes’ disutility
parameter, or the transportation-cost parameter (since these types of
models are also used to describe consumers’ choice among stores with
different locations).

A natural question to ask is why computer users have different pref-
erences toward the different brands even if the machines may be com-
patible? There are several answers to this question.

(a) Some users, such as the author of this book, prefer to use portable
machines (laptops) rather than full-size machines (desktops). This
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distinction depends on whether users tend to travel a lot on business.
But the point we are making here is that brands can still be differ-
entiated in the eyes of consumers despite the fact that the brands
may operate on the same operating system. Thus, the issue of com-
patibility (which is related to operating systems) is independent of
whether users have preferences for laptops or desktops.

(b) Consumers who are engaged in number crunching prefer to use fast
processors, whereas consumers who use computers mainly for word
processing can settle for slower processors. This distinction was visi-
ble in the late 1980s and early 1990s where manufacturers offered for
sale computers with or without math co-processors for the different
consumer groups.

(c) Some consumers may prefer to use graphic-oriented computers whereas
others prefer to use text-based operating systems. This distinction
was highly visible during the 1980s with the introduction of the
Apple Macintosh computer based on GUI (graphic-user interface),
which was very different from the DOS-based machines running on
the Intel chip. In the late 1990s, this difference was diminished to a
minimum, and is expected to become insignificant.

The parameter @ > 0 which multiplies the relevant network size in
(2.22) retains its original interpretation which is the degree of impor-
tance of compatibility to consumers. Thus, a computer ¢ user enjoys a
network utility of ag; if machine ¢ is incompatible with machine j, and
a(qa + gp) if machine ¢ is compatible with j.

Finally, in order to be able to solve for an equilibrium where some
consumers buy computer brand A and others buy brand B, we need to
make the machines sufficiently differentiated from each other in the eyes
of users. Formally,

ASSUMPTION 2.4
The brand differentiation eflects in consumers’ preferences has a stronger
influence on utility than the network sizes. Formally, 6 > an.

Assumption 2.4 implies that although the network effects imply that
all users are better off when all other users use the same brand, users’
preferences for a specific brand still dominate these network effects. Note
that if Assumption 2.4 is reversed, in equilibrium all consumers will end
up buying the same brand since in that case the network effects dominate
consumers’ desire for differentiation.

Before we proceed, we would like to avoid modeling a situation where
each consumer has market power in the sense that a shift of one and
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only one consumer from consuming one brand to another will affect the
relative utilities gained by other consumers.

ASSUMPTION 2.5

Let there be q4 Artichoke buyers, and qp Banana buyers. Then, each
consumer treats q4 and qp as constants which are invariant with respect
to her own choice of which brand to purchase.

Assumption 2.5 is justified by the fact that the markets we analyze have
a large number of consumers.

FEquilibrium when both machines are incompatible

We look for a Nash-Bertrand equilibrium defined in Definition A.4 on
page 292. Unfortunately, Proposition C.1 on page 308 in Appendix C
demonstrates that a Nash-Bertrand equilibrium does not exist in this
type of environment.

We therefore look for a pair of prices constituting an Undercut-Proof
equilibrium (UPE), see Appendix C. However, before we proceed we
need to slightly modify our definition of undercutting (Definition C.1 on
page 309) in order take into account how consumers are affected by the
change in the relative network sizes once undercutting takes place.

DEFINITION 2.6
Suppose that initially, 1 users use computer brand i and 7 users use
computer brand j, where i,j = A, B, i # j. Let pa and pp denote
brands’ prices. Then, brand i producer undercuts brand j producer, if
pi <pj — 0+ an.

Thus, in order to attract brand j users, brand ¢ producer must reduce its
price below its competitor so that the transportation cost § is subsidized.
However, the price can be raised by an since brand j users are joining
a network of 27 users compared to a network of only 7 users.
Definition C.2 on page 309 states that a pair of prices (p%, p%> con-
stitutes an UPE if the following conditions are simultaneously satisfied:

(a) For given p¥, firm A chooses the highest price p§ subject to
T5 = ppn > (pa — 6+ an)2.
(b) For given pY, firm B chooses the highest price p% subject to

4 =pYn > (pp — 6 + an)2n.
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Hence, equilibrium prices and profit levels given by

PA=p%=200-an) and 7Y =78 =2n(6 - an). (2.23)

Therefore,

Proposition 2.3
When users’ preferences exhibit network externalities, and if computer
brands are differentiated and incompatible, then

(a) prices and profit levels decline with an increase in consumers’ pref-
erence toward the network size, i.e. an increase in «;

(b) prices and profit levels increase with the degree of differentiation
between the machines.

Thus, when machines are incompatible, an increase in users’ desire for
compatibility intensifies competition and therefore results in reduced
prices and profits. Proposition 2.3 is very important since it highlights
the effects consumers’ desire for compatibility has on price competition
when brands are incompatible. As « increases, consumers’ choice of
which brand to buy becomes more sensitive to the expected network of
buyers of each brand. This increases firms’ incentives to undercut the
rival firm. Hence, firms must reduce prices in order to avoid being un-
dercut. As a result, an increase in consumers’ desire for compatibility
improves consumer welfare at the expense of firms’ reduction in prof-
its. This can be seen by computing users’ utility under incompatibility.
Thus,

Us=Up =an—2(0 —an) = 3an — 24, (2.24)

which indeed increases with «.

FEquilibrium when both machines are compatible

When both machines are compatible, all computer users are exposed to
a network of size 2n regardless which computer they purchase. That
is, under compatibility each consumer gains network utility of a2n re-
gardless of how consumers are allocated between the brands. Hence,
their purchase decision is unaffected by the network effects. Thus, a
pair of prices (pY,pY) constitutes an UPE if the following conditions
are simultaneously satisfied:

Hence, equilibrium prices and profit levels given by

PG =p% =25 and 7Y =Y = 2n9. (2.25)
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Notice that (2.25) is the limit of (2.23) as when oo — 0, i.e., if consumers
do not care about network sizes, the same equilibria emerge under com-
patibility and incompatibility.

Finally, we wish to compute users’ utility under compatibility. Thus,

Uas=Up =a2n—26. (2.26)

Comparing (2.23) with (2.25) and (2.24) with (2.26) yields the main
result of this section.

Proposition 2.4
When users’ preferences exhibit network externalities,

(a) computer producers charge higher prices and earn higher profits
when they make their machines compatible;

(b) consumers are worse off when firms sell compatible machines.

Proposition 2.4(a) demonstrates that compatibility reduces price com-
petition when users’ preferences exhibit network externalities. In other
words, compatibility is anticompetitive! The explanation for this is that
when the machines are incompatible, the relative utility users gain from
each machine depends on the relative network size of each machine in
addition to the price difference between the two brands. Hence, under in-
compatibility, each computer brand-producing firm attempts to attract
as many customers by reducing its price. In contrast, price competition
is relaxed when the machines are compatible, since under compatibil-
ity firms’ network size becomes irrelevant to consumers’ choice of which
brand to buy.

Proposition 2.4(b) highlights that despite the fact that consumers’
utility is enhanced with compatibility (higher gross utility), consumers
end up being worse off under compatibility since equilibrium prices un-
der compatibility are much higher than under incompatibility, where
firms manage to extract all the surplus that consumers gain from using
compatible machines.

FEquilibrium with one-way compatibility

We consider the following asymmetric situation where the producer of
brand A makes its machine compatible with machine B, whereas ma-
chine B is incompatible with A. Such a situation occurred in the late
1980s when Apple Computers, Inc. installed what they called an “Hyper
Drive” diskette drive, which was able to read DOS-formatted 1.44 MB
diskettes which were used on the Intel-based personal computers. Thus,
files that were produced on Intel-based personal computers were read by



32 The Hardware Industry

Macintosh users, however, files placed on Macintosh-formatted diskettes
were not readable on DOS-machines. This provides a classic example
for one-way compatibility. One-way compatibility raises the following
questions:

(a) Does the firm that makes its machine compatible earn a higher (or
lower) profit than the firm that makes its machine incompatible?

(b) Do A users benefit having their machine compatible with the B
machine even if the B machine is incompatible with A machine?

In order to answer these questions, we now solve for the UPE prices.
Before we proceed with solving for the UPE prices, we look at how
undercutting can take place in this asymmetric environment. Suppose
that the total consumer population is evenly divided between the two
brands, so 1 consumers buy each machine. Then, each A-user gains a
network utility of a2n, whereas each B user gains only a network utility
of an. This means that if firm A undercuts B, it increase the network
size of B-users by n. Therefore, A can undercut B’s price by setting
pa = pp — 6 + an. In contrast, if B undercuts A it does not increase
the network size for A users, since A machines are B compatible thereby
maintaining the maximal network size of 2. Hence, in order to undercut
A, B must set pg = ps — 0.

A pair of prices (p4,p%) constitutes an UPE if the following two
conditions are simultaneously satisfied:

(p% —0)2n
(p% — 6+ an)2n,
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yielding equilibrium prices and profit levels given by

2 4
pY =26 — % and pY =25 — % (2.27)
Hence,
2
4 =2 ((5 - %) , and 7Y =2n ( - ?) (2.28)

Equation (2.27) and (2.28) yield the following proposition which sum-
marizes our results concerning one-way compatibility.

Proposition 2.5
When one machine is made to be compatible with the competing ma-
chine, but the other machine is made incompatible,
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(a) the producer of the compatible machine charges a higher price than
the producer of the incompatible machine, hence

(b) it earns a higher profit;

As we demonstrate in Chapter 3, Proposition 2.5 is not robust to other
types of computer industries. Chapter 3 demonstrates that when each
computer brand is supported by brand-specific software, the firm that
makes its machine compatible with the other incompatible machine may
actually end up reducing its profit.

Finally, we conclude the analysis of one-way compatibility with the
calculation of consumers’ welfare levels. Substituting the equilibrium
prices given in (2.27) into consumers’ utility functions (2.22) yield

=B o5 and U= 19 g5, (2.29)

Ua==3 3

The complete game: the choice of compatibility

We conclude our analysis of compatibility with heterogeneous users by
analyzing the profit-maximizing choice of (in)compatibility by computer
producers, and the welfare consequences of such choices. From a mod-
eling point of view, it would be “nice” if we could design a two-stage
game where in stage I each firm decides whether to make its machine
compatible or incompatible with the competing machine; and in stage II
determines its price. However, such a game will not have a Subgame-
Perfect equilibrium for the very simple reason that the subgames (price
stage) do not have a Nash equilibrium (for this very reason we used the
UPE to solve for prices). For this reason, the reader should consider
the following analysis as a one-shot game for predetermined profit levels
given in Table 2.1, which summarizes the profit levels of computer brand-
producing firms under all possible choices of compatibility by both firms
as calculated in (2.23), (2.25), and (2.28).

Firm 2
INCOMPATIBLE COMPATIBLE

1 INcomp 26 —an) 2n(6—an) | 2n ( — ZQT") 2n ((5 — %)

Comp | 2n (6 — <) 2n( —%‘T") 2nd 2nd

Table 2.1: Profit levels for all choices of compatibility.

Consider the following scenario. While still at the designing stage
(i.e., before sales begin) each computer brand-producing firm decides
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whether or not to make its machine compatible with the competing ma-
chine. In order to make this decision each firm calculates the profitability
of its machine given the (in)compatibility decision of the competing firm,
where all these profits are displayed in Table 2.1.

Formally, we let each firm action set be S; & {C, I}, where C stands
for compatible and I stands for incompatible, i = A, B. We now search
for a Nash equilibrium for this game (see Definition A.4 on page 292).

Comparing the profit levels in Table 2.1 reveal the following results.

Proposition 2.6

(a) Both firms designing their machine to be compatible, (C,C), con-
stitutes a unique Nash equilibrium. In fact, the outcome (C,C)
constitutes an equilibrium in dominant actions.

(b) This equilibrium also maximizes industry profit.

The second part of the proposition reveals the finding that there is no
“industry failure” in the sense that the noncooperative (Nash) outcome
coincides with the collusive (cooperative) outcome. In other words, com-
patibility will also be chosen by a cartel as well as a noncooperative
industry, so coordination is not required in this case.

We conclude this analysis by looking at consumer welfare under
all possible compatibility decision outcomes. The utility levels (2.24),
(2.26), and (2.29) are compared in Table 2.2.

Firm 2
INCOMPATIBLE COMPATIBLE
1 INcomp | 3an —26 3an —26 | 181 — 25 8o — 25
Comp | 251 — 25 o0 — 26 | 2am — 26 2am — 26

Table 2.2: Utility levels of A- and B-users under all choices of compatibility.

Table 2.2 reveals the following result, which some readers may find to
be rather surprising.

Proposition 2.7
(a) Consumers are better off when the machines are incompatible.

(b) However, social welfare is maximized when both machines are com-
patible.

The first part of Proposition 2.7 is rather surprising since it implies
that despite the increase in the network size enjoyed by each user under
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compatibility, the corresponding increase in price dominates the utility
gains from compatibility. Thus, firms manage to extract more surplus
under compatibility thereby making compatibility “bad” for consumers.

The second part of the proposition needs to be proven. We define a
social welfare function, by

4an?  under (C,C)
denUAJrT]UBJrWAJrWB: 2am? under (I, 1)
3an? under (C,I),(I,C).

which is clearly maximized under the outcome (C,C). The intuition
behind it is as follows. Since the firms are owned by consumers, and
since prices are merely transfers from consumers to firms and therefore
cancel out in the welfare function just defined, the only net effect on
social welfare is the utility gain from the network sizes.

2.2.4 Summary of the network externalities approach

The basic questions needed to be answered in analyzing markets affected
by network externalities are:

(a) Do firms gain by producing compatible machines or incompatible
machines?

(b) Do consumers gain when firms sell compatible machines?

(¢) From a social welfare view point, can a market failure occur where
firms do not produce compatible machines even though compatibil-
ity is socially preferred to incompatibility?

Our analyses have shown that if compatibility is not too costly to pro-
duce, firms gain by producing compatible machines. As a result, firms
managed to extract a much higher surplus from consumers, thereby
making consumers worse off under compatibility despite the fact that
compatibility enhances consumers’ gross utility. Finally, as it turns out,
the answer to our third question is: “it depends,” which is a common
answer by economists. However, we indeed made some progress as now
we understand that it depends on whether consumers are identical, or
have different preferences for compatibility. More precisely, our analyses
have shown that as long as all consumers treat the benefits from com-
patibility in the same way, no market failure occurs so that firms choose
compatibility only when it is beneficial from a social point of view. This
result holds both for the case that consumers buy a single brand (our
monopoly case), and when consumers have different preferences for the
different brand (our duopoly case).
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Mkt. Structure Consumers Possibility for Market Failure
Monopoly Identical No (Proposition 2.1)

Monopoly H-C Yes (Proposition 2.2)

Duopoly H-B No (Propositions 2.6(a) & 2.7(b))
Duopoly H-C Yes (Not analyzed)

Table 2.3: Summary of welfare results under the network externalities ap-
proach. (H-C stands for heterogeneous with respect to compati-
bility; H-B for heterogeneous with respect to brands only.)

Table 2.3 summarizes our welfare results. Table 2.3 implies that
neither the market structure not the existence of network effects are suf-
ficient for generating market failure stemming from a lack of machine
compatibility. What is needed to generate such a market failure is con-
sumers who are heterogeneous with respect to how much they value
compatibility. Thus, market failure can only occur whenever firms are
unable to price discriminate by charging higher prices from consumers
with higher preference for compatibility. From this we conclude that
government intervention is not needed as the market generally tends to
provide compatibility whenever it is socially optimal.

Finally, in order to simplify the exposition we have neglected to
solve for asymmetric equilibria. More precisely, suppose that n4 > np
meaning that there are more A-oriented consumers than B-oriented con-
sumers. Without going to the formal analysis solving for the UPE prices,
firm A will charge a lower price but will earn a higher profit than firm B.
However, the general result showing that aggregate-industry profit is
higher under compatibility remains the same as in the symmetric case.
In the components’ approach section below, we do solve for some asym-
metric equilibria, so the reader is referred to Proposition 2.9 on page 42,
which states which firm gains and which firm loses under from compat-
ibility.

2.3 The Components Approach

In the previous section we introduced the network-externality approach,
where a consumer’s valuation of a certain brand is affected by the number
of consumers purchasing a similar or an identical brand.

The components approach discussed in this section differs from the
network-externality in that it does not assume that consumers’ prefer-
ences exhibit a consumption externality. Instead, it assumes comple-
mentarity, in the sense that the basic computer component does not
yield utility without a complementary monitor component. That is, a
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computer system is composed of two products: a computer and a mon-
itor where the two components are perfect complements, in the sense
that without having the two components installed the consumer cannot
operate the system and will therefore not gain any utility. The com-
ponents models were first introduced in Matutes and Regibeau (1988)
and Economides (1989). We now have a much-simplified components’
model.

Computer systems

Consider a system that can be decomposed into two (perfect comple-
ments) components. For example, a computer system can be decom-
posed into a basic unit and a monitor. The basic unit and the monitor
are perfect complements since a consumer cannot use one component
without using the other. Another example is a stereo system, which is
generally decomposed into an amplifier and speakers (and some other
components as well). We denote the first component (the basic unit) by
X and the second component (the monitor) by Y.

Firms and Compatibility

There are two firms, indexed by A and B, capable of producing both
components, which can be assembled into systems. We denote by X 4 the
first component produced by firm A, and by Y4 the second component
produced by firm A. Similarly, firm B produces components Xp and
Yp. With no loss of generality, we simplify by assuming that production
is costless.

Turning to compatibility, we can readily see that since the compo-
nents are perfect complements, each consumer must purchase one unit
of X with one unit of Y. The question of compatibility here is whether
a consumer can combine components from different manufacturers when
he or she purchases and assembles the system. Formally,

DEFINITION 2.7

(a) The components are said to be incompatible if the components
produced by different manufacturers cannot be assembled into sys-
tems. That is, systems X 4Yp and XpYa do not exist in the market.

(b) The components are said to be compatible if components produced
by different manufacturers can be assembled into systems. That is,
XAYp and XY, are available in the market.
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Consumers

There are three consumers, denoted by AA, AB, and BB, with hetero-
geneous preferences toward systems. We denote by p;X and p} the price
of component X and component Y produced by firm ¢, respectively,
1= A, B.

Each consumer has an ideal combination of components. That is,
if pif = pg and pX = pg, then consumer AA would always choose
system X Y4 over XpYp, consumer BB would choose system XpYp
over X 4Yy, and if the systems are compatible (see Definition 2.7), then
consumer AB would choose system X4Y5g.

A consumer who purchases system X;Y; would pay a total price of
P+ p}/ for this system, 4, j = A, B. We denote by U;; the utility level
of consumer ij, whose ideal system is X;Y}, ij € {AA, AB, BB}, and
assume that for § > 0

B— (p + p;) if purchasing system X;Y;

_ ) B=Wwf+p)-94 if purchasing system XY
Uy=4 o PP —0 8 SV 7 (2.30)

B—(p +p;)—0  if purchasing system X,Y;

B—(p) +p))—20 if purchasing system X;V;.

Thus, in this simple model each consumer has a different ideal system
(under equal prices). The utility function (2.30) shows that a consumer
purchasing his ideal system gains a gross utility level of 3. If the system
he buys has one component from his ideal system and one component
from his less preferred system, his gross utility level is reduced by 6.
A consumer who purchases a system in which both components are
produced by his less preferred manufacturer has a gross utility level of 3—
26§. Finally, we assume that the basic utility gained from any system, as
reflected in the parameter (3, is sufficiently high, so in equilibrium each
consumer will purchase a system. Formally, we let § > 46.

2.3.1 Incompatible systems

Suppose that the components produced by different manufacturers are
incompatible (see Definition 2.7), so that only two systems are sold in
the market: system X Y4 and system XpgYp. Since each firm sells a
complete system, there is no demand for individual components. There-
fore, we define the price of system X4Y4 manufactured by firm A by
pas = pX 4 pY. Similarly, we define the price of system XpYp by
pBB = Y +ph. Since only systems X 1Y, and X pYp are available, con-
sumer AB will have to “compromise” and purchase one of these systems,
since his “ideal” system X 4Yp is not available due to incompatibility of
the components. Hence, we look for an “asymmetric” equilibrium where
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consumers AA and AB buy system X 4Y4, whereas only consumer BB
buys system X gYp. (Obviously, if such an equilibrium exists, then there
must exist another equilibrium where only consumer AA buys X 4Y4 and
consumers AB and BB buy system XpYg.) Figure 2.2 illustrates the
trade between firms in consumers for the case of incompatible systems.

A A
N\

’ Consumer AA Consumer AB Consumer BB

Figure 2.2: Trade with incompatible systems.

Since a Nash equilibrium in prices does not exist for this model, we
will use the Undercut-Proof equilibrium described in Appendix C. A pair
of prices (p4, p¥) constitutes an Undercut-Proof equilibrium (UPE), see
Definition C.2 on page 309, where firm A sells to consumers AA and AB
and firm B sells to consumer BB, if both conditions are simultaneously
satisfied:

%

% =pEp x 1 max { (p{ 4 — 0) x 2; (p44 — 26) x 3}

Th =paax2 > (pgp—26) x 3.

V

The first condition implies that there are two ways in which firm B can
undercut firm A. A “mild” undercutting would involve reducing the
price below A’s price so that consumer AB would switch from buying
system AA to buying system BB. For this to happen B has to set pgg <
paa—0. A “strong” undercutting would involve grabbing consumers AA
and AB to buy system BB, in which case firm B has to set ppp <
paa— 2. However, “mild” undercutting yields a higher profit to firm B
than “strong” undercutting, that is (p4, — 0)2 > (p4 4 — 26)3 if and
only if pY 4 < 48 which turns out to be the case. Hence, in calculating
the UPE we consider only the case of “mild” undercutting. Therefore,
equilibrium prices and profit levels given by
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where superscript I stands for “incompatibility.” Equation (2.31) reveals
an important property of the UPE, where the firm that has the larger
number of consumers (firm A) charges a lower price, but earns a higher
profit. The reason is that the firm with the larger market share is always
a prey to be undercut by the small firm, since undercutting can signifi-
cantly increase the small firm’s market share. Thus, to avoid being such
a prey, the large firm must reduce its price compared to the small firm’s
price.

We define the aggregate consumer surplus as the sum of consumers’
utilities. Hence,

CST = Usa+Upp+Uap (2.32)
= (B-30)+(8—46)+(8—35—9) =35—114.

We define the economy’s welfare as the sum of firms’ profit levels and
consumer surplus. Thus,

Wl =na+75+CST =66+45 +33 116 =33 — 6. (2.33)

The equilibrium social-welfare level given in (2.33) is simply the sum of
the gross utility levels of all the consumers.

2.3.2 Compatible systems

When firms design their components to be compatible with components
produced by the rival firm, two more systems become available to con-
sumers: system X Yp and system XpY4. We look for an equilibrium
where each consumer buys (assembles) his ideal system. In this equilib-
rium, firm A sells two X4 components and one Y, component whereas
firm B sells two Yp components and only one Xp component. Fig-
ure 2.3 illustrates the trade between firms in consumers for the case of
incompatible systems.

Since each component is sold separately we treat the market for X
as independent of the market for Y. Thus, a pair of prices (p%,py)
constitutes an Undercut-proof equilibrium (UPE), see Definition C.2 on
page 309, where firm A sells component X to consumers AA and AB,
and firm B sells component X to consumer BB only, if

pr x1 > (pX —0)x3
pix2 > (p5—0)x3.

For the Y-component market, UPE prices satisfy

pEx2 > (ph—0)x3
phx1 > (ph—9)x3.
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Firm A Firm B

XA YA XB YB

Consumer AA ‘ ’ Consumer AB ‘ ’ Consumer BB

Figure 2.3: Trade with compatible systems.

Therefore, equilibrium prices and profit levels given by

126 156 126 156 399
:%:7”%:@*:7*ﬂ:”5:27+7':?’

34)
where superscript C' stands for “compatibility.”
Since each consumer gets his “ideal” brand, consumer surplus is given
by

cseé E Uaa+Upp +Uap (2.35)
126 156 156 126 126 126
- 2R
785
= -

Social welfare is then

396 390 789
WC =n4+75+CS¢ = — ﬁ———?)ﬁ, (2.36)
which equals exactly the sum of gross utilities when each consumer buys

his ideal system.

2.3.3 Compatibility versus incompatibility

We now wish to examine the effects of components’ compatibility on
firms’ profits, consumers’ utility levels, aggregate consumers’ surplus,
and social welfare. Comparing (2.32) with (2.35) yields

Proposition 2.8
Consumers are better off when the firms produce incompatible compo-
nents than when firms produce compatible components.
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Thus, despite the fact that under compatibility each consumer gets his
ideal system, consumers are worse off since firms charge higher prices
under compatibility, thereby absorbing all consumers’ gain from com-
patibility. To see this, comparing (2.31) with (2.34) yields

Proposition 2.9

(a) Aggregate industry profit is higher when firms produce compati-
ble components than when they produce incompatible components.
Formally, 7 + 7§ >l + L.

(b) The firm with the higher market share under incompatibility earns a
higher profit under incompatibility whereas the firm with the smaller
market share under incompatibility earns a higher profit under com-
patibility. Formally, 7!, > n§ and 7§ < 7§.

Also, comparing (2.33) with (2.36) yields

Proposition 2.10
Social welfare is higher when firms produce compatible components.

Thus, the welfare gains derived from having firms increase their prof-
its by making their components compatible exceeds the utility loss of
consumers from the high component prices under compatibility. This
result is expected considering the fact that the firms are owned by the
consumers.

2.3.4 Summary of the components approach

We summarize the components approach by comparing it to the results
obtained in the network externalities approach under duopoly. Surpris-
ingly, both approaches ended up yielding identical results.

Comparing propositions 2.6 and 2.9 reveals that industry profit is al-
ways higher when firms choose compatibility over incompatibility. Also,
comparing propositions 2.7 and 2.8 reveals that consumers are worse
off under compatibility, since under both approaches firms manage to
extract much higher rents under compatibility, and these high rents far
exceed consumers’ rise in utility resulting from compatibility. There-
fore, since this result is confirmed for both, the network externalities
approach and the components approach, we can regard these basic re-
sults as robust. Finally, comparing propositions 2.7 and 2.10 the unique
socially-optimal outcome is to have compatible machines and compati-
ble components (as long as the costs of designing compatible machines
is not too high). Despite this result, one should not conclude that gov-
ernments must impose mandatory standards on computer firms, since as
often happens, governments may choose standards that are not valued
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by the consumers. Hence, despite this result, government intervention
is not called to fix this type of a market failure.

2.4 Empirical Findings on Network Externalities

Most empirical research confirming network-externality behavior focused
on the software market is analyzed in the next chapter. We therefore
refer the reader to Section 3.7, where network behavior is confirmed via
consumers’ choice of compatible software. In this section we focus only
on empirical findings concerning direct network externalities (i.e., we do
not discuss empirical findings in markets with network effects generated
by complementary services such as computer-specific software).

2.4.1 Keyboard compatibility and network externalities

David (1985) provides a classic example of path dependent sequence of
failing to replace the currently used inefficient typing keyboard as a
result of network externalities. The currently-used QWERTY keyboard
has been used since the mid-1890s. Despite the inconvenience of this
keyboard this standard has not been replaced even with the introduction
of the Dvorak Simplified Keyboard (DSK) which was patented in 1932.
Table 2.4 illustrates the two keyboard layouts.

Q W E R T Y U I O P
A S D F G H J K L ;
Z X C V B N M , .
. P Y F G C R L
A O E U I D H T N 8
. Q J K X B M W V Z

Table 2.4: Top: The commonly-used QWERTY keyboard layout. Bottom:
The Dvorak keyboard layout. Notice that only the letters “A”
and “M” appear at the same location.

During the 1940s U.S. Navy experiments have shown that the in-
creased efficiency obtained with the DSK would amortize the cost of
retraining a group of typists within the first ten days of the subsequent
full-time employment.

As David indicates, the perfection of the first typewriters from 1867
to 1873 led to a change from alphabetical key ordering to the currently
used QWERTY in order to reduce the frequency of typebar clashes.
Since by now, with the introduction of computers, mechanical typewrit-
ers are no longer in use, one would expect the Dvorak keyboard to replace
the QWERTY keyboard. But as it turns out, the industry continues to
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be locked in to the de facto QWERTY standard. Interestingly, Cowan
(1990) provides a similar story about resistance to technology change in
nuclear reactors.

Leibowitz and Margolis (1990) raise doubt concerning the claims
of the inefficiency of the QWERTY keyboard. They argue that the
QWERTY keyboard was not designed to slow down typing and that the
Navy study was poorly documented and designed. As it turned out this
study was carried out by Navy Lieutenant Commander August Dvorak,
the creator and patent holder of the keyboard bearing his name. More
recent studies indicate that practically there is no difference in typing
speeds between the keyboard designs, so the Dvorak keyboard story may
provide a rather poor empirical base upon which to support a theory.

2.4.2 Mainframe computers

Greenstein (1993) analyzes a federal agency acquisitions of commercial
general-purpose mainframes and investigates the empirical relationship
between incumbent computer vendors and the government. The analysis
finds that even when controlling for factors influencing the vendor-buyer
match, an agency is likely to acquire a system from an incumbent vendor.
More interestingly, Greenstein provides evidence that indicates that the
incompatibility in IBM’s product line generated a counter effect to the
incumbency status, since former IBM users tended to switch to other
vendors most often when they possessed very old IBM equipment (e.g.,
IBM 1400 series) where the compatible upgrades were limited. Federal
IBM users who could upgrade from one compatible system to another
(e.g., IBM 360/370) tended to choose IBM much more often.

2.4.3 Network externalities in the market for spreadsheet pro-
grams

Although the software industry is analyzed in the next chapter, authors
often find it easier to demonstrate the existence of network externalities
in a market for a particular software. The spreadsheet market provides a
good environment to test for the presence of network externalities since
in the 1980s a de facto standard existed where IBM PCs and compati-
bles were dominated by Lotus. When it was introduced in 1983, Lotus
1-2-3 became the best seller. The Lotus compatibility feature offered by
some competing spreadsheet programs indicated the importance of net-
work externalities, since compatible spreadsheet programs could greatly
enhance the ability of consumers to share information.

Gandal (1994) estimates hedonic (quality-adjusted) price equations
for spreadsheet programs and then used the analysis to test whether
network externalities exist. Gandal compiled yearly reports issued by
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Data-Pro Research Group from 1986 to 1991 focusing on stand-alone
spreadsheet programs (i.e., ignoring programs that integrate spread-
sheets with word-processing and data-base software). The results from
his study are that consumers are willing to pay a significant premium
for spreadsheets that are compatible with the Lotus platform and for
spreadsheets that offer links to external databases, and a smaller pre-
mium for spreadsheets that offer local area network compatibility. These
results support the hypothesis that consumers’ preferences for computer
spreadsheet programs exhibit network externalities.

Brynjolfsson and Kemerer (1996) complements Gandal’s (1994) re-
search by researching data of unit sales and market prices. They use
a sample of spreadsheet programs during the 1987 to 1992 time period
where the price of software 7 in each period ¢ was assumed to be influ-
enced by four sets of variables: p! = f(N!,S!, F!, T;), where N} sum-
marizes the network externalities defined as the installed base, which is
the sum of sales of software i up to period ¢; S} is standard attributes
of software i referring to the use of Lotus 1-2-3 menu tree (implying
greater ease of use for the installed base of users who are familiar with
Lotus’ menu; F} is i specific features as defined by the National Soft-
ware Testing Laboratories; and T3 is time trend of all software packages
in period t.

Brynjolfsson and Kemerer obtain the following three main results:
First, network externalities, as measured by the size of a program’s
installed base, significantly increased the price of the corresponding
spreadsheet programs; more precisely, a 1 percent increase in a pro-
gram’s installed base was associated with a 0.75 percent increase in its
price. Second, programs that adhered to the dominant standard of the
Lotus menu tree interface commanded prices that were higher by an av-
erage of 46 percent. Third, similar to Gandal’s findings, quality-adjusted
prices fell by an average of 16 percent per year.

Gandal (1995) tests for network externalities by looking at file-transfer
compatibility standards rather than by just checking for the Lotus com-
patibility feature. His dummy variables for measuring file-transfer com-
patibility included the ASCII format, DBF (Asthon-Tate’s dBase soft-
ware), LOTUS, and SYLK (Microsoft’s Multiplan’s file format used
mostly on Macintosh machines). The results are that only the LOTUS
file compatibility standard is significant in explaining price variations
and it is significant in both the spreadsheet and database management
system (DMS) markets. This result could be viewed as surprising since
this research did not find a premium for the DBF compatibility in the
DMS market, which suggests that there are not significant direct net-
work externalities in this market. This supports the hypothesis that the
software market exhibits complementary network externalities.
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Finally, for more empirical support of the network externalities hy-
pothesis the reader is referred to Hartman and Teece (1990), Baseman,
Warren-Boulton, and Woroch (1995), Bresnahan and Greenstein (1997),
Bresnahan and Greenstein (1999).

2.5 Exercises

1. Consider the duopoly computer industry problem with heterogeneous
consumers analyzed in Section 2.2.3, but suppose that each computer-
producing firm bears a positive production cost. More precisely, assume
that each hardware unit costs exactly ¢ > 0 to produce. Answer the
following questions.

(a) Calculate the UPE prices and profit level assuming that the brands
are incompatible (i.e., how equation (2.23) is modified in the pres-
ence of production costs).

(b) Calculate the UPE prices and profit level assuming that the brands
are compatible (i.e., how equation (2.25) is modified in the pres-
ence of production costs).

(¢c) Conclude whether Proposition 2.4 on page 31 still holds in the
presence of production costs.

2. Consider the duopoly computer industry problem with heterogeneous
consumers analyzed in Section 2.2.3. Suppose that the computer brands
are incompatible and that there are n A-oriented consumers and n B-
oriented consumers, with utility functions given by

Ua der 2ga —pa buy A def 3ga —pa—9 buy A
2g —ps — 6 buy B, 3¢5 — pB buy B.

That is, the two types of consumers have different utility gains from
their network size. Calculate the UPE prices and profit levels assuming
that in equilibrium both brands are sold in the market and that the
brands are incompatible.

3. Consider the duopoly computer industry with consumer preferences
exhibiting network externalities. Suppose that the computer brands
are initially incompatible and that there are 100 A-oriented consumers
and 200 B-oriented consumers, with utility functions (of each consumer
type) given by

Ua qa —Dpa buy A Uy, ga—pa—96 buy A
4 g —ps — 06 buy B, B gB — DB buy B,

where 0 is the differentiation (switching cost) parameter. Assume that
d > 300.

(a) Calculate the UPE prices and profit levels assuming that in equi-
librium both brands are sold in the market and the that brands
are incompatible.
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(b) Conclude which firm charges a higher price under incompatibility
and which firm earns a higher profit. Explain in words the intuition
behind your result.

(¢) Calculate the UPE prices and profit levels assuming that in equi-
librium both brands are sold in the market and that the brands
are compatible.

(d) Conclude whether firms are better off when computers are incom-
patible than when they are compatible.

4. Consider a situation where network effects are very strong, so that As-
sumption 2.4 on page 28 is violated. More precisely, let there be 60
A-oriented consumers and 60 B-oriented consumers, where

7% 2q4 — pa buy A U, 2q4 —pa — 100 buy A
A= 2q —ps — 100  buy B, B = 295 — pB buy B.

Answer the following questions.

(a) Prove that there does not exist an UPE where 60 consumers buy
brand A and 60 consumers buy brand B.

(b) Find the price charged by each firm in an equilibrium where all
the 120 consumers buy brand A only.

5. You are given the following information about a market with two hard-
ware brands labeled A and B:

e The systems are incompatible.

e There are 100 A-oriented consumers, and 100 B-oriented con-
sumers.

e Each consumer type has a utility function given in Section 2.2.3.

e In an undercut-proof equilibrium, brands’ prices are pa = pp =
50.

Calculate the differentiation (switching-cost) parameter d.

6. Consider the components model of Section 2.3 but suppose now that
there is a fourth consumer named BA whose “ideal” system is XpYa.
Answer the following questions.

(a) Calculate the UPE prices and profit levels assuming that the sys-
tems are incompatible. Hint: Consider an equilibrium where
firm A sells to consumers AA, AB, and BA, whereas firm B sells
to consumer BB only.

(b) Calculate the UPE prices and profit levels assuming that the sys-
tems are compatible.
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Software consists of digital bits that are downloaded onto the storage de-
vices of a computer. Software is also a general name for audio and video
disks that can be inserted into audio or video players connected to stereo
systems or television sets. Software consists of software packages, mu-
sic, or movie titles that are designed to perform different tasks (different
themes) commanded by the user(s) of the computer (or player).
Computer software “issues” commands to the hardware devices of
the computer instructing these devices how to perform specific tasks
instructed by the user. Audio and video software contain all the infor-
mation for the hardware to be able to play certain music or to show
certain movies. All types of software can be modified, replaced, or up-
graded. Software packages are generally produced by a large number of
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software firms that generally are independent of the hardware producers.
For this reason software packages are regarded as supporting services for
the hardware. Thus, a larger variety of software supporting a certain
hardware increases the value of this specific hardware machine. There-
fore, the approach taken in this chapter is sometimes referred to in the
literature as the supporting services approach.

The novelty of the analysis presented in this chapter is that con-
sumers are assumed to derive utility directly from the wvariety of sup-
porting services supporting the specific hardware or the operating sys-
tem they use. That is, instead of assuming network externalities, which
would imply that consumers derive utility directly from the total num-
ber of consumers buying the same or a compatible hardware (see Def-
inition 2.3 on page 17), here we assume that there are no externalities
and consumers determine the value of the hardware machine they buy
by the variety of software supporting the machine they buy, in addition
to hardware’s price. However, since most often there is a positive cor-
relation between the variety of software packages written for a specific
machine and the number of users of this machine, some authors refer
to the supporting services approach as the indirect network externalities
approach.

The literature utilizing the supporting services approach includes
Chou and Shy (1990, 1993, and 1996), and Church and Gandal (1992a,b,
1993, 1995, and 1996). In many instances, supporting services are incom-
patible across brands. For example, most software packages are designed
to operate on one operating system (such as UNIX, DOS, Macintosh,
Windows, etc.) and do not operate on other operating systems. Video-
tapes recorded on the NTSC television system (used in North Amer-
ica and Japan) cannot be played in Asia, Europe, and in the Middle
East, where the dominant television standard is PAL. For a discussion
of the newly emerging high-definition television standards see Farrell and
Shapiro (1992) and the references therein. For this reason, just like in the
previous chapter, we conduct our analysis by comparing the equilibrium
prices, profits, and welfare under compatibility and incompatibility.

For the purposes of this chapter, we will slightly revise the definition
of compatibility (Definitions 2.1 and 2.2) of the previous chapter.

DEFINITION 3.1

Hardware machines are said to be compatible if they can run the same
software. In this case, we can say that the machines are software com-
patible.
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3.1 Principles of Software Production

Like all forms of digitally distributed information products, the produc-
tion of software requires a large investment in development (see also
Section 7.4). This development cost outweighs any other production
and in particular it outweighs the cost of distributing the software to
consumers. This means that the production of software exhibits sharp
economies of scale.

To demonstrate this, we look at the following example. Let g denote
the number of buyers and let ¢ denote the cost of developing, testing, and
debugging software. The development cost includes mostly total wages
paid for thousands of programmers’ hours, office and equipment rental,
and other types of sunk costs associated with establishing a company.
Let u denote the cost of shipping one piece of software to a consumer.
This cost includes the cost of a diskette or a CD in case the software
is shipped using this media, or the time it takes to ship this software
over the Internet. It could also include the cost of printing the manual
attached to this software, and the mailing cost.

We define the average cost as the total production cost per unit
of production. Formally, if TC(q) denotes the total cost function (the
production cost at each output level), then

def TC((I)

AC(q) .

We define the marginal cost as the change in production cost associated
with a “small” increase in the output level. Formally,

aet ATC(q)
v

MC(q)

We now consider the following example which seems an appropriate
presentation of software production cost where T'C'(q) = h+ ng. In this
case,

AC(q)zquu and MC(q) = u. (3.1)
Figure 3.1 (left) illustrates the total cost (3.1) and Figure 3.1 (right)
illustrates the derived average and marginal cost functions. The dashed
lines on Figure 3.1(left) demonstrate how the average and marginal cost
curves can be graphically derived from the total cost function. The
slope of the ray from the origin to the total cost function is precisely
the average cost at this particular output level. The slope of the cost
function itself is the marginal cost which is constant and equals p for
the cost function defined in (3.1). Since the slope of the ray from the
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Total Cost Average, Marginal
y y

> g > g

qo qo

Figure 3.1: Total, average, and marginal software production cost functions.

origin exceeds the slope of the total cost function, we have it that the
average cost of producing software exceeds the marginal cost at every
output level, and that the two converge at high output levels. Formally,
AC(q) — p= MC(q) as ¢ — oo.

What are the implications of the total software cost function (3.1)
for software pricing? Consider an arbitrary price at the level of p = pg
which is plotted on Figure 3.1(right).

Proposition 3.1
For the software production cost given in (3.1),

(a) At every price, pg, there exists a minimum level of sales, qq, for
which any level of sales ¢ > qg result in strictly positive profit and
any sales level q¢ < qg results in a loss to the software company.

(b) Cost-based pricing is not appropriate for software.

The second part of the proposition highlights the difficulty in predict-
ing software prices as it implies that marginal-cost pricing associated
with competitive markets cannot prevail in markets for software simply
because marginal-cost pricing implies a loss to the software developer.

3.2 The Determination of Software Variety

Our earlier discussion concluded with the crucial importance of software
variety to computer users, music lovers, and video watchers. In this sec-
tion we develop a model explaining how software variety is determined in
an environment where consumers place value on the variety of software.

Suppose that there are n consumers who purchase a certain computer
brand. Let w (for wage) denote the total income of each consumer which
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is allocated to be spent on one computer and all the available variety
of software. Thus, in order to be able to use software, the consumer
must pay a price of p to purchase the hardware. Then, the remaining
amount is used to purchase software. Therefore, we denote by e (for
expenditure) a consumer’s total amount of money spent on software,
thus e = w — p.

Let s denote the number of software packages written for this ma-
chine (or each operating system). The purpose of this section is to offer
a model which calculates the variety of software, s. For this purpose, we
need to model the software industry. The software industry consists of
many software writers (or software firms), each concentrating on writing
one or a few packages for a certain operating system. Instead of going
over a long and tedious derivation for how a variety of software is deter-
mined in a monopolistically competitive industry (as in Chou and Shy
1990), we simplify the analysis by introducing the following assumption.
Let ¢ denote the fixed cost of developing one software package. That is,
the cost it takes a software company to write and debug (payments to
programmers) and to sell (cost of marketing activities, packing, mailing,
and advertising) a package of software.

ASSUMPTION 3.1

The variety (number) of software packages equals total consumer ex-
penditure on this software divided by the software development cost.
Formally,

5= —. (3.2)

Assumption 3.1 merely states a well known result in monopolistically
competitive industries where the equilibrium total number of brands in
an industry is proportional to total consumer expenditure on the brand
divided by fixed software development cost. Here, instead of performing
these derivations, we turn this result into an assumption. Substituting
e =w — p into (3.2) yields

§=——". (3.3)

Thus, a reduction in hardware price increases the amount consumers
spend on software, thereby increasing the variety of software available
for the machine.

Each consumer has a utility function of using computers that is influ-
enced by two variables: s, the number of software packages supporting
the machine, and p, the price of one piece of hardware. Software prices
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are ignored in this presentation. Formally,

U { as —p Buys the computer and entire variety of software
0 Buys none.

(3.4)

Thus, each consumer has a reservation utility of zero, and if he buys

the computer and the entire variety of software his utility increases with

the available variety and decreases with the hardware’s price, p. The

parameter a measures the degree of importance of software variety to

computer users. A high value of o means that consumers highly regard

software variety, whereas a low value of a means that consumers are

satisfied with a low variety of software or merely the software that is

built into the operating system (say, allowing only word processing).

Consider now a monopoly hardware producer who sets its price, p,

to maximize profit. In view of (3.4), the monopoly observes s and sets

the maximal price each consumer is willing to pay, which is p™ = as.
Substituting into (3.3) yields,

anw

o an(w —p™)
an+¢’

— mo__
=———-= hence p"=

5 (3.5)

Hence,

Proposition 3.2
The price charged by a monopoly hardware firm

(a) increases with consumers’ love for software variety parameter, «;
consumers’ income, w; and the number of consumers buying this
machine, n;

(b) decreases with the software development cost, ¢.

The first part of Proposition 3.2 shows that an increase in consumers’
love for software variety, «, increases the monopoly hardware price. The
reason for this is that a higher utility from software variety enhances
the value of the hardware machine, thereby enabling the hardware seller
to raise its price. Also, an increase in income, w, results in a higher
demand and therefore a higher monopoly price. Regarding the increase
in consumer population, 7, the logic goes as follows. When more people
buy the machine, more software packages are produced, hence increasing
the utility of each consumer, thereby enabling the monopoly to raise its
price. The second part of Proposition 3.2 has the following explanation.

An increase in the software development cost reduces the variety of
software written for this hardware, hence reduces the value of the hard-
ware, thereby reduces the maximal price a monopoly hardware producer
can charge.
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Substituting (3.5) into (3.3) and using e = w—p yields the equilibrium
software variety and a consumer’s expenditure on software.
nw

Pw
s = and e= .
an+ ¢ an+¢

(3.6)

Equation (3.6) reveals the following.

Proposition 3.3

(a) Equilibrium software variety, s, increases with the number of con-
sumers, 7n; consumers’ income, w; and decreases with consumers’
love-for-software variety parameter, «; and with the software devel-
opment cost, ¢.

(b) A consumer’s software expenditure, e, increases with consumers’

income, w; and with the software development cost, ¢; but declines
with an increase in consumers’ love-for-software variety parameter,
«, and the number of consumers, 7.

Thus, under a monopoly hardware seller, if consumers appreciate more
software variety Proposition 3.2 shows that the monopoly hardware firm
increases its price thereby lowering consumers’ expenditure on software,
hence reducing software variety. This shows that a higher appreciation
for software variety increases the surplus the hardware monopoly can
extract from consumers.

3.3 Software Variety Under Hardware Competition

The previous section computed software variety under the assumption
that there is only one hardware producer and therefore all consumers
must purchase one brand of hardware. We now extend the analysis to
a duopoly computer hardware industry competing for consumers whose
utility increases with the variety of software available for each brand.

There are two hardware producers, A (Artichoke) and B (Banana)
producing computers at no cost. Let s4 denote amount of software
available for brand A, and let sp denote the available software variety
for brand B. Let g4 denote the number of A-users, and ¢ the number
of B-users. Then, applying Assumption 3.1 for how software variety is
determined, we have

def (i€ ¢i(w —pi)
S = =—" (3.7)
' ¢ ¢
where e; = w — p; measures a consumer’s total expenditure on soft-
ware (wage minus the price of the hardware). However, although the
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model can be worked out completely under the software determination
rule (3.7), we choose to further simplify the model with the following
assumption.

ASSUMPTION 3.2

The variety (number) of software packages supporting each brand equals
total number of consumers using the hardware brand divided by the
software development cost. Formally,

s =LA B (3.8)
¢
There are n consumers whom we call computer brand A oriented,

and 7 consumers who are brand B oriented. The utility function of each
type ¢ consumer is given by

Qas; — p; buys brand i; ¢ is incompatible with j
U= i —DPi— 6 buys brand j; j is incompatible with ¢
7Y a(sa+sp)—pi buys brand ¢; 7 is compatible with 7
a(sa+sg) —pj —9 buys brand j; j is compatible with 4,
(3.9)

where i,j = A, B, i # j. Thus, type ¢ has brand 4 as his “ideal” brand.
If type i consumer buys brand j, his utility is reduced by §. As before,
the parameter § can also have the interpretation of the switching costs
associated with having consumer type i learning to operate computer
brand j. In addition, for given prices the utility of each consumer is
always enhanced when the machine he buys is compatible with (can
read the software written for) the rival machine, since this consumer
would be able to use the entire variety of software available for both
machines instead of just using the machine-specific software.

Finally, in order to obtain interior equilibria, that is, an equilibrium
where both brands are purchased, we need to make the brands suffi-
ciently differentiated.

ASSUMPTION 3.3
Consumers’ software-variety desirability parameter is bounded (or, the
two hardware brands are sufficiently differentiated). Formally,

)

«@
a<—, or 0> il
n

e
If Assumption 3.3 is reversed, variety of software becomes so important
that under incompatible systems only one brand will be sold in the
market. In this case, variety of software is maximized as all software

is written for one machine only. Thus, Assumption 3.3 is essential for
having a multisystem equilibrium.
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3.3.1 Incompatible systems

Before calculating equilibrium prices when the two machines are incom-
patible, we need to modify Definition 2.6 on page 29 for the case where
consumers’ preferences exhibit love for software variety instead of net-
work externalities. Using the utility function (3.9) and the software
variety determination rule of Assumption 3.2, we now define undercut-
ting.

DEFINITION 3.2

Suppose that initially, 1 users use computer brand i and 7 users use
computer brand j, where i,j = A, B, i # j. Let pa and pp denote
brands’ prices and let s4 and sg be the corresponding software varieties
as determined in (3.8). Brand i producer undercuts brand j producer,
by setting p, sufficiently low to satisfy

pi<pj—d+a(si—s;) =p;—d+a (2”— n) =p -0+
¢ & ¢
Thus, in order to attract brand j users, brand i producer must reduce
its price below its competitor’s so that the transportation cost § is sub-
sidized. However, the price can be raised by a(s; — s;) since brand j
users would also be buying i-software thereby increasing their software
variety from s; to s}, where s} is the amount of software written for the
machine after firm ¢ undercuts firm j (hence, higher variety due to twice
the number of consumers as well as lower hardware prices).
A pair of hardware prices (pY,p%) constitutes an Undercut-Proof
equilibrium (UPE), see Definition C.2 on page 309, if

(3.10)

o

WB:p%n > (pA—(S—i—J)Qn (3.11)
o

TA=pan > (p3—5+¢:7>277~

Solving (3.11) yields the UPE prices and profit levels.

2(pd — 2n(pd —
pﬁ;zpfgz (¢¢an)’ and 77227#3: 77(¢¢ O”I)’

where superscript I stands for “incompatible systems.” Hence,

(3.12)

Proposition 3.4

An increase in consumers’ preference for variety of software reduces both
hardware prices and profits. Formally, as « increases, pa, pg, w4, and
wg all decrease.
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Thus, the parameter « is procompetitive meaning that placing more
value on the variety of software supporting each hardware brand in-
tensifies competition between the hardware firms. The reason is that if
software variety becomes more important, hardware firms intensify their
price competition in order to attract more consumers thereby increasing
the variety of software written for their machines. Obviously, this result
relies on Assumption 3.2 in which the variety of software depends on the
number of users of the particular hardware.

Recall that under monopoly Proposition 3.2 showed that an increase
in the importance of software variety (an increase in «) increases the
price of the hardware since the monopoly manages to extract more sur-
plus when « increases.

To learn about the effect of an increase in the number of users on
firms’ profit levels, differentiating (3.12) with respect to the number of
each type of users yield

%7:7"1 — 2(¢5¢2a") > (<)0 if a< (>)§—2,

where either condition is consistent with Assumption 3.3. Therefore,

Proposition 3.5
When the machines are incompatible,

(a) an increase in consumer population decreases firms’ profits when
consumers place a sufficient value on software variety.

(b) Both, prices and profits increase with the differentiation parameter,
6, and decrease with the software development cost, ¢.

The first result is perhaps the most important result of this section and
requires an explanation. When consumers place a high value on soft-
ware variety, competition between the hardware firms intensifies with an
increase in consumer population simply because undercutting becomes
more profitable as undercutting increases the software variety of the
“winning” brand. Intense competition results in lower prices. In fact,
under strong desire for software variety, profit declines despite the fact
that the number of each firm’s customers increases. In contrast, when «
is low, software variety does not matter much to consumers and hence
an increase in consumer population does not affect competition but in-
creases profit due to an increase in the number of customers. The second
part of Proposition 3.5 is rather straightforward. An increase in degree of
brands’ differentiation weakens competition and hence increases profits.
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3.3.2 Compatible systems

Suppose that the two hardware producers make their brands compatible,
which by Definition 3.1 means that both hardware users are enjoying the
entire variety of software written for any machine, sy +sp. We now need
to modify the “undercutting” price (3.10). Brand 7 producer undercuts
brand j producer, by setting p; sufficiently low to satisfy

P <pj—0+a(sy +sp—sa—sp)=pj— 0. (3.13)

The difference between the undercutting price (3.10) under incompati-
bility and the undercutting price (3.13) under compatibility is that un-
der compatibility undercutting does not increase the variety of software
available to the customers of the undercutting firms simply because un-
der the compatibility case all consumers use all software.

The UPE prices must satisfy npY > 2n(p; —9) for i,j = A, B. Hence,

using symmetry (i.e., p = pY = p¥),
np =2n(p—0) or p° =24 (3.14)

where superscript C' stands for compatibility.

We can now compare the prices (and therefore profit levels) under
compatibility with the case of incompatibility. Comparing (3.14) with
(3.12) yields that p© > p!. Therefore,

Proposition 3.6
Equilibrium duopoly hardware prices and profits are higher when the
machines are compatible than when they are incompatible.

Altogether, Proposition 3.6 provides a nice ending for our analysis of
software variety and its effects on duopoly hardware competition by
demonstrating that compatibility weakens price competition compared
with incompatibility as it makes the difference in software variety less
significant. Note that the same result was found in a completely differ-
ent setup, where Table 2.3 on page 36 showed that if consumers’ pref-
erences exhibit network externalities, compatibility also facilitates price
competition and results in a higher industry profit. With two different
approaches leading to the same conclusion, we can now generalize this
result to almost any industry exhibiting some kinds of network effects.
In fact, in Chapter 8 we indeed show that banks can only increase their
profits by making their automatic-teller machines (ATMs) compatible
with the ATMs of the rival banks.



62 The Software Industry

3.4 Software Variety and Partial Compatibility

It is my opinion that compatibility can never be fully achieved and that
100 percent compatibility is never really observed. From a technical
point of view, every two different models of machines that are even
made by the same manufacturers cannot always read exactly the same
software packages. As you have probably already noticed, sometimes you
fail to transmit a fax to a remote fax machine because the other machine
does not fully respond to all standards. You have also probably noticed
that audio and video players sometime tend to play at different speeds,
thereby making different sounds. Following Chou and Shy (1993), we
make the following definition.

DEFINITION 3.3

A computer brand i is said to be partially compatible with a p; degree
of compatibility (0 < p; < 1) with computer brand j, if a fraction p;
of the total software written specifically for brand j can also be run on
computer brand 1.

It should be pointed out that Definition 3.3 does not imply that com-
patibility is a symmetric relation. In other words, it is possible that
a computer of a certain brand is designed to be able to read software
developed for rival machines, but the rival machines are not designed to
read software not specifically designed for them. In the extreme case,
in which p;, = 1 but p; = 0 (machine ¢ can read j software, but ma-
chine j cannot read i software), we say that the machines are one-way
compatible.

The number of software packages written specifically for machine 4
is denoted by s;, ¢ = A, B. The main feature of this model is that the
machines can be partially compatible in the sense that in addition to its
own software, each machine can also run a selected number of software
packages written for its rival machine. That is, p; measures the propor-
tion of machine j software that can be run on an ¢ machine, i,j = A, B
and i # j. Therefore, the total number of software packages actually
available to each i-machine user is given in the following definition.

DEFINITION 3.4
Let s and sp be the number of software packages written specifically
for A and B machines (operating system), respectively. Then, the ef-
fective number of software packages available to A- and B-users,
respectively are

def

Sa = sa+pasp and Sp = SB + pBSA. (3.15)
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In order to focus on the issue of partial compatibility only, in this
section we completely disregard hardware prices and assume that con-
sumers choose which brand to purchase based on the effective software
variety available for each machine. Formally, let all computer users have
the same utility function given by

dof { S4 buy computer brand A (3.16)

U= Sp buy computer brand B,

where S4 and Sp are given in (3.15).

Finally, on the software production side suppose that there are n,
programmers who can each produce v (v > 0) software packages either
for machine A or machine B but not both. Therefore, assuming that
all programmers are fully employed implies that the total number of
packages produced is

sA+ s =" (3.17)

3.4.1 Determination of brand-specific software variety

Suppose that the software industry produces a positive variety of both
types of software. That is, s4 > 0 and sg > 0. Consumer adoption
equilibrium implies that the utility of buying brand A must be equal to
the utility of buying brand B. Otherwise all consumers would switch to
using a single brand. Hence, from (3.16) we have

sa_1-pa
s 1—pB

SA=$A+pASBZSB+pBSA=SB, or (3.18)
Substituting (3.18) into the full-employment condition (3.17), we can
solve for the equilibrium number of software packages written specifically
for each machine.

A= 77%(1 —pa) , and sp= mp(L = pi) ) . (3.19)

2—pa—psB 2—pa—psB

To graphically illustrate how brand-specific software variety is de-

termined, substitute the full-employment condition (3.17) into (3.15) to

obtain the effective software varieties as a function of the degrees of
compatibility.

Salpa) = sa+palymp —sa)=paymp+ (1 —pa)sa (3.20)
Se(ps) = sp+palym —sB) = peyip + (1 - pB)ss.
Equations (3.20) are drawn in Figure 3.2.
The horizontal axis in Figure 3.2 measures A’s specific software (to

the right), and B specific software (to the left). The curve which is up-
ward sloping to the right measures A’s effective software variety whereas
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A’s effective variety B’s effective variety
‘ Salpa) 1
1
PaYp
Py
0

: : PBYp

Sp - : - >~ SA

Figure 3.2: Determination of software varieties, (sa, sg).

the curve which is upward sloping to the left measures B’s effective soft-
ware variety, both are functions of the brands’ degrees of compatibility,
pa and pp, as defined in (3.20). Note that (3.20) implies that the degree
of compatibility parameters, p4 and pp affect both the intercept and the
slope of the curves measuring the effective software varieties.

Let the degrees of compatibility be p% and p%. In view of (3.18),
equilibrium software varieties occurs when S4 = Sp (equal effective
software variety) hence at the point marked as E° in Figure 3.2. Software
variety s is measured from the left origin and s% from the right origin.

3.4.2 The effects of changing the degree of compatibility on
the variety of brand-specific software

Now, suppose that the producer of computer A makes its machine more
compatible with B software (i.e., p increases from pY to ply, so pYy > p%
whereas p% does not change). Clearly the curve Sg(p%) in Figure 3.2
does not change. In contrast, the curve S4 shifts upward and its slope
declines with the increase from p% to pl. The resulting effects on the
brand specific software varieties, s4 and sp are clearly readable in Fig-
ure 3.2 (and also from (3.18)). We summarize them with perhaps the
most interesting proposition of this book (well, at least according to the
author’s taste).

Proposition 3.7

When there are two software industries, each producing brand-specific
software, an increase in the degree of compatibility of the A-machine
with the software written for the B-machine,
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(a) will reduce the variety of software specifically written for the A-
machine (sa decreases);

(b) will increase the variety of software specifically written for the B-
machine (sp increases).

Proof. The results are straightforward from Figure 3.2. However, the
reader who would like to see a formal proof can verify that (3.19) implies
that

dsg (1 —pp)
dpa  (2—pa—pB)?

dsa  —yn(l1—pp)

@A _ M TPB) g and
doa @—pa—ppp 0 ™

> 0.
|
The significance of Proposition 3.7 (which was actually known to
many computer makers a long time before it was known to economists)
is that it shows that a computer manufacturer may refrain from making
its machine more compatible with the software supporting the rival ma-
chine because compatibility with the rival machine’s software will induce
software writers to write more software for the rival machine (since part
of it is usable for both machines), thereby making the rival machine more
attractive to consumers. This result explains why some computer man-
ufacturers may choose different operating systems for their machines.

3.5 Software Piracy

Since the widespread introduction of personal computers in the early
1980s, software firms began gradually removing protection against copy-
ing. There were at least two reasons for this policy change on the part
of firms.

(a) firms realized that consumers were annoyed by the consequences
protective devices had on the effectiveness of their products. For
example, see announcements made by MicroPro International Corp.
to drop the copy protection from WordStar 2000 in order to elimi-
nate hardware incompatibility problems and simplify the installation
procedure (PC Week, February 19, 1985); and by Ashton-Tate to im-
mediately end copy protection on its most popular dBase program
(Computerworld, August 25, 1986).

(b) When the market expands and competition intensifies, due to large
network effects, firms have strategic incentives to remove protection
in order to increase the number of consumers using their packages.

In this section we explicitly address the issue of price competition in
a differentiated software industry in which firms can choose whether
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to make their software easy to be copied, or prohibitively costly to be
copied. We then study the strategic incentives for firms whether or not
to protect their software against piracy.

Our model rests on the assumption that the value of using a specific
software package increases with the number of people who legally and
illegally use the same package.

As observed by Conner and Rumelt (1991), piracy has two economic
impacts on software firms. First, piracy leads to a fall in direct sales.
However, by increasing the size of the installed base, it may also boost
the demand for the particular software.

In what follows we focus on the software industry only and assume
that hardware is purchased without considering software variety. Sec-
tion 3.7 at the end of this chapter discusses some empirical findings
regarding piracy.

Consider a single monopoly software firm which supplies one piece
of software to the entire economy. Consumers are heterogeneous in the
following way. Some consumers gain an extra utility from the services
and support provided by the software firms to those customers who pay
for the software, whereas other consumers are “support-independent”
and do not gain from the support provided by the software firms. Note
that this distinction is similar to the distinction in the copying literature
between the relative value of copies and originals to different consumers,
see Chapter 7. For example, support-oriented consumers could also be
those who are strongly risk-averse vis-a-vis the perspective of being pros-
ecuted for using software illegally.

Formally, consumers are divided according to

Support-oriented consumers (type O): who gain an extra utility from
services and support provided by software firms to their legal cus-
tomers. We assume that there are n support-oriented potential
consumers.

Support-independent consumers (type I): who do not derive utility from
the services and support provided by the software firms to their
legal customers. We assume that there are n support-independent
potential consumers.

Altogether, the total population in the economy is 2.

Each consumer in the economy has three options: the consumer can
buy software, pirate software, or not use any software. In case of pirat-
ing, the consumer does not pay for the software and does not receive
any support from software firm.

ASSUMPTION 3.4
(a) The software firm bundles the support with purchase.
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(b) Illegal software users cannot obtain support from an independent
supplier.

The first part of Assumption 3.4 implies that the software producer can-
not price discriminate between support-oriented consumers and support-
independent consumers. The second part of Assumption 3.4 implies that
software support (customers’ service) is monopolized by the software
writer, hence support-oriented consumers cannot steal the software and
buy service from a third-party provider.

Let ¢ denote the number of users of this software, that is the total
number of consumers who legally and illegally use this software. We
assume that consumers’ utility is enhanced with an increase in the num-
ber of other consumers who (legally or illegally) use the same software
package. The assumption of a network externality (see Definition 2.3 on
page 17) here means that consumers benefit from exchanging files gen-
erated by the same software package, which means interacting via the
same software increases individuals’ utility because these individuals are
more productive when they interact with more software users.

Thus, the utility of a consumer of support-oriented consumers is
given by

_ (1+0)g—p buys the software
Ul =< ¢ pirates (steals) the software (3.21)
0 does not use this software,

where p is the price set by the software monopoly producer, and o > 0
measures the value of service to a type O consumer. This means that if
a support-oriented consumer buys the software she gains a gross utility
of ¢, plus utility of from the service provided by the firm og, minus the
price.

In contrast, the utility of a support-independent consumer is

q —p buys the software
ul= { ¢ pirates (steals) the software (3.22)
0 does not use this software.

The difference between a support-oriented consumer (3.21) and a support-
independent consumer (3.22) is now clear, as the support-independent

consumer does not gain any utility from service provided by the soft-

ware firm to its legal users. Hence, (3.21) and (3.22) yield the following

proposition.

Proposition 3.8
(a) Support-oriented consumers would prefer buying software over pi-
rating software if p < oq; i.e., if the price of the software package
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does not exceed the value of service provided by the software firm
to its legal users.

(b) If software is not copy protected, support-independent consumers
never buy software; i.e., they either pirate it or do not use it at all.

Whether or not some of the users are pirating depends on the soft-
ware firm’s protection policy as described in Assumption 3.5.

ASSUMPTION 3.5
In addition to price, the monopoly software firm has two options in
choosing its protection policy:

Nonprotection policy (n): Any consumer can costlessly pirate the soft-
ware, but cannot obtain any service from the software firm.

Protection policy (p): Installing devices and /or implementing an enforce-
ment policy in order to make software piracy practically impossi-
ble.

Assumption 3.5 means that the software firm can costlessly protect its
software and that this protection is absolute. Such a protection is fea-
sible with the help of special devices, such as the installation of plugs
attached to the printer’s port, or chips that recognize the using machine.
Clearly, protection could be costly for the software firm. However, our
conclusions become even stronger by assuming costless protection. The
main purpose of the present analysis is to investigate which protection
policy is profitable for the software firm.

No copy protection

Suppose now that the software is not copy-protected, which means that
all software users can potentially use the software without having to pay
for it, and of course give up on service, if they find it beneficial to do
so. Under no protection, Proposition 3.8(b) has shown that support-
independent consumers never buy software. Hence, Proposition 3.8(a)
implies that the highest price the software monopoly can set and the
resulting profit level are

pt =02n, and 7" =p"n= 2007, (3.23)

where superscript n stands for nonprotection policy. In this equilibrium
each support-oriented consumer buys the software and gains a utility
of UY = (1+ ¢)2n — p = 21, and each support-independent consumer
pirates the software and gains U’ = 2n. To see why the price given in
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(3.23) is a monopoly equilibrium, note that at this price the support-
oriented consumers are indifferent between buying and pirating the soft-
ware. Hence, raising the price would result in no buyers. In addition,
since the support-independent consumers always pirate the software, the
monopoly cannot increase profit by lowering the price.

Copy protection

Now, suppose that the software manufacturer protects its software, so
piracy is practically impossible. In this case, if o > 1, there are two
candidate equilibria: One, we call a “high-price” equilibrium, where at
this price only the 1 support-oriented consumers buy the software (and
since no one pirates the software ¢ = n). In this case the maximal price
that a support-oriented consumer is willing to pay and the resulting
profit level are

pPH = (1+0)n and P H = (1+0)n?, (3.24)

where superscript p stands for a copy protection policy. Notice that
since o > 1, support-independent consumers will not buy the software
(and will therefore not use it), since if they buy they gain a utility of
Ul=2n—(1+0)n<0.

The second candidate equilibrium is a “low-price” equilibrium where
all consumers (support oriented and independent consumers) buy this
software. In this case, there are 21 buyers so the maximum price the
monopoly can charge and the resulting profit level are

pPt=2n and 7Pt =49 (3.25)
Comparing the profit levels in (3.24) and (3.25) implies that
P > 7Pl if and only if o > 3.
Note that the above condition applies to the case where o < 1 since
o < 1 implies that p? > pPH so the monopoly’s profit maximizing

price is p?L. Therefore, if software is protected, the monopoly’s price
and profit levels are

| Q4o ifo>3 » [ A+o)? ifo>3
pp_{ 2 if o <3, MATI=9 g2 ifo<3 (320

Should the software firm choose to protect its software?

We now approach our main question. What is the profit maximizing
protection strategy for a monopoly software producer? In order to an-
swer this question we need to compare the profit under no copy protec-
tion given in (3.23) with the profit levels under copy protection given in
(3.26).
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Simple calculations show that when o > 3, #™ > 7P, so in this case
will choose not to protect. In contrast, when ¢ < 3, 7™ > 7P if 0 > 2
so in this case the monopoly will choose not protect if 2 < ¢ < 3 and to
protect if o < 2. We now state our main result

Proposition 3.9
When software users’ preferences exhibit network externalities,

(a) no copy protection yields a higher profit than copy protection if
support-oriented consumers place a high value on service offered by
the software firm to its legal users, i.e., when o > 2;

(b) copy protection yields a higher profit than no copy protection when
support-oriented consumers place a low value for service, o < 2.

Proposition 3.9 demonstrates that if service is very important to support-
oriented consumers, nonprotection yields a higher profit than protection.
In contrast, if service is not valuable, the firm must protect as the two
types of consumers become similar. Figure 3.3 summarizes our main
results.

Pl > g > gpH 7 > qp Ll > g H 7" > P H > gL
| % o
1 2 3

Protection Non-protection

Figure 3.3: Protection policy as a function of support benefits.

Proposition 3.9 (a) was first demonstrated in Conner and Rumelt
(1991). In their formulation, the number of support-oriented consumers
increases with the aggregate network size and hence software piracy
increases the legal demand for software. In present case, the number of
support-oriented consumers remains constant at 7, however the utility
functions (3.21) and (3.22) imply that an increase in the network size
from 7 to 2n increases all consumers’ willingness to pay. Hence, there
is not much difference between the two demonstrations of this result,
except that the present approach does not require the use of calculus.

3.6 Software Pricing and Market Segmentation

Price discrimination according to quality is common in the software in-
dustry. The most widely used quality differentiation involves the remowval
of key features from the program and selling the reduced version to con-
sumers with low-willingness to pay. In many instances, the reduced
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version is released as shareware or freeware via the Internet in order to
get the low-willingness to pay consumers to establish an installed base
of users which would then increase the demand from high-willingness to
pay consumers.

Quality discrimination via reduced features is also common in other
industries. In the computer hardware industry, Intel introduced its
86386 chip for a high price in the late 1980s. After initial purchases,
the 86386SX was introduced at a lower price despite the extra per-unit
cost of having to physically disconnect the math coprocessor from the
processor itself. Thus, the removal of the math coprocessor made the
386SX chip more costly to produce than the 386 chip itself. However, the
386SX was targeted for the low end of the market. All these examples
have something in common.

Proposition 3.10

For the purpose of price discrimination, it may become profitable to
increase the unit production cost in order to create a market for low-
willingness to pay consumers. As a result, it is commonly observed that
the version that is more costly to produce is sold at a lower price than
the version that is less costly to produce.

A student of microeconomics may find this observation to be very
interesting since classical textbooks teach us that in competitive markets
prices fall to unit cost. However, this is not the case in noncompetitive
markets in which the manufacturers often need to invest more in order
to produce the “cheaper” version. In the Intel example, the 3865X
was produced at a higher cost as disabling the math coprocessor was
a costly process. The extra afternoon trip Federal Express makes adds
cost for the purpose of creating an inferior service. Indeed, Deneckere
and McAfee (1994) show that the use of product degradation can, under
some circumstances, make all parties to the transaction strictly better
off.

Let 6 (0 > 1) denote the exogenously-given number of extra features
imbedded in this software. There are two types of consumers, those
who are professional and use all the features imbedded into the soft-
ware, and those who are light users that need only the main programs
without the fancy features. If we take word processors as an example,
professional users are typesetters, authors of books, and people in the
academic world. These people have their jobs depending on the output
of their word processing. In contrast, light users are often households
who need only to type a few letters each month or a shopping list before
visiting a shopping mall.
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We assume that there are 7 professional users with a utility function
given by

(1+6)g—p if buys the software with 0 extra features
Ur < q—7p if buys the software with no extra features
0 if does not buy the software.
(3.27)
In addition, there are n light users whose utility function is given by

et { q —p if buys the software with or without the extra features
10 if does not buy the software.
(3.28)
Assume that the full version has already developed so all development
costs are considered as sunk. Assume that the software duplication and
distribution of each copy is zero (i.e., zero marginal cost). However, let
¢, be the cost of developing a reduced version of the software, that is, a
version that does not have the extra features imbedded in the original
complete version.

Selling the complete version only

Suppose that only the complete version is offered for sale at a price
denoted by p. Facing the types of consumers defined in (3.27) and
(3.28), the profit maximizing prices to consider are either a low price,
pr, = 27, in which case both types of consumers purchase the software;
or setting a high price, pg = (146)7, in which case only the professional
users buy this software. Thus, equations (3.27) and (3.28) imply that
the number of software buyers and the corresponding profit levels as
functions of these two prices are

_fm ifp=(1+0)n _ [ PA+0) ifp=(1+0)n
q_{Qn if p=2n, and 7 = 4n? if p=2n.
(3.29)
Our assumption that § > 1 implies the following proposition.

Proposition 3.11

When only the complete version is sold, the monopoly software firm will
charge a high price, p = py = (1 + 0)2n if 6 > 3, in which case only
professional users buy this software; and a low price p = p;, = 2n, if
0 < 3, in which case the entire market is served.

Selling two versions

Now suppose that the software firm sinks ¢, into creating a reduced
version of this software that does not include the extra 6 features. Let
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pr denote the price of the reduced version and p denote the price of the
complete version. Clearly, if p > p,., light-users will not purchase the
complete version since the extra features do not enhance their utility.
Hence, if the seller would like to sell both versions (the complete version
to professional users and the reduced version to light users), prices must
be set so that

(1+6)2n—p>2n—p,, or p—p,<2nf (3.30)

meaning that prices should be set so that the utility of a professional
user when buying the complete version exceeds the utility from buying
the reduced version despite the fact that the price of the reduced version
is lower. Another interpretation, prices should be set so that the price
differential does not exceed a professional user’s utility derived from the
extra features.

The method of finding the profit maximizing prices satisfying the
condition given in (3.30) is to set the lower price equal to the light
users’ reservation price, and then add 2nf which is the extra amount
professional users are willing to pay for the extra features. Thus, p, = 2n
and p = 2n(1 4 @), yielding a profit level given by

T=np+np. — ¢ = 20°(1 4+ 0) + 20> — ¢,.. (3.31)

Comparing the profit generated from selling two versions (3.31) with the
profit generated from selling only the complete version given in (3.29)
yields our main proposition.

Proposition 3.12
If ¢, < 21?0,

(a) the software firm makes a higher profit by selling two versions of
software;

(b) and by selling the version that is more costly to develop at a lower
price.

Proposition 3.12 demonstrates that firms should be ready to invest in
order to segment the market between heavy and light users. In addition,
a profitable segmentation may imply that the firms may have to incur
extra cost in order to create a version that is sold in the market prior to
its attempt to segment the market.

3.7 Empirical Findings

In this section we provide some justifications for the assumptions made
in this chapter concerning the value of software variety to computer
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users. The reader is also referred to Section 2.4 in Chapter 2 where we
discussed empirical studies confirming the existence of software-specific
network effects.

3.7.1 Operating systems and software variety

Gandal, Greenstein, and Salant (1999) statistically analyze the transi-
tion from the CP/M operating system for microcomputers which was
widely used by 1980 to the DOS (Disk-Operating System) introduced
by Microsoft for the early IBM-PC 16-bit models. The use the term
orphaning comes out of competition between competing standards. Or-
phaning occurs when late adopters of a system choose a technology that
is incompatible with the technology adopted by early users and suppliers
of supporting services who cease to provide their products for the old
technology.

By 1984 there were about 11,000 software programs available for the
MS-DOS operating system, so by 1986 the CP/M operating system (and
even its 16-bit version) effectively was dead. The interesting part of this
history is that there is no evidence that the MS-DOS was superior to
the CP/M operating system, which makes the question why there was a
change in the operating system more interesting. Of course, one answer
would be that consumers and software developers simply followed IBM’s
choice of its operating system. Gandal, Greenstein, and Salant (1999)
used quarterly data on the number of pages of advertisements on micro-
computers in Byte magazine as proxies for sales, which approximate the
demand for operating systems. They track the sales of CP/M from 1978
to October 1986, and the DOS from 1981, running VARs (vector-auto-
regressions) on operating system and software/peripheral availability.
They found two-way effects: one in which an increase in CP/M or DOS
software lead to an increase in advertising for microcomputers running
the particular operating system; and the other way around where an
increase in advertising for microcomputers running a particular oper-
ating system also increases machine-specific software. Thus, Gandal,
Greenstein, and Salant (1999) explain the change in the operating sys-
tem by their finding that the feedback from hardware to software differs
significantly between CP/M and DOS.

3.7.2 Compact-disc players and variety of CD titles

The interaction between hardware and the variety of supporting software
is not limited to the computer industry. The compact-disc technology
was developed by Philips in 1979, and introduced in the United States
only in 1983. Gandal, Kende, and Rob (2000), estimate a structural
model of the CD industry, where the CD player is the hardware and CD
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titles are the software. Their research aims to investigate the extent to
which the diffusion of CD players depends on the variety of software (in
addition to price), and the extent to which the provision of CD titles
depends on the installed base of the hardware (in addition to the cost
of pressing CDs).

Using quarterly data 1985 to 1992, they demonstrate a positive rela-
tionship between the sales of CD-players and changes in the availability
of CD titles. In a regression of CD-player sales on changes in software
variety, price, and quarterly dummies; and a regression of changes in
variety on CD sales, fixed costs, and quarterly dummies; they were able
to find a positive feedback between CD-player sales and changes in the
availability of CD titles.

3.7.3 Software piracy

Givon, Mahajan, and Muller (1995) suggest a modeling approach to
track legal and illegal diffusion of software in order to estimate the pi-
rated adoptions over time and the percentage of legal adoptions due
to the influence of pirates. Their study focused on two popular types
of software (spreadsheets and word processors) in England. The major
difficulty of such a study is that even if one has data on the number
of microcomputers and the legal adoption of software, still one cannot
assume that all microcomputer owners will either buy the two types
of software or use pirated copies. For this reason, building a diffusion
model was necessary.

A monthly data of sales of PCs, legal sales of spreadsheets and word
processors in England from 1987 to 1992 reveals that the ratio of pirates
to buyers increased to six pirates for every buyer who has purchased
the software. However, they demonstrate that during the same time the
percentage of unit sales of buyers due to the influence of pirates has
also grown. In fact, from 1988 on, more than 80 percent of the software
purchased by buyers was probably the result of the the influence of the
pirates. Thus, through word-of-mouth interactions, pirates may influ-
ence the potential users to adopt software, and some of these adopters
may eventually purchase the software.

They also found that the percentage of pirated unit adoptions due
to the influence of buyers decreased over time stabilizing at around 15
percent in 1987. As expected, all pirated adoptions in the beginning of
the diffusion process were due to the influence of buyers because there
were not too many pirates.
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3.7.4 The future of software

The desire for software compatibility has led to the emergence of a soft-
ware leader called Microsoft which supplies its Windows operating sys-
tem and its Office software to more than 90 percent of the personal
computers in the world. However, in recent years with the increase in
accessibility and the speed of the Internet there is a tendency to discon-
nect the operating system from office software by developing software
that could be supplied on the Internet.

Sun Microsystems, Inc., has been the most visible advocate for re-
moving software from crammed hard drives of computers and placing
software on the Internet. The advantages of Internet-based software
are:

Compatibility: Users need not worry about compatibility of software
with operating systems and CPUs. Users need only acquire ma-
chines that can access the Internet via machine-specific browsers.
The software itself would run the servers of the Internet-service
providers thereby eliminating the need for hardware compatibil-
ity.

Accessibility: Traveling users can access this software from any machine
in their hotels, airports, offices they tend visit, and even airplanes,
thereby eliminating the need to carry their personal bulky ma-
chines loaded with their desired software. Today, there are several
sites providing e-mail services and calendars with personal stor-
age capability (e.g., www.hotmail.com, www.calendar.com, Www.
calendar.yahoo.com, and www.anyday.com). Soon, it is expected
that sites will provide word-processing and spread-sheet services.

Installation and upgrading: Most users are unable to install software
themselves. Network computers require no installation as the soft-
ware resides on the servers of the service providers. Consumers
can save effort reinstalling the software each time upgrades appear
on the market which makes old versions obsolete.

Flexible payments: Network software will be rented rather than sold.
This will allow users with different needs to pay according to the
actual usage rather than a lump sum for acquiring the software.
Payments according to needs increase economic efficiency, light
users pay less than heavy users.

3.8 Exercises

1. Consider the model of software variety determination under a monopoly
hardware firm analyzed in Section 3.2. Calculate the software variety
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when the monopoly sets its price at the level p = w/4, then p = w/2, and
lastly p = w. Conclude how an increase in the hardware price affects
the variety of software available for this machine. Explain!

2. Consider the model of software variety determination under a monopoly
hardware firm analyzed in Section 3.2. Suppose that the utility function
(3.4) is now modified to capture a lower utility from paying the hardware
price p. Thus, assume that

U e { as —vyp Buys the computer and entire variety of software
a 0 Buys none.

(a) Calculate the price charged by the monopoly hardware firm and
the resulting equilibrium software variety.

ow would an increase in the parameter v affect the hardware
b) H 1d i in th t ffect the hard
price and the equilibrium variety of software. Explain!

3. Consider a simplified version of the duopoly hardware industry of Sec-
tion 3.3. Instead of assuming that machine-specific software variety is
determined by the number of users of each software, we now modify
(3.8) and assume that the variety of software is fized at the levels of
sa = 400 A-specific packages, and sp = 600 B-specific packages. An-
swer the following questions.

(a) Suppose that each firm sells to its n oriented consumers, and let
pe be given. Which price does firm A have to set in order to
undercut firm B if the machines are incompatible? Prove your an-
swer. Hint: Since software variety is fixed, undercutting does not
enhance the software variety available for the machine produced
by the undercutting firm. That is, the variety of A-specific soft-
ware remains 400 packages and the variety of B-specific software
remains 600 packages regardless of the number of users.

(b) Now, let pa be given. Which price does firm B have to set in order
to undercut firm A if the machines are incompatible? Prove your
answer.

(c) Calculate the UPE prices and firms’ profit levels assuming that the
systems are incompatible. Conclude which firm makes a higher
profit and explain.

(d) Suppose again that each firm sells to its n oriented consumers.
Which price does firm A have to set in order to undercut firm B
if the machines are compatible? Prove your answer.

(e) Calculate the UPE prices and firms’ profit levels assuming that
the systems are compatible. Conclude which firm makes a higher
profit and explain.

(f) Compare the profit each firm makes under the incompatibility and
compatibility regimes. Explain your result.
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™

4. Consider a market for a popular software DOORS . There are 100
support-oriented (type-O) consumers, and 200 support-independent (type-
I) consumers, with utility functions given by

3¢ —p buys the software
Ue = q pirates (steals) the software
0 does not use this software,

and

def

vt = q pirates (steals) the software

q—p buys the software
0 does not use this software,

where ¢ denotes the number of users of this software (which includes
the number of buyers and the number of pirates, if piracy takes place).
Suppose that the software is costless to produce and costless to protect.

™
Also, assume that DOORS provides support only to those consumers
who buy the software.

™

(a) Suppose that DOORS  is not protected, so piracy is an option for
every consumer. Calculate the software seller’s profit-maximizing
price. Prove your answer.

™

(b) Suppose that DOORS is protected, so piracy is impossible. Cal-
culate the software seller’s profit-maximizing price. Prove your
answer.

™
(¢) Suppose that the producer of DOORS has the option to protect

or not to protect the software. Which option yields a higher profit.
Prove your answer.
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Chapter 2 taught us how to compute the network sizes when brand-
producing firms compete in prices and consumer preferences exhibit
network externalities. Our main assumptions in Chapter 2 were that
the technologies were given to the firms (i.e., the firms could not choose
or update their technologies), and that governments did not intervene.

In this chapter we depart from these assumptions. Section 4.1 an-
alyzes how firms choose their technologies. Section 4.2 departs from
the static nature of our modeling and analyzes the frequency of new-
technology adoption in an environment when innovation is constantly
undertaken. Section 4.3 analyzes the world market, where we ask whether
governments benefit from recognizing the standards used in the produc-
tion and design of products produced abroad.

4.1 New Technology Adoption: A Static Approach

It is widely acknowledged that a radical technology change requires (or,
actually is defined by) a complete redesign of the product, its features,
and even its function. When facing a technological revolution, the first
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question that comes to mind is whether the new technology will be
adopted given the large installed base of the existing inferior technology,
see Farrell and Saloner (1985, 1986), and Katz and Shapiro (1992, 1986),
Cabral (1990), Choi (1996), and Choi and Thum (1998).

Consumers and producers face constant technology changes in ev-
ery part of their lives. LP (long-play) records have been replaced by a
digital CD (compact-disk) technology. Video cassettes are replaced by
DVDs (digital video disks). Cellular phones replace the wire technol-
ogy in Scandinavian countries. Internet services replace some stores and
libraries.

Consider a technology-adoption game played by two users (or firms)
displayed in Table 4.1.

User B
NEw TECHNOLOGY OLD TECHNOLOGY
User A NEW | « a |y )
OLD | 0 vy 1|0 I6)

Table 4.1: The static new technology adoption game

We make the following assumption.

ASSUMPTION 4.1
Both users exhibit network externalities for both technologies. Formally,
in terms of Table 4.1, we assume that a > ¢ and 3 > 7.

That is, using the same technology as the other user yields a higher
utility (or profit) than using any technology alone. The reader who has
read Appendix A can easily prove the following proposition.

Proposition 4.1
Under Assumption 4.1, if users exhibit network externalities then there
exist two Nash equilibrium (Definition A.4 on page 292) for the static
technology adoption game displayed in Table 4.1 given by (NEw, NEW)
and (OLD, OLD).

The existence of multiple equilibria in this game raises the question how
the two firms coordinate their actions. Recalling the Pareto ranking of
outcomes given in Definition A.6 on page 296, Farrell and Saloner (1985)
provided the following terminology for two commonly observed market
failures.
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DEFINITION 4.1

(a) If (OLD, OLD) is the played Nash equilibrium outcome, and if the
outcome (NEw, NEW) Pareto dominates the outcome (OLD, OLD),
then we call this situation excess inertia.

(b) If (NEw, NEW) is the played Nash equilibrium outcome, and if the
outcome (OLD, OLD) Pareto dominates the outcome (NEw, NEW),
then we call this situation excess momentum.

Thus, excess momentum occurs when a new technology replaces an old
technology, but the old technology yields a higher utility (or profit) to
both users than the new technology. In contrast, excess inertia occurs
when a new technology yields a higher utility (profit) to both users,
however, in equilibrium all users stay with the old technology. Using
the example displayed in Table 4.1, if § > a and if (NEwW, NEW) is
played, then we have excess momentum. In contrast, if § < a and if
(OLD, OLD) is played, then we have excess inertia.

The reader will probably have no problem in finding a large number
of real-life examples reflecting a situation of excess inertia. For example,
most users of the most popular operating system are fully aware that
the system is far from being trouble free (think of how many times you
have to reboot your machine each day). However, excess inertia keeps us
all from unilaterally shifting to better available operating systems. The
reader probably finds it harder to find examples of excess momentum.
One example would be the switch to less rigid car bumpers which took
place since 1982 when President Reagan relaxed the standards on the
effectiveness of bumpers during a crash. Clearly, the switch to plastic-
made bumpers is a cost-reducing innovation that car producers were
eager to adopt. The method used to have consumers accepting the
change from strong bumpers to plastic-made bumper was to change
the fashion so that car bumpers will have the same color as the body
of the car. Most consumer organization have managed to prove that
rational consumers should be willing to pay an extra $400 to have a
stronger bumper (that could reduce the repair cost after light crush by
thousands of dollars). However, the change in the fashion, which now
requires bumpers to have the same color as the body of the car, finalized
the transition from the old technology to the new (inferior) technology.
Thus, car bumpers present a nice example of excess momentum.

4.2 Technology Revolutions: A Dynamic Approach

The purpose of this section is to identify several major factors affecting
the pace at which technological progress occurs. Whereas the literature
on technological progress focused on the supply side of new technology
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providers (e.g., firms’ incentives to finance R&D and the effect of the
patent system), the present analysis isolates a major demand side fac-
tor affecting the frequency of new technology adoption, which is the
structure of consumer preferences over technological advance and net-
work sizes supporting of each generation of technologies. The advantage
of using the demand side approach analyzed in this section is that it
provides an explanation why some technologies are replaced more often
than others.

Our analysis below identifies several important factors affecting the
timing and frequency of new technology adoption, including

(a) consumers’ degree of substitution between getting a more advanced
technology, and the network size (number of consumers purchasing
products belonging to the same generation of technologies);

(b) the technology growth rate and consumer population size;

(c) the degree in which a new technology is compatible with the old
technology to be replaced.

The first item on this list is the primary focus of this analysis which
attempts to answer the following questions: (a) why technology is re-
placed more often in some industries than in others, or alternatively, (b)
what type of consumers tend to adopt the new technology based prod-
ucts, and what type of consumers do not switch to the new technology
product.

The second item on the above list is important since the technology
growth rate and population size affect the benefits new consumers de-
rive from adopting a new technology. The third item on this list is the
effect of downward compatibility (see Definition 2.2 on page 16). This
is important since in most cases technological breakthroughs require re-
designing the product, and therefore need not be 100 percent downward
compatible with the existing technologies. In many cases, the new tech-
nology will be completely incompatible with old technologies, whereas
some will be only partially compatible.

More precisely, we demonstrate that new technologies are adopted
more frequently when consumers treat quality and network size as more
substitutable. The reason is that under high substitution, an increase
in quality of the technology causes a significant utility increase even
if the network size does not change. In contrast, when the degree of
substitution is low, an increase in quality does not enhance utility unless
the increase in quality is accompanied by an increase in the network size.

Following Shy (1996), consider a technology or a product which im-
proves over time. For example, in the computer industry, new and
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faster chips are introduced very often, however, not every improvement
is adopted and marketed. Suppose that the utility of consumers is en-
hanced by the quality of the technology embodied in the product they
purchase and by the number of old and new consumers using the same
technology. Then, the newest available technology in each period may
not be adopted since new consumers may prefer to use a lower quality
product but benefit from a larger network of users (composed of old and
young consumers). Using this environment, we analyze the frequency
of new technology adoption, and focus on how consumer preferences,
consumer population, and technology growth rate affect the frequency
of new technology adoption.

Consider a discrete time overlapping generations (OLG) economy,
where in each period ¢, ¢ = 1,2,..., the consumer population of the
economy consists of two groups of individuals: 7; young consumers and
7;—1 old consumers. We use the term “generation of consumers” merely
for the sake of illustrating a situation where in each period the market
consists of entering consumers who have not purchased the product be-
fore and a number of consumers who already own this durable product.

4.2.1 Technology improvements

We denote by Ti, (T3 > 0, t = 1,2,3,...) the period ¢ quality of the
potential state-of-the-art technology, and assume that T} is exogenously
given and is strictly increasing over time, (i.e., T; > T;_1 for every t).
Thus, T; reflects the ongoing output of an innovation processes which
is not modeled here. Since a new technology is not necessarily adopted
each period, we denote by V; the actual quality level (stand-alone value)
of the period ¢ technology, embodied into the product, to a period ¢t
young who purchases this product. Hence, V; < T; for all ¢.

Altogether, the actual technological quality consumed by the young
consumers in period t is given by

V= { T: if the young at ¢ adopt the new technology (4.1)

Vi_1 otherwise.

Thus, the quality-law-of-motion (4.1) implies that although technologies
(e.g., faster chips) are continuously developed, if no adoption occurs
at t, then the quality of the technology does not change compared with
period t — 1, i.e., V; = V;_1. Investment in the context of our analysis
means spending resources on converting the state-of-the-art technology
into actual production. Therefore, as frequently observed, some newly
developed chips are not adopted (skipping over technologies is commonly
observed).
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To each newly adopted technology we attach a “serial” number de-
noted by g, g = 1,2, .... Figure 1 illustrates the path of state-of-the-art
technology improvements (73), the adoption dates of generations g and
g + 1 technologies (¢, and t,41), and the path of actually adopted tech-
nologies (V;).

Tt7 ‘/t
A
Vtg+1 = ‘/tg+1+1 = Atg+1 J— , .....................

Ttg—',-l = A(tg + 1) -1 .

Vi, = Vi,o1 = Aty ./\\

% { % % % t
t972tg71 tg tg+1 tg+1 tg+1+1

Figure 4.1: Exogenous technology development path (7%), and the actually
adopted technology path (V7).

The thick dots in Figure 4.1 is the path of T; which is the value
of the state-of-the-art technology available for adoption at each date t¢.
The dotted line illustrates the path of V;, which is the actual technology
available to the young consumers at each date t. ¢, and ¢,y are two
technology adoption dates when innovation brings the actual technology
(quality) level available to consumers to the state-of-the-art level given
by T;. At these dates V; “jumps” to the level of T;. Note that it is as-
sumed that if adoption does not occur for several periods, once adoption
is undertaken, the actual technology catches up with the state-of-the-art
level. Thus, some technology levels are not utilized since they are never
adopted.

We now make a simplifying assumption that will generate stationary
technology-replacement dates.

ASSUMPTION 4.2

The potential state-of-the-art technology follows a linear growth pattern.
def

Formally, T; = At.

Thus the quality of the state of the art technology, if adopted, is a
constant A multiplied by the adoption date as displayed in Figure 4.1.
The interpretation of this multiplication is simple, as it merely reflects
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the fact that the state-of-the-art technology available for adoption at ¢
is improving with t.

4.2.2 Consumers and changing technologies

Consumers adopt the product only when they are young, and are as-
sumed to gain utility from first period consumption only. We further
assume that the utility of each young consumer exhibits network exter-
nalities in the sense that utility increases with the number of (old and
young) consumers using the same technology.

We assume that new generation products are incompatible with old
generation products. Therefore, if consumers adopt the state-of-the-art
technology, they cannot benefit from the expanded network gains since
the old-generation consumers have already purchased the old technol-
ogy. Thus, if all young consumers buy an old technology product, then
the (effective) period ¢ number of users of this technology is n:—1 + 7.
However, if all the young consumers buy a new technology product, then
since the new technology is incompatible with the old technology, the
number of new technology users is equal to 7;. Hence, we assume that
the utility of a young consumer of generation 7 is given by

w(Trynr) young consumers adopt state-of-the-art
Ur =
w(Vr—1,m7—1 +1n;) young consumers adopt old technology.
(4.2)
We assume that the function w(,) is monotonically increasing in both
arguments (the quality of the technology available at 7, and the effective
network size).

The problem of each young consumer of generation 7 is to choose
whether to purchase the product based on the old technology or whether
to purchase the product based on the new technology. Notice that we dis-
regard a potential coordination problem associated with how all young
consumers manage to choose the same technology. Recall that this issue
has already been dealt with in Assumption 2.2 on page 20.

Generation ¢t = 7 young consumers would choose to purchase the
new technology product if and only if

U(Tra"]T) > u(V‘F—hnT—l +777') (43)

That is, generation 7 adopts the new technology product if the utility
from the higher quality product (7 > V;_1) combined with a lower net-
work size (n, < n,_1+1,) overtakes the utility from the old technology
product.
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4.2.3 New technology adoption

We now turn to investigating how the degree of substitution between the
advance of technology and the network size affects the adoption of new
technologies. We focus on two extreme cases: The two components are
either perfect complements or perfect substitutes. These extreme cases
highlight all the intuition behind the adoption of new technologies while
keeping the analysis very simple and mainly graphical.

An example for the case of complements

Consider the preferences for perfect complements given by
min{7T; 7, } if state-of-the-art is adopted
U™ = (4.4)
min{V;_1;7,-1 + 7.} if old technology is adopted.
Figure 4.2 illustrates the indifference curves generated by the utility

function (4.4), in the network-quality (n,T) space.

T

A

T, + 3

N

Vi=Vio —+ (ol

(new)

— -1
N Me—1+ M

Figure 4.2: Indifference curves exhibiting perfect complements: New incom-
patible technologies are never adopted.

Figure 4.2 illustrates that new technologies will never be adopted
even if the exogenously-given technology growth rate is very high. This
happens when the network and technology levels are perfect comple-
ments, technology growth cannot be “enjoyed” by young consumers be-
cause the adoption of a new technology is associated with a drop in the
network size from n;_1 + 1; to m;_1 only. Therefore, a market with this
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type of consumers is likely to be stuck on the original technology with
no possibility that a newer and improved technology will ever replace it.
We call this a stagnation equilibrium.
An example for the case of substitutes

Consider the widely used linear preferences given by

T +n; if state-of-the-art is adopted
Um = (4.5)
Vee1+n,-1+n, if old technology is adopted.

Figure 4.3 illustrates the indifference curves generated by the utility
function (4.5), in the network-quality (n,T') space.

T T

A A

(new)

(old)
— -1 % w -1
N Me—1+ N Mt Ni—1 + M

Figure 4.3: Indifference curves exhibiting perfect substitutes: New incom-
patible technologies are adopted (Left); not adopted (Right).

In contrast to Figure 4.2, Figure 4.3 (left) illustrates how under per-
fect substitution consumers may benefit from adopting new technologies
even if the new technologies are incompatible. Figure 4.3 (right) il-
lustrates that even under perfect substitution, a new technology is not
adopted since the quality improvement is not sufficiently high.

Altogether, when consumer preferences exhibit perfect substitution,
the dynamic process proceeds as follows. Since technology grows exoge-
nously over time, a new technology is not adopted for several periods
as the period t quality of the state-of-the-art technology T} is not suf-
ficiently high to offset a reduction in the network size, as displayed in
Figure 4.3 (right). However, over time T} continues to grow and in a
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certain period the gains from adopting the new incompatible technol-
ogy outweighs the loss of utility associated with adopting a technology
which is incompatible with the technology already adopted by the ex-
isting older generation, as displayed in Figure 4.3 (left).

4.2.4 Calculating the duration of technologies

Assume that each generation is composed of exactly 1 consumers, that is
n = n forevery t =1,2,.... Also, suppose that all new generations have
the utility function given in (4.5) meaning that they treat technological
quality and network size as perfect substitutes.

Following Assumption 4.2, the quality of the state-of-the-art technol-
ogy available for adoption at t is T; = At. Let g be the latest technology
already adopted in period t = t, (hence, bears a quality level of T' = T} ).
We now ask the following question: At what date will a newer technol-
ogy, technology g + 1, be adopted? Formally, we seek to calculate ;.
By the adoption condition given in (4.3), the new adoption date, t441 is
found from

u ()‘t_(]"rla 77) >u ()\t(]) 277) )

or, in view of the specific utility function (4.5)
Mgi1 410> Mg +21, or tyir >ty + g (4.6)
We need the following mathematical definition.

DEFINITION 4.2
Let x be a real number. Then the ceiling of x, denoted by [z], is the
smallest integer which is greater or equal to x.

For example, [3.72] = 4, [3.001]=4, and [3] = 3. Therefore, we can now
write the exact date in which a state-of-the-art technology will replace
the current one.

tyi1 = [tg + g] . (4.7)
We enrich our terminology by the following definition.

DEFINITION 4.3

(a) The duration of technology g, denoted by Ag, is the time dif-
ference between the date when generation g technology was first
adopted and the date in which generation g + 1 replaced it. For-
mally, Ag = tgr1 —tg.

(b) Suppose that all technologies have the same duration. That is, sup-
pose that A & A(g+ 1) = Ag for all g = 1,2,.... Then, the
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frequency of technology revolutions (or new-technology adop-
tion), denoted by f is f = 1/A.

Equation (4.7) and Definition 4.3 imply that

Therefore,

Proposition 4.2

(a) The duration of each technology, A, increases with the population
size of each generation, 1, and decreases with the technology-growth
parameter, \.

(b) The frequency of new technology adoption, f, decreases with the
population size of each generation and increases with the technology-
growth parameter.

The positive correlation between the duration of each technology and the
population size of each generation of consumers constitutes a particular
network effect which we now define.

DEFINITION 4.4

If an increase in population increases the duration of technologies (de-
creases the frequency of new technology adoption), then we say that a
lock-in effect prevails.

Thus, the lock-in effect occurs when a large network of old users makes
the new technology adoption less desirable whenever the new technol-
ogy is incompatible with the old technology. Lock-in effects have been
analyzed in Arthur (1989), Farrell and Saloner (1985, 1986), and Katz
and Shapiro (1986).

4.3 International Standardization

The trade policy literature focuses mainly on the strategic effects and
welfare consequences of “traditional” trade barriers such as tariffs, quo-
tas, and VERs. The success of GATT in reducing these trade restrictions
has been accompanied by an increase in less visible trade restrictions or
nontariff barriers (NTBs) in which standardization policy is often used
as a key instrument. The Uruguay Round of GATT left countries with
the option of setting standards on safety and health grounds. Our goal
in this section is to examine strategic aspects of governmental standard-
ization policy and the welfare implications when products and standards
are horizontally differentiated.
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We analyze governments’ incentives to recognize foreign standards
when there are international network effects. That is, the utility of each
consumer rises with an increase in the number of consumers who use
the same brand regardless of whether they live in their own country or
abroad.

4.3.1 General background about international standardiza-
tion

The International Electrotechnical Commission (IEC) was founded in
1906 and the International Organization for Standardization (ISO) was
founded in 1946. Membership in international standards organizations
is open to all countries of the world. The main task is to elaborate
and publish standards and to harmonize standards of their members.
The bulk of work carried out by the ISO and IEC leads to international
standards. However, ISO/TEC members are not obliged to implement
international standards as national standards. Every member can freely
decide whether it wishes to recognize the international standard directly,
that is, to accept it as a national standard, or to develop its own national
standard.

There is some concern that while the European Community is com-
mitted to ISO/IEC standards, the United States relies heavily on do-
mestic standards. For example, in 1989 the United States recognized
approximately 89,000 standards, however, only seventeen were adopted
directly from the ISO and none were adopted from the IEC. It should
be pointed out that regarding telecommunication the U.S. Federal Com-
munications Commission (FCC) adopted the policy where the standard
for terminal equipment is limited only to “no harm to the network” in
the very early stage of the industry’s deregulation process. This means
that no certification is needed, and all consumers can hook in their own
phones and fax machines as long as they do not harm the system.

In the European Community, Article 30 of the 1957 Treaty of Rome
prohibited not only quantitative restrictions on imports but also all mea-
sures having equivalent effects. Article 36 of the Treaty permits prohi-
bition or restrictions on the movement of goods based on health and
safety concerns. Up until 1985, the Community (using the so called “old
approach”) removed technical barriers by harmonizing technical product
specifications. This policy was hard to implement since it fixed techni-
cal specifications without taking account of the diversity of production
methods and consumers’ preferences for variety. In 1985, the Commis-
sion adopted a new approach to technical harmonization and standards.
Under the new policy the manufacturer may freely choose how to meet
the essential requirements (EC directives). To assist in the process, the
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Commission issued mandates to European Standardization bodies to de-
velop voluntary standards which meet the essential requirements. The
European Community has also taken up a number of initiatives in order
to reduce technical barriers to trade outside the legislative framework,
by supporting close cooperation between the European standard setting
bodies and International Standards bodies like the ISO/IEC.

4.3.2 A model with international network externalities

Consider a world with two countries indexed by k, k = A, B. In each
country there is one firm producing a national brand. Let the firm in
country A produce brand 1 and the firm in country B produce brand 2.
We index brands by ¢, ¢ = 1, 2. For simplicity, assume that production is
costless. Brands are assumed to operate on different standards, where we
assume that the standard of the locally produced brand is recognized in
the country where it is produced. Whether or not governments recognize
the foreign standard is the subject of present analysis.

In each country there are 27 consumers. 7 consumers are called
brand 1 oriented, whereas the remaining 7 consumers are brand 2 ori-
ented. Let ¢; denote the world-aggregate consumption of brand i, i =
1,2. Each consumer in each country buys at most one unit of one of
the brands only. This means that g; also measures the world-aggregate
number of consumers who buy brand 4, i = 1,2. We rule out market
segmentation which means that the price of each brand is the same any-
where in the world. Let p; denote the international price of brand i. We
define the utility function of brand ¢ oriented consumer in country k by

Uk { ag; — pi if he buys brand ¢ (4.8)

' ag; — 6 —p; if he buys brand j # i,

where o > 0 measures the intensity of the network effects, and 7,7 = 1,2
and 7 # j.

Mutual recognition

We first look for an equilibrium where both governments recognize all
standards of all products. Therefore, each firm can costlessly export
its brand and sell it in the other country. Figure 4.4 illustrates the
movement of goods when each country recognizes all standards.

We now solve for an Undercut-proof equilibrium (UPE), see Defini-
tion C.2 on page 309, in price competition between the two international
firms. Figure 4.4 demonstrates that in this equilibrium each firm sells 7
units domestically, and 7 units are exported to its brand-oriented con-
sumers overseas. Thus, ¢ = ¢ = 2n. If firm 7 undercuts the price set
by firm j, i.e., firm i sets p; < p; — J, then the network sizes become
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Figure 4.4: Trade under mutual standard recognition.

q; = 4n and ¢; = 0. Therefore, in an UPE, for each firm 7, j = 1,2 and
i # j, given p;, firm j maximizes p; to solve

2npi > 4n[p; — 0 + a(4n —2n)],
yielding unique UPE prices and profit levels given by

MR MR MR MR
p1 =py =2(0-2am), and wm =my =4n(d—2an), (4.9)

where the superscript “MR” stands for mutual recognition.
Each consumer buys his ideal brand, hence (4.8) and (4.9) imply that

MR
UF=a@2n) —p, =2an—2(5—2an) =2(3an—9). (4.10)
We therefore state our first proposition.

Proposition 4.3
Let «, 6, and 7 satisfy
) 0
3 <a< 277.
Then, there exists a unique Undercut-proof equilibrium with strictly-
positive prices.

Proof. The first inequality is needed to ensure that the utility from
buying exceeds the utility from not buying, that is (4.10) is strictly
positive. The second inequality ensures strictly-positive prices, that is
(4.9) is strictly positive. [ |

We define the social welfare function of country k, k = A, B, as
the sum of the residents’ utility levels and the profit of the domestic
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firm. This, of course, assumes that the domestic firm is owned solely by
domestic residents. Therefore, the welfare of country A is

Wi (U +Uf ) +m1 = 20x2(3as—0)+4n(6—20m) = dar. (4.11)

Clearly, due to symmetry, we can state that W5 = W4,

Mutual nonrecognition

Suppose now that the government of each country prohibits the sale of
the product operating on the standard used in the other country. Prac-
tically, such regulation simply restricts the import of the good produced
in the other country. Figure 4.5 illustrates the movement of goods when
each country recognizes only the domestic standard. Figure 4.5 demon-

Country B

Brand 1 Firm 2 Brand 2
oriented oriented

Brand 1
oriented

Brand 2

Firm 1 oriented

Country A

Figure 4.5: Trade under mutual nonrecognition.

strates that each firm is a monopoly in its own country and sells to
two groups of consumers, the 7 brand 1 oriented consumers and the 7
brand 2 oriented consumers.

Since both countries are similar, it is sufficient to calculate the welfare
level of country A only. Notice that firm 1 sells units to brand 1 oriented
consumers, and could also, by setting a sufficiently low price, sell to
brand 2 oriented consumers in country A.

Suppose first that firm 1 sets pll\IR = 2an — §, where superscript
“NR” stands for nonrecognition. Therefore, in view of (4.8), it sells
to both groups of consumers. Hence, the profit of firm 1 is 7y =
2np1 = 2n(2am —9). The utility function (4.8) implies that each brand 1
oriented consumer gains a utility of Uf* = 2an — p; = §, and each
brand 2 oriented gains a utility of Us' = 0. Therefore, the welfare level
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of country A (similarly, of country B) is given by

NR 4o
W, = qUP 4+qUs' + 11 = nd 4+ 100+ 2n(2am — 6) = 4an?® —nd. (4.12)

NR
Next, suppose that firm 1 sets p; = an thereby, in view of (4.8), it

sells to brand 1 oriented consumers only. Therefore, the profit of firm 1
is 7T1NR = np; = an?. The utility function (4.8) implies that each brand 1

oriented consumer gains a utility of U{* = an—p; = 0, and each brand 2
oriented gains a utility of Us' = 0 (since they are not served). Therefore,
the welfare level of country A (similarly, of country B) is given by

NR NR
W, =m =an’ (4.13)

Comparing mutual recognition with nonrecognition

Comparing the welfare levels (4.11) with (4.12) and (4.13) yields our
main proposition.

Proposition 4.4

When consumer preferences exhibit international network externalties,
both countries are better off when both countries mutually recognize
foreign standards than when both countries do not recognize foreign
standards.

Mutual recognition has two advantages over nonrecognition. First, un-
der recognition each consumer buys his ideal brand. Second, under
international network externalities, mutual recognition does not reduce
the network size of each brand (compared with nonrecognition) since
the increase in the number foreign customers offsets the reduction in
domestic customers of each brand. This explains Proposition 4.4.

Casella (1996) and Gandal and Shy (forthcoming) formally analyze
international standardization. The latter paper demonstrates that mu-
tual recognition Pareto dominates mutual nonrecognition even when
preferences exhibit only national network externalities, that is, when
utility is enhanced only with the number of domestic residents who buy
the same brand. This paper also demonstrates that in a world with
three countries, two countries may gain by forming a standardization
union that recognizes the standard of the member countries and does
not recognize the standard used in the nonmember country.

Finally, there are additional reasons why governments should not in-
tervene in standard setting. First, governments are composed of politi-
cians whose objective is to stay in power. Therefore, politicians are al-
ways pressured (via campaign contributions) to protect the standard of
the firms that contribute to their campaign. Crane (1979) describes the
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politics behind the choice of three separate color-TV standards, NTSC
in the United States and Japan, PAL in Europe and Asia, and SECAM
in France in the 1950s and 1960s. Second, if standards are of different
qualities, it is more likely that the market selects the “better” standard
than the government.

4.4 Exercises

1. Consider a technology-adoption game played by two users (or firms)
displayed in following table.

User B
NEw TECHNOLOGY OLD TECHNOLOGY
User A New | 3 3|1 0
Op | 0 1] 2 2

(a) Which technology will be adopted by each user in Nash equilib-
rium. That is, find the Nash equilibrium(ia) for this game (if they
exist). Prove your answer!

(b) Does the outcome (New, New) constitute a case of excess momen-
tum? Explain using Definition 4.1 on page 82.

2. Consider the technology revolutions model of Section 4.2, and in partic-
ular the method of calculating the frequency of technology revolutions
explained in Section 4.2.4. Suppose now that consumer population is
no longer constant over time and is growing with time so that n: = tn
for every t = 1,2,.... Suppose that technology was last replaced in
period tg4, and that technology g+ 1 is about to replace technology g in
period tg4+1. Answer the following questions.

(a) Write down the technology g + 1 adoption condition similar to
(4.6), taking into consideration that population grows with time.

(b) Calculate the date tg41 of the adoption of technology g + 1 as a
function of adoption date of technology g (t4).

(¢) Let A =2, n =1, and assume that technology g = 1 was adopted
in period t = 2. Calculate the adoption date of technology g = 2
(t2), the adoption date of technology g = 3 (¢3), and the adoption
date of technology g = 4 (t4).

3. Consider a simplified version of the model of international standard-
ization described in Section 4.3.2. Suppose that n brand 1 oriented
consumers reside only in country B, whereas n brand 2 oriented con-
sumers live only in country A. Thus, the population of each country is
7 and they prefer the product operating on the standard produced in
the other country. Answer the following questions.

(a) Suppose that both countries recognize all standards. Calculate the
UPE prices in an equilibrium where firm 1 (located in country A)
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sells to brand 1 oriented consumers who reside in country B; and
where firm 2 (located in country B) sells to brand 2 oriented con-
sumers who reside in country A.

(b) Calculate the profit level of each firm and the utility level of each
consumer in this equilibrium.

(c) Calculate the social welfare of each country under mutual recog-
nition.

(d) Suppose that that both countries do not recognize foreign stan-
dards. Calculate the price charged by each firm and the resulting
profit level.

(e) Calculate the utility gained by each consumer and the social wel-
fare on mutual nonrecognition.

(f) Conclude whether countries are better off by recognizing or not
recognizing foreign standards. Explain your result.
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The telecommunication industry is the fastest growing industry in al-
most every country. Both, technology advance in the telephony industry
in general, and in the wireless technology in particular, as well as tech-
nology advance of the Internet contributed the most for the fast growth
of this industry. Telecommunication services constitute the most natural
example of network externalities, since by definition, the nature of these
services involves communicating with a large number of people. For this
reason, we devote Sections 5.1 and 5.2 to the construction of the de-
mand for telecommunication services. This type of demand is heavily
influenced by network externalities since the decision to buy a particular
service is heavily affected by the number of other consumers connected
to the same service. Section 5.3 demonstrates how modern regulators
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manage to maintain competition in industries where service providers
must invest a large sum of money to develop the infrastructure for their
services. We demonstrate that using access pricing, service providers
can utilize each other’s infrastructure thereby avoiding the inefficiency
associated with multiple investment in the same infrastructure. Thus,
this section demonstrates why regulators do not rely any more on the
“natural monopoly” argument for licensing only a single provider (see a
discussion on “natural monopolies” in Section 1.2.2).

5.1 Telecommunication Services

The demand for telecommunication services in general and telephony,
facsimile, and e-mail services in particular exhibits perhaps the highest
degree of network externalities. To see this, the reader should ask himself
whether he is willing to subscribe to a phone (or an e-mail) service or
buy a facsimile machine knowing that nobody else does. The answer to
this question is definitely no! Note that this need not be the case in the
market for computers where some consumers will be buying a computer
even if no one else does, despite the fact that utility rises with the total
number of consumers buying computers on the same operating system.

Given the crucial importance of network externalities in telecom-
munication services, we construct a theory of demand taking into ac-
count that network externalities play a major role consumers’ demand
for phone and e-mail services.

Before we proceed, we must clarify what we mean by demand for
telecommunication services. Taking the telephone as an example, there
are two services that are provided by telephone companies: First, the
telephone company provides a connection of consumers to the company’s
switchboard, which enables the customers to receive and place ongoing
phone calls. Second, after connection is completed, the phone company
sells ongoing phone calls to consumers using various pricing packages
which may or may not include volume discounts.

In this section, we wish to focus only on the first type of service
provided by suppliers which is the market for connecting customers to
the telecommunication network (switchboards in the telephone case).
Therefore we assume that each potential customer has a demand for one
connection. In the telephone example, we assume that each customer
has a demand for one “line” to be connected to his house.

5.1.1 The demand for telecommunication services

Consider an economy with two types of consumers who wish to connect
to a certain telecommunication service (e.g., obtaining a phone service).
There are i type H consumers who place high value on connecting to
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this service, and 7 type L consumers who place a lower value for this
connection.

Let p denote the connection fee to this service, and ¢ the actual num-
ber of consumers connecting to this service. Then, the utility function
of each type is given by

0 disconnected and U = 0 disconnected,
(5.1)
where o measures the degree of importance of this service to a type H
consumer. We assume that a > 4 which implies that type H consumers
highly value this service
We now wish to construct the demand function for connecting to
telecommunication services in this economy. Before doing so, the reader
is urged to recall Assumption 2.2 on page 20 where we assumed that there
is no coordination failure meaning that if each consumer in a group of
identical consumers benefits from subscribing to the service, given that
all other consumers subscribe to this service, then all consumers will
indeed subscribe to the service. Figure 5.1 illustrates quantity demanded
at each connection fee.

def { agq —p connected def { q—p connected
Uy

an —+ /

2n +—

Figure 5.1: Construction of the demand for telecommunication. Dashed line
illustrates the critical mass.

The methodology for constructing the demand is as follows. Start
decreasing the price from an infinite level and, using (5.1), keep asking
yourself whether at a given price p

(a) type H consumers are willing to connect given that only 1 connect
to this service;
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(b) type L consumers are willing to connect given that all the 21 con-
sumers connect to this service.

Using this procedure, we now verify that Figure 5.1 is indeed the demand
derived from the utility functions (5.1). We look at the following price
ranges:

Low-price range (0 < p < 27): At this range, the quantity demanded is
unique at the level of 21 consumers. To see this we need to show
that both types of consumers gain a nonnegative utility. That is,
Ug = a(2n) —p > 0 and that Uy, = 2n — p > 0, which follow
directly from (5.1).

Medium-price range (2n < p < an): At this range the consumer equilib-
rium involves only the type H consumers, whereas the type L are
better off not buying. Suppose that ¢ = n; then Uy = an—p > 0.
However, even if all type L consumers also subscribe, Uy, = 2n—p <
0, hence ¢ = n constitutes a consumer equilibrium at this price
range.

High-price range (p > an): In this range no one subscribes since Uy =
an—p<0and Uy, =2n—p<0.

After constructing the demand curve we wish to define a concept
which telecommunication firms find very useful when marketing a new
telecommunication service.

DEFINITION 5.1

Let py be a given connection fee for this service. The critical mass at
a price (connection fee) po is the minimal number of customers needed
to ensure that at least this number of consumers will benefit from sub-
scribing to the service at the fee pg.

The reader is probably familiar with the concept of the critical mass
from his social life where in order to organize a party or a trip during
the weekend, the organizer has to convince the potential participants
that a certain minimum number of people would indeed attend this
party, which would then imply that even a greater number will join
due to the increasing network effects. In telecommunication the critical
mass is always a function of the market price, meaning that a rise in
price would imply an increase in the critical mass, and a decrease in
the market price will decrease the critical mass since at a lower price
customers would be “satisfied” with a reduced network size.

In order to calculate the critical mass, note that if in a consumer
equilibrium only one type of consumer connects to this service, this
type must be type H. Loosely speaking, consumers who highly value the
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service are the first to acquire it. Type H’s utility function (5.1) implies
that a type H consumer will connect to this service if the connection fee
is in the range p < aq. Hence, the critical mass at a given connection
fee pg is

cm Po

q (po) = —

which is drawn in Figure 5.1 as the dashed ray from the origin. Clearly,
if the connection fee is p = 0 then the critical mass is qcm = 0. In the
other extreme, if p = an, then qcm =7 (all type H consumers).

From a marketing point of view, knowing the critical mass is impor-
tant, since it gives an indication of how much advertising is needed to
market a new telecommunication service. Once qmm consumers buy the
service, more consumers will connect to this service even after advertis-
ing expenditure is reduced.

5.1.2 Monopoly telecommunication service provider

Before the 1980s, most countries had a monopoly market structure in
the telecommunication industry, where the monopoly firm commonly
was called PTT (Public Telephone and Telegraph). In some countries
(for example, Israel in the 1950s and 1960s) the PTT also provided postal
services and enjoyed a full-monopoly power over the entire country.

Consider a single firm supplying connections to the market described
by aggregate demand function illustrated in Figure 5.1. Figure 5.1 im-
plies that the demand facing this monopoly is given by

2n if0<p<2py
g=4q n if2np<p<an (5.2)
0 ifp>an.

On the technology side of the monopoly telecommunication service
provider we assume the following.

ASSUMPTION 5.1

In order to connect each consumer to the network of services, the monopoly
has to spend u units of money, where u < 1. In addition, the monopoly
bears a fixed (connection independent) cost of ¢, where ¢ < min{n(an—

©),2n(2n — p)}.

The restrictions on the parameters pu and ¢ imply that the monopoly
will not make a loss even if it sells only to the ) type L consumers. Note
that if the fixed cost parameter ¢ is large, a monopoly provider may not
find it profitable to operate.
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From (5.2) and Assumption 5.1, the monopoly’s profit as a function
of its connection fee is

2np—p)—¢ HO0<p<2y
m(p) =4 nlp—pn) —¢ if2p<p<an (5.3)
0 if p > an.

Now, our assumption that o > 4 implies that n(an — u) > 2n(2n — u),
hence, the monopoly’s profit-maximizing price and profit level are

p=an, and w=n(an—pu) - e, (5.4)
which implies that all the n type L consumers are not served. We next
check whether such an allocation is socially optimal.

5.1.3 Socially optimal provision of telecommunication services

We define social welfare as the sum of consumers’ utilities and the firm’s
profit. Therefore,

W = gUg+nUp+n (5.5)
_ n(an —p)+n0+n(p —u) — ¢ H connect
B n(a2n —p) +n(2n —p) + 2n(p — u) — ¢ All connect
_ an?® —np— ¢ Only H connect
o 2n?(a+1) — 29 — ¢ All connect.

A simple comparison of the social welfare levels given in (5.5) reveals that
social welfare is maximized when all customers are connected. Hence,
the monopoly telecommunication service provider generates the familiar
monopoly distortion by charging a high price, thereby providing service
only to those who highly value this service.

5.1.4 Entry of new firms into the telecommunication industry

During the 1980s, governments began to realize that the monopoly PTTs
which were operating under the misconception of what economists used
to call “a natural monopoly” distorted the telecommunication markets.
The major event that has led a worldwide introduction of competition
into this industry was the 1982 AT&T breakup into seven regional phone
companies and the introduction of MCI and SPRINT as major competi-
tors in the long-distance and international markets.

The main questions that were debated by regulators in the 1980s
were: (a) Given that many users were already connected to the estab-
lished monopoly telecommunication service provider, can social welfare
be improved by allowing a second operator to connect those consumers
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who were left out of the system during the monopoly era? (b) In the
same vain, can an entrant into this market make a profit? A third ques-
tion that regulators had to deal with is that if the entry of new providers
is socially desirable, then how can the incumbent monopoly firm be pre-
vented from engaging in predatory pricing to attract more customers,
thereby shrinking the potential market of the entrant.

In 1997 the market for international phone calls was deregulated in
Israel, when two new entrants entered at the same time. In order to
prevent the Bezeq Company, which was the incumbent monopoly from
engaging in unfair price cutting practices, the Ministry of Communica-
tion issued a restriction on the Bezeq Company that prohibited price
reductions until after its market share fell below 70 percent.

In what follows, we will adopt the strategy used by the Israeli Min-
istry of Communication so,

ASSUMPTION 5.2
The regulator instructs the incumbent monopoly not to reduce its con-
nection prices (fees) after entry of a competing provider is completed.

This means that the incumbent firm serves only the n type H consumers,
and the entrant may serve all type L consumers provided that it reduces
the connection fee below that of the incumbent’s fee.

Consider a new telecommunication provider entering the industry
after the n type H consumers have already purchased connection from
the incumbent firm. In this case, the demand facing the entrant is not
the aggregate demand facing the industry (5.2) since 7 consumers are
already connected. Thus, we wish to construct the residual demand
which is facing the entrant. Let ¢¢ denote the (residual) demand facing
the entrant, and p® the connection fee set by the entrant. From (5.1),
the residual demand is given by

e_ ) m ifp<2y
g _{ 0 ifp> 2. (5:6)

Hence, the entrant’s profit-maximizing connection fee and profit level
are

p°=2n, and w°=n2n—p)—¢>0 (5.7)

by Assumption 5.1.

Finally, we wish to tackle the question of who benefits from entry into
the telecommunication industry? The utility of a type H consumer was
Upg = an— an = 0 before the entry, and Uy = a2n— an = an > 0 after
entry. The utility of a type L consumer was U, = 0 before entry (not
served), and Uy, = 2n—2n = 0 after entry. The profit of the entrant rises
from zero to the level given in (5.7), and that of the incumbent remains
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unchanged, since the incumbent has already collected all revenue from
its customers before entry occurred. Altogether,

Proposition 5.1

Entry into the telecommunication industry increases the utility of the
already connected consumers whereas the utility of newly connected
consumers remains unchanged. The profit of the entering firm increases.

The reader should bear in mind that we are analyzing the market for
“connecting” consumers to the telecommunication network and not the
market for the flow of services provided after consumers are connected.
Therefore, in the market of service provision (more precisely, the market
for phone calls) which we do not analyze here, the incumbent will suffer
a reduction in profits. However, we know from Intermediate Microeco-
nomics courses that a price reduction improves social welfare despite the
reduction in the incumbent’s profit. Thus, entry increases social welfare
both in the market for connections and in the markets for telecommu-
nication service provision.

5.1.5 Extension to three consumer types

Consider the discrete-demand model of the market for telecommunica-
tion of Section 5.1.1, but suppose now that there are three (instead of
two) types of consumers, indexed by 4, ¢ = 1,2, 3. There are 1 consumers
of each type. Let ¢ denote total the number of people connecting to this
telecommunication service, and by p the connection fee. The utility of
each type ¢ consumer is given by

1o otherwise, for every type i = 1,2,3.

= { i X ¢ —p if connected
K3

That is, type 1 consumer has the lowest valuation for connecting to this
service, whereas type 3 has the highest valuation.

Constructing the aggregate demand curve

If only n consumers connect, the maximum connection fee type 3 con-
sumers are willing to pay is p = 3n. If only 27 consumers are connected,
the maximum fee type 2 consumers are willing to pay is p = 4n. Finally,
if all the 37 consumers are connected, the maximum fee type 1 con-
sumers are willing to pay is p = 3n. The aggregate demand is depicted
in Figure 5.2.

Figure 5.2 reveals an interesting fact, where at the connection fee
levels 0 < p < 31 there are no intermediate demand levels. The reason
is that, at this fee range even if only n consumers are connected the
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Figure 5.2: Aggregate demand with three consumer types.

utility of type 2 consumer is Uy = 49 — p > 0, and hence all type 2
consumers will also connect. Given a network size of ¢ = 37, type 1
consumers will also connect since U; = 3n — p > 0 thereby making the
entire population of 37 consumers connecting to this service.

Momnopoly service provider and social optimum

Suppose that the monopoly does not bear any production cost associated
with connecting consumers to this service. Observing Figure 5.2, the
monopoly maximizes profit by choosing among the two “kinks” of the
aggregate demand curve. Thus, if the monopoly sets p = 4 its profit is
T = 4n x 2n = 8n2. If the monopoly sets p = 3n, ™ = 3n x 3n = 92,
which constitutes the monopoly equilibrium.

Finally, since firms do not bear any connection costs, it is clear that
social welfare is maximized when the entire market is served. Hence, in
this example the monopoly does not distort social welfare as it serves
the entire market.

5.2 Telecommunication: A Calculus Analysis

The more advanced student who has some experience in solving elemen-
tary optimization problems will find the calculus analysis much more
elegant. Our analysis follows the pioneering approach of Rohlfs (1974).
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5.2.1 The demand for telecommunication services

Again, our point of departure is that the utility that a customer derives
from a communication service increases as others connect to the same
service. Consider a group of a n continuum of potential telecommunica-
tion customers uniformly indexed by x on the unit interval [0,1] (with
density n > 0). We interpret customers indexed by a low z as those
who have high willingness to pay (those who place a high valuation on
their ability to communicate), and consumers indexed by a high = as
those who have low willingness to pay (less desire for subscribing to this
service). Figure 5.3 provides a visual interpretation to the distribution
of the potential customers.

Density, c.d.f.

- T

less

Figure 5.3: Distribution of potential customers for telecommunication ser-
vices. Horizontal line is consumer density; Ray from origin is
customers’ c.d.f.

The horizontal axis of Figure 5.3 is the potential customers’ index
number (or their names indexed by a real number between zero and one).
Customers indexed on the right find the service less desirable whereas
potential customers indexed on the left are in greater need for this ser-
vice. The horizontal curve at the level of 7 is called customers’ density
function, which shows that there are n consumers of each type z. The
ray from the origin with the slope 7 is subscribers’ cumulative distribu-
tion function (c.d.f.) which shows for each type 2 how many customers
are there with index types between zero and z. For example, as the fig-
ure demonstrates, there are 1/2 customers (half of the total population)
who are types indexed on [0,1/2].

We denote by ¢, 0 < ¢ < 1 the total number of consumers who
actually subscribe to this service, and by p the connection fee (or the
price) of subscribing to this service We define the utility of a consumer
type z, 0 < x <1, as

U, { (1 —x)g® —p if she subscribes (5.8)

0 if she does not subscribe,
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where ¢¢ is consumers’ expected number of customers subscribing to this
telecommunication network. Thus, the utility of each customer exhibits
network externalities since it increases with ¢¢ which is the expected
total number of customers.

We now derive the consumers’ aggregate demand for phone services.
We first look at a particular consumer denoted by & who is, at a given
connection fee p, indifferent between subscribing and not subscribing to
this service.

For a connection fee p < ¢¢, (5.8) implies that this “indifferent”
consumer is found from

0=(1-2)¢°—p, or &= (5.9)

qe
Thus, all consumers indexed by x > & will not subscribe to this service,
whereas all consumers indexed by x < & will subscribe. Hence, the
actual number of customers is ¢ = nz. Notice that & increases whenever
q° increases reflecting the fact that under network externalities more
people subscribe to a communication service with a higher expected
number of customers.

A natural question to ask is how the expected number of customers
is determined. There are many things that may affect consumers’ expec-
tation of how many people will actually subscribe to this service, such
as the advertising campaigns of the suppliers. However, in economics
it is common to avoid speculations and to assume that consumers will
attempt to obtain the correct information. We, therefore, make the
following assumption.

ASSUMPTION 5.3
Consumers have a perfect foresight (Definition 2.4 on page 20). Formally,

¢ =q=n.

Substituting ¢¢ = nZ into (5.9) yields the inverse demand function for
telecommunication services.

p=(1-2)nt (5.10)

which is drawn in Figure 5.4.

As the reader can easily notice, the inverse aggregate demand func-
tion for telecommunication services in Figure 5.4 is upward sloping at
small demand levels and becomes downward sloping at high demand
levels. The reason is that at small demand levels, customers’ willingness
to pay rises with the total demand, since the network effect dominates
the price effect at a small network size. Once the network size reaches
half the population, the negative price effect dominates so the inverse
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Figure 5.4: Deriving the demand for telecommunication services.

demand function becomes a conventional downward sloping aggregate
demand function.

Figure 5.4 also reveals the effect of a uniform increase in the pop-
ulation of all types of potential customers in this economy, as reflected
by the increase in the density parameter 7. An increase in 7 raises the
peak of the curve, meaning that customers increase their willingness to
pay. For example, if 7 doubles, customers are willing to pay double the
connection fee, since they benefit from twice the network size (twice the
number of people to make phone calls or to communicate via e-mail or
a fax).

The connection fee pg in Figure 5.4 intersects twice the inverse de-
mand curve (at points #% and #{’). The reader who is interested in
the exact value of these points can solve the quadratic equation py =
(1 — z)nx to obtain

M= /n(n—4po) g N+ /nn—4po)
Ty = o and Z, = o . (5.11)

The interpretation for the two intersection points is that for a given
connection fee pg there can be two levels of demand: a low level, mea-
sured by ¢ = n@{, that is associated with a small number of customers,
hence, by (5.8) only high-valuation consumers subscribe to the network.
In addition, at the same connection fee py there can be a high demand
measured by ¢ = n&f, implying that lower-valuation consumers also
subscribe. However, only point #J is a stable demand equilibrium,
since at the intersection point #{', a small increase in the number of
customers would make the phone subscription more desirable, thereby
causing all the consumers indexed on [2{,##] to subscribe. Finally,
the “low demand” point fc(’;“ has a special characteristic defined earlier
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(Definition 5.1). Figure 5.4 shows that at py the critical mass is na{
customers.

5.2.2 Monopoly provider: The zero-connection cost case

Suppose now that there is only one firm providing telecommunication
services. For now we assume that this monopoly does not have fixed and
sunk costs and that the marginal cost of adding a customer is negligi-
ble. Formally, in this section we assume that connection costs are zero
for this monopolist. We now ask which connection fee maximizes the
monopolist’s profit. To solve this problem, we formulate the monopoly’s
profit-maximization problem, which is to choose & that solves

mgxw(i‘) = i = (1 — &) (n2)% (5.12)

The profit function (5.12) is drawn in Figure 5.5. The first- and second-

—_

|

[
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Figure 5.5: The telecommunication monopoly’s profit function.

order conditions for (5.12) are

dm d*r
0=— = (22 — 32%)n? d —
(2x — 3z°)n° an 3

o = (2 — 62)n°. (5.13)

Now, equation (5.13) and Figure 5.5 completely describe how the
profit level is affected by changing the number of customers. Clearly,
the profit is zero when there are no customers (& = 0). The profit is
also zero when the entire population is connected to this service, since
in order to have the entire population subscribing, the monopoly should
reduce the connection fee to zero.

The first-order condition shows that £ = 0 and & = 2/3 are extremum
points. In addition, the second-order condition shows that the second
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derivative is negative for £ > 1/3, implying that & = 2/3 is a local
maximum point. Since the first-order condition is positive for all 0 <
& < 2/3, it must be that & = 2/3 is a global maximum point. To find the
connection fee charged by the monopoly and the profit level, substitute
& =2/3 into (5.10) and into (5.12) to obtain

2 4n?
p=(1-&)ms= 5” and 7= (1—2)(ni)? = 27”7 (5.14)

Hence,

Proposition 5.2

A monopoly phone company maximizes its profit by setting its connec-
tion fee so that the number of customers exceeds half of the consumer
population but is less than the entire population.

Finally, we wish to investigate the effect of a uniform increase in the
potential consumer population on the monopoly’s connection fee, profit,
and welfare of connected consumers. Substituting & = 2/3 and then
into (5.14) and then into (5.8) implies that the utility of a connected
consumer is

~2n(2 - 3x)

U, = 5 , for consumer types z € [0,2/3]. (5.15)

Equations (5.14) and (5.15) imply the following proposition.

Proposition 5.3

A uniform increase in the consumer population, n, will increase the
connection fee and the monopoly’s profit. Further, despite the increase
in the price, consumers’ utility increases as well.

Proposition 5.3 demonstrates that despite the increase in connection fee,
the increase in consumer population increases consumers’ utility, which
means that the monopoly cannot capture the entire surplus from its
customers.

5.2.3 Monopoly provider: Connection-cost case

The more advanced student may be bothered by the fact that all costs
borne by the monopoly telecommunication provider were assumed to
be equal to zero. As it turned out, introducing connection costs has
some quantity effects, but qualitatively it does not alter the intuition
developed in the model with the absence of these costs.

Thus, for the sake of completion only, we now introduce production
costs into the model and reinstitute Assumption 5.1 where the marginal
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connection cost (cost of connecting one additional customer) is p, and a
fixed cost of ¢. Under Assumption 5.1, the profit-maximization problem
(5.12) now becomes

max7(2) = (p— pni — ¢ = [(1 - 2)(n2) — plni -6, (5.16)
yielding first- and second-order conditions given by

dm 9. 9.9 d*r
:dj::27733—317:v —nu, and O>di:2

0 = 2% — 61°%.
The second order condition is fulfilled only for x > 2/3, which implies
that we need only to solve for the larger root of the first-order condition
to obtain
-3
n+ /1 —3p) (5.17)

T=——">=".

3n
The reader can easily verify that (5.17) converges to & = 2/3 as u — 0.

5.2.4 Entry of new firms into the telecommunication industry

Under Assumption 5.2 the entrant can potentially hook all those (1 —
2/3)n potential users who are not connected to the system via the in-
cumbent firm. Figure 5.6 demonstrates how the residual demand facing
the entrant is constructed by subtracting the 2/3 of the consumer pop-
ulation who have already connected via the incumbent firm.

ol¥

Wi ——
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1
2

W= —

0

Figure 5.6: Residual demand for telecommunication connection facing the
entrant.

Whereas Figure 5.6 shows that a graphical construction of the resid-
ual demand is very easy, the algebraic formulation is somewhat more
tedious. In order to calculate the residual demand that would resemble



116 Telecommunication

(5.11), we must invert the inverse-demand curve to obtain the “indiffer-
ent” type as a function of the connection fee, and only then subtract the
2/3 consumers who are already connected. Thus, in view of (5.11),

N+ /n(n — 4po)
2n

~ def
g=a-

o

_ ; (5.18)

Wl N

Inverting (5.18), we obtain the residual inverse demand facing the en-
trant, and the implied profit function of the entrant. Hence,

2 — 3¢ — 992 2 — 30— 92
:—77( g y), hence W:—n( g y)ny. (5.19)

The first- and second-order condition for profit maximization are

dr 0?2 — 67 — 279?%)

_dr 2n° (99 + 1)
T a 9

0
3 )

, and 0> —

which holds for all nonnegative values of . Extracting the positive root
of the first-order condition, we obtain the consumer type who is indiffer-
ent between connecting to the entrant’s services, or staying disconnected.
Then, substituting into (5.19) we obtain the entrant’s connection fee and
profit level. Altogether, we have that
V7 -1 (23 —V7) 7r_17214\ﬁ—20
9 .

729
(5.20)

~0.182, p= T 20128,

y=

Labeling the entrant’s variables with a superscript “E” and the in-
cumbent’s variable by a superscript “I” and comparing (5.20) with (5.14)
implies that p¥ ~ 0.128 < 0.222 ~ p! and 7¥ ~ 0.0231n% < 0.148n? ~
7!, Therefore, the entrant charges a lower connection fee and earns a
lower profit than the incumbent, which is not surprising considering the
fact that the entrant faces consumers with lower willingness to pay for
telecommunication connection.

Looking at market shares, recall that historically the incumbent
telecommunication provider serves all consumer types indexed on [0,2/3]
and the entrant serves all consumers indexed on [2/3,2/3+9] = [2/3, (VT+
5)/9] ~ [0.67,0.85]. Figure 5.7 illustrates how the market is divided be-
tween the incumbent and the entrant. Figure 5.7 shows that despite the
67 percent market share captured by the incumbent during the monopoly
era, the entrant can capture about 18 percent of the market. Clearly, we
can now allow for a third entrant, which will further reduce the connec-
tion fee. Such sequential entry was practiced in Israel where in 1987 the
Ministry of Communication granted a monopoly license to Pelephone
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Figure 5.7: Division of market shares after entry into the telecommunication
market.

to operate a cellular phone service. Then in 1995, the Ministry auc-
tioned a license for a second operator, that was won by the “Cellcom”
company. In 1999, the Ministry granted a license to a third operator
called “Orange-Partner,” and is now looking for the possibility of al-
lowing a fourth operator. Each time a new operator entered into this
market, prices and connection fees dropped significantly, just like the
model predicts.

Finally, we wish to tackle the question of who benefits from entry
into the telecommunication industry?

Proposition 5.4

Entry into the telecommunication industry increases the utility of old
and newly connected consumers, as well as the profit of the entering
firm.

The proposition follows from the fact that old users gain because of the
increase in the network size; new users gain because they are connected
to this service; and the entering firm makes above normal profit.

5.3 Interconnections

Interconnection is defined as having one carrier using the infrastructure
owned by another carrier in the same industry. Interconnections prevail
in a wide variety of service industries including the telephone, cable TV,
mail, Internet, trains, buses, and the airline industries.
Interconnections are mostly observed in these industries since the
fixed and sunk costs invested in the infrastructure are significant rela-
tive to the cost of carrying or transmitting one unit of output over these
types of infrastructure. For example, wiring and wire maintenance con-
stitute a major part of the infrastructure spending of telephone compa-
nies. Thus, the cost of one phone call is negligible compared to the cost
of infrastructure. Interconnection means that a phone call originated in
a local loop is carried over the network of other carriers both nation-
ally and internationally. For railroad companies, laying down tracks and
track maintenance constitute the major expense on infrastructure. Inter-
connection means that trains belonging to one company use the tracks
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owned by different companies within the same country or in different
countries in many cases.

The impetus for the development of interconnection policies in the
telecommunication industry was the opening the telecommunication mar-
kets to competition. New entrants (for example, Mercury in England,
SPRINT and MCI in the United States, and Barak and Golden Lines
in Israel) needed to access the dominant local-network operators (for
example, British Telecom in England, AT&T in the United States, and
Bezeq in Israel) to reach the customers.S The local operators holding the
basic infrastructures are sometime referred to as the essential facility or
the bottleneck.

At this point, we do not wish to address the question why essential
facilities or bottlenecks exist, except to acknowledge the fact that these
bottlenecks exist because the regulating authorities, believe (falsely, ac-
cording to the author’s opinion) that telecommunication service providers
are natural monopolies. We will go back to this question in Section 6.3
where we demonstrate how digital convergence and the U.S. 1996 Telecom-
munication Act can bring about the elimination of these bottlenecks. For
the purpose of this section we take the common view that the essential
facility is monopolized because of large economies of scale, or first-mover
advantages, or of technological superiority. In fact, one bottleneck that
will continue to stay with us for a long time is the essential facility cre-
ated by many countries for providing access to foreign providers that
transmit international phone calls from the country that a phone call
originates to the country of destination.

Given the assumption that bottlenecks are here to stay, the regu-
lating authority (for example, the U.S. Federal Communications Com-
mission) must intervene in order to induce an efficient allocation of re-
sources. This involves creating proper conditions for entry into the com-
petitive segment of the service while avoiding inefficient bypasses. Again,
the reader must bear in mind that the existence of bottlenecks generates
the welfare distortion, and that promoting entry in connecting services
means searching for what we call in welfare economics second best poli-
cies. From the unwritten “law of the second best” we know that there
are no second-best policies, which means that promoting competition in
connected services (complementary services) need not always increase
social welfare. Thus, I feel that regulators and academic theorists de-
vote too much time to access-pricing regulations instead of dealing with
the source of the problem, which is how to eliminate bottlenecks so
competition can prevail at all levels of services.

Finally, before going to the analytical analysis, it is instructive to
look at some real-life data of access pricing. Figure 5.8 demonstrates
how the price of long-distance calls is affected by access fees in the mid-
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1990s in the United States. The figure shows how the FCC has been

Access charge

> Year
92 93 94 95 96 97 98 99 Proposed

Figure 5.8: Falling long-distance charges and the drop in access charges.

cutting the access charge long-distance carriers pay to regional phone
companies to carry their calls. This charge fell from a level of 5.8¢ a
minute in 1992 to about 3.3¢ in 1999, and is expected to fall to 1.1¢ by
2004.

5.3.1 Access pricing: Basic methods

In recent years, there have been a variety of practices concerning access
pricing, see Laffont and Tirole (1996) and Mitchell and Vogelsang (1991).
We illustrate two of these practices with the following one-way access
model.

Suppose that initially there is one monopoly telephone service provider
(the traditional PTT), which provides both long-distance (LD) and local
(LC) phone services. The incumbent’s local and long-distance services
are illustrated in Figure 5.9.

Incumbent (long distance)
dI

Incumbent
(local)

dE
Entrant (long distance)

Figure 5.9: “One-way” access of a new long-distance carrier.
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Figure 5.9 shows that long-distance calls must access the local carrier
in order to be carried to destination customers. Whereas local phone
calls are provided solely by the incumbent carrier, d’ long-distance calls
can be initiated by the local carrier’s customers and d¥ by the entering
(long-distance) carrier.

Let ¢! denote the fixed (sunk) cost invested in the infrastructure for
local services, for example, wiring individual homes and business and
the cost of acquiring local switches. Let p! denote the marginal cost
associated with one phone call carried from the local switch to a local
consumer, that is, the cost of executing a local phone call. Let p! denote
the unit cost of a long-distance call carried by the incumbent and p¥ the
unit cost of a long-distance call carried by the entrant. Finally, let ¢,
denote the number of local phone calls made. Then the local and long-
distance incumbent’s total cost and the long-distance entrant’s total cost
are

TC] prlqe +d' +d%) + ¢!, TCT = pld’,
CF = (p* +a)d”, (5.21)

where a is the access fee that the entrant pays the incumbent for ac-
cessing the incumbent’s local switch, as determined by the regulating
authority.

We now describe two common methods used by regulating authorities
for setting up the access fee to be paid by the entrant for every long-
distance phone call reaching the incumbent’s local switch. Let p! denote
the price of a long-distance phone call made via the incumbent, and let
p? denote the price of a long-distance phone call made via the entrant.

Fully distributed costs: a = ,ui +¢'/Q, where Q < g +df +dE. That
is, the entrant pays for the marginal cost generated by having the
incumbent carry the call to its final destination, plus its share of
the fixed cost according to its relative use of the local switch.

Efficient component pricing rule (ECPR): a = p' — u!. The entrant’s
access price simply “compensates” the incumbent for the incum-
bent’s loss of profit due to transition of long-distance customers to
the entrant.

The ECPR is a rather sophisticated rule and therefore needs further
discussion. The main idea is to devise an access-pricing mechanism that
prevents inefficient carriers from entering the long-distance market.
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Proposition 5.5

Suppose that the incumbent and the entrant in the long-distance phone-
call market compete in prices (rates). Then, under the ECPR, only
entrants with unit cost p¥ < u! will enter the long-distance phone-call
industry.

Proof. 1In order to get customers to switch from the incumbent and
to place long-distance calls with the entrant, the entrant must set its
price so that p” < p!. Hence, the maximum profit the entrant can
make is 7F = (p! — u¥ — a)d¥. Since under the ECPR a = p! — uf,
78 = p! — pp — (' — ph))d¥ = p! — u¥. Therefore, 7% > 0 if and only
if u! > pP, i.e., if the entrant is more efficient than the incumbent. M
The ECPR has another advantage over the fully distributed cost
access price mechanism in that it does not require the regulator to know
the production cost of the incumbent phone company. Mechanisms that
rely on regulators’ knowledge of production costs tend to fail simply
because incumbent phone carriers tend to overstate their production
costs in order to win a greater compensation from entering carriers.

5.3.2 “Two-way” access pricing under regional monopolies

Two-way access pricing is analyzed in Armstrong (1998), Laffont and
Tirole (1994), and Laffont, Rey, and Tirole (1998). Consider a duopoly
telephone industry with two regional telephone companies A and B.
There are 2n customers subscribed to company A and 27 to company B.
Each phone company provides local (LC) and long-distance (LD) phone
services as displayed in Figure 5.10. However, for a start we will simplify

A A’s Long Distance B

B’s Long Distance

Figure 5.10: Long-distance access pricing between two regional service
providers.

our analysis and ignore the local service, focusing only on the pricing of
long-distance service and access fees. Each phone company i carries LC
calls within its local loop (not modeled), and LD calls which are car-
ried to the switchboard of the competing company and then carried by
the competing company using its local loop. For now, we assume that
the two phone companies are licensed to operate as regional monopo-



122 Telecommunication

lies. The allocation of regions to phone companies is a common practice
throughout the world including in the United States prior to the 1996
Telecommunication Act that allows regional competition. The practice
is even more common in the cable TV industry. Section 6.3 demon-
strates how a change in technology would bring about digital conver-
gence, which could eliminate regional monopoly providers, thereby also
eliminating the need to regulate access charges.

On the demand side, each company serves customers who are “stuck”
with a preassigned company, which is the local monopoly in their area.
Further, assume that in each region there are n high-income potential
customers who are willing to pay a maximum of By for making a long-
distance phone call; and 7 low-income potential customers who are will-
ing to pay a maximum of 1. Let p; be the price of a long-distance call
initiated from region i. The utility of each consumer type subscribed to
the regional monopoly ¢, i = A, B is

Ug = max{By — p;,0} (5.22)
U, of max{fSr, — pi, 0},

where we assume that 81, < g < 28[, meaning that high-income con-
sumers are willing to pay more for a long-distance phone call than low-
income consumers, but not more than twice as much.

Let a 45 denote the access charge levied by company B on company A
for every long-distance phone call carried on its local loop. Similarly, let
ag, be the access charge levied by company A on each long-distance
call initiated by company B. The profit of each firm is given by

A =qa(pa—a,p)+qsag, and 1 = qp(pB —agy) +qaa o, (5.23)

where ¢; is the number of long-distance phone calls placed from com-
pany <.

The interaction between the two phone companies takes place in a
two-stage extensive-form game (see Appendix B).

Stage I: Both phone companies simultaneously set their access prices,
a 4, by company A and ay, by company B.

Stage II: Both phone companies take access prices as given and simul-
taneously set their long-distance tariffs, p4 and pp.

We look for a Subgame-Perfect equilibrium (SPE) (Definition B.4 on
page 303).

In stage II, since each phone company is a local monopoly (customers
cannot choose their phone company), the choice of tariff set by company
A does not affect the choice of tariff set by company B, again for the
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simple reason that consumers cannot switch phone companies. Thus,
each company ¢ is affected only by the access charge set by its rival firm.
The consumers’ utility functions (5.22) imply that

2n ifp; < fL
=94 n HpL<pi<fy i=AB. (5.24)
0 ifp; > Ba.

Equations (5.23) and (5.24) yield

2n (5L - aﬁ) +qjap; ifpi=pL
m =Y (B —ag) +ae; b= Bu (5.25)
gjag; if p; > Bu.

In stage II each phone carrier ¢ takes all access charges as given and
chooses its phone call price p; to maximize m; given in (5.25). Therefore,

Br itaz <26L—fBu
pi=4q PBu 20, —Pu <az<Pu (5.26)
ai-j‘- if ai3. > Oy
To see why (5.26) constitutes the profit-maximizing pricing strategy for
carrier ¢ observe that a direct comparison of profit levels given in (5.25)
implies that setting p; = [ yields a higher profit level than setting
pi = B if 2n(6L — aﬁ) >n(By — aﬁ.), hence if az < 2061, — G-

In stage I of this game, each carrier ¢ sets the access fee aj; to be
paid by carrier j for each phone call originating at j and terminating
at i’s loop, by taking into consideration how its access price affects the
price set by carrier j given in (5.26) and hence the number of phone
calls originating from j which is given in (5.24). Let 7, denote the profit
carrier ¢ makes from collecting access charges from carrier j. Formally,
= a5qj, 4,J = A, B, i # j. Then, (5.24) implies that

,f 2n(2BL — Bu) ifay <26L — Bu

i { nBu if 281 — Bu < az < P (5.27)

Hence, carrier 7 will choose a “low” access charge, a - = 231, — (g, rather
) e ?
than a “high” access charge, a = B, if

. 4
2n(26L — Bu) = nPu, henceif py < gﬁp

Therefore,
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Proposition 5.6
In a SPE, the access charge set by carrier ¢ on a long-distance call orig-
inated in j is

aﬁ. =

201, — B if By < 46L/3
{ B if B > 4BL/3. (5.28)

Next, we wish to calculate the profit of each carrier under the equilib-
rium access pricing strategy (5.28), by substituting the revenue collected
from access charges levied on the competing carrier given in (5.27) and
the equilibrium price (5.26) into (5.25).

If By < 4081/3, then by (5.28) az = 2B — Bu. Hence, by (5.26),
p; = B and by (5.24) ¢; = 27, yielding revenue of 2n3y, from customers.
Also, by (5.27), the revenue generated from access charges to the com-
peting carrier is n; = 2n(208, — By ). However, since in this symmetric
equilibrium access charges paid out are equal to access charges received,
total profit is m; = 2nBL. In contrast, if By > 451 /3, then by (5.28)
aj; = Bu. Hence, by (5.26), p; = Bm and by (5.24) ¢; = n, yielding
revenue of 73y from customers. Also, by (5.27), the revenue generated
from access charges to the competing carrier is 7, = ny. Since access
charges paid out are equal to access charges received, m; = 8y .

Summing up, the equilibrium profit level of each firm is

o { 2pL if By < 4PL/3
' nBr  if Bu > 4B1/3.

Finally, we wish to calculate social welfare, which is defined as the
sum of consumers’ utilities and carriers’ profit levels; formally,

(5.29)

def

W =2nUyg +2nUp + 74 + 7.

To calculate consumers’ utilities consider the following two cases:
If By < 481/3, (5.28) implies that aj; = 208 — Bu, hence by (5.26)
pa = pp = P, therefore Uy, = 0 and Uy = By — Br. In contrast, if
Bu > 4B /3, (5.28) implies that aj; = B, hence by (5.26) pa = pp =
B, therefore Uy = Uy, = 0. Using (5.29), social welfare is given by

(5.30)

W= { 20(Br — Br) +2n x 0+46, = 20(By + Br) if By < 4BL/3

To verify that (5.30) “makes sense” ask yourself what are the net gain in
this economy, considering the fact that firms are owned by consumers,
so total consumer expenditure equals total revenue of the two carriers.
Since there are no production costs, and since access charges are merely
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transfers between the two carriers, social welfare must equal total gross
consumer utility, that is, utility before reducing prices. This is indeed
the result obtained in (5.30), which should come as no surprise once the
reader understands the logic behind this argument.

Our assumption that Sg < 20, (5.28), and (5.30) yield our main
proposition.

Proposition 5.7
a) “Low” access pricing, i.e., a= = 20r — By, yields a higher social
(a) pricing, ie., aj % g

welfare than higher access pricing. Hence,

(b) a market failure occurs when the valuation parameters satisty By >
481, /3 (very high valuation by high-income consumers) as in this
range access charges exceed the socially optimal levels. Hence,

(c) if By > 40 /3, socially-optimal policy calls for the regulator to
impose a ceiling on access charges at the level a = 23, — By .

Proof. (a) The assumption that 8y < 28r and (5.30) imply that serving
the entire market yields a higher social welfare than serving the high-
income consumers only. In order to induce firms to charge p; = (O
instead of p; = By, (5.26) implies that access charges should not exceed
aj; =26r — Bu. (b) When By > 4531/3 (5.28) implies that carriers set
high access charges, which are not socially optimal by part (a). Part (c)
then follows. ]
Proposition 5.7 highlights the major problem associated with partial reg-
ulation where carriers overcharge each other with access prices, thereby
artificially increasing each others’ cost, which induces carriers to raise
consumer prices thereby excluding low-income customers from making
phone calls. The situation described here may occur also if the two car-
riers collude in access prices (rather than setting it competitively) in an
attempt to “artificially” raise each other’s cost.

Finally, note that in this environment, since there are no externalities
the First Welfare Theorem applies in the sense that perfect competition
(had it existed) is optimal. Hence, the socially optimal access charges
are zero. In our simple discrete model, any low access prices satisfying
0 < az < 281, — By will not affect market prices and hence will not
distort. However, high access charges, az > 281, — By, will raise prices
and reduce consumption leading to the familiar distortion.

5.3.3 International phone calls settlement rates

In practice, the revenue generated from a call is collected by the tele-
phone company in the country where the call is originated and this
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revenue can differ across countries with different demand levels (say, be-
cause of differences in per-capita incomes). This suggests that carriers
ought to have some way of compensating each other in the case there
is an imbalance of calls between them. The method of compensating
payments is generally a negotiated fixed rate per minute, commonly re-
ferred to as the settlement rate. These types of arrangements can be
traced back to 1865, when 20 European nations formed a union, now
known as the International Telecommunications Union (ITU).

Wright (1999) provides a test for the U.S. FCC’s claim that the
current arrangements cost U.S. consumers billions of dollars annually,
largely to subsidize foreign carriers in low-income countries. In 1996,
U.S. carriers paid out on the order of $5.5 billion more in such settle-
ments than they received. The FCC claims that artificially high settle-
ment rates are preventing the prices of international phone calls from
falling to competitive rates. For example, in 1997 U.S. customers spent
495 million minutes on calls to Brazil, but Brazilians make only 159 mil-
lion minutes’ worth of calls to the United States. To pay for the deficit
of 336 million minutes, U.S. carriers transferred $154.7 million to Brazil.

In what follows, we provide simple models to analyze the effect of in-
stituting settlement rates under two market structures: (1) each country
is served by a local monopoly carrier (PTT) and (2) phone companies
are fully competitive in each country.

Momnopoly carrier in each country

Consider a world with two countries labeled N (for North) and S (for
South). Country N has ny consumers who wish to place at most one
international phone call to country S. Country S has ng consumers who
wish to place at most one phone call to country N. We may think of
country N as the country with a higher per-capita income; hence we
assume that it has a larger number of consumers wishing to place a
phone call compared with country S. Formally, let ny > ng.

Let pi denote the price of a phone call from country k as charged
by the country k’s carrier, k = N,S. Each potential consumer has a
valuation of § > 0 for placing this phone call, meaning that the utility
function of a consumer in country k is given by

(5.31)

U, e 0 — pr  if makes an international call
o 0 if does not make an international call.

Let a denote the international access charge (settlement rate), which
is the payment each carrier makes to the foreign carrier for carrying
the phone call to its final destination in the foreign country. At this
point, we do not discuss how the settlement rate is determined. Later



5.3 Interconnections 127

on, we introduce some rule for how countries mutually agree to a world
wide settlement rate. Then the profit of each national phone company
is composed of profit generated from sales of international phone calls
and the collection of access fees from incoming international phone calls.
Thus,

™~ = (py —a)nn +ans, and w5 = (ps —a)ns +any.  (5.32)

Our assumption that ny > ng implies that

Proposition 5.8
An increase in the international settlement rate, a, decreases the profit
of phone company N and increases the profit of phone company S.

Proof. The profit of company N is proportional to a(ns — nx) < 0
whereas the profit of company S is proportional to a(ny —ns) > 0. W

The timing of this model is as follows. There are two stages: In
the first stage, representatives of the two companies agree on a mutual
settlement rate, a. In the second stage, the two companies take the
settlement rate as given and set py and pg separately to maximize their
profits.

In the second stage, for a given value of a, the monopoly price of a
phone call in country k& and the implied volume of international phone
calls placed from country k, g, are

_J B ifa<p _ o ifa<p
pk{a if a > 3, and g = 0 ifa>p. (5.33)

Thus, each company collects a profit of py — a on each phone call placed
in country k, and this profit is strictly positive as long as the access
charge does not exceed consumers’ valuation, i.e., a < 3.

In the first stage countries bargain over the international settlement
rate, a. In order to simplify the exposition, we assume the following
bargaining solution.

ASSUMPTION 5.4

Let ay be the access charge which maximizes wy given (5.32), and
let ag be the access charge maximizing g given (5.32). Then, in the
bargaining process the companies agree to a mutual access charge that
is the average of the two profit-maximizing charges, that is

. def AN Tt a5
a = —.
2
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The reader is warned that this bargaining solution need not be efficient,
and is, therefore, uncommon in economic theory. The reader who is
interested in studying efficient bargaining solutions (e.g., Nash 1950) is
referred to books on bargaining and cooperative game theory.

Assumption 5.4 and Proposition 5.8 imply that the mutually agreed
upon access charge is @ = 3/2. Then, by (5.33), pxy = ps = (3, implying
that the profit levels (5.32) are now given by

B
TN =Tg = 5(171\; +ng) > 0. (5.34)
Let T)ry denote the net transfer of money from company N to com-
pany S, then

p
Tys = —Tgy = alnny —ns) = 5 (0 —ns) > 0. (5.35)

Equations (5.34) and (5.35) imply the following proposition.

Proposition 5.9

When phone companies exercise full-monopoly power in their own coun-
try over international phone calls, under the bargaining rule of Assump-
tion 5.4:

(a) the Northern phone company’s total access charges paid to the
Southern company exceed the total access charges it receives from
the Southern company;

(b) despite the excessive payment, the Northern company makes a pos-
itive profit.

Part (b) of the proposition is important since it explains why Northern
phone companies are willing to sign agreements with Southern compa-
nies despite the fact that they end up paying net transfers to Southern
firms. In other words, abolishing any agreements would worsen the
Northern companies’ situation as their profit from international service
would drop to zero. Thus, high-income countries agree to such a settle-
ment rate since, with a higher demand, they stand to lose more if they
do not reach any agreement.

Competition in each country.

Suppose now that the phone industry in each country is deregulated and
therefore becomes competitive so both phone companies charge prices
equal to their marginal costs. Since the only cost of placing an inter-
national phone call is the international settlement fee (access price to
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the foreign company’s local loop), competitive pricing means that both
companies set the price of an international call to py = ps = a.

Under competitive pricing, substituting py = ps = a into the profit
functions (5.32) yields

N =ang, and 7g=any. (5.36)

Equation (5.36) shows that when the phone industry in each country
is competitive, the sole source of profit of each carrier comes from the
access charges. Therefore,

Proposition 5.10
When phone companies are competitive, an increase in the international
settlement rate, a, increases the profit of each phone company.

Comparing Proposition 5.10 with Proposition 5.8 reveals that whereas
under monopoly one company must lose from an increase in access pric-
ing, under competition all companies gain from an increase in access
pricing. This implies that ay = ag = J; hence by Assumption 5.4 the
negotiated settlement rate is @ = 3. The following proposition describes
the major concern expressed by many regulating authorities on the effect
competition may have on international settlement rates.

Proposition 5.11

When phone companies face competition from other carriers in their own
countries, they negotiate higher international settlement rates compared
with the case where each company maintains a monopoly position in its
country. This means that high settlement rates serve as a means of
collusion across carriers in different continents.

In other words, companies artificially raise their access rates, knowing
that these payments cancel out. However, this artificial fees are rolled
over onto the consumers who end up paying the monopoly price, 3, even
thought perfect competition prevails in the domestic market. The reader
should not conclude from Proposition 5.11 that introducing competition
at the national level is welfare reducing. On the contrary, the distortion
created by competition at the national level can be fixed by introducing
further competition in international service. More precisely, if carriers
in each country can negotiate settlement rates with competing foreign
carriers, this form of international collusion will be eliminated. This can
be achieved only after the relevant countries introduce full competition
among their own carriers.
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5.3.4 The future of international telephony

As a result of deregulation in the industry, international phone call rates
have dropped between 25 percent to 80 percent in many countries in the
past three years, and are expected to keep falling to the level of long-
distance rates in the first decade of the third millennium. The sharp fall
in rates that has no precedent in the history of international telephone
and the reasons leading to this fall go beyond the simple explanation
that competition has been introduced in most countries.

Awvoiding local monopolies: Today, U.S. carriers that send calls to Euro-
pean countries do not have to go through dominant carriers and
can connect to hundreds of local companies that offer much lower
prices.

Callback: In the early 1990s, a method emerged to get around high
rates. Because overseas calls from the deregulated United States
were cheaper than calls into the United States, startup companies
took advantage of the gap, offering “callback services.” A customer
outside the United States would dial a special U.S. number and
hang up after a few rings, avoiding the charge for a call. Then, the
U.S. number would call back and supply a dial tone to the foreign
customer. From there, the caller could dial anywhere in the world
at low U.S. prices. Coincidently, in the late 1990s the price of
international phone calls from Israel fell to about one-fourth of
the U.S. rates. As a result Israeli startups began offering call-back
services to U.S. consumers.

International resale: Owners of privately leased phone lines between
countries resell unused capacity on their lines to local phone com-
panies. Calls carried on these lines are not subject to settlement
fees.

Internet telephony: Farly Internet telephone calls required a PC at both
ends of the line, but now thanks to gateways that link the Internet
to the phone system a PC is not required. Savings result from the
fact that no settlement fees are paid.

5.4 Exercises

1. Consider the discrete-demand model of the market for telecommunica-
tion of Section 5.1.1. Suppose that there are two types of consumers
who wish to connect to a certain telecommunication service (for exam-
ple, obtaining a phone service). There are 20 type H consumers who
place high value on connecting to this service, and 60 type L consumers
who place a lower value for this connection.
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Let p denote the connection fee to this service, and ¢ the actual
number of consumers connecting to this service. Then, the utility func-
tion of each type

det 2q — p connected def q—p connected
Un = { 0 disconnected and Ur = 0 disconnected.

Draw the demand function for connecting to this telecommunication
service. Label the axes and prove and explain the graph.

2. Consider the discrete-demand model of the market for telecommuni-
cation of Section 5.1.5, with three types of consumers, indexed by i,
i = 1,2,3. There are n consumers of each type. Let ¢ denote the num-
ber of people connecting to this telecommunication service, and let p
denote the connection fee. The utility of each type i consumer is given
by

for every typei=1,2,3.

U, et (i+1)g —p if connected
‘ 0 otherwise,

That is, type 1 consumer has the lowest valuation for connecting to this
service, whereas type 3 has the highest valuation.

Answer the following questions.

a) Draw the aggregate demand for telecommunication services. Ex-
ggreg
plain your result!

(b) Suppose that the connection fee is p = 2n. Find the critical mass
(Definition 5.1) associated with this level of connection fee.

(c) Suppose that this market is serviced by a single monopoly firm
who has no production costs for connecting people to this ser-
vice. Find the monopoly’s profit-maximizing connection fee and
its profit level.

3. This question requires the use of calculus. Consider the model of the
monopoly telecommunication service provider described in Section 5.2,
but suppose that consumer types are indexed by z on the interval [0, 2]
(instead of [0,1]). In order to simplify the calculation, suppose that the
density of consumers is 7 = 1, meaning that there is only one consumer
per type (instead of 1 consumers per type). Assume that the utility
function of each consumer z, = € [0, 2] is given by

U — (1 —x)g° —p if she subscribes
© 0 if she does not subscribe.

Answer the following questions.

(a) Formulate the inverse demand function facing the monopoly telecom-
munication service provider.

(b) Formulate monopoly’s profit maximization problem. Calculate the
first- and second-order condition for profit maximization.
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(¢) Solve for the monopoly’s price, size of the served market and profit
level.

4. Consider a simplified version of the “two-way” access pricing model

studied in Section 5.3.2. Company D is a long-distance carrier which
must access the local loop of a local carrier called company C. Com-
pany D is facing demand for its long-distance service from two groups
of potential customers (where each consumer makes at most one phone
call): A group of ng high-income consumers who are willing to pay a
maximum of 80¢ for a long-distance call; and a group of 7, low-income
consumers who are willing to pay a maximum of 20¢ for each long-
distance call.

Let a5, denote the access charge carrier C' levies on carrier D for each
of D’s phone calls it carries on its local loop. Let pp denote the price
of each long-distance call D charges it customers. Answer the following
questions:

(a) Suppose that apj, = 0. Calculate the price of a long-distance
phone call which maximizes the profit of carrier D. Your answer
should depend on the relative values of ng and 7ny..

(b) Answer the previous question for all possible given access charges
satisfying 0 < a5, < 80, assuming that ng < nr/3.

(¢) Suppose that ng = 100 and nz, = 500. Calculate the access charge
which maximizes the profit of carrier C.

(d) Is the outcome found in the previous question socially optimal?
Hint: Since there is no externality, the First-Welfare Theorem ap-
plies, so you can think of marginal-cost pricing. If your answer is
negative, is there any policy that the regulator can use to imple-
ment the socially-optimal outcome?

Consider the model of international settlement rates between the North
and the South analyzed in Section 5.3.3. Suppose now that the phone
industry in country N is fully competitive, hence the price of an inter-
national phone call from N to S is py = a, where a is the negotiated
access charge. Also, suppose that the phone industry in country S re-
mains a monopoly, hence the price of a phone call from country S to NV
is ps = B. Answer the following questions.

(a) Formulate the profit function of each phone company as a function
of a, and conclude what level of access charge maximizes the profit
of each company.

(b) Using the bargaining rule of Assumption 5.4 on page 127, deter-
mine a mutually agreed upon access charge. Compare this access
charge to the access charge agreed upon when both companies are
monopolies. Explain why there is a difference.

(¢) Calculate the net flow of money transferred from company N to

company S. Compare to the amount transferred when both com-
panies are competitive.
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6. Answer the previous question assuming that the phone industry in coun-
try N remains a monopoly, whereas the phone industry in country S is
competitive. Explain the difference between the two scenarios.
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Firms that provide broadcasting services are called networks since they
can broadcast the same programs in different geographic locations. As
a result of this, regulating authorities fear that large networks may con-
trol “too much” information which will enable them to influence the
thinking of the citizens and therefore cause damage to pluralism, which
strengthens democracies. For this reason, the U.S. Federal Communica-
tion Commission (FCC) always sets a limit on how many radio and tele-
vision stations can be controlled under a single ownership. Section 6.1
of this chapter analyzes the competition among broadcasting networks
assuming that the stations use scheduling and program types as strate-
gic means to attract listeners and viewers. Section 6.2 analyzes how the
regulating authorities regulate the span of control over the airwaves by
allocating limited amount of spectrum to bidders. Finally, Section 6.3
integrates Chapters 5 and 6 by analyzing the market consequences of
digital convergence, where digital convergence if defined as the provi-
sion of telephony, the Internet, and broadcasting via a single fiber-optic
line connected, possibly, to a single provider.
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6.1 Broadcasting and Cable Television

Broadcasting differs from cable television in one major respect. Cable
services are sold to consumers, whereas broadcasting via the airwaves
reaches all consumers who possess the appropriate receiving equipment
(e.g., radio, TV set, antenna, etc.). In this respect, cable companies
resemble telephone companies who can connect and disconnect unpaying
consumers from the network.

Since broadcasting companies cannot collect fees from their view-
ers and listeners, they resort to generating revenues from advertising
only. The revenue from advertising is proportional to the popularity of
the broadcasting station, called rating, which is the number of viewers
watching or listening to a station at a given time period. It should be
noted that even cable TV stations resort to some advertising, so cable
TV providers generate their revenue from two sources: advertising and
fees from viewers. Finally, most countries operate “public” radio and
TV stations that are supported by public money and listeners’ contri-
butions.

6.1.1 Scheduling competition

Since broadcasters are engaged in nonprice competition among their
stations, scheduling of programs becomes the major strategic variable
in this industry. Each targeted group of consumers have certain hours
during which their major audience turns on their TV sets. For example,
soap-opera lovers happen to have time to watch TV in early afternoons,
whereas other people tend to watch the news between 6 P.M. to 10 P.M.
Clearly, the first group of consumers tend not to be employed in full-time
positions, whereas the second group tend to work full time.

Given the limited time period in which particular audiences can be
targeted, several stations compete head-to-head on viewers. Therefore,
scheduling becomes a major strategic tool, which is as important as the
content of the broadcasting itself.

One observation that economists often find puzzling is that many sta-
tions tend to broadcast the same types of programs at the same time.
For example, the TV morning news tends to be broadcasted between
7 A.M. to 9 A.M., whereas night news tends to be broadcasted at 6:30
P.M. on at least two major TV stations in the United States. The
same observation applies to soap operas that tend to be broadcasted
at the same time rather then sequentially (on different stations). The
reason why economists find this observation puzzling is that in product
(brand) differentiation models where firms compete in prices, firms tend
to differentiate themselves from their competitors by offering slightly
different products (more sugar, less fat, less caffeine, etc.). The reason
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for this is given in Appendix C, which shows that a higher degree of dif-
ferentiation weakens price competition, hence increasing the monopoly
power of brand-producing firms, and hence their profits. In contrast,
broadcasters tend to broadcast the same programs exactly at the same
time. In this section we seek an explanation for this observation. As we
demonstrate below, nonprice competition induces broadcasters to limit
differentiation in the timing of their broadcasts.

Figure 6.1 provides an example for how viewers are distributed during
prime time.

# Viewers

n ° . . ° .

| |
[ [

T—27—-1 7 7141 717+4+2

s

Figure 6.1: Uniform distribution of viewers during prime time.

Figure 6.1 illustrates a prime-time distribution of viewers’ ideal watch-
ing time, say for an evening news program, where there are 1 viewers
whose ideal (most-preferred) hour is 7 — 2, n viewers whose ideal time is
7 —1, and so on. We make the following assumptions on these viewers.

ASSUMPTION 6.1
(a) The time difference among viewers’ ideal watching time is constant.

(b) Viewers will choose the channel whose broadcasting time is the clos-
est to their ideal time.

(c) If all stations offer their programs at the same time, or if viewers
are indifferent between two stations, then the stations equally split
the entire viewer population.

(d) The profit of a TV station is proportional to the number of viewers.
Formally, the profit of station i is m; S p - q;, where q; is the num-
ber of viewers and p > 0 is the revenue per viewer generated from
advertising.

Part (a) of Assumption 6.1 follows from the general observation in which
people tend to organize their time in certain time frames, either on the
hour or on 30 minutes past the hour. The reader should ask himself
whether he has ever fixed a meeting at 6:22 P.M.7 The answer is probably
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no, as people tend to round their schedule to either 6 P.M. or 6:30 P.M.
As it turns out, TV stations tend to schedule their programs either on
the hour or on 30 minutes past the hour. One reason for this is that any
deviation from fixed time intervals would make it impossible to print
TV guides in a readable format (i.e., columns and rows), which viewers
find easier to read.

Two broadcasting stations

Suppose that there are two broadcasting stations labeled station A and
station B, competing for viewers of evening news aired during prime
time. Let t4 denote the broadcasting time of station A, and tp the
broadcasting time of station B. Thus the action set of each station ¢ is
tie{r—2,7— 17,7+ 1,7+ 2}, i = A, B. Table 6.1 illustrates this
normal-form game.

Station B
T—2 T—1 T T+1 T+ 2
T—2|5n/2 5n/2 | n 4dn | 3n/2 Tn/2 | 2n 3n | 5n/2 5n/2
T—1 | 4n n | 51n/2 5n/2 | 2 3n | 5n/2 5n/2 | 3 2n
A: 7 | Tn/2 3n/2 | 3n 2n | 5n/2 5n/2 | 3n 2n | ™/2 3n/2
T+1 | 3n 2n | 5n/2 5n/2 | 2n 3n | 5n/2 5n/2 | 4n n
T4+2 | 5n/2 5n/2 | 27 3n | 3n/2 /2 | n 4n | 5n/2 5n/2

Table 6.1: Prime-time scheduling game: Uniform distribution case. Remark:
All entries (profit levels) should be multiplied by p.

We look for a Nash equilibrium (Definition A.4 on page 292) in broad-
casting time.

Proposition 6.1

(a) There exists a time period in which having both stations broadcast-
ing at the same time is an equilibrium. Formally, there exists t for
which t4 = tg =t is a Nash equilibrium.

(b) In the example of Figure 6.1, the equilibrium is unique.
Proof.

(a) We demonstrate that t4 = tp = 7 is an equilibrium according
to Definition A.4 on page 292. In this equilibrium, 74(7,7) =
wp(T,7) = 5pn/2 (as the viewers are equally split between the sta-
tions). We now check whether any unilateral deviation by station A
can be profit enhancing (deviation by B can be similarly examined).
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3 5
alr=2)=p3 < p3l=ma(r7)
on
ma(r—1) =p2y < po =ma(r,7)
o1
ma(tT+1)=p2n < p?ZTFA(Tﬂ')
3 5
7TA(T—|—2)=,07T] < p?n:ﬂA(T,T).

(b) Part (a) showed that in equilibrium ¢4 = t5. In order to show that
the outcome (ta,tp) # (7,7) does not constitute Nash equilibria,
we need to show that for every such outcome one station will find
it profitable to deviate. We leave it to the reader to complete the
proof.

|
In fact, there is an alternative method of proving Proposition 6.1 by
constructing the best response function (see Definition A.5 on page 295)

of each station, R4(tp) and Rp(ta). Therefore, for every station 4, j =
A, B and i # j,

T—1 ifip=7-2

T iftB:T—l
T iftp=7+1

T+1 iftg=7+2,

which are plotted in Figure 6.2. Figure 6.2 shows that the two best-
response functions intersect only once. This proves that there exists a
unique Nash equilibrium in broadcasting time.

The reason for why we should be careful about stating uniqueness
in scheduling games is revealed in the following example displayed in
Figure 6.3, and in Table 6.2 as a normal-form game. In order to find
the Nash equilibria for the game defined by Table 6.2, we construct the
stations’ broadcasting time best-response functions. Therefore

-1 iftp=1—2

N ) At} iftp=7-1

ti = Rit;) = {r—1,7} iftgp=r1 (6.2)
T iftg =7+ 1,

which are plotted in Figure 6.4. Figure 6.4 reveals that in this example,
there are four Nash equilibria: (ta,tg) = (1 —1,7—=1), (ta,tp) = (7,7),
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ta

A
7—+2 T RB(tA)/,'B
T+1 B A

} " Ral(tp)
T Ao ATB ...... A
-1+ A B
T—2 B
1t

T—=27—-1 7 74+17+2

Figure 6.2: Stations’ broadcasting time best-response functions: The unique
equilibrium case.

| | | | .t

T—2717-1 7 71+1

Figure 6.3: Example of multiple Nash equilibria.

and two equilibria with different broadcasting time (t4,tg) = (r —1,7),
and (ta,tp) = (1,7 — 1). In all the four equilibria the stations earn a
profit of m4 = mp = 2pn as the market is split evenly between the two
stations.

We have demonstrated that when there are two broadcasting sta-
tions, a Nash equilibrium where two stations broadcast at the same
time always exists. The logic behind this result is as follows: If stations
are not broadcasting at the same time, then

Step 1: they must be broadcasting in adjacent time periods, since oth-
erwise one station will “move” toward the other and “capture”
an additional time-period viewers.
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Station B
T—2 T—1 T T+ 1
T—2 | 2n 2n | n 3n | 3n/2 5n/2 | 2n 2n
T—1 | 3n n | 2n 2n | 2n 2n | 5n/2 3n/2
Station A: 7 | 5n/2 3n/2 | 2 2n | 2n 2n | 3n n
T+1 | 2n 2n | 3n/2 51/2 | n 3n | 2n 2n

Table 6.2: Multiple equilibria in the prime-time scheduling game. Remark:
All entries (profit levels) should be multiplied by p.

fa Rp(ta)
T+1 1 B
T = AgB“'AtiB ...... A RA(tB)
T—1 4 Aeep ;‘*BAEB
T—2 ]_:D>
| | | |

[ [ [ [ tp

Figure 6.4: Stations’ broadcasting time best-response functions: The muti-
ple equilibria case.

Step 2: In this case, if both stations split the market evenly and broad-
cast at different time periods, they earn the same as they earn
when the broadcast on the same time, hence broadcasting at the
same time is a Nash equilibrium.

Step 3: If, however, stations earn different profit levels, then there must
be one station that serves more than half of the market and one
that serves less than half of the market. Now, the station that
serves less than half of the market will deviate and broadcast
at the same time as the station with the high profit, thereby
raising its market share to serving half of the market. In this
case, broadcasting at the same time is again a Nash equilibrium.
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Three broadcasting stations

The previous scheduling examples demonstrated that when there are
only two stations, there are always Nash equilibria where both stations
broadcast at the same time. Suppose now that there are three stations
labeled A, B, and C, and consider the viewers’ market of Figure 6.1.
We again look for a Nash equilibrium in scheduling ¢4, tp and t¢.

Proposition 6.2

Under a uniform distribution of consumers across idea viewing time,
there does not exist an equilibrium where all three stations broadcast at
the same time.

Proof. lfty =tp =tc = 7—2, then all stations equally split the viewers
so each earns m4 = g = w¢ = 5pn/3. If station A deviates and sets
t'y = 7—1, then its profit rises to 7’y = 4pn, hence t4 = tp =tc = 7—2
cannot be an equilibrium.

Ifta =tg = tc = 7 — 1, then all stations equally split the viewers
so each earns 14 = mp = o = 5pn/3. If station A deviates and sets
. = 7, then its profit rises to 7’y = 3pn, hence ty =tp =tc =7 —1
cannot be an equilibrium.

If ty4 =tp = tc = 7, then all stations equally split the viewers so
each earns mq = g = mc = 5pn/3. If station A deviates and sets
s = 7 + 1, then its profit rises to 7’y = 2pn, hence ty =tp =tc =7
cannot be an equilibrium.

Similar deviations are also not profitable at the outcomes t4 =t =
tc=7+4+1landty =tp=tc=7+2. [ |

The prediction of Proposition 6.2 is actually observed in the United
States, where NBC, CBS, and ABC compete in the evening news mar-
ket. Two stations broadcast the news at the same time and the third
broadcasts thirty minutes later.

Scheduling and social welfare

In order to calculate social welfare we need first to define viewers’ utility
function, since so far the only thing that we mentioned about their
preferences is that they would prefer to watch television as close as
possible to their ideal time. We now define the utility of a viewer whose
ideal time is ¢ and watches the program at time t by

Uty =B—-6 |t -1, (6.3)

where 4 > 0 is the viewer’s basic utility derived from watching the
program, and § > 0 (differentiation disutility parameter) is the viewer’s
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disutility from having to watch the program one (additional) hour earlier
or later than his ideal time.

We generally define a social welfare function as the sum of viewers’
utilities plus the stations’ profits. However, in this basic model, the
entire viewer population is served, hence aggregate industry profit is
always Yy, m; = 5pn for the example displayed in Figure 6.1, and ), m; =
4pn for the example in Figure 6.3.

Therefore, in these two simple examples, social optimum coincides
with scheduling that maximizes aggregate viewers’ utility, which in this
case is equivalent to scheduling that minimizes aggregate disutility from
deviation from viewers’ ideal time. The reader is asked to provide the
proof for the following proposition.

Proposition 6.3
Suppose that there are two broadcasting stations facing potential viewers
whose ideal time distribution is displayed in Figure 6.1. Then,

(a) Social welfare is maximized when station A broadcasts at t =1 — 1
and station B att =7+ 1.

(b) A market failure always occurs since two stations tend to broadcast
at the same time, whereas social welfare is maximized when stations
broadcast at different time periods.

Proposition 6.3 demonstrates an innate market failure in the scheduling
of broadcasts, associated with the total conflict between broadcasters’
tendency to air the same programs at the same time, and consumers’
heterogeneous preferences regarding their ideal viewing time. Indeed,
this market failure in scheduling has created an entirely new industry
in which cable stations specialize in round-the-clock news, shopping,
sports, where each program is repeated every one to two hours.

“One-way” viewers

So far, our viewers could watch their favorite program any time they
wished even if their favorite program was aired earlier than their ideal
time. However, consider a situation where potential viewers come from
work every evening at different hours. In this case, those who missed
the news will not be able to watch it; they will be able to watch only
programs that are aired after they reach home.

Consider again the viewers’ market displayed in Figure 6.1, but sup-
pose that no viewer can watch a program which is aired prior to his
ideal watching time (say, because she spends the time working and ar-
rives home exactly at her ideal watching time). Table 6.3 displays this
game in a normal form.
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Station B
T—2 T—1 T T+1 T4+ 2
T—2|n/2 1n/2 7 nln 2n | n 3n | m 4n
T—11|n nln n | 2n n | 2n 2n | 2n 3n
A: T | 29 nln 2n | 3n/2 3n/2 | 3n n | 3n 2n
T+1 | 3n n | 2n 2n | n 3n | 2n 2n | 4n n
T4+2 | 4n n | 3n 2n | 2n 3n|n 4dn | 5n/2 5n/2

Table 6.3: One-way prime-time scheduling game. Remark: All entries (profit
levels) should be multiplied by p.

Our main result was demonstrated in Cancian, Bills, and Bergstrom

(1995).

Proposition 6.4
With “one-way” viewers, there does not exist a Nash equilibrium in
broadcasting time.

Proof. The best response function of each station i, as a function of the
broadcasting time of station j can be found to be

T+ 2 ifr—-2

T+ 2 ifr—1
Ri(i;) =< {r—1,7+2} ifr

T fr+1

T+ 1 if 7+ 2.

Now, we look at the following sequence of responses.

tA=T—-2=tp=7TH+2=ty=7+1=tp=1T

- T—1
:>t3{7_+1 == 1a = T+ 2

:>tA{ T—1
r

T+2

which means that the sequence of responses never converges and hence
a Nash equilibrium does not exist. [ |

The intuition behind Proposition 6.4 is that each station will respond
to a given time schedule of the rival by moving its program just ahead
of the competitor’s broadcast. However, if the rival station schedules its
program “very late,” the station will respond by scheduling its program
as early as possible, i.e., at t = 7 — 2, thereby capturing all viewers
arriving home early. Nilssen and Sgrgard (1998) overcame the nonexis-
tence problem by analyzing a sequential-entry game where, in our case,
station A chooses its broadcasting time before station B.
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6.1.2 Program-type competition

So far, we have assumed that broadcasting stations compete in one di-
mension which is scheduling time. However, there is a second dimension
of competition among broadcasting stations, which is the type and the
nature of broadcasted programs. Steiner (1952), dating back to the
age of radio broadcasting, analyzed the program-choice decisions made
in monopoly and oligopoly markets, where each station was assumed
to maximize its number of listeners. Steiner showed that a monopoly
broadcaster typically offers a larger variety of program types than what
is offered by an oligopoly industry, since competing stations can gain
from concentrating only on popular program types where each station
can capture viewers from its rivals. In contrast, a monopoly broad-
caster, faces no such business-stealing effect and hence finds it profitable
to attract viewers who prefer to watch less profitable programs.

As it turns out, Steiner’s result depends heavily on barriers to entry
into the broadcasting industry. If there is free entry then eventually
all program types will be broadcasted if it is socially optimal to do
so. In contrast, barriers to entry imply that the few existing stations
concentrate only on the more popular programs and neglect the less
popular programs. The duplication of popular programs and the scarcity
of less popular programs yield a socially suboptimal allocation.

To see this, suppose that each broadcaster has exactly two channels
that can operate at the same time. Suppose further that 81 percent of
the potential viewers would like to watch talk shows only, and 19 percent
would like to watch only the news. Now, if there is only one broadcaster
(monopoly), then it will offer both a talk show on one channel and news
on the second channel. In contrast, if there are two broadcasters, each
with two channels, then all the four channels will offer only talk shows as
each is viewed by 81%/4 > 19% of the viewers. A similar result is found
in Spence and Owen (1977) who showed that, in the advertiser-supported
TV industry, there is a bias in favor of program types that generate large
number of viewers. Finally, Nilssen and Sgrgard (1998) integrated the
scheduling strategy model with the program type model and analyze
a broadcasting industry competing in two dimensions: scheduling and
program profile. We now introduce a simplified version of Steiner (1952).

Program types and viewers

We assume that there are 1 possible program types indexed by i =
1,2,...,1. For example, type 1 could be a talk show, type 2 could be
the news, type 3 could be a crime show, and so on. Each type of program
1 is watched by 7; viewers. With no loss of generality, program types
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are labeled in the order of decreasing number of viewers so that
m>1m22>...2> My

ASSUMPTION 6.2
(a) Programs are to be aired in prime time only; hence each broadcast-
ing station can air at most one program type.

(b) If several stations choose to air the same program type, then the
program’s viewers are evenly split among the stations.

Broadcasting stations and the rules of competition

There are three broadcasting stations indexed by 7 = A, B, C. Produc-
tion is costless. As before, each station earns a profit of p on each viewer,
so each station attempts to maximize the number of viewers.

We denote by p; € 1,2,...4,..., the action (program type) chosen
by station j. We look for a Nash equilibrium (Definition A.4 on page 292)
in program-type choices, (pa,ps,pc)-

FEquilibrium program types with three stations

The following proposition states which program types are chosen by each
station in a Nash equilibrium.

Proposition 6.5
Let 1 > n2 > n3.

(a) If ;1 > 3ma, then (pa,pp,pc) = (1,1,1) (all stations air only the
most popular program) constitutes a unique Nash equilibrium

(b) If 2n3 < m1 < 3mg, there are three Nash equilibria, where exactly
two stations air program type 1 and one station airs program type 2:
(1,1,2), (1,2,1), and (2,1, 1).

(c) If ;1 < 2ns3, there are six equilibria where in each equilibrium each
station airs a different program type: (1,2,3), (1,3,2), (2,1,3),
(2,3,1), (3,1,2), and (3,2,1).

Proof.

(a) In equilibrium, 74 = 75 = ¢ = pm /3. If, for example, station A
deviates to program type p’y = 2, then @'y = pna < pn1/3. Since
n3 < 12, this station will also not deviate to p’y = 3. For exactly the
same reason stations B and C will not deviate.
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(b) We construct the best-response function of a representative station i.

ifpj=pp=1

ifpj=pr=2, orp; =pr =3
ifp;j=1,pp,=2,0orp; =2,pp=1
ifpj:2,pk:3, Orpj:3,pk.:2
ifp; =1,pp, =3, orp; =3,p = 1.

Ri(pj,pr) =

== = = N

Each of the three equilibria can satisfy simultaneously all the three
best-response functions. Also, program type 3 is never a best re-
sponse, hence these three equilibria are the only equilibria.

Part (c) is left as an exercise at the end of this chapter. [ |

Is there a market failure?

Let each viewer gain a utility of U; = ( if the program of her choice is
aired, and U; = 0 if the program of her choice is not aired. We define
social welfare as the sum of viewers’ utilities and stations’ profits. Thus,
comparing the social welfare levels for representative outcomes for the
three parameter ranges analyzed in Proposition 6.5 yields

W(L,1,1) = mB+m/3+m/3+m/3)p=m(B+p),
W(1,1,2) = (m+mn2)B+m/2+m/2+n2)p=(m+n2)(B+p),
W(1,2,3) = (m+mn+n)(B+p). (6.4)

Equation (6.4) and Proposition 6.5 imply the following proposition.

Proposition 6.6

(a) Social welfare is maximized only when all stations broadcast differ-
ent types of programs. Formally, the program-type choices (1,2, 3),
(1,3,2), (2,1,3), (2,3,1), (3,1,2), and (3,2, 1), maximize social wel-
fare.

(b) When 1 > 2ns, a market failure occurs as one program type is not
broadcasted by any station.

6.1.3 Cable TV: The effect of local monopolies

Cable TV became most popular in the early 1980s when extensive wiring
of private houses took place in the United States and Europe. Unlike
TV stations which broadcasted via the airwaves and earned their profit
from advertising and public money, cable TV operators rely on direct
fees imposed on subscribers for transmitting a bundle of TV stations to
their homes.
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The guiding principle of regulators in providing licenses to cable-TV
operators was that wiring houses requires an expensive investment and
therefore cable-TV operators were considered as natural monopolies.
Later on we will criticize this approach. However, it should be pointed
out that this view was held by many other regulators who licensed cable-
TV operators in the 1980s and early 1990s, which left the industry as a
group of operators where each held a monopoly position in a predefined
geographical area.

In what follows, we demonstrate why local monopolies are extremely
harmful to consumers of cable-TV more than other monopolies in other
industries. Since cable-TV operators own the cable itself, they can con-
trol the prices of many channels and not only one channel. This, induces
the local monopoly cable-TV operator to sell packages of channels for the
purpose of extracting more consumer surplus than the surplus extracted
by a monopoly selling a single channel only.

Consider a monopoly cable-TV operator providing a service to four
types of consumers by transmitting three channels: CNN, BBC, and
SHOP(ping). Table 6.4 shows the valuation (maximum willingness to
pay) of each consumer type for each channel.

Consumer | CNN BBC SHOP
1 10 1 2
2 10 1 5
3 1 10 2
4 1 10 5

Table 6.4: Consumers’ valuation of three channels.

We begin our analysis by asking what are the monopoly provider’s
profit-maximizing prices assuming that the provider must sell each chan-
nel separately. When each channel is individually priced, it can be easily
verified that the profit-maximizing prices are: pc = pg = 10, and pg =5
which yield a profit of # = 20 + 20 4+ 10 = 50.

Now, let us consider the exact opposite extreme by assuming that
the provider must sell all channels in a single package. The act of selling
all channels in a single basket is known as pure tying. When all channels
are sold as a single package, it can be easily verified that the package’s
profit-maximizing price is pcgs = 13, hence m1 = 4x 13 = 52. The impor-
tant thing to realize so far is that tying channels in one package increase
the monopoly’s profit beyond the profit earned by a conventional nonty-
ing monopoly. This result demonstrates our earlier statement in which
monopolies in the cable-TV industry enjoy a monopoly power that is
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greater than the conventional monopoly power studied in Intermediate
Microeconomics classes.

Finally, we now demonstrate that there is a pricing structure of this
monopoly that can enhance its profit beyond the level obtained by pure
tying. Consider now two packages offered for sale by this monopolist:
[CNN, BBC] and [SHO]. The sale of channels in baskets where some
baskets contain only a single channel is call mized tying. Let the prices
of these packages be pcg = 11 and pg = 5. Hence, ?MT = 4x1142x5 =
54. Yes, profit goes further up with this mixed tying. Mixed tying is
commonly observed in this industry as many operators offer links to
individual movie channels that are not included in the packages they
offer.

Finally, we wish to discuss whether it is essential to have cable-
TV operators operating as local monopolies, thereby capturing large
monopoly profits which would pay for their investment in wiring private
homes. We can raise three arguments against this conventional view:

(a) Wiring is not unique to the cable-TV industry. Wiring and main-
tenance costs are also borne by telephone companies, which have
already been exposed to competition in most developed countries.
Since regulators found it beneficial to introduce competition in the
telecommunication industry, why shouldn’t they allow competition
in cable-TV?

(b) Similar to the telecommunication industry, avoidance of multiple
wiring can be achieved via access pricing which was analyzed in
Section 5.3.

(¢c) With the introduction of fiber-optics lines, cable-TV operators can
generate more profits by providing other services on the same lines,
such as Internet, e-mail, and phone services. This means that the
revenue generated by other services can pay for the wiring and main-
tenance of lines, whereas TV broadcasts can be sold to viewers at
competitive prices.

6.2 Spectrum Allocation

Radio spectrum constitutes a perfect example of an economic good as
it is scarce and valuable (profitable) at the same time. The goal of the
regulator in allocating spectrum should be to award licenses to the firms
best able to turn the spectrum into valuable services for consumers.
Licensing spectrum access rights by means other than auctions has
been proved to be socially wasteful. Whereas Herzel (1951) and Coase
(1959) persuasively argued that the Federal Communications Commis-
sion (FCC) should allocate frequencies by auction, not until 1993 did
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the U.S. Congress grant the FCC authority to assign wireless operating
permits via competitive bidding.

Hazlett (1998) describes that from 1927 to 1981, administrative pro-
ceedings took place to rank competitive applicants by a “public interest”
standard. In 1981, the Congress has adopted legislation permitting the
FCC to issue nonbroadcast licenses by lotteries. This procedure went on
until 1993 when Congress permitted auctions, which in one year gener-
ated over $20 billion in receivables for the U.S. Treasury. The social cost
of allocating spectrum via “awards” not only sacrificed billions of dol-
lars for the Treasury, but the comparative hearings proved to be highly
politicized.

6.2.1 Lotteries

The U.S. Congress granted the FCC authority to assign nonbroadcast
license rights by lottery in 1981. Lotteries were preferred to compara-
tive hearings since it proved to be a much faster allocation method to
release the bureaucratic bottleneck which delayed the introduction of
wireless communication (cellular phones), considering the large number
of licenses that had to be issued. The value of cellular telephones, al-
lotted 50 MHz of spectrum nationwide, was in the neighborhood of $90
billion.

The inefficiency of the lottery spectrum allocation method can be
seen from the following example. Suppose that there is one frequency
bandwidth to be allocated to one and only one firm. The firms we
have in mind could be either cellular phone companies, which require
some bandwidth to transmit phone calls to mobile phones, or the firms
could be radio or TV stations. We assume that there are only two of
such firms, labeled as firm A and firm B and that the firms have differ-
ent technologies (e.g., different standards for mobile phones, such as an
analog standard, common in the United States; and the GSM standard
which is common in Europe and Asia). With no loss of generality, we
let firm A own the more advanced technology. Let p; denote the total
revenue firm ¢ can generate if licensed to operate on a certain frequency
band. Our model also relies on the following two assumptions.

ASSUMPTION 6.3

(a) Firm A can raise a higher revenue from its operations than firm B
when licensed to operate on the desired frequency band. Formally,
assume that p4 > pg > 0.

(b) The government (or the regulating authority) has no way of knowing
which firm is more efficient, and what are the profits that each firm
can generate if granted the license to use the frequency. In contrast,
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firms know both their own and their rival’s potential profit in this
market.

(c) The government seeks to maximize its revenue from licensing the
available frequency bands.

Assignment of frequency bands via a lottery means that each firm
can win the frequency band with probability of 50 percent. Let b denote
the participation fee each firm must pay in order to participate in the
lottery. Then, if both firms participate the expected profit of each firm
is Em; = p;/2 — b. Hence in order to induce both firms to participate in
this lottery, the government must restrict the participation fee to be in
the range 0 < b < pp/2. Assuming that the government maximizes its
revenue, it would set the participation fee to equal b = pg/2, and with
two participants, it will collect a revenue of G = 2b = pg. Then, the
expected profit of each firm is

PA — PB

Erg = 5 and Erg = PB —PB

5 =0. (6.5)

We define social welfare the sum of the expected profits of the two firms
and the government revenue. Formally,

PA — PB

de.EWA+E7TB+G:T+O+pB:M.

. (6.6)

However, if we believe that the firm with the highest potential revenue
possesses a better technology and can provide a better service, it is clear
that the frequency band should be assigned to firm A, in which case the
social welfare would be

PA+ pPB

W,:WA+G:pA> 9

Hence,

Proposition 6.7

The lottery system for assigning scarce frequency band is inefficient as
there is a strictly positive probability that frequency will be assigned to
the less efficient firm.

Obviously, one way to turn lotteries into an efficient allocation mech-
anism is to allow winners to sell their rights for using the scarce frequency
to the highest bidder. McMillan (1994) provides an example of a group
that was chosen by a lottery in 1989 to run cellular telephones in Cape
Cod. The group then sold its license to Southwestern Bell for $41 mil-
lion. To see this, suppose now that firm B (the less efficient firm) was
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granted with the sole right to use a certain frequency for broadcasting.
Then, its profit is 71 = (pp — pp)/2 = 0. Firm B can enhance its profit
by selling its broadcasting rights to the more efficient firm, firm A. The
question now is how much rent firm B can extract from A for selling its
broadcasting license? If the license is not sold, then A’s profit (loss) is
w4 = —b= —pp/2. If A buys the license from B for ¥, then its profit
becomes 7y = pa —b—V = pa — pp/2 — . Clearly, the maximum
rent that firm B can extract from A is obtained by selling its right to
broadcast for &' = p4. In this case, the profit of each firm after B sells
its right to A becomes

Ta=pa—b—Vb =—pp/2 and wp=b —b=pas—pp/2>0. (6.7)

Thus, by selling its license to the more efficient firm, firm B can extract
the entire rent as it was the efficient firm. Therefore,

Proposition 6.8

If lottery winners are allowed to resell their rights, then the lottery
system together with the right to resell constitute a socially efficient
spectrum allocation mechanism.

WEell, the only reason why governments may not like such a mechanism is
that the rents are distributed to the private sector instead of to the public
sector. That is, in our example the government collects G = pp and
firm B earns mg = pa — pp/2 > G. So, most of the rent is extracted by
the private sector. If the government knew which firm is more efficient, it
could have extracted the entire rent which is G’ = p 4, but this possibility
has been ruled out by Assumption 6.3(b). For precisely this reason,
governments now use auctions.

6.2.2 Auctions

The spectrum for Personal Communication Services (PCS), the next
generation of wireless telephony to be licensed to a cellular competi-
tor having access to 140 MHz of nationwide spectrum was anticipated
to be of a substantial value. For this reason the regulator pushed for
the change in the spectrum allocation policy. From 1994 to 1996 the
FCC held nine spectrum auctions and assigned thousands of licenses to
hundreds of firms, see McMillan (1994).

Consider first an open bid auction where each firm openly states how
much it is willing to pay (to the government) for obtaining the sole rights
to use a certain frequency band. We denote by b4 the bid put by firm A,
and by bp the bid put by firm B. Clearly, no firm would announce a bid
which is larger than the maximum revenue it can generate from using
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the desired frequency. That is, by < pa and b < pp. We can state the
following result now.

Proposition 6.9
Let € be the smallest currency denomination. Under Assumption 6.3,

(a) there exists a unique open-bid Nash equilibrium given by (ba,bg) =
(pB + €, pp); where firm A wins the bid, and

(b) this auction is efficient, however, as with the lottery system, in this
equilibrium the government fails to extract all the rents associated
with giving away the frequency band to the private sector.

Proof.

(a) In equilibrium, 74 = pa —pp —€ =~ pa —pp, and 71 = 0. If A4
reduces its bid to b’y < pp it loses the auction and earns zero profit.
If A reduces its bid to b’} = pp it loses the auction with probability
of 50 percent. Finally, if A raises its bid to b’y > pp + € its profit
drops, since it continues to win the auction but it pays more for the
higher bid.

If firm B raises its bid to by > bg = pp + € it wins the lottery,
however it ends up making a loss since 7z = pg — bz < 0. Finally,
lowering the bid would not alter B’s profit since at this bidding
range firm A wins the auction.

(b) This auction is efficient since the frequency is allocated to the more
efficient firm, firm A. However, the government manages to collect
only G = pp, whereas the remaining surplus goes to firm A in the
form of a profit of m4 = p4 — pg > 0.

Can auctions be manipulated?

So far, we have seen that there is no mechanism in which governments
can extract full surplus from firms in the private sector that wish to
obtain exclusive rights for using the airwaves. The above analysis re-
vealed that auctions are far superior than lotteries since lotteries may
assign scarce frequency bands to less efficient firms, which is not the
case under open-bid auctions. However, as recently observed, auctions
are sometimes manipulated by sophisticated telecommunication firms
which happen to collude on submitting very low bids, thereby “fool-
ing” the government to believe that these frequency bands are not very
profitable.
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To demonstrate why manipulating the auction could become prof-
itable for both firms (even for the more efficient firm, firm A, which can
always win this auction), assume that pa < 2pp which means that the
revenues firms can generate are not too far apart. Now, suppose that
prior to the auction both firms collude by agreeing that each firm would
submit an equal bid satisfying b < 2pp — pa.

We now prove that bid b raises expected profit of each firm. Since
both firms submit the same bid, there is probability of 50 percent for
each firm to win the license for the scarce frequency band. Hence, their
expected profits are

:/JA—B>PA—(QPB—ﬂA)

E
A 2 2

=pa—pp, and

_pe=b_ pp—(208—pa) _pa—rs

E
B 2 2 2

> 0.

Notice that under the open-bid auction with no collusion 74 = p4 — pB
and mg = 0. Hence, collusion raises the expected profit of each firm!
Clearly, governments can sometime spot this collusion by observing that
the firms’ bids are almost the same, in which case the auction must be
canceled since, just like the lottery system, it may end up assigning the
frequency band to the less efficient firm.

Will auctions be used forever?

Noam (1998) argues that technology advances that eliminated interfer-
ence problems would make it socially desirable to dispose the auction
method for allocating scarce frequency bands. A better alternative not
driven by revenue needs of governments, is a license-free spectrum. Users
would gain entry to frequency bands on a pay-as-you-go basis, instead
of controlling a slice of the spectrum. The users would transmit their
content together with access tokens (electronic money). Access prices
would vary with congestion, set by automatic clearing houses of spec-
trum users.

Once technology and economics can solve the interference problem in
ways other than exclusivity, competitive bidding of the right to control a
certain bandwidth need no longer be socially optimal. Now, new digital
technologies make new ways of thinking about spectrum use that were
not possible in the analog world. The new paradigm in which many users
of various radio-based applications can enter spectrum bands without
exclusive license to any slice of spectrum is called open access.
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6.3 Digital Convergence

The Telecommunication Act of 1996 revolutionized the entire informa-
tion and entertaining media industries in that it allows cable companies
to provide Internet services (hence video and audio communication) and
phone companies to provide cable and Internet services. In economic
terms, the major consequence of this radical policy change is that phone
and cable companies can implicitly or explicitly tie the sales of one in-
formation service with others, where we define tying as a marketing
strategy where a firm or a service provider makes the sale of one of its
services conditional upon the purchaser also buying some other service
from it.

This reform was unavoidable considering the technological advances
that have made it possible to transmit digital TV (compressed and un-
compressed) via fiber-optic lines. One reason why this radical change
occurred relatively late is that the regulating authorities (both the an-
titrust authorities and the FCC) feared that tying may lead to (1) an
increase in dominant positions of dominant firms, and (2) “leveraging”
which refers to the use of monopoly power in one market to gain an
advantage or reduce competition in another market.

In this section, we construct extremely simple examples in order to
examine whether tying of different information services leads to increase
in dominance of one (say, phone-service) provider, and whether it is
possible to have an extreme situation where one company is foreclosed by
another, which ties several services in one bundle sold to all consumers.

The Model

Consider a market with two providers of telephone service, which we
denote as A and B, and one provider of Internet service denoted by C.
Suppose that consumers desire to purchase a bundle of services consist-
ing of one unit of a phone service and one unit of an Internet service.
To simplify our exposition, we assume that production of both, phone
and Internet, services is costless.

There are two consumers, one who is phone company A oriented and
another who is phone company B oriented. Let (8 be the gross utility
parameter, and J§ the disutility from obtaining phone service from the
less desired company. Then, consumers’ preferences for telephone and
Internet services of each consumer are given by

B—pa—pc buys A and C
Us = { B—06—pp—pc buys Band C (6.8)
0 Otherwise,
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B—90—pa—pc buys Aand C
Up = B —pB — pc buys B and C
0 Otherwise.

This utility function is motivated by the observation that some con-
sumers do not switch among phone companies even when there is a
change in the relative price of phone services. This behavior occurs
when consumers develop loyalty toward one telephone company, or be-
cause one telephone company offers a bundling package that suits a
particular preference of a particular consumer.

A second assumption imbedded in the utility function (6.8) is that
phone and Internet services are perfect complements. There are two jus-
tifications for this assumption. First, if we show that foreclosure of one
phone company is unlikely to occur when phone and Internet services
are complements in the eye of consumers, then this result is even more
likely to hold when these services are viewed as independent by con-
sumers. Second, digital convergence indeed changes the characteristics
of these services, so it is likely that in the future both services will be
treated as complements.

We make the following assumption.

ASSUMPTION 6.4
The two phone companies provide services that are sufficiently differen-
tiated. Formally, 6 < 3 < 20.

Assumption 6.4 implies that each customer highly values his/her most
preferred phone company compared to the competing company.
Our analysis proceeds as follows. We analyze three regulatory regimes:

Prederegulation: phone companies A and B are restricted to phone ser-
vices; whereas firm C' is restricted to Internet services only.

Partial Deregulation: Phone company A is permitted to provide Inter-
net services. Here, we check whether foreclosure is possible and
profitable.

Complete deregulation: all phone companies can provide Internet ser-
vices.

6.3.1 Prederegulation

Suppose now that the two telephone companies A, B, and the Internet
provider C' are independently owned, and suppose that the regulating
authority limits the scope of operation of each firm to one type of service.
That is, this regulatory regime mandates that a phone company cannot
provide Internet services and that an Internet-service provider cannot
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sell phone services. We look for a Nash-Bertrand equilibrium in prices
(see Definition A.4 on page 292). Unfortunately, there is more than
one equilibrium corresponding to a high Internet-service price and low
phone-service prices or a low Internet price and high telephone service
prices. Therefore,

Proposition 6.10
When the industry is decomposed into three independent firms:

(a) The following prices constitute a Nash-Bertrand equilibrium: py =
pe = 0, pc = 3 — 0. In this equilibrium the telephone-provider A
sells one unit to the A-oriented consumer, phone-service provider B
sells one unit to the B-oriented consumer, and the Internet provider C'
sells two units (one unit to each consumer); the firms earn profit lev-
elsof ma =7 =6 and m7¢c = 2(6 — 9).

(b) The above equilibrium is not unique.

Proof. If firm C raises its price, no consumer would buy any system.
Also, since all consumers already buy a unit of C, firm C cannot increase
its profit by lowering its price. In order for phone company A to undercut
phone company B it must set ps = d —§ = 0, and hence cannot increase
its profit. Therefore, undercutting is not profitable for firms A and B.
This establishes part (a).

To establish part (b), observe that the following triplets are also
equilibria: (pAvaapc) = (6 - 57ﬁ -9, 5)) (pAavapC) = (070,5)7 and

(pa,pB,pc) = (8,5,0). u
Proposition 6.10 shows that there can be two types of price configu-

rations: one with high telephone-service prices and a low Internet price,
and one low phone-service prices and a high Internet price. To deter-
mine which equilibrium is more likely to observe we need to decide which
service existed first. Thus, if phone services existed prior to the Internet
service, it is likely that most surplus is extracted by the phone-service
provider. In this respect, the equilibrium prices stated in the proposition
are more likely to occur.

6.3.2 Partial deregulation

A commonly stated consequence of permitting phone companies to pro-
vide other services is a foreclosure of competing firms via a merger or
acquisition of firms supplying complementary services. We now demon-
strate the possibility how phone company A can drive phone company B
out of business when it acquires (or merges with) the Internet supplier C
and sells products A and C' tied in a single package. Suppose that the
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newly merged firm, denoted by AC, offers the package containing phone
service A with Internet service C' for a price of pac. We now state our
main proposition:

Proposition 6.11

The bad news: By setting the package price to pac = [ (or lower), the
firm selling the package AC drives phone company B out of busi-
ness. Thus, tying can serve as a tool for foreclosing a competing
firm. In this case, the B-oriented consumer is not served, hence, a
merger is socially inefficient.

The good news: Foreclosing is not profitable for the tying firm. The
profit of the merged firm AC when engaged in foreclosing firm B
is lower than the sum of the two premerged firms A and C.

Proof. Suppose that firm B sets the lowest possible price pg = 0.
When pac = f, the utility of the B-oriented consumer when buying
system AC and product B for pg =0is Ug = 8 — pac — 0 = 0. Hence,
phone company B will not sell, and the B-oriented consumer will not
be served. This proves the “bad news” part. Under this foreclosure

equilibrium, w4 = (. However, the sum of the profits of firms A
and C prior to this merger was 6 + 2(8 — J) > § (Assumption 6.4 and
Proposition 6.10). [ ]

Proposition 6.11 shows that tying for the purpose of foreclosing a
horizontally competing firm is too costly to the foreclosing firm and is
therefore unlikely to be realized even when it eliminates the independent
Internet supplier. The proposition also shows that the act of foreclos-
ing the market reduces aggregate industry profit, since the foreclosure
causes one consumer not to be served. Thus, after firm B is foreclosed
the industry serves a reduced number of consumers, and hence earns a
lower aggregate industry profit. Note that the “bad” news is not so bad
considering the fact that the present model makes an extreme assump-
tion that phone and Internet services are perfect complements. The
“bad news” part of Proposition 6.11 need not hold when the two ser-
vices are not complements. Thus, this part of the proposition presents
the worst-possible extreme case.

6.3.3 Complete deregulation

Suppose now that the telecommunication industry has reached the max-
imum degree of deregulation, which means that all phone companies are
allowed to tie phone service with Internet service. In this case, the in-
dependent Internet service provider goes out of business and
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Proposition 6.12
(a) The unique equilibrium prices are pac = ppc = 0.

(b) Foreclosure (of phone companies) cannot occur.

Proof. In this equilibrium each firm sells to one consumer and earns
w4 =g = (. If firm A attempts to undercut firm B, the utility function
(6.8) implies it must set py to satisfy 3 — 0 — p/y > B — pBc, hence
Pac <B—0+ 05— 3=0—94, thereby earning n’y ~ 2(8 —0) < 8 by
Assumption 6.4. Hence, undercutting is not profitable. [ |
The main purpose of this section was to demonstrate that if local
phone companies are allowed to provide long-distance services, and if
long-distance companies are allowed to enter the local phone markets;
and if, more generally, cable companies can provide phone and Internet
services, and phone companies provide cable TV and Internet services
(in short, all are allowed to provide all digital services on the same fiber-
optic line) then: (a) there will not be a foreclosure, and (b) there will
not be bottlenecks. Thus, in order to ensure that foreclosures will not
take place, regulators should allow all service providers to sell the entire
variety of telecommunication, broadcasting, and Internet services.

6.4 Exercises

1. Consider the scheduling model of Section 6.1.1 and suppose that there
are two broadcasting stations facing 27 potential viewers whose ideal
watching time is 5 P.M.; 1 viewers whose ideal time is 6 P.M.; and 7
viewers whose ideal time is 7 P.M. Let t4 denote the broadcasting time
of station A, and tp the broadcasting time of station B. Answer the
following questions.

(a) Find all pairs of broadcasting times that constitute Nash equilib-
ria. Prove your result.

(b) How would your answer change if the number of potential viewers
whose ideal time is 5 P.M. went up from 27 to 3n? Prove.

2. Consider the scheduling model of Section 6.1.1 with three broadcasting
stations labeled A, B, and C, facing 37 potential viewers whose ideal
watching time is 5 P.M.; i viewers whose ideal time is 6 P.M.; and 7
viewers whose ideal time is 7 P.M.

(a) Find all Nash equilibria in broadcasting time periods. Prove!

(b) Conclude whether Proposition 6.2 holds for this case involving a
nonuniform distribution of consumers.

3. Consider the broadcasted news scheduling model with three broadcast-
ing stations labeled A, B, and C, facing 600 potential viewers whose
ideal watching time is 5 p.M.; 100 viewers whose ideal time is 6 P.M.;
and 200 viewers whose ideal time is 7 P.M.
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Assume that each station can air its news broadcast at one and only one
time period. Also assume that each station earns exactly $1 per viewers
(as determined by rating surveys conducted during the broadcasting
hours). Let ¢; denote the broadcasting time of station i, i« = A, B, C.

(a) Find one Nash equilibrium in broadcasting time. Prove your an-
swer!

(b) We now define the utility of a viewer whose ideal time is ¢ and
watches the program at time ¢ by U;(t) = 8—6 |t - f|. Define the
social welfare function and determine whether the Nash equilib-
rium in scheduling time you found in (a) is socially optimal. Prove

your answer!

4. Consider the competition among three broadcasting stations on viewers
by setting product types, Section 6.1.2.

(a) Is there a condition under which the program-type choices
(pa,pB,pc) = (1,2,2) constitute a Nash equilibrium? Prove your
answer!

(b) Prove that the program-type choices (pa,pn,pc) = (1,2,3) con-
stitute a Nash equilibrium under the condition specified in part (c)
of Proposition 6.5.

5. Consider a monopoly cable-TV operator providing service to three con-
sumers by transmitting three channels: CNN, BBC, and SHOP(ping).
Table 6.5 shows the valuation (maximum willingness to pay) of each
consumer type for each channel.

Consumer | CNN BBC SHOP
1 5 1 2
2 5 1 5
3 1 5 2

Table 6.5: Consumers’ valuation of three channels.

Assuming zero production cost answer the following questions and prove
your answers.

(a) Calculate the profit-maximizing prices assuming that the monopoly
must sell each channel separately.

(b) Calculate the profit-maximizing price assuming that the monopoly
sells all the channels in a single package.

(¢) Suppose now that the monopoly can package channels any way it
wants to. Which combination of packages maximize the monopoly’s
profit?
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Information and know-how constitute perfect examples of what economists
call public goods. A public good is a commodity or a service in which the
“consumption” of one agent does not preclude its use by other agents,
where the term agents here refers to consumers and firms. See Kindle-
berger (1983) and Varian (1995) for discussions of public goods in this
context.

Further, there are two reasons why we view information industries
as network industries. First, since buyers of information can reproduce
it at a relatively low cost and then distribute it or sell it to other con-
sumers, information providers must take into account the “networks” at
which their information products are distributed. Such networks may
include legal and illegal copying, rental stores, and libraries. Second,
with the transition from printed to digital information, the transmission
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of information may result in congestion over the network resulting from
overloading of the system by many information seekers.

Section 7.1 characterizes the major networks under which informa-
tion is diffused. Section 7.2 provides a comprehensive analysis of one
particular “network” of information distribution, namely, libraries and
rental places. Section 7.3 develops the economics of the Internet, which
is likely to dominate all other forms of information distribution net-
works in the near future. Section 7.4 briefly describes various methods
commonly used in determining how to price information products.

7.1 Information Reproduction

Pricing of information depends on how information is reproduced or
copied. Therefore, before analyzing how the distribution of rents vary
with the various copying technologies, we need to understand how infor-
mation is diffused.

7.1.1 Classification of information reproduction

We now define three extreme patterns in which information can be re-
produced or copied by users who may not acquire permissions to make
copies from the original provider. Figure 7.1 illustrates three patterns of
information reproduction in a market where 1 consumers wish to copy
information from agent 0 that owns an original copy of this information.

Figure 7.1: Left: “Vertical” information reproduction. Middle: “Horizontal”
information reproduction. Right: “Mixed” reproduction. Note:
Agent 0 is the information provider.
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Formally, we say that information is

Vertically reproduced if each agent (the provider and each consumer)
makes one copy for the benefit of another consumer.

Horizontally reproduced if each consumer makes copy from the original
provider.

Mized reproduced if information is copied in “horizontal” and then “ver-
tical” layers.

Clearly, in general it is hard to describe exactly how information is
copied. However, some types of information cannot be copied vertically
for a large number of times. For example, photocopying, and dubbing
of audio and video (analog) information are distorted when they are
dubbed vertically more than once or twice. Thus, a library photocopy-
ing model cannot assume vertical information copying. In fact, only
digital-information technologies allow for vertical copying for a large
(potentially infinite) number of times.

The horizontal information copying describes how journal photocopy-
ing is provided by libraries. Each library subscriber makes one photo-
copy of a journal article, generally for private use.

The “mixed” information pattern describes how journal article copy-
ing is recently done in the academic-education sector. First, photocopy-
ing enterprises (e.g., Kinko’s) make a photocopy from a nearby univer-
sity library. Then, they photocopy this photocopy for an entire class in
the form of course packs. Further reproduction of these course packs is
generally not feasible due to the reduced quality that characterizes the
photocopying technology.

As a result of the public-good nature of information, consumers can
gain access to information without having to pay for obtaining it, as long
as some consumers initially obtain it and then distribute it for free to
other consumers. Consequently, information providers have been forced
to design information-transmitting media that can, at least partially,
exclude nonpaying consumers from easily accessing the information pur-
chased by one agent. Examples for such hardware devices include: de-
coders for cable TV, plugs connected to computers’ parallel ports that
limit the use of the software, software-protection algorithms for prevent-
ing software duplications, watermarks on paper, and printing with blue
ink on a blue paper to prevent photocopying of originals. It is interesting
to note that these devices generally produce side effects of reducing the
quality of originals and therefore their value to consumers.
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7.1.2 Copy protection: Digital versus nondigital media

The economic effects of copy protection vary significantly among the
different types of information-providing media. Besen and Kirby (1989)
argue that the differences in conclusions regarding the effects of private
copying on social welfare result from differences in (1) the extent to
which the sellers of originals can appropriate the value placed on them
by all users; (2) the relative market sizes for used and new copies; and
(3) the degree of substitution between originals and copies.

A natural question to ask at this point is how copying of digital
information (e.g., software piracy, which was analyzed in Section 3.5),
differs from journal and book photocopying, or even the reproduction of
audio and video cassettes. Digital reproduction differs from journal and
book photocopying in several aspects:

(a) In the case of digital reproduction (for example, when software is
not protected), any copy and copies of copies would be identical to
the original. In contrast, paper and cassette copies are not equal
to the originals, and copies of copies tend to become unreadable.
Moreover, paper copying always loses information such as fine lines,
fine print and color images (even in color copying).

(b) In the case of photocopying (or dubbing of analog media), the num-
ber of copies made depends on the number of originals purchased
in the market, whereas digital reproduction can theoretically origi-
nate from a single source (a diskette for example). However, there is
also a limit on the number of copies that can be made from a single
diskette because of the rising costs of identifying a large number of
additional users.

(¢) Journal and book publishers find it difficult and costly to physically
protect their rights against illegal photocopying, whereas software
developers can install protective devices that make piracy very dif-
ficult, and sometimes impossible.

(d) Software users depend on services and documentation provided by
developers, whereas copied journal articles and books can be read
without reference to the original publishers. Similarly, listening and
viewing audio and video cassettes does not require the use of any
operating instructions from the manufacturer.

Because of these differences, the law treats photocopying and software
piracy in different ways. For example, Section 170 of Copyright Act
states: “the fair use of copyrighted work ... for purposes such as crit-
icism, comment, newsreporting, teaching (including multiple copies for
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classroom use), scholarship, or research, is not an infringement of copy-
right.” In contrast, the Computer Software Copyright Act does not have
an equivalent Fair-Use Doctrine as photocopying. In fact, on February
12, 1996 the U.S. Court of Appeals for the Sixth Circuit handed down a
landmark ruling (Princeton University v. Michigan Document Service,
Inc., 74 F. 3d 1512 [6th Cir. 1996]) that the Copyright Act does not
prohibit professors and students who may make copies themselves from
using the photoreproduction services of a third party in order to obtain
those same copies at less cost. Thus, this ruling allows third parties
to produce course packs based on copyrighted material. Note that (a)
this ruling has been overturned by the same court, and (b) a different
finding was reached under a somewhat different set of facts, in American
Geophysical Union v. Texaco Inc., 60 F. 3d 913 (2d Cir. 1995).

Therefore, the law recognizes that photocopying has different market
consequences on journal and book publishers compared with the market
consequences of software piracy.

7.1.3 The built-in copy protection of printed media

Pure vertical photocopying is technically not feasible in the printed me-
dia. Thus, unlike the digital media, publishers of printed matters are
protected by the fact that one original is insufficient to produce a large
number of copies, unless the copying pattern switches to a horizontal
form at one stage of the information-reproduction chain.

Enforcement of copyright laws ensures that reproduction centers do
not reproduce originals. Paradoxically it is a fact that quality of pho-
tocopying is lower than the quality of originals that motivates agents
to purchase originals rather than engage in photocopying reproduction.
Thus, even if individual users are engaged in vertical reproduction of
printed material, the publishers should be able to appropriate the rents
from all the users by charging a higher price for the originals.

To see this, consider the following example. Each information con-
sumer is willing to pay $1 for an original journal article. However, since
quality declines with each photocopy a consumer is willing to pay 50
percent less for a photocopy, and 50 percent of 50 percent for a copy of
a copy, and so on. The first consumer buys an original, makes a photo-
copy, and sells it to the second consumer, who also makes a photocopy
and sells it to a third consumer, and so on. Table 7.1 illustrates the
willingness to pay of each of five individuals who are engaged in vertical
photocopying of printed or digital information.

Table 7.1 shows that if publishers raise the price of originals from
$1 to $1.93, they can successfully capture the entire surplus associated
with vertical copying. The only consumer to purchase the original may
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Info Format 1 2 3 4 5 Total Surplus
Printed | $1.00 $0.50 $0.25 $0.13 $0.06 $1.93
Digital | $1.00 $1.00 $1.00 $1.00 $1.00 $5.00

Table 7.1: Surplus obtained by individuals from vertical photocopying.

incline to pay the high price. Notice however, that if this information
is digital, the entire surplus sums up to five times the valuation of each
consumer, so it is unlikely that any consumer will be willing to pay this
price. Thus, the point here is to emphasize that printed information
providers are more protected, in the sense that they tend to capture
a higher percentage of total surplus than digital information providers.
Section 7.1.4 below extends Table 7.1 and demonstrates how to calculate
the surplus generated from copying for an arbitrary number of informa-
tion users under vertical and horizontal copying patterns.

The above argument may imply that copy protection is more prof-
itable to digital-information providers than to printed-information providers.
However, as the reader may recall from Section 3.5, even when informa-
tion is digital, software protection is not always profitable to software
producers when there are network externalities.

7.1.4 Captured and uncaptured surplus from copying

This section provides a method for how to calculate the total surplus
associated with copied information. This surplus can be interpreted as
the maximum profit an information-providing firm can extract from each
original if it can appropriate the rents from all users.

Calculating total surplus from copying

Without specifying how and if consumers pay for the information, we
now calculate how much surplus consumers get from digital and nondig-
ital copied information under the two extreme information-copying pat-
terns illustrated in Figure 7.1.

First, since digitally stored information does not deteriorate during
reproduction, each consumer always gains a surplus of $1 no matter who
is the provider of this information. Therefore, total surplus is always $7,
which is the number of consumers times $1. Second, for nondigitally
stored and reproduced information, the total surplus gained by con-
sumers depends on how information is transmitted.
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Let 0 < p < 1. Under vertical reproduction, the consumer who
copies directly from the original gains a surplus of p. The consumer who
copies directly from the first-reproduced copy gains a surplus of p?, and
so on. For example, if p = 1/2, the surplus of the consumer who copies
from the original is 50¢, the consumer who makes a copy from the first
copy gets a surplus of 25¢, and so on.

Table 7.2 shows the surplus obtained by each consumer and by the
entire group under the two types of information. Table 7.2 also shows

Info Format | 1 2 3 .-+ n  Total Surplus
VERTICAL INFO COPYING
. 1—p"
P 2 3. n p( P
rinted | p p° p p Ty
Digital | 1 1 1 e 1 n
HORIZONTAL INFO COPYING
Printed | p p p S nxXp
Digital | 1 1 1 e 1 n

Table 7.2: Surplus obtained by consumers from reproduced information.

that under both, vertical- and horizontal-information reproduction pat-
terns, total surplus generated by transmitted digital information exceeds
total surplus generated from photocopying of printed information. From
Table 7.2 we can conclude that

Proposition 7.1

Under either vertical or horizontal information reproduction, total sur-
plus enjoyed by the n consumers is higher when information is digital
compared with printed information.

This result is not surprising considering the fact that the average quality
of digital information exceeds the average quality of nondigitally repro-
duced information.

“Uncaptured” surplus by information providers

We focus the analysis here on situations where consumers share the
information with other consumers without charging them. In this case,
the provider can charge $1 for digital information and p < 1 for a copy
of a printed information. Therefore, the amount of consumer surplus
which is uncaptured by a digital information provider is UCD = n — 1.
The amount of uncaptured surplus by a provider of printed information
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is
1— — N
vep = A p)_p:p(p P
1—p 1—p

Since UCD > UCP we have it that

Proposition 7.2
The amount of uncaptured consumer surplus when information is digital
exceeds the amount of uncaptured surplus when information is printed.

Thus, despite the fact that consumers prefer digital information over
printed information by all consumers, digital information providers earn
proportionally less relative to the potential surplus captured by the
providers of printed information. Thus, despite the fact that digital
information is priced higher ($1 compared with p), the amount of un-
captured surplus is higher when information is digital.

7.2 The Economics of Libraries
7.2.1 What is a library?

We define a library as a facility designed for renting information. Li-
braries can operate for profit or operate as nonprofit organizations.
However, since libraries must always fund themselves either from di-
rect fees imposed on the readers, or from donors and taxpayers, the
use of the term information renting seems an appropriate description of
what constitute libraries’ activities. Libraries provide a wide variety of
information goods such as journals, magazines, music recordings of all
sort (long-play records, CD, and audio tapes and cassettes), computer
software, newspapers, government publications, encyclopedias, and, of
course, books.

Information goods such as books, journals, computer software, and
videos are often rented out at libraries and special rental stores. Since in-
formation publishers find it profitable to supply information in this form,
it is worthwhile investigating the circumstances under which sharing in-
formation in the form of renting may increase or decrease producers’
profits, as compared with selling it directly to consumers.

Circulating libraries operating for profit were common in England
toward the end of the eighteenth century and the nineteenth century.
These libraries appealed to the popular taste, particularly that of women,
due to the fact that women were interested in fiction and partly due to
the fact that women were not welcomed in other clubs. For-profit li-
braries continued to be popular well into the twentieth century. These
libraries were often run by booksellers who could not purchase a suffi-
cient number of most recently published books, and, therefore, resorted
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to renting in order to be able to match an unsatisfied demand. Today,
it is a common practice for academic libraries to share subscription lists
and divide up the cost of subscribing to rarely used journals.

In the late 1970s there were about 200,000 VCR (video cassette
recorder) owners in the United States, since then cumulated sales ex-
ceeded 15 million by 1987, after prices dropped below $1,000 by 1980
and below $400 in 1985. During that period stores began selling and
renting prerecorded video cassettes, eventually reaching 28,000 video
rental stores in the United States, thereby adding values to VCRs, which
originally were designed as a device for “time-shifting” television shows.

7.2.2 How the value of a library is determined

The economics literature on information reproduction from journals,
books, and music recordings include Novos and Waldman 1984, John-
son 1985, Liebowitz 1985, Besen 1986, and Besen and Kirby 1989, and
more recently Varian 2000b. These papers model the market for legal
subscribers and photocopying as the market for durable goods where
photocopying is modeled as similar to a secondary market for used-
durable goods. This literature shows that publishers may earn higher
profits when photocopying of originals is allowed compared with the
case where information is protected, and that, as a result, restrictions
on photocopying may reduce total welfare. These results were obtained
under the assumption that publishers can price discriminate between
individual subscribers and libraries (or other types of dealers), thereby
charging the libraries higher subscription rates that take into account
the number of photocopies normally made from these journals. More
precisely, the argument relies on the assumption that a library’s willing-
ness to pay for journals should increase when photocopying is done on
the premises because the availability of photocopying causes the users
of a library to value the library’s journal holdings more highly and li-
brary funding will increase as a result. Figure 7.2 demonstrates the
library model. Figure 7.2 shows that the introduction of copying facil-
ities increases number of library users, which may result in an increase
in library funding and therefore an increase in the ability of libraries to
pay higher subscription prices.

Recall that Section 3.5 provided an alternative approach to this lit-
erature by ignoring the issue of appropriability of value generated from
copies, and focusing instead on network effects generated from users’
compatibility needs in the market for software.
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(Library’s value)
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Figure 7.2: The library model: An increase in journal photocopying increases
library’s value and hence funding, which in turn allows journal
publishers to increase subscription fees.

7.2.3 Pricing library services

It is often presumed that the presence of renting facilities reduces the
profit of original producers of information. However, as we show below
even if the presence of libraries and rental stores may reduce the demand
for purchases of books and video prerecorded cassettes, because there are
many readers/viewers who benefit from a library’s purchase of a book,
or an acquisition of a new movie by a video rental store, the willingness
to pay of libraries or rental stores may far exceed the willingness to pay
of an individual. Thus, renting could be profit enhancing.

Consider the following model. There is one monopoly publisher who
offers a single book for sale. Each book costs g > 0 to produce. The
publisher utilizes one and only one marketing strategy: it either sells
it to individual readers via bookstores or it sells the book to libraries.
Obviously, in reality publishers sell to, both, individual readers and li-
braries. However, since our purpose here is to demonstrate that the
availability of libraries or other facilities that rent information do not
necessarily reduce publishers’ profits, the extreme assumption that pub-
lishers’ strategies are confined to either selling to individuals or selling
to libraries but not both is helpful for such a demonstration. Thus, the
purpose of this model is to answer the following questions:

Q1. Which price maximizes the publisher’s profit when it sells to li-
braries only?

Q2. When selling to libraries only, how does the number of libraries
affect the publisher’s profit level?
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Q3. Under what conditions does the publisher earn a higher profit when
it sells only to libraries compared with selling to individual con-
sumers only?

There are A libraries, indexed by « = 1,2,..., A, and there are n
potential readers (consumers) in this market. Let p® denote the price
of the book, and p! the price of renting the book from the library (or
renting a movie cassette from a video rental store). Each consumer has
the following utility function.

8-’ if she buys and owns the book
U< { f—p;—0 ifshe borrows (rents) from library i (7.1)
0 does not read the book.

The parameter § > 0 measures a consumer’s basic utility from reading
the content of this book (or watching the movie from a video cassette).
The parameter 0 (§ < 3) measures the consumer’s cost of going to the
library to borrow the book, which includes the cost of delay due to the
waiting time needed until other borrowers return the book to the library.
Alternatively, the parameter § measures the consumer’s loss of utility
from not owning the book, which equals the utility loss associated with
the inability to repeat the reading without going to the library again.
In what follows, we calculate the publisher’s profit level when it sells
directly to consumers, and then the profit when it sells to libraries only.

Publisher sells directly to consumers

Suppose now that the publisher does not sell the book to libraries. In
view of consumers’ utility function (7.1), the monopoly maximizes profit
by extracting the entire surplus from consumers by setting p = 3. Hence,
with direct sales, the publisher’s profit level is

" =np" = p) =n(B — ). (7.2)

Publisher sells to X\ libraries only

Now suppose that the monopoly does not sell to consumers, but instead
it sells one copy to each library (hence, a total of A copies). We wish to
calculate what price charged to each library would maximize the pub-
lisher’s profit. In order to find this price, the publisher has to calculate
the maximum rental price each library can charge each borrower /renter.
The borrowers’ utility function (7.1) implies that, with the absence of
direct sales, each consumer is willing to pay a maximum rental price of
p; =04

Next, the publisher observes that with 1 readers and A libraries, each
library i lends to ¢; = i/ readers. Altogether, the maximum price in
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which the publisher can sell the book to library i is
pi=pigi=(B— 5)%

Since there are A libraries, and since each library buys only one copy,
the publisher’s profit is given by

7 = (pi — wA=(8-0)n—pi (7.3)

A comparison of selling versus renting

Which type of market yields a higher profit to the publisher: the li-
brary/rental market or the market with direct consumer sales? In order
to answer this question, we need to compare the profit level in (7.3) with
(7.2). Hence,
by o5 M)

n
With this condition, we can now state our main proposition.

" >7

Proposition 7.3
Selling to libraries yields a higher profit to the publisher than selling
directly to readers when:

(a) readers do not place a high value on owning the book (¢ is small),
or

(b) books are costly to produce (u is high), or

(c) there are fewer libraries relative to the number of readers (n — A is
large).

The intuition behind Proposition 7.3 is as follows. The main advantage
that libraries yield to the publisher is that the publisher can access the
same number of readers while producing a smaller number of copies.
Therefore, on the supply side, the availability of libraries substantially
reduces the publisher’s production cost. On the demand side, however,
readers are not willing to pay as much for borrowing/renting the in-
formation goods as they are willing to pay for acquiring these goods.
Hence, on the demand side, the price per reader must be lower once
libraries are utilized.

Finally, there is a question whether libraries improve social welfare.
The analysis above indicates that libraries are socially optimal whenever
the monopoly publisher finds it profitable to sell to libraries rather than
to individuals. The reason is that in our model the publisher always
manages to extract the entire surplus from consumers whether or not
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they buy or borrow the book. However, selling to libraries only need not
be socially optimal once we introduce the cost of maintaining libraries
into the model.

Changing the number of libraries

We now want to investigate how increasing the number of libraries (an
increase in \) affects the profit of a publisher selling only to libraries.
The following proposition follows directly from (7.3).

Proposition 7.4
An increase in the number of libraries reduces the publisher’s profit.

Proposition 7.4 implies that from the publisher’s point of view the profit
maximizing number of libraries is one. The reason is as follows. In our
model each library serves an equal share of the population. Thus, if there
is only one library, it serves the entire population which means that
the publisher needs to produce only one copy for the entire economy.
Obviously, this result is unrealistic as if all consumers are served by
one library, the waiting time to borrow the single copy available will be
extremely long, perhaps longer than a lifetime. However, our model can
be easily generalized in order to make it more realistic in the following
way. Instead of defining the utility of a borrower, see (7.1), as §—pl — 4,
where ¢ is a fixed parameter, define § to be a function of the number
subscribing readers, ¢;, such that

8g) = a%, where oo > 0, A > 1.
Thus, the disutility from borrowing (rather than buying) becomes infi-
nite as the number of libraries, A, declines to 1. In this case the pub-
lisher’s profit-maximizing number of libraries exceeds 1.

7.3 The Internet
7.3.1 Historical development of the Internet

The Internet’s history can be traced back to ARPANET, which was
started in 1969 by the U.S. Department of Defense for research into
networking.

ARPAnet was opened to nonmilitary users later in the 1970s, and
early takers were the big universities although at that stage it resem-
bled nothing like the Internet we know today. International connections
started in 1972, but the Internet was still just a way for computers to
talk to each other and for research into networking. There was no World
Wide Web and no e-mail as we now know it.
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It wasn’t until the early to mid 1980s that the services we now use
most started appearing on the Internet. The recording of identifiers
was provided by the Internet Assigned Numbers Authority (IANA) who
has delegated one part of this responsibility to an Internet Registry,
which acted as a central repository for Internet information and which
provided central allocation of network and autonomous system identi-
fiers, in some cases to subsidiary registries located in various countries.
The Internet Registry (IR) also provided central maintenance of the
Domain Name System (DNS) root database which points to subsidiary
distributed DNS servers replicated throughout the Internet. The DNS
distributed database is used, inter alia, to associate host and network
names with their Internet addresses and is critical to the operation of
the higher level TCP/IP protocols including electronic mail. In 1997
further progress was made when Internet Registry was delegated to the
private sector.

The World Wide Web, which is a collection of hyperlinked pages of
information distributed over the Internet via a network protocol called
HTTP (hyper text transfer protocol), was invented in 1989 at CERN,
the European Particle Physics Laboratory. The WWW was initially
used for text (ASCII) only. Graphics was introduced in the early 1990s
after a browser called Mosaic was developed. Both the most commonly
used browsers Microsoft’s Internet Explorer and Netscape Navigator are
based on Mosaic.

7.3.2 Pricing Internet services: A calculus analysis

The Internet is not owned by any particular agency or firm. The Inter-
net can best be described as a highway system in which some segments
are freeways and some are tollways. In order to connect to the Internet,
a user must connect to an ISP (Internet Service Provider) whose charges
can vary from lump-sum fees to hourly rates. However, after the con-
nection is made, surfing the WWW or sending information (e-mail or
files) is free to the user.

From a social-welfare viewpoint, similar to roads, there is no partic-
ular reason for charging consumers for using the Internet unless there is
congestion. Thus, similar to charging tolls for using the congested parts
of the highway system, congestion on the Internet cannot be prevented
unless each Internet user is charged for her “contribution” to the over-
all congestion. Following MacKie-Mason and Varian (1995), we develop
some analytics of pricing a congestible resource such as the Internet.

Suppose that there are 1 potential Internet users, indexed by i =
1,...,n. Each consumer ¢ transmits ¢; packets over the net, so the
aggregate number of packets transmitted (in a given time period) is



7.3 The Internet 177

Q = ?:1 q;- In the short run, the network has a limited capacity,
denoted by @, which is measured in terms of the aggregate number of
packages that can be transmitted in a given time interval.

Consumers gain utility from the the amount of information (mea-
sured by the number of packets) they transmit via the net. They also
gain disutility from delays or transmission slow-downs caused by conges-
tion. Let p be the price per packet transmitted over the Internet. There-
fore, we assume that the utility function of each consumer i, i =1,...,7n,

1S
n
U déf\/@—ég—pin\/E—(SZ]aqj

where 6 > 0 measures the intensity of the disutility caused by conges-
tion. The delay itself is measured by @/Q which is the ratio of actual
transmission to capacity. If Q < @ the network is underutilized. When
Q > Q the network is overutilized and consumers are subjected to delays
in transmitting and receiving information.

— PG, (7.4)

FEquilibrium usage with no congestion-based pricing

Suppose that each consumer can transmit and receive any amount of
information over the Internet without having to pay for it. Each con-
sumer takes the network usage by other consumers, > i B> B8 given
and chooses her usage ¢; to that solves

Q‘+ L
max U; = /i — 51%2#“7
qi

yielding first- and second-order conditions for a maximum given by

(7.5)

w1 6 A “0
dg; 2@ Q’ d(@)?*  4y(@)?
Hence, the individual and aggregate packet transmission levels are
=\ 2 =\ 2
_ (@ o (Q
¢ = (25 and Q@ =ng =15 | - (7.6)
Therefore,

Proposition 7.5
Individual usage of the Internet increases quadratically with the capacity
of the network, @, and decreases with the disutility of delay parameter, §.

The first part of the proposition is a well known fact in transportation
economics, in which an expansion of highway systems always results
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in an increase in congestion and traffic jams, since people tend to buy
more cars and use less public transportation. Recently, the same thing
is observed in traffic on the Internet, where expansion of lines result
sometimes with an increase in delay, as more people shift to transmit-
ting graphics, movies, voices and sounds instead of text-based (ASCII)
information only. Another way to see that is use our definition of con-
gestion which is the actual number of transmitted packets divided by
capacity. Formally, using (7.6) congestion as a function of capacity is
given by -

congestion = g = ng
Q 4452’
which demonstrates again the claim made in Proposition 7.5 that con-
gestion increases with capacity.

Socially optimal congestion-based pricing

First, we wish to calculate the socially optimal network usage given the
capacity of the network. Second, we choose the price per packet that
would implement the socially optimal outcome as an equilibrium.

Since all consumers have identical utility functions, we look for so-
cially optimal usage of the network where all consumers use it at the
same level. That is, g; = g for all i = 1,2,...,n. Then, the social plan-
ner chooses a common ¢ to maximize social welfare which is defined as
the sum of consumers’ utilities. Thus,

madoZCfn(\f—5nq);
q Q

yielding first- and second-order conditions given by

dw 2 °U; —
dg 2y Q d(gi)?  4/(¢;)?
Hence, the socially optimal individual and aggregate usage of the net is
=\ 2 =\ 2
Q Q
= = d Q" =n"=nl-—2] . 7.7
q (2 o) And QT =nat =055 (7.7)

Comparing (7.6) with (7.7) yields the following proposition.

Proposition 7.6
When the Internet is provided free of charge, the network is overused
by a factor equal to the square of the number of consumers. Formally,

q/q" =Q/Q* =n*
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Notice that there is no distortion if n = 1 (i.e., if there is only one
consumer) since in this case there are no congestion effects.

We now wish to find the price per packet which would implement
the socially optimal level of using the Internet. Then, (7.4) implies that
each consumer 7 chooses g; that solves

qi + Zj;éi qi

— pgi, 7.8
5 Pq (7.8)

maxU; = /q; — ¢
qi
The first-order condition yields

. ) —25./q*
0= dUl = 1 — i - p, or p* = 4Q = ql .
dgi 2@ Q 2Q\/a;

Substituting (7.7) for ¢ yields

pf= =7, (7.9)

Thus, the socially optimal price is zero when there is only one consumer
(n = 1) and increases with 7 since each user contributes to the congestion
of more consumers. This rise in optimal price with 7 is even faster when §
increases since the disutility from congestion rises faster with the number
of consumers. Finally, the socially optimal price also decreases with
capacity since a higher capacity level reduces congestion.

7.3.3 Internet commerce

Internet commerce is likely to shift the balance of commercial power
from sellers to buyers. There are several reasons for this shift of power:

Instant choice: On the Net, competition is just a click away. If con-
sumers have trouble finding a book at www.amazon.com, they can
go to www.barnesandnoble.com.

Comparison shopping: Consumers can easily find a wealth of informa-
tion on the Internet to compare prices. There are many Internet
sites offering detailed information on more than 100,000 consumer
products. For example, www.comparenet.com, www.acses.com,
www.pricescan.com, www.pricewatch.com, and even a site for
comparing bank charges www.bankrate.com.

Momnopsony power: The Internet allows consumers and corporate buyers
from all over the world to band together, pool their purchasing
power, and get volume discounts.
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Global reach: The Internet eliminates the geographic protections of local
businesses. Car dealers selling online, for example, have drawn
buyers from hundreds of miles away.

Surprisingly, at the time of writing this book, world-wide Internet house-
hold online sales do not exceed $200 billion a year, and, therefore, con-
stitute a negligible fraction of gross domestic products. However, it is
expected to at least double each year. One reason, perhaps, for the
slow penetration of Internet commerce is the slow adoption of electronic
money devices which would facilitate transactions over the Internet. Be-
cause of that, and since consumers are afraid of giving their credit card
number over the Internet, consumers use the Internet for “window shop-
ping” and then use the phone to finalize the transaction itself.

7.3.4 Taxing Internet commerce

With the rapid growth in Internet commerce, more and more merchants
are able to pass on paying taxes to local authorities. The average sales
tax in the United States is about 6.3%. Goolsbee (1999) estimated
that in 1999 the value of unpaid tax associated with Internet commerce
is about $430 million. Of course, one should not attribute the entire
amount to lost taxes, as it is not clear that all of these transactions
would have been carried out if they were taxed. Note that a similar
claim was made in Section 3.5, where we argued that not all pirated
software should be considered as “lost” sales, since some pirates would
not buy the software anyway. In fact, the empirical research shows that
applying existing sales taxes to the Internet could reduce the number of
online buyers by 25 percent and online spending by 30 percent.

Sales tax revenue account for almost 50 percent of all state tax rev-
enue, so it is very likely that in a few years, when Internet commerce
will account for a larger fraction of the gross domestic product, new
rules and agreements among states and countries will be established.
The empirical research shows that Internet sales are highly sensitive to
local taxation. People in high-sales tax locations are significantly more
likely to make purchases over the Internet, exhibiting purchase decisions
similar to consumers who live in geographic border areas with different
tax structures.

From the consumers’ point of view, the emergence of Internet com-
merce reduces the importance of the physical location of service-providing
firms. More precisely, by using the Internet to purchase services, the con-
sumer generally has no reason for associating the seller with a certain lo-
cation, since consumers use only the IP address or Internet domain name
to transact with the seller. From the sellers’ point of view, businesses are
easy to relocate, in particular, for those businesses that provide informa-
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tion only, since relocation implies only relocation of computer hardware
(servers and storage devices).

The problems faced by tax authorities regarding Internet commerce
are:

(a) The location of the business may differ from the location of the
service-manager or operator and the computer-server that handles
the commerce.

(b) The location of the server is not easily identifiable. That is, in
order to fight tax evasion, tax authorities will have to investigate
the source of every commercial Internet Protocol (IP) address.

(¢) How would the tax authorities enforce the Internet commercial en-
terprises to pay overdue taxes. Will tax authorities be provided
with the right to terminate commercial Internet sites? Or, will it be
considered a violation of the free-speech constitutional right?

(d) Even if the seller is identifiable, how would tax authorities determine
the value added of an Internet site, Internet servers, and Internet
storage devices?

Suppose that an information seller has its Internet server located
in Texas, the databases storage devices in Massachusetts, and that its
owner/operator living in Connecticut. A paying user, say, living in Min-
nesota, is charged on her credit card for information services retrieved
from Texas and Massachusetts, which is paid to the seller living in Con-
necticut. Figure 7.3 illustrates this example.

Information Customer (MN)

$ Data-Storage Devices (MA)

Ve
Owner/Operator (CT)

Company’s Internet Server (TX)

Figure 7.3: The problem of taxing Internet services. Arrows represent infor-
mation flows. Double arrows represent $ flow.

Suppose that the firm earns a profit of $1. Note that the service is
provided by a server located in Texas and storage devices located in Mas-
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sachusetts. Under the value added approach, the owner of this firm will
be asked to submit a statement concerning the value added of the server
in Texas and the value added of the storage devices in Massachusetts.
Clearly, if the tax rate is 4% in Texas and 5% in Massachusetts, the
owner will state that storage devices should account for 1¢ of the $1
production profit (1% of the value added), whereas the server should be
accounted for 99¢ of the profit (99% of the value added). In contrast,
if the tax rate is 6% in Texas, the owner will state that storage devices
are respousible for 99¢ of the $1 profit.

Table 7.3 illustrates how declarations of value added vary with the
tax rates. Table 7.3 demonstrates the difficulty in collecting tax in high-

MA tax rate 5% 5%
TX tax rate 1% 6%
Declared value added of storage devices (MA) 1¢  99¢
Declared value added of server (TX) 99¢ 1¢

Table 7.3: Declared value added of Internet sites.

tax states. Whereas firms tend to relocate to lower-tax states over time,
Internet sites can always be declared to produce low value added in
high-tax states/countries. Hence,

Proposition 7.7

Firms declare a lower value added in high-tax states. Hence, with the
introduction of Internet commerce, high-tax states lose more tax revenue
than low-tax states.

7.4 Pricing Information Goods

Information goods are characterized by having a large fixed and sunk
“production” cost, and a relatively low (negligible in many cases) marginal
cost since the cost of reproducing and distributing an additional copy is
negligible. In other words, whereas information development costs are
high, the cost of reproduction is very low. Thus, the features character-
izing the production of information goods have a lot in common with
features characterizing software production as analyzed in Section 3.1.
This implies that cost-based pricing makes little sense and value-based
pricing is much more appropriate.

A firm selling a unique type of information that it monopolizes
by copyright protection can utilize several strategies to extract large
amounts of surplus from consumers of information goods. Shapiro and
Varian (1999) and Varian (2000a) call these strategies versioning infor-
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mation goods. All these strategies have one thing in common, which is
causing consumers to sort themselves into different groups according to
their willingness to pay. These strategies are highly profitable whenever
consumers have radically different values for a particular information
good, so techniques for differential pricing become very important. In
this section we describe the main strategies that lead to profitable mar-
ket segmentations.

Information release delay: Selling the information with no delay to
those consumers who are willing to pay the most and delaying the sale
for consumers with low willingness to pay.

Popular books are sold initially in hard covers; several months later
they are reissued in paperbacks editions. Movies are released for the big
screens in the first year, and only later they are distributed on prere-
corded video cassettes.

Financial network firms that provide access to stock pricing in Wall
Street charge a monthly fee of close to $100 for real-time quotes. In
contrast, the same firm charges less than $10 a month for providing
stock values using 20-minute delayed quotes.

Time-delay market segmentation is not unique to information goods.
It is also common to delivery systems. For example, Federal Express
commits to next-day delivery of a package for a price of about $12, and
for a morning delivery for about $22. What consumers do not know
is that both types of deliveries arrive to the destination cities on the
same plane and therefore at the same time. In many cases, Federal
Express makes a special afternoon trip to the same neighborhood that
was visited in the morning solely for the purpose of maintaining the
market for consumers with low-willingness to pay.

Quality discrimination: Selling a full-scale version with all the bells-
and-whistles bundled with a fast service to consumers with a high willing
to pay, and a version with reduced features to consumers with low will-
ingness to pay. For a rigorous analysis of how to segment the market
using reduced-quality versions see Section 3.6.

Information publishers often face the problem of deciding how many
versions of the same products to offer. Simonson and Tversky (1992)
point out that it may be profitable to offer three versions (rather than
two) since most consumers attempt to avoid choosing an extreme version
(the one with most features and the one with the least features). They
call this consumer behavior by extremum aversion.
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Upgrades and new editions: Periodically, releasing improved ver-
sions with more features and selling them to the consumers with high
willingness to pay, and selling outdated version to consumers with low
willingness to pay.

A major problem faced by information providers in general and text-
book publishers in particular is the reduction in demand for their prod-
ucts resulting from the accumulation of used textbooks, stemming from
the durability nature of information goods.

One strategy that publishers employ in order to survive is to come
up with new editions intended to kill-off the market for their used prod-
ucts. It is often thought that textbook publishers come up with yearly
revisions in order to prevent the used-books market from taking sales
away from the publishers.

Renting versus selling: Selling to libraries and to video rental stores
instead of to individuals (see Section 7.2.3 below).

Bundling: Bundling can work only if consumers have different tastes
for different features of the information product. Bundling involves cre-
ating information products with features that are highly valuable for
one group of consumers and is less valuable for second group and fea-
tures that are highly valuable for the second group of consumers and
less valuable for the first group of consumers. Examples of bundling in
the TV cable industry were given in Section 6.1.3.

7.5 Exercises

1. Consider the calculations of captured and uncaptured surplus from
copying analyzed in Section 7.1.4. Suppose that each consumer val-
ues a copy as 3/4 of the original, (3/4)% a copy of a copy of the original,
and so on. That is, let p = 3/4.

Assume that there are 100 consumers who copy vertically printed me-
dia from each other without paying for the copies. calculate (a) the
aggregate total surplus captured by all consumers, and (b) the amount
of surplus which is not captured by the publisher of the original.

Hint: In order to simplify the calculations, assume that p'°° ~ 0.

2. Consider the library-pricing model analyzed in Section 7.2.3. Suppose
that there are 7 = 1200 potential readers and A = 50 libraries. The
utility function of each potential reader is given by

def

U= B — 2p; if she borrows (rents) from library &

{ B —p®  if she buys and owns the book
0 if she does not read the book.



7.6 Selected References 185

There is one publisher who can sell either to individual readers, or to
libraries but not to both. Each copy of the book costs u to produce.
Answer the following questions.

(a) Calculate the publisher’s profit-maximizing price and her profit
level, assuming that the publisher sells directly to individual read-
ers.

(b) Calculate the publisher’s profit-maximizing library price and her
profit level assuming that the publisher sells one copy to each
library only.

(c) Calculate the minimal value of p (unit production cost) for which
selling to libraries only yields a higher profit level to the publisher
than selling only to individual readers.
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The banking industry displays many characteristics of other network
industries. For example,

Network effects: People tend to associate larger banks with more stable
ones, that is, banks with a lower probability of realizing bankruptcy.

Network services: Banks perform a wide variety of services involving
money transfers and payments among individuals, firms, and the
government. From an operational point of view, a money trans-
fer between two accounts belonging to the same bank constitutes
an entirely different operation than a money transfer between ac-
counts belonging to different banks.

Switching costs and lock-in: Consumers must bear a significant cost of
moving their financial activities from one bank to another. Sec-
tion 8.1 demonstrates how the presence of these switching costs
reduces the competition in the banking industry.

Cash withdrawals: Since cash (currency) is widely used in trade, and
since currency is costly to store, individuals resort to frequent cash
withdrawals mainly from automatic teller machines (ATMs). If



188 Banks and Money

banks share the same network, then customers of one bank can
withdraw cash from an ATM owned by a competing bank. Thus,
ATMs generate network of users who can withdraw cash from a
network of machines. Section 8.2 analyzes how competition among
banks is affected by having banks sharing their ATMs.

Panics and bank runs: Most banks maintain less than a 10% reserve
ratio. This means that banks can easily be subjected to panics
each time a small number of depositors demand their deposits in
the form of cash and spread the rumor that the bank has run out
of money.

Money is a medium of exchange. Money consists of a wide variety of
means of payment upon which individuals commonly agree to exchange
for goods and services. The mutual agreement on certain means of pay-
ment creates a major network effect among all trading agencies. Thus,
media of exchange constitute different networks of mutually agreed trad-
ing patterns, which is the subject of Section 8.3.

8.1 Switching Costs and Competition

Customers bear switching costs when shifting their financial activities
from one bank to another. Although consumer switching costs are not
unique to the banking industry (for example, consumers switching from
one computer operating system to another face high learning costs and
a significant time loss associated with file conversion), the banking, in-
surance and health sectors constitute major sectors in the economy in
which switching costs seem to be prevalent.

It is widely observed that consumers refrain from switching among
banks even when they are fully informed of large differences in bank
service fees. The main (perhaps the only) explanation for this consumer
behavior is the existence of switching costs that are encountered by
consumers each time they terminate services with one bank and switch
to a competing bank. Theoretically consumer switching costs confer
market power on banks. Thus, banks face a trade off between charging
lower fees in early periods in order to attract consumers and placing
them in a lock-in positions, thereby increasing market-shares which will
be used in subsequent periods to extract supra-normal rents and increase
profits.

There are several reasons for the existence of switching costs when
customers shift their financial activities from one bank to another:

FElectronic deposit: Most earnings, including paychecks, dividends, and
tax reimbursement are done electronically to a specific account.
Once the consumer opens a new account at a different bank, the
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consumer must inform all the relevant institutions about this bank
change. Switching costs, therefore, include the time it takes to
communicate the information about the change, and the expected
loss stemming from mistakes occurring due to a miscommunication
concerning the exact account routing number and the resulting loss
of income due to delays in getting deposits.

Loans and credit: A high-quality borrower (i.e., a borrower with a low
probability of defaulting a loan) who switches to a competing bank
that is not familiar with the financial record of the borrower may
be pooled with low-quality borrowers thereby encountering unfa-
vorable borrowing and service conditions. Once a customer shifts
to a new bank, the new bank possesses less information on the
consumer and will be willing to extend less credit compared to a
fully informed bank. Of course, this argument could be reversed
for a risky customers who will benefit from taking credit from a
less informed bank.

Payments and automatic deductions: In most countries, payments for
utilities such as electricity, gas, water, daycare, schooling, and
phone services are done via the assignment of long-term with-
drawal rights to the supplier to withdraw the amount of the bill in
certain periods. Any consumer who switches to a different bank
has a high probability of paying multiple bills (withdrawals from
the old and the new account). In this case, switching costs consist
of the time it takes to reverse multiple withdrawals.

Surprisingly, the literature neglects both theoretical and empirical
analyses of switching costs in the banking industry. The introduction
of switching costs into consumer choice is due to von Weizsécker (1984)
and Klemperer (1987a,b). Application of switching costs to the banking
industry are given in Tarkka (1995) and Sharpe (1997).

8.1.1 A model of switching costs and fee competition

We now develop a theory of switching costs in the banking industry
when banks are engaged in a fee competition. Then, we use the model to
estimate switching cost in the banking industry. In this fee competition,
a small reduction in fee is not profitable since, due to strictly positive
switching costs, a small reduction in fees by one bank is insufficient
to attract consumers from other banks. Thus, in this model, banks
must substantially lower their fees in order to attract consumers from a
competing bank (undercutting in what follows). Obviously, this friction
helps banks in maintaining high fees without the fear of being undercut.
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Following Shy (forthcoming), consider a banking industry with A > 2
banks indexed by i = 1,2,...,A. Depositors are distributed between the
banks so that initially n; consumers (type @ consumers in what follows)
have already opened an account with bank ¢ , 7 =1,2,... A

Bank charge fees from each account holder. For simplicity, we do
not get into the nature of the fees imposed on account holders, which
include a fixed monthly fee, check fees, withdrawal fees, and a lot more.
Let f; denote the fee charged by bank ¢. Also, let §; > 0 denote the cost
of switching from bank i (where the consumer has an account) to a new
account in a different bank.

Let U; denote the utility of a consumer served by bank 4. Thus, the
utility of a type ¢ consumer is given by

def { —fi staying with bank 4

U=\ _f, =5 switching from bank i to bank j £4. D)

Let ¢; denote the (endogenously determined) number of consumers
holding an account with bank i. We assume that banks do not bear
production costs of maintaining accounts. Thus, the profit of bank ¢, as
a function of fee charges and the number of accounts is

ﬂ-z(fb?f)\):flq’m /L:17277)\ (82)

We look for an Undercut-proof equilibrium in banks’ fee levels (Def-
inition C.2 on page 309). However, in order to solve for the UPE, we
must extend Definition C.2 to more than two firms (banks in our case).
The extension from two to A banks goes as follows. Each bank consid-
ers whether to undercut one and only one competing bank at a time.
Clearly, the bank which is targeted the most by banks is the bank with
the largest number of accounts. With no loss of generality, we index the
banks so that bank 1 has the largest number of accounts, bank 2 has
the second-largest number of accounts, and so on. Formally,

N >MN2>...>M0\.
Definition C.2 is now extended in the following way:

(a) Each bank i # ) fears to be undercut by the smallest bank (bank \),
and hence sets its fee, f;, in reference to f).

(b) The smallest bank (bank A) fears that it is targeted by bank 1 (the
largest bank), and therefore sets its fee, fy, in reference to fi.

Thus, each bank i # X takes f) as given and sets the largest fee f;
subject to

= [anx = (fi = 0:) (i +m)- (8.3)
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That is, each bank i, fearing being undercut by bank A, maximizes its
fee, f; subject to the constraint that bank A will not find it profitable to
undercut.

Since the fees f;s are observed, we can now solve for the unobserved
switching costs of the customers of each bank. From (8.3) we have

TIx .
0 =fi————f\, 1F#A\ 8.4
% fz N + 1 f)\ 7é ( )
Equation (8.4) provides the switching cost of a bank i consumer as a
function of the fees and market sizes of bank ¢ and bank A.
Finally, the smallest bank assumes that it is targeted by bank 1, it
maximizes fy subject to

1= fine > (fx — 0x)(m + ma).

Since f; and f) are observed, we can solve for the unobserved remaining
switching cost ).

Uit
o= fo— . 8.5
=5 m + N h (8:5)

8.1.2 Empirical estimations of switching costs

As far as empirical research may be concerned, the reliance on some
a-priori facts regarding the existence of switching costs is not sufficient.
According to Kim, Kliger, and Vale (1999), a comprehensive empirical
research must answer the following questions:

(a) What are the empirical regularities, if any, associated with switching
costs?

(b) What is the magnitude of switching costs necessary for making con-
sumers locked in?

(c) Is switching cost an important empirical phenomenon?

The answers to these questions are probably that in different industries
and across different product lines, switching-costs sufficient to render
consumers locked-in are different. Thus, the task of empirical research
in the area is to develop and embed models of (endogenous) consumer
switching costs in some general behavioral model of the bank, and in-
vestigate empirically the dependence of conduct in general and the as-
sociated firm strategies in particular on the presence and magnitude of
switching costs.

Banks provide a wide variety of services. However, most activities
with consumers and business firms can be classified into two major ac-
tivities: (a) Services related to demand deposits which include handling
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customers’ checking accounts, payment services, and automatic teller
machines. (b) Making loans to individuals and business firms. We there-
fore address these two markets separately.

Switching costs in the market for demand deposits

We simulate real-life data taken from the 1997 Finnish banking industry.
The data consists of four major banks and includes:

Number of accounts: which tends to overestimate the active number of
accounts as some of these accounts are inactive.

Fees: There are various fees charged to account holders. All fees are
computed on an annual basis.

Direct fees: are upfront fees levied on each account holder for maintain-
ing the account with the bank.

Transaction fees: are the fees paid for each payment transaction done
via the bank.

Foregone interest: is an implicit fee levied on each account holder for
maintaining a noninterest bearing balance with the bank. These
fees are ignored, but the reader is warned that foregone interest
may increase the actual cost to customers by a factor of two.

Table 1 displays the data used later for the calibration of the switching-
cost model.

’ Data Bank 1 Bank 2 Bank 3 Bank 4 ‘
# Accounts (n;) 6,017,340 4,727,051 4,051,852 952,093
Average Balance 4154 3946 2350 4137
Fees Per Account 21 19 22 18
Over Lifetime (f;) 525 475 550 450
Switching Costs 463 400 464 -3
SC/Avg.Bal.(%) 11% 10% 20% 0%

Table 8.1: The Finnish banking industry 1997 (four largest banks only). All
figures are in $U.S. Lifetime discounted sum of fees are based on
a 4 percent real interest rate.

Since fees are annual flows, when a consumer considers switching
between banks the consumer must compare not the annual fees but the
discounted sum of life-time fees since switching is generally a one-time
operation (due to switching costs). Therefore, the fees f; in Table 8.1 are
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calculated by discounting the infinite sum of per-account fees assuming
a 4 percent real interest rate.

The switching cost, §;, associated with maintaining an account with
bank ¢ are found by substituting the relevant number of accounts, 7;,
and f; into (8.4) and (8.5) by taking bank 4 as the smallest bank (A = 4).
Therefore,

b= h- n? fju =52 67017,23?),—29552,093 450 ~ 463,
b2 = Jo- 77;7471“4774 =47 727,?)55?19:52, go3 100 & 400,
b = Jom 77;7 iju =950~ 47051;?22,39:52,093 450 ~ 464,
b = S 7717 ftu =450 67017(?73(311)13;1327093 P~ =3

The calculated switching costs are also displayed in Table 8.1. The
major finding from this exercise is that large banks in general serve
customers with high switching costs, whereas the smallest bank serves
customers with no switching costs. Thus, the bank with the lowest fees
(bank 4) captures consumers with a low value of time who use this bank
because this bank happens to have the lowest fees. That is, for these
consumers switching is not costly, so they switch to the bank with the
lowest fees. In contrast, banks 1 and 2 which have high fees capture
consumers with high value of time in which switching to banks with
lower fees is very costly. Bank 3 is somewhat problematic, so we ignore
it for this discussion.

The last row in Table 8.1 provides a measure of the magnitude of
switching costs in the market for bank deposits by looking at the ratio
of switching costs to the average balance held in each bank. Thus, we
can conclude that switching costs account for between 0 percent to 11
percent of the average balance a depositor maintains with the bank.

Switching costs in the market for loans

Kim, Kliger, and Vale (1999) construct a model in order to extract in-
formation on the magnitude and significance of switching costs as well
as on customers’ transition probabilities, from conventionally available
aggregated data which does not contain customer-specific information.
Thus, a switch between banks entails not only the direct costs associ-
ated with closing an account with one bank and opening an account with
another, but also the unobserved and rather more significant costs asso-
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ciated with the foregone capitalized value of the previously established
long-term customer-bank relationship.

A potential difficulty in this research is to isolate a possible product
differentiation effect from the estimated switching costs. Product differ-
entiation may emanate from two major sources: (a) customers’ location
(physical distance to branches of the specific bank they use), and (b) the
range of loans that are provided by the specific bank. For this reason,
the estimation is carried out on subsamples according to branches and
different loan sizes.

This study is based on annual observations for Norwegian banks,
spanning nine years from 1988 to 1996. Due to mergers, the number
of banks declined from 177 in 1988 to 139 in 1996. The banks in the
sample significantly vary in size (both in terms of market shares and the
number of branches, with correlation 0.88 between the two).

The investigators’ major finding is that given that the average pre-
vailing real interest rate in Norway was 12% (with almost zero inflation
rate), the average switching cost is 4.1% which equals one-third of the
market average interest on loans. More precisely, if a business firm is
expected to pay 12% interest on a loan taken from the bank where the
business is already “locked-in” then if the same firm attempts to take
a loan from a competing bank, it may end up paying 12% plus 4.1%
interest.

Another important question raised in this research is what is the
value of the “lock-in” effect from the banks viewpoint. This research
shows that banks can attribute 25% of their marginal profit (profit on
an additional borrower) to their customers’ lock-in effect. In addition,
an average of 35% of the average bank’s market share is due to its
established bank-borrower relationship. The model’s estimates imply an
average of 13.5 years of bank-customer relationship, which is in line with
various surveys taken in the United States and in European countries.

Table 8.2 elaborates on the relationship of switching costs and the
size of the bank as measured by the minimum number of branches.
Table 8.2(a) clearly indicates that switching costs decline with the size of
the bank as measured by the number of branches each bank maintains.
For very large banks (those with 60 branches or more) switching cost
constitute 2.1% of the loans made out by these banks, and a very high
level of 6.9% for a group of banks constituting at least 20 branches.
That is, given an average real interest rate of 12%, if a customer of a
large bank takes a loan from a competing bank, its actual cost would
be the market interest rate plus approximately an additional 1/5 of the
interest in terms of switching costs. In contrast, small bank customers
who switch to a competing bank would suffer a hefty additional 1/3 of
the interest of switching costs.
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(a) Subsamples According to Minimum # Branches
# branches: 1 10 20 30 40 60
Switching cost (%): 4.1 6.0 69 34 29 21

(b) Subsamples According to Minimum Total Loans
Loans (biLNOK): 0 2 3 55 75 12
Switching cost (%): 4.1 84 63 4.1 5.6 0.21

Table 8.2: Switching costs as a function of banks’ size measured by (a) the
minimum number of branches and (b) total loan size; given an
average market interest rate of 12%.

The decline in switching costs with bank size indicates that larger
banks (many branches) serve a higher proportion of large and mobile
customers, such as publicly traded firms for which the problem of asym-
metric information is less significant. Further, larger customers are bet-
ter at obtaining information about financial markets, which makes them
more mobile (lower switching costs).

Finally, the authors repeat their investigation by looking at subsam-
ples of banks according to total loan sizes, exhibited in Table 8.2(b),
which highlights the robustness of this research showing that switch-
ing costs decline with the size of loans made by the bank. Of course,
the two subsamples are correlated since banks with a larger number of
branches happen to give more loans and to have a larger number of bor-
rowers. Finally, Table 8.2(b) shows even more clearly than Table 8.2(a)
that for banks with extremely high aggregate loan size switching costs
become negligible (less than 2% of the interest cost), and are therefore
statistically insignificant.

Deposit accounts versus the market for loans

The empirical analyses conducted for the deposit accounts market and
the market for loans have shown that switching costs differ significantly
between these two markets. In the deposit-accounts market, switching
costs tend to rise with the size of the bank as measured by the number
of accounts. In contrast, in the market for loans switching costs tend to
decline with the size of the bank as measured either by the number of
branches or the total loan size.

The explanation for this difference may be attributed to the fact that
in the market for deposit accounts the reason why a bank remains “big”
could be attributed to the fact that the bank has managed to capture
customers with high switching costs who therefore do not switch to other
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banks. In contrast, in the market for loans, heavy customers (large
firms), which tend to take loans from large banks, do not have significant
switching costs since the information on the credit worthiness of large
firms is known to all banks, implying that they can switch without facing
an interest hike.

8.2 Automatic Teller Machines (ATMs)
8.2.1 Overview of ATMs

Automatic teller machines were introduced in the 1970s. This was the
first attempt to automate banking services, which, as we know today,
can be efficiently provided via the Internet or via touch-tone telephones.
As commonly observed in the banking industry, consumers were slow
to adopt the new technology and therefore were slow to accept the fact
that money can be safely handled by a machine rather than by a hu-
man teller. This resulted in consumers continuing to form long lines
inside the branches while leaving the ATMs with no queues. A simi-
lar type of consumer behavior is observed today, long after ATMs were
fully accepted by consumers, where consumers resist adopting the smart
electronic cash cards that replace currency notes, and also resisting giv-
ing their credit card numbers over the Internet, thinking that privacy is
better preserved over the phone than over the Internet.

Although banks began adopting ATMs in the early 1970s, the large
increase in ATMs occurred only in the early 1980s with shipments of
new ATMs reaching about 14,000 per year in 1983 in the United States
Then after new locations for ATMs became scarce, the sale of new ATMs
fell to about 9,000 per year in 1986, reaching a total number of 60,000
ATMs in operation in the United States ATMs are expensive to buy
and maintain. An ATM can cost $30,000 to buy, and about $12,000 a
year to maintain. This may explain the limited access consumers have

to ATMs.

ATMs provide a good example for a market influenced by network
effects, since cardholders are better off the larger the number of geo-
graphically dispersed ATMs from which they can access their accounts.
The convenience of access to one’s account wherever one happens to be
means that the value of ATM network increases in the number of ATM
locations it includes. A bank can increase the value of its network by
either adding more ATM locations, and/or by linking its network with
the networks of other banks.
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8.2.2 A model of bank competition with ATMs

We analyze fee competition between banks serving consumers who wish
to withdraw cash from ATMs and, perhaps, perform other transactions
using an ATM. Such models are found in Economides and Salop (1992)
and Matutes and Padilla (1994).

Consider two banks, indexed by i = A, B. Bank A has a4 ATMs and
bank B has ag ATMs. At this moment, we assume that the number of
ATMs belonging to each bank is exogenously given. Let f; denote the fee
charged to each bank ¢ account holder, i = A, B. Let § denote the cost
to a customer who switches from one bank to another (see Section 8.1
for more details). We make the following assumption.

ASSUMPTION 8.1
Either switching costs are very high, or the numbers of ATMs installed
by the banks are not too diverse. Formally, § > |aa — ap].

This assumption is needed in order to have two banks serving in equilib-
rium. Bank A has 1 customers and bank B has 1 customers. We need
to define compatibility in the context of ATMs.

DEFINITION 8.1
ATMs are said to be

(a) incompatible, if customers of bank A can withdraw cash only from
ATMs belonging to bank A, and customers of bank B can withdraw
cash only from ATMs of bank B; and

(b) compatible if all customers can withdraw cash at any ATM.

Saloner and Shepard (1995) empirically identified a connection be-
tween network effects and banks’ adoption of ATMs. Therefore, we
assume that the utility of each account holder is enhanced with an in-
crease in the number of ATMs he has access to. Formally, the utility
function of each consumer who has an account with bank ¢, i = A, B, is
given by

aa; — f; banks with ¢ (incompatible ATMs)
e ) oa; — fi—20 switches to j (incompatible ATMs)
") alaa+ap)— fi banks with ¢ (compatible ATMs)
alaa +ap) — fj —9 switches to bank j (compatible ATMs).
(8.6)

Let g; denote the number of accounts (consumers) in bank i. There-
fore, assuming no production costs, the profit of bank i is m; = f;q;, for
every bank i = A, B.
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Incompatible ATMs

Suppose that ATMs from different banks are incompatible. We now
define undercutting in the context of the banking industry.

DEFINITION 8.2

Bank i is said to be undercutting the fee set by bank j if bank i reduces
its fee so that all the customers of bank j switch to bank i. Formally,
given aa, ap, and f;, firm i sets

f{<fj—5+oz(ai—aj), Z7j:A,B,Z7£]

Clearly, in order for bank 7 to attract the customers of bank j, it has
to subsidize the switching costs, 6. However, if a; > a; for example,
bank 4 can raise its undercutting fee by a(a; — a;) since it provides the
switching consumers with additional ATMs. In contrast, if a; < aj,
bank ¢ must further reduce the price by a(a; — a;) as it provides the
switching customers with less ATMs.

We look for an Undercut-proof equilibrium (UPE) in fees as charac-
terized in Definition C.2 on page 309. Thus, bank A sets the highest
fa subject to the constraint that bank B will not find it profitable to
undercut f4. Formally, f4 is determined by

= fgn > [fa— 0+ alag —aa)]2n. (8.7)
Similarly, fp is determined by
ma=fan>[fe — 0+ alaa —agp)]2n. (8.8)

Solving (8.7) and (8.8) simultaneously yields the equilibrium fee charged
by each bank. Therefore,

(ap —aa)

— 2
7(%4 a5) and f{}:%—i— @ 3 ,

2
fh=25+= ; (8.9)
where superscript I stands for incompatibility. Since each bank serves
7 consumers (7 accounts), the profit levels are given by

2 _
l :25n+w, and 7l = 26m +

2nalap —aa)

; . (8.10)

Therefore, industry profit is given by II7 S 7TII4 + 71'1]9 = 46n. Figure 8.1
illustrates the fee charged by each bank, and banks’ profit levels as
functions of the difference between the number of ATMs available to
each bank. Figure 8.1 implies the following proposition.
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B TA
/B fa
26m
(ap —aa) = 5 5 ~ (a4 —ap)

Figure 8.1: Fees and profit levels when ATMs are incompatible.

Proposition 8.1
In an UPE, each bank increases its fee (and therefore its profit) when it
increases the number of installed ATMs relative to the competing bank.

Notice that the aggregate industry profit is constant at the level of 497.
Therefore, when a bank increases the number of installed ATMs, it
merely transfers rents from the competing bank to itself.

Compatible ATMs

Suppose now that ATMs are compatible according to Definition 8.1.
Then, all customers of all banks are served by all ATMs. In this case,
undercutting according to Definition 8.2 becomes

fi <fi—=0+allai+aj) = (ai+aj)]=f; =0, i,j=A,B,i#j.

That is, since all ATMs are available to all consumers regardless of
which bank maintains their accounts, undercutting is independent of
the number of ATMs installed by each bank. Therefore, the UPE prices
are found from

s =fn > (fa—0)2n
ma=fan > (fp—10)2n,
yielding
S =1r5=25 and 7§ =r§ =2, (8.11)

where superscript C' stands for compatibility. Thus, the aggregate in-
dustry profit equals to II€ = 7q 4+ 7§ = 4n, which is the same as the
industry profit under incompatibility.
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One-way compatibility

Suppose now that bank A makes its ATMs available to all customers,
including the customers of bank B; however bank B installs incompatible
ATMs so that only the customers of bank B can access its ATMs. Notice
that in this case, customers of bank B have access to more ATMs than
the customers of bank A, since they can access the ATMs installed by
bank A. Therefore, if bank A attempts to undercut the fee set by bank B
and attract B’s customers it must set its undercutting fee to

fa<fep—0+alas—(aa+ap)=fs—9—aap,

where the reduction in fee (—aap) is needed for compensating bank B
customers for the reduction in the number of accessible ATMs once they
transfer to bank A. In contrast, if bank B attempts to undercut fa, it
has to set

fE<fa—0+alaa+ap—as)=fa—0+aag,

since the customers of bank A have access to more ATMs after they
switch to bank B. Altogether, the UPE prices are the solution of

g = fgn > (fA—5—|-OéCLB)27]
ma=fan > (fp—0—aap)2n,

yielding
2cap

2
YWE  and  fl =26+ T (8.12)

¢ =20

where superscript C' stands for compatible ATMs, and superscript [
stands for incompatible ATMs. Hence, the profit levels are

2aapn 2aapn

and 7k = 26m +

7§ = 26n (8.13)

Thus, industry profit under one-way compatibility is [I¢ < Wg +7k =
46n. We now state our main proposition.

Proposition 8.2
The profit level of a bank declines when it makes its ATMs available for
the customers of a competing bank.

The intuition behind Proposition 8.2 is as follows. When bank A makes
its ATMs compatible with bank B, it makes the customers of bank B
better off, whereas the utility of its own customers is not changed as the
customers of bank A do not have access to more ATMs. Thus, when
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bank A makes its ATMs available for use by bank B customers, it low-
ers its value relative to bank B, and therefore must drop its fees. Recall
that a similar result (in an entirely different context) was obtained in
Section 3.4, where we showed that the profit of a computer hardware
producer decreases when the producer increases the degree of compati-
bility with the software produced specifically for the competing hardware
(see Proposition 3.7 on page 65). Moreover, in case both banks agree to
make compatible ATMs, the bank with the larger number of ATMs will
lose its advantage. Therefore, even a mutual agreement is unlikely to be
realized.

The reader may feel uneasy with the result obtained in Proposi-
tion 8.2, since it implies that banks will refrain from making their ATMs
available for customers of competing banks. However, in reality, we ob-
serve that many banks do share their ATMs. How can we reconcile this
observation with our finding? Very simple. Proposition 8.2 predicts
that banks engaging in intensive fee competitions will refrain from mak-
ing their ATMs available to customers of competing banks. However, in
reality, in most countries that banking industry should be better viewed
as a cartel where banks implicitly coordinate their fees. In such an in-
dustry, banks can only gain from sharing their ATMs since by doing so
they can mutually raise their fees thereby extracting more surplus from
consumers who are better off when banks share their ATMs.

8.3 Media of Exchange as Networks

Modern economies use a wide variety of means of payment. The most
widely used payment instruments today are currency, payment orders,
checks, debit cards, and credit cards. Among these means of payment
only currency, which is legal tender, provides for an immediate final
settlement of the transaction in which it is used. The others are linked
to the payers’ bank accounts or credit lines extended by card issuers.

8.3.1 Money and network effects

Perhaps, the most mysterious unsolved question in economics is why
people hold money? Most people would “answer” this question by saying
that they are willing to receive money (in exchange for goods) because
other people, merchants, and the government are also willing to receive
money from them in return for goods and services. Obviously, this
common statement is far from explaining why money is valuable, but
it highlights what consumers think about fiat money (i.e., money that
does not have a consumption value, for example, paper money).

Figure 8.2 demonstrates a pure-exchange economy consisting of in-
dividuals who can gain from trade with other individuals. Alice has
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Alice
likes apples

has bananas

Benjamin
likes bananas
has carrots

bananas

apples carrots

Charlie
likes carrots
has apples

Figure 8.2: Pure exchange economy: the effect of fiat money.

bananas, but likes only apples; Benjamin has carrots, but likes only ba-
nanas; and Charlie, has apples, but likes only carrots. Assuming that
each consumer gains a utility of 6 > 0 when consuming her most de-
sired food item, and zero utility otherwise, without money there is no
barter trade pattern that would generate a Pareto-dominated market
allocation (see Definition A.6 on page 296). That is, Alice cannot ben-
efit from trading with Benjamin since Benjamin does not have apples.
Benjamin cannot benefit from trading with Charlie, since Charlie does
not have bananas, and Charlie cannot benefit from trading with Alice
since Alice does not have carrots. Thus,

Proposition 8.3

Suppose that there is no money in this economy. Then, any meeting (or
a sequence of meetings) between any two people will result in no trade.
Hence, a barter economy cannot achieve a Pareto-optimal allocation.

Now, suppose that the government endows each individual with
pieces of paper called dollars. Figure 8.2 demonstrates that with fiat
money the economy can reach a Pareto-optimal allocation after each in-
dividual meets at most twice with other individuals. Thus, Alice meets
Benjamin and trades her bananas for dollars. Then, Alice meets Charlie
and trades her dollars for apples. Finally, Charlie meets Benjamin and
trades his dollars for carrots. Therefore,
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Proposition 8.4
An introduction of fiat money into an economy supports trades that
result in a Pareto-optimal allocation.

Proposition 8.4 can be interpreted in two ways. First, money reduces
transaction costs associated with trade. In order to get the parties to
trade without money, the parties need to employ experts (say, lawyers)
who will write contracts that would guarantee that Charlie transfer ap-
ples to Alice conditional on having Benjamin transferring bananas to
Charlie. Not only are these contracts are hard to phrase, they are ex-
tremely hard to enforce via the court system since they involve more
than two parties. Thus, we can say that without money, transaction
costs are prohibitively costly and trade is less likely to be realized.

A second interpretation of Proposition 8.4 is that money serves as
a medium of exchange which facilitates the computations during the
trade. More precisely, a trade with no money would involve having all
parties calculating three exchange ratios: apples for bananas, bananas
for carrots, and the implied apples for carrots. In contrast, when money
is used, each individual needs to compute only two exchange ratios: the
dollar price of her endowed good and the dollar price of her desired good.

The reader should bear in mind that even Proposition 8.4 does not
provide an adequate explanation for why money is valued so that indi-
viduals are willing to trade their endowed food for useless paper money.
To see this, suppose that in the economy described in Figure 8.2 the
consumer named Charlie “loses” trust in money and asserts that he re-
fuses to give up his apples for dollars. Then, it is clear that Alice will
follow suit and also refuse to accept dollars, as there is no way in which
she can later trade dollars for apples, her desired food item. Thus,

Proposition 8.5

It is sufficient that a relatively small number of individuals refuse to
trade with money for having all individuals in the economy refusing to
accept money in return for goods.

Proposition 8.5 highlights the crucial role network effects play in deter-
mining the value of money, and the resulting fragility of the value of
money generated by its dependency on rumors and social moods. As
a result, for the purpose of reducing the risks of monetary crises where
money loses its value, governments support their currency by giving it
a legal status called legal tender. When currency is declared as a legal
tender, the law mandates all commercial enterprises to accept currency
as a means of payment. As we demonstrate in Section 8.3.2 below, the
choice of currency as the legal tender affects (and in fact distorts) the
choice of means of payment in commercial transactions.
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Clearly, even if currency serves as the legal tender in the economy
so that legally all stores operating for profit must accept currency, past
experience shows that this “law” is impossible to enforce during crises
when the currency suddenly loses all its value. Hence, the imposition of
the legal tender may provide some means for stabilizing the currency,
but by no means can protect the currency from losing its value. How-
ever, there could be one more factor related to government that fur-
ther enhances the chances that money will be recognized as a means of
payment by all individuals and not only by commercial enterprises. Fig-
ure 8.3 illustrates our economy which now has a government that collects
taxes in order to provide services thereby paying wages to its employees.
Figure 8.3 portrays an economy where Alice and Charlie are government

$ $
-~ -~
bananas carrots
_

Alice I Benjamin I Charlie

wage $ apples wages $
$
tax § tax $
GOVERNMENT I

Figure 8.3: Fiat money: the role of taxes and wages.

i

Y

workers and receive their wages in currency notes. Like most govern-
ment workers, Alice and Charlie may have other sources of income, such
as selling their food items. Finally, Alice and Charlie are good citizens
and they pay their taxes in currency notes. In contrast, Benjamin is not
a government worker, and whether or not he pays taxes does not matter
for the purpose of our argument here. What is important to notice in
this economy is that individuals may be willing to receive money during
the trade even if other consumers do not. The reason for this is that
even if money cannot buy other goods, money can always be used to
pay taxes. Hence,

Proposition 8.6
Even in states of public panic concerning the loss of value of the currency,
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currency could still serve as the main medium of exchange as long as
governments accept tax payments and pay salaries using currency notes.

8.3.2 Coexistence of different payment instruments

The previous section demonstrated how fiat money can generate a Pareto
improving allocation when introduced into a barter economy. A natural
question to ask now is why there exist more than one means of payments.
More precisely, given that money is the declared legal tender, how come
other means of payment such as checks, credit cards, and electronic cash
cards are also used in various transactions?

There are two different approaches to explain the coexistence of dif-
ferent payment media. The common approach, see for example San-
tomero and Seater (1996) and their references therein, is to realize that
different payment media bear different rates of return, so it may be
beneficial for some consumers and merchants to hold more than one
medium of exchange. However, following Shy and Tarkka (1998), we
take a different approach based on the observation that all the prevail-
ing means of payment suffer from major weaknesses stemming from their
high handling costs. In the case of currency, these costs are generated
by the physical handling and storing of notes and coins. In the case of
account-linked instruments the costs are generated by the credit veri-
fication, bookkeeping and communication with the central operators of
the system. Due to the cost structure, currency is still the dominat-
ing means of payment in small transactions, whereas the account-based
instruments are used mainly for medium-sized and large transactions.
We are now facing an era when a new payment instrument is being
introduced, namely the electronic cash card, which intends to replace
currency for small transactions.

Consider an economy in which a wide variety of point-of-sale (POS)
transactions are made in a given period. The transactions vary in value,
that is, some are small in value such as buying a newspaper from a
newspaper stand or a machine, and some are larger, say filling up a gas
tank, buying an electrical appliance and so forth.

In this economy, there are two types of interacting agents:

Bugyers: (consumers) who wish to buy goods and services from mer-
chants.

Merchants: who can be identified as stores, vending-machine owners,
and basically all commercial service providers doing POS business.

In this economy there are three means of payment: electronic-cash
cards, currency notes and coins (legal tender), and charge cards. A
reader in the United States may wonder why the present model ignores
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checks, as the data shows that an average person in the United States
writes 270 checks per year compared with 7 checks in Scandinavian coun-
tries. The reason for this omission is that checks happened to be a highly
inefficient means of payment, mainly because of the costly check clearing
procedure (mailing, processing, reading, and crediting) and therefore are
likely to disappear in a few years. The only reason why checks are still
commonly used in the United States is that consumers and banks do
not bear the cost of clearing checks as check clearing is subsidized by
the Federal Reserve System.

Merchants and buyers

We denote by p, p > 0, a particular transaction value that is the price
(amount of money) transferred from a buyer to a merchant during the
purchase. We assume that each merchant specializes in one size of trans-
action only. Thus, we refer a merchant specializing in selling goods
valued at p as a type-p merchant.

Merchants are uniformly distributed over the p-axis, which is inter-
preted as having exactly one merchant performing transactions valued
each at p. For example, there is one merchant (or POS) that offers a
good/service at a price of p = 35¢ (which, for example, could be inter-
preted as the price of a daily newspaper or a chewing gum). Figure 8.4
illustrates the space of transactions.

# buyers

n

small transactions large transactions

||
[l

| - D
35¢

Figure 8.4: Point-of-sales and transaction values.

Merchants

A merchant selling a product valued at p is faced by 7 identical buyers.
The merchant must accept currency if the buyer offers it, since currency
is the (only) legal tender in this economy. In addition, each merchant
has the option of accepting electronic cash cards and charge cards if they
find it profitable to do so.
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In what follows, we make some assumptions on the non-fee costs
merchants must bear when accepting each medium of payment.

Currency: Accepting currency notes and coins for the trade subjects the
merchant to two types of costs:
(1) Loss of time, denoted by 7, which is the value of time associ-
ated with accepting currency notes and coins, counting it, checking
for fraud, and returning change to the customer.
(2) Expected loss with probability 0 < AM < 1 (due to robbery
and misplacement).
Altogether, a merchant who is engaged in a transaction size p and
receives currency will face an expected per-transaction cost of

™M 4 \Mp, (8.14)

Electronic cash cards: We assume that in the absence of fees charged by
card issuers, no physical costs are associated with electronic cash
card transactions.

Charge cards: We capture the essence of a charge card transaction by
assuming that merchants must pay for the customer’s credit verifi-
cation service via a third party. Thus, unlike a transaction paid for
with electronic cash card, a merchant accepting a charge card from
a consumer is required to get an authorization that verifies that
the customers has a sufficient credit to cover for the purchase. Let
¢ denote the merchant’s credit verification per-transaction cost.

Figure 8.5 illustrates how merchants rank the different payment media
from the least costly medium (first-choice) to the second and the most
costly (second- and third-choice) media.

1st Choice : Electronic Cash Card :
2nd Choice * Currency Charge Card
3rd Choice ‘ Charge Card Currency

M

Figure 8.5: Merchants’ ranking of payment media.

Clearly, merchants find the electronic cash card to be the most
profitable means of payment since transactions do not generate any
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cost for them. If, for some reason, electronic cash cards are not used,
then a currency transaction is less costly than a charge card trans-
action if 7™ + AMp < ¢, hence for all small transactions satisfying
p < (¢ — ) /AM . Obviously, the region where currency is the second
most profitable means of payment is non-empty if the credit verification
cost is sufficiently large, i.e., if ¢ > 7M.

Buyers

The buyers in our model are shoppers who purchase goods and services
from merchants. A buyer can always use currency to pay for the trans-
action, and may use an electronic cash card or a charge card only if the
merchant agrees to accept these cards. The buyers’ costs for each means
of payment are:

Currency: There are two types of costs borne by consumers:
(1) The value of lost time, denoted by 77, associated with sorting
out notes and coins, handing them out at the cashier, lifting fallen
coins from the floor, and sorting out the change.
(2) Loss of money with probability A\Z.
Altogether, the per-transaction cost facing a buyer who pays with
currency notes and coins a transaction of size p is:

8 4 \Bp. (8.15)

Electronic cash card: Electronic cash cards save buyers a substantial
amount of time associated with currency transactions. Therefore,
we will assume that electronic card transactions are instantaneous.
However, buyers using electronic cash cards still face some other
costs.

(1) Loss of the card with probability A? (same probability as los-
ing currency).

(2) Loss of e-cash due to magnetic errors resulting in a loss of
reading capability, with probability of y®. This cost highlights
the limitation of the electronic cash card technology.

Altogether, the per-transaction cost facing a buyer engaging in a
transaction of size p and paying with an electronic cash card is:

AZ 4+ ~B)p. (8.16)

Equations (8.15) and (8.16) reveal that currency and electronic
cash card share a common loss probability, A?, as a person who
loses his wallet will lose currency notes as well as the electronic
cash card. In addition, electronic cash cards can lose their value in
case of magnetic errors, whereas currency cannot be erased even
if washed in a washing machine.
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Charge cards: We assume that charge cards do not impose any physical
costs on buyers. Therefore, from the consumers’ point of view,
charge cards are the least costly means of payment.

Figure 8.6 illustrates how buyers rank the different payment media
from the least costly (first-choice) to the second and the most costly
(second- and third-choice) media. Figure 8.6 reveals that consumers al-

1st Choice — Charge Card -

2nd Choice E-Cash Currency -

3rd Choice Currency ! Electronic Cash Card

B

o
=3 |,
o

Figure 8.6: Buyers’ ranking of payment media.

ways prefer to pay with charge cards. If charge cards are not accepted,
buyers prefer to pay with electronic cash cards for small transaction sat-
isfying (AP 4+~2)p < 78 4+ ABp, and with currency for large transactions.
The reason is that buyers are afraid to load their electronic cash cards
with large amounts because of the probability of magnetic errors that
could erase the value of the cards.

FEquilibrium determination of payment media

We now turn to our main question, which is how can it happen that
multiple payment media coexist in a given economy. The key issue in the
determination of equilibrium usage of payment media is that currency
is the legal tender. The implication of this is that merchants and buyers
can refuse any means of payment except currency. Thus, any party to
the transaction can insist that currency will be used as the means of
payment if the party finds it beneficial to do so.

Figure 8.7 combines Figures 8.5 and 8.6 and demonstrates that elec-
tronic cash cards and charge cards are refused by one of the parties for
transactions in the range of 758/4% < p < (¢ — 7M)/AM. Therefore,
in the middle transaction range, the parties will settle on using cur-
rency which is the legal tender. For small transactions, p < 75/v5,
merchants refuse to accept charge cards (they can do it since cards are
not legal tender). Figure 8.5 reveals that merchants prefer to be paid
with electronic-cash cards, and Figure 8.6 shows that electronic-cash
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| Buyers refuse E-Cash Cards

Merchants refuse Charge Cards |

E-Cash Card Currency Charge Card
: | | - D
w w

fd p—1M
0 ¥ M

Figure 8.7: Equilibrium usage of payment media.

cards is the buyers’ second-best choice after charge cards (which is re-
fused by merchants). Therefore, small transactions will be paid for with
electronic cash cards.

Finally, for large transactions, p > (¢ — 7)/AM, buyers, fearing
magnetic errors, will refuse to pay with electronic cash cards. Figure 8.6
shows that buyers prefer paying with charge cards, and Figure 8.5 re-
veals that charge cards are the merchants’ second-best choice of pay-
ment (since buyers refuse to pay with electronic cash cards). Hence,
large transactions are paid for with charge cards.

JV[)

Proposition 8.7

(a) Let 78 /4B < (¢ — 7™)/AM. Then, electronic cash cards, currency
notes (legal tender), and charge cards will coexist as means of pay-
ment.

(b) As illustrated in Figure 8.7, small transactions will be paid for
with electronic cash cards, medium-sized transactions with currency
notes and coins, and large transaction with charge cards.

(c) A reduction in the probability of magnetic errors, 2, in electronic
cash cards, or a reduction in merchants’ credit verification cost, ¢,
can bring into the elimination of currency as a means of payment.

The last part of Proposition 8.7 serves as a prediction for the future con-
cerning the widening of the usage of electronic means of payment. At
the time these lines are written (three days before the end of the twen-
tieth century) electronic cash cards have failed to gain the confidence
of buyers and adoption of these cards has been minimal. As the model
suggested, buyers fear trading their currency notes and coins for digi-
tal bits stored on cards because magnetic errors can erase their money.
However, as soon as confidence is built around these cards, buyers will
substitute electronic cash cards for notes and coins, which are extremely
hard to handle.
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8.4 Exercises

1. Consider the empirical estimation of switching costs in the market for
bank deposits, but instead of using the 1997 data exhibited in Table 8.1
let us analyze the 1996 data exhibited in Table 8.3.

| Data Bank 1 ~ Bank2  Bank3 Bank4
# Accounts (n;) 5,744,741 4,695,078 3,937,119 849,955
Average Balance 4952 4459 2756 4722
Over Lifetime (f;) 600 425 625 525

Switching Costs
SC/Avg.Bal.(%)

Table 8.3: Switching costs in The Finnish banking industry 1996.

Fill in the missing switching costs (both in absolute $U.S. and as a
proportion of the average balance held in each bank in 1996). Compare
your results to the level of switching costs calculated for 1997 exhibited
in Table 8.1.

2. Consider a banking industry with automatic teller machines (ATMs)
analyzed in Section 8.2.2. Suppose that bank A has twice as many
ATMs as bank B. Thus, if bank B has a ATMs, bank B has 2a ATMs.
Also, let u, ;> 0, denote the cost of maintaining one ATM machine.
Answer the following questions:

(a) Assuming that ATMs are incompatible between the banks (i.e.,
customers of bank A cannot withdraw money from bank B’s ATMs,
and vice versa), calculate the UPE fees charged by each bank, and
the resulting profit levels.

(b) Explain how an increase in the maintenance cost of each ATM (an
increase in the parameter u) affects (1) equilibrium fees, and (2)
equilibrium profit levels.

(c) Calculate the UPE fees and the resulting profit levels assuming
that the ATMs are compatible (i.e., customers of any bank can
withdraw money from any ATM).

(d) Explain how an increase in the maintenance cost of each ATM (an
increase in the parameter p) affects (1) equilibrium fees, and (2)
equilibrium profit levels.

3. Consider the U.S. economy where checks are still widely used. Suppose
that there exist only two payment media: currency notes (the legal
tender) and checks.

Each merchant accepting a check is subjected to a fixed per-
transaction cost of 7:¢* which reflects the value of time spent on read-
ing the information on the check and going to the bank in order to
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deposit the check. Each merchant accepting currency notes and coins
is subjected to the cost summarized by equation (8.14).

Each buyer who writes a check is subjected to a fixed cost of 2%

associated with the time it takes to write a check. Each buyer who pays
with currency notes and coins is subjected to the cost summarized by
equation (8.15).

Assuming that 7% > 7™ and that 7% > 78 answer the
following questions:

(a) Which type of payment medium minimizes merchants’ transaction
cost at every transaction’s value of p, p > 0. Plot your result on a
graph similar to Figure 8.5.

ic pe of payment medium minimizes buyers’ transaction

b) Which ty f pay t di buyers’ t ti
cost at every transaction’s value of p, p > 0. Plot your result on a
graph similar to Figure 8.6.

(¢) Find the equilibrium usage of payment media for every transaction
value p, p > 0, and plot your result on a graph similar to Figure 8.7.
Hint: There can be two cases depending on the parameters of the
model.

(d) Suppose that for every transaction value p there is one buyer and
one seller. For every transaction value p, determine which payment
media minimizes social cost. Hint: Social cost is defined as the
sum of the buyer’s and merchant’s transaction costs.

(e) Conclude whether checks are over-used or under-used in this econ-
omy. Explain your result.
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Transportation industries in general, and the airline industry in particu-
lar exhibit different types of networks compared to networks analyzed in
previous the chapters. Whereas the markets for hardware, software, and
information are characterized by having consumers whose preferences
exhibit network externalities, transportation industries are characterized
by having producers whose production technologies exhibit economies of
networks. These production networks are composed of the large number
of routes and alternative routes in which passengers can be transported
from cities of origin to cities of destination.

By definition, the service provided by a transport firm is the physical
movement of passengers and freight from one point in geographic space
to a second point in geographic space. This particular characteristic
of transportation services implies that the creation of route structures
involves establishing transportation networks on which passengers and
cargo are transported. Despite the fact that most types of transportation
industries (e.g., airlines, railroad, buses, and marine) exhibit economies
of networks, we chose to deal exclusively with the airline industry since
both in the United States and in the European Community this industry
was exposed to rapid changes due to intensive programs of deregulation
which ultimately led to the complete absence of price and entry controls
(see Viscusi, Vernon, and Harrington 1995, Ch.17; Doganis 1993).
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Section 9.1 starts out with the definition of the physical networks
commonly used by airline firms to transport their passengers and the
cost implications of using the various route networks. Section 9.2 in-
vestigates the impact of the deregulation of the airline industry, on the
network structures, and on airfares. Section 9.3 analyzes the market con-
sequences of code-sharing agreements among airline companies, which
are widely used since the deregulation of this industry.

9.1 Network Structures and Network Economies

Our major observation of network restructuring comes from the recent
deregulation of the U.S. airline industry. Perhaps the most visible out-
come of this deregulation is the increased use of the hub-and-spoke (HS)
network. That is, the increase in the competition among airline firms
has caused airline firms to decrease the relative number of nonstop direct
flights and to reroute passengers via a third city which we call a hub.
The HS network is also very common in the overnight-package-delivery
industry in which small packages are flown to a single city (hub), and
from there, planes leave for all destination points.

In this section we analyze a unique feature of transportation firms
which is that in addition to the use of airfare as a strategic variable, air-
line firms also use network structuring as a strategic variable. Figure 9.1
illustrates a tri-city environment, where there are three cities denoted
by A, B, and C. Figure 9.1 (Left) illustrates a fully connected network

Clty B Clty B Hub

N 2N

Clty City CI City A I Clty C

Figure 9.1: Left:Fully connected (FC) network. Right: Hub-and-spoke (HS)
network.

Route 3

(FC), where all passengers fly nonstop from origin cities to their desti-
nations. Figures 9.1 (Right) illustrates a hub-and-spoke network (HS),
where all passengers, except those whose city of origin or destination is
city B, fly indirectly and stop at the hub city B.

Several economists claim that due to the topographical (network)
structure imbedded in transportation services, airline firms have tech-
nologies in which the cost functions are affected not only by the num-
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ber of passengers, but also by the network structure (see Bittlingmayer
1990). Counsider a one-way traveling pattern similar to the two-way pat-
tern illustrated in Figure 9.1 in which n; passengers wish to travel from
city A to city B, n2 passengers wish to travel from city B to city C, and
73 passengers wish to travel from city A to city C. Let the total cost
of an airline be a function of the number of passengers transported on
each route, and denote it by TC(n1,m2,13).

DEFINITION 9.1
An airline technology is said to exhibit economies of network if

TC(m,m2,m3) < TC(n1,0,0) + TC(0,12,0) + TC(0,0,n53),

that is, if the cost of operating on all the three routes by a single airline
firm is lower than the sum of costs of three separate firms, each operating
on a single route.

Economies of network is sometime referred to in the literature as economies
of scope, which generally satisfies a property more general than the one
given in Definition 9.1, called “subadditivity,” (see Baumol, Panzar, and
Willig 1982; and Sharkey 1982).

Now, let us suppose that there is only one airline serving the three
cities. Which network of operation will minimize the cost of this airline

company?
Let TC be a separable cost function defined by
TC(im.112:113) = e(m) + e(n2) + e(n), (9.1)
where

c(n) = ¢+n’.
Thus, in this example, the cost of operating on a route is composed of
a fixed cost ¢ which is attributed to renting departure and arrival gates
at the local airports, hiring local staff, and landing fees; and a variable
cost which in this example is rising quadratically with the number of
passengers, say due to aircraft capacity limits.

In view of Figure 9.1, under the FC network, the total cost of opera-
tion is TCYC =3¢ + (11)% + (12)? + (n3)?, where under the HS network
TCHS = 2¢ + (1 +n3)? + (12 + n3)2. Assuming equal number of pas-
sengers on each route (n; = 72 = 13 = 1), we have it that

TCHS < TCYC  if and only if ¢ > 51

That is, if the fixed cost associated with maintaining a route (route 3)
is large relative to the number of passengers on each route, then the HS
network is the cost-saving network. If the fixed cost of operating a route
is small (¢ is small) then the FC becomes the cost-saving network of
operation.
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9.2 Deregulation and Entry

Among the many changes that took place in the U.S. airline industry
since its deregulation in 1978, the substantial decline in the number
of major carriers and the intensified use of the hub-and-spoke network,
stand out as the most significant ones. From a height of over forty major
carriers in the period immediately after the deregulation, the number has
steadily declined to a presently low of only six or seven major carriers
(Borenstein, 1989). At the same period, the hub-and-spoke routing has
increased by about 50 percent. In fact, Doganis (1993, Ch.10) reports
that even for the short period following the deregulation, 1978-1984,
the proportion of all passengers making an on-line connection with the
same carrier rose from 25% to 45%. Thus, the post-deregulation U.S.
aviation industry can be characterized as being highly oligopolistic. In
addition, airlines operate a route network, which is essentially a central
hub oriented.

In this section, following Berechman, Poddar, and Shy (1998), we
show that the decline in the number of airlines can (at least in part)
be attributed to successful entry deterrence and entry accommodation
strategies used by incumbent airline firms, where a major strategy is the
transition to a hub-and-spoke network. The theoretical network model
developed below shows that by switching to a hub-and-spoke network
from a fully connected one, under a deregulatory market regime, the
incumbent airline firm can gain a strategic advantage over a potential
entrant, thereby impeding or limiting his entry into the market.

Consider an economy composed of three cities, labeled A, B, and
C, and three possible routes denoted by i, ¢ = 1,2,3 as depicted in
Figure 9.1. A passenger can be transported by an airline firm either
directly from his city of origin to his city of destination, or indirectly
through a third city called a hub (city B in Figure 9.1). In contrast
to Figure 9.1, we consider only one-way travel, where passeners wish to
travel from A to B, from A to C and from B to C' without returning.

Passengers

We assume that on each route ¢, ¢ = 1,2,3, there are two types of
passengers who are differentiated with respect to their value of time.
The first type involves n passengers with high value of time who are
assumed to lose a utility of ¢, (§ > 0), if they fly indirectly through
the hub rather than nonstop from origin to destination. The second
type involves 7 passengers with sufficiently low value of time who are
indifferent between flying directly or indirectly to their destination. Let
p; denote the airfare on route i.
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The utility of a passenger traveling on route 7 and having a high
value of time is affected by whether the flight is direct or indirect and by
the airfare. The utility of a passenger with low value of time on route ¢
is affected by the airfare only. Formally,

08— p; flies directly to destination
UH = ¢ 3—-6—p; flies to destination via a hub (9.2)
0 does not fly,

and
UL B —p; Aflies directly or indirectly
10 does not fly.

where 8 (8 > 0) is the basic value a passenger attaches to the service of
being transported from city of origin to the city of destination.

The airline firm

Let p denote the airline’s cost per flight on any route i. Notice that
this cost is per flight and not per passenger, and therefore sometime is
referred to as the ACM cost (AirCraft Movement cost).

9.2.1 A single monopoly airline

Consider an airline firm operating under a regulatory regime which per-
mits only one firm to provide services to all cities. This type of regime
is observed in a number of countries where only one airline is allowed to
provide all domestic flights. We assume that this firm charges monopoly
airfares. This analysis will serve as our base case.

Fully Connected service only

A Fully Connected (FC) network is defined here as a network in which
travel from any city of origin to any city of destination is a direct flight
which does not involve routing via a hub.

Let 7; denote profit from the operation on route 7, i = 1,2, 3, and let
7w denote the monopoly airline’s profit from the operation of the entire
network. That is, 7 B T + To + 3.

Under the FC the monopoly airline can extract maximum surplus
by setting p; = [ where all passengers are served. Since aircrafts are
assumed to have an unlimited capacity, there is one flight on each route.
The profit on each route 7 is m; = 2n8 — p. Therefore, the profit of this
monopoly airline under the FC network is

7¥C = 3m; = 618 — 3. (9.3)
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Hub-and-Spoke

Using a HS network, the airline transports route 3 passengers via a hub
in city B. In order to determine the airline’s monopoly airfares under
the HS network, we need to make the following assumption.

ASSUMPTION 9.1

Passengers purchasing a ticket from city A to city C' and are flown via
the hub located in city B, are unable to get off or get on a plane in
city B.

In other words, passengers whose destination or origin is city B cannot
purchase a flight ticket for route 3, and embark or disembark the plane
during the intermediate stop at the hub city B. Assumption 9.1 does not
rule out an airfare profile where p; > p3 or ps > p3. In fact, some data
shows that airfare for passengers whose destination or origin is a hub city
pay higher airfares than passengers whose destination is not a hub city.
Formally, it means that the monopoly can price discriminate between
route 3 passengers and the passengers on other routes. However, note
that the monopoly airline must restrict the airfare on route 3 to satisfy
p3 < p1+p2 as otherwise route 3 passengers are better off by purchasing
two tickets (from A to B, and then from B to C).

Assumption 9.1 is more realistic than assuming the polar situation
where passengers can freely embark or disembark at city B, since airline
companies make it difficult for passengers whose destination is city C' to
disembark in city B by shipping their luggage to city C. Assumption 9.1
is relaxed in Exercise 2 at the end of this chapter.

Under the HS network the utility functions (9.2) and Assumption 9.1
imply that the monopoly airline sets p; = py = [ thereby extracting
maximum surplus from passengers on routes 1 and 2 who fly directly to
their destinations. For route 3, two levels of airfares must be considered.
First, a high fare of p3 = (8 thereby “losing” the n route 3 passengers
with a high value of time. Second, a low fare of p3 = § — § thereby
serving all passengers on all routes. Therefore, the profit levels of the
monopoly airline under the HS network are

=508 —2p and S| =608 290 — 2. (94)
Comparing the profit levels (9.3) with (9.4) yields
if u<nBand p < 2n0. (9.5)

S
m |P3:ﬁ

7TFC > 7THS

Proposition 9.1
For a sufficiently small aircraft movement cost, p, the FC network is
more profitable to operate than the HS network for the monopoly airline.



9.2 Deregulation and Entry 221

9.2.2 Partial deregulation and partial entry

Partial deregulation is defined as a policy regime where entry is permit-
ted in one market (route) only. We now analyze the strategic use of the
network structure by the incumbent airline when entry is allowed into
route 3. The incumbent firm is denoted by I and the potential entrant
by E. Under this policy regime, a new entrant firm can enter on one
route only. Given that under HS there is no direct service on route 3,
this route is a natural candidate for entry. We assume that the poten-
tial entrant has the same cost and capacity structure as the incumbent
airline firm. This rules out any kind of ex ante asymmetry (for example
cost or capacity advantage) between the two airline firms.
We will use the following terminology:

DEFINITION 9.2

An airline industry equilibrium is called an entry accommodation
equilibrium if an entrant makes a strictly positive profit. An airline
industry equilibrium is called an entry deterrence equilibrium if no
entrant can make a positive profit.

In what follows, we demonstrate the strategies employed by the incum-
bent when it deters entry into route 3 and the strategies employed when
the incumbent accommodates entry into route 3. We make the following
assumption.

ASSUMPTION 9.2
The number of passengers on each route is sufficiently large relative to
the cost of operating a flight. Formally, i < 2né and p < ng.

Assumption 9.2 implies that the condition listed in (9.5) holds, which
means that in the absence of a threat of entry the FC network is more
profitable than the HS network.

Entry Deterrence using a FC network

Suppose for a moment that the incumbent decides to completely deter
entry regardless of whether such an action is profitable or not. Suppose
first that the incumbent operates a FC network. Under entry deterrence,
the incumbent lowers the price to per-passenger cost so pi = u/2n.
Clearly, entry is blocked since in order for the entrant to get in it must
set p¥ < 11/2n, thereby earning a profit of 7€ = 2npp¥ — 1 < 0. Since
there is no threat of entry on routes 1 and 2 the incumbent airline can
charge the monopoly airfares p! = pl = 3. Therefore, entry deterrence
using the FC network leaves the incumbent with a profit level

7wl = 4B+ 2npy — 3 = 4np — 2. (9.6)
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Entry Deterrence using a HS network

Now suppose that the incumbent operates a HS network. In order to
deter entry on route 3 the incumbent must set ps = u/2n — §. That is,
since an entrant can lower its airfare to a minimum of p¥ = /27, the
incumbent must further lower its airfare by § in order to compensate
route 3 passengers with a high value of time for flying them indirectly
via a hub. Assumption 9.1 again implies that p! = pl = 3. Therefore,
the incumbent earns

wl = dnp + 2np; — 2p = 4nB — 206 — pu. (9.7)

Comparing (9.6) with (9.7) reveals that under Assumption 9.2 entry
deterrence via a FC network is more profitable than entry deterrence
via a HS network.

Entry Accommodation

Definition 9.2 implies that in an entry accommodation the entrant must
make a strictly positive profit. Therefore, an entry accommodation equi-
librium does not exist when the incumbent operates a FC network, since
under a FC network the incumbent and the entrant provide identical
services (direct flights on route 3), which generates an intense airfare
competition on route 3, thereby leaving the entrant with zero or nega-
tive profit. Therefore, suppose now that the incumbent airline operates
a HS network.

There are two ways in which the incumbent can accommodate entry.
First, the simplest accommodation involves abandoning of route 3 by
the incumbent, in which case the incumbent earns a profit of

T =m +me =4n0 — 2. (9.8)

Second, the incumbent airline can further enhance its profit by allow-
ing for a partial entry accommodation. Under entry accommodation, the
incumbent serves those route 3 passengers that have low value of time
by transporting them via a hub, while the entrant serves only route 3
passengers with a high value of time. We look for an Undercut-proof
equilibrium (UPE) (Definition C.2 on page 309), in the airfares p} and
p¥. Again, Assumption 9.1 implies that p! = pl = 8. Thus, in an UPE,
the entrant sets maximal p¥ subject to

! =B+ npl — 2u > 4nB + 2n(pf — &) — 2u. (9.9)

That is, subject to the constraint that the incumbent airline serving only
(4 4 1)n passengers will not find it profitable to undercut the entrant’s
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price by setting pf, = p¥ — § thereby serving all the 67 passengers
including those with a high value of time. Similarly, the incumbent
airline maximizes p! subject to

™ =npy — p > 2nps — pu. (9.10)

That is, the entrant is better off serving only the n passengers with a
high value of time compared with undercutting the incumbent’s airfare
in order to gain the 7 passengers who have no value of time by setting
pfl = pi. Solving the two constraints with equality yields the unique
entry accommodation equilibrium prices. Thus,

20 46
I E
= d = —, 9.11
p3 =5 and py = (9.11)
Clearly, p¥ > pl since the entrant provides a direct nonstop service.
Substituting the equilibrium prices into the profit functions (9.9) and
(9.10) yields

ol =d4ng + 2?%5 —2u and 7f = %776 — L. (9.12)
Comparing (9.12) with (9.8) reveals that the incumbent makes a higher
profit by not abandoning the entire service on route 3. Instead, it uti-
lizes the infrastructure for routes 1 and 2 to provide service to route 3
passengers who have low value of time.

Comparing (9.6) with (9.12) reveals that under the threat of entry
the incumbent finds entry accommodation via a HS network to be more
profitable than entry deterrence via a FC network, and this result is gen-
eral in the sense that it is independent of Assumption 9.2. In addition,
comparing (9.7) with (9.12) proves our main proposition.

Proposition 9.2
Suppose that the number of passengers on each route exceeds a certain
threshold value (Assumption 9.2). Then,

(a) Under partial deregulation, the incumbent airline finds entry accom-
modation more profitable than entry deterrence.

(b) Deregulation of the airline industry induces airline companies to
abandon the FC network and to utilize the HS network.

Our analysis demonstrated the strategic use of the network structure in
response to a threat of entry of a new airline. Prior to the threat of
entry, condition (9.5) implied that the monopoly airline will utilizes a
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FC network unless the aircraft moving cost is high. In contrast, Propo-
sition 9.2 shows that the threat of entry is sufficient to induce the in-
cumbent to switch to a HS network. In the case that the incumbent
does not abandon route 3 entirely, the use of the HS network under
entry accommodation serves the incumbent as a means to differentiate
the service provided by the incumbent and the entrant. By shifting to
the HS the incumbent can prevent a stiff price competition with the en-
trant associated with having both airline firms providing a homogeneous
service under the FC network.

9.3 Code-Sharing Agreements

As we already pointed out in this chapter, the deregulation of the U.S.
airline industry in the late 1970s, and of the European market in 1996
induced airline firms to restructure their entire method of operation. In
addition to restructuring their route networks, we recently began observ-
ing that airline firms enter into mutual agreements which are referred
to as alliances. All these agreements attempt to raise passengers’ value
of traveling with the contracting airline firms. One common method
used by contracting airline firms in order to become more attractive to
passengers is to merge their computerized reservation systems, a pro-
cedure which is commonly called code sharing. Under code sharing,
each airline can issue tickets on flights operated by all contracted air-
line companies. Moreover, all flights of each contracting airline bear all
the flight numbers of all other contracting airline firms. All this means
is that a passenger buying a ticket from one airline using that airline’s
flight number system, may end up sitting in an aircraft operated by a
different airline.

Obviously, since code sharing is widely used, we now want to con-
struct a model for the purpose of explaining the reasons why airline
companies find it profitable to engage in code-sharing agreements, and
the implications of these agreements for passengers’ welfare.

9.3.1 Frequency of flights and airfare competition

One important feature that passengers highly value when choosing among
airline companies is the frequency of flights offered by each airline on
their desired route. A high frequency of flights allows passengers more
flexibility in booking the flight at the desired time, and flexibility in
changing the flight in they wish to reschedule their flight. Therefore,
we now explicitly introduce frequency of flights into passengers’ utility
functions.

Consider two countries labeled A and B with two national airlines
labeled o and 3, respectively. There are 2n passengers who wish to fly
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between country A and B. The direction of their travel is irrelevant as
each airline firm provides flights in both directions.

The 27 passengers are heterogeneous with respect to their preference
for the two airline companies. 7 passengers are airline « oriented, and 7
passengers are airline 3 oriented. One way to interpret passengers’ orien-
tation toward a particular airline is that passengers wish to accumulate
frequent-flier points with a single airline. A second interpretation is to
assume that passengers prefer to fly with their national airline because
the crew speaks their national language.

Equilibrium airfares with no code sharing

Let fa, fo > 1, denote the frequency of flights (number of flights at
a given time period) provided by airline . Similarly, let fz be the
frequency of flights offered by airline 3. Also, let p; denote the airfare
charged by airline ¢, ¢ = «, 8. The utility function of an airline 7 oriented
passenger is

at | fo — Pa flies « act | fa— 6 —po flies a
Ua{fg—(s—pg flies 3, 0 Uf’{fﬁ—pﬁ flies 3.
(9.13)
We are looking for an Undercut-proof equilibrium (UPE) in airfare
competition, where 71 passengers fly o and 7 passengers fly 5. In this
equilibrium, if airline « wishes to undercut the airfare set by airline g
and grab all its passengers, it has to set its airfare to p, = pg — 0 + fo —
fs, as it must compensate (’s oriented passengers for flying their less-
favorite airline. However, it can add f, — fs (reduce, if negative) to the
airfare which is the difference between a’s frequency and 3’s frequency,
since (9.13) implies that passengers are sensitive to the difference in
frequencies between the two airline firms. Let the flight frequencies, f,
and f be given. Definition C.2 on page 309 implies that in an UPE,
airline 3 maximizes pg subject to

To = NPa = 21(Pg — 6 + fa — f3)- (9.14)

Similarly, in an UPE airline @ maximizes p, subject to

T =nps =2 20(Pa — 0+ f5 = fa). (9-15)

Solving (9.14) and (9.15) with equality yields the UPE airfares. Thus,
2 — 2(fs —

pa:25+w and p5=25+M. (9.16)

Equations (9.16) imply the following proposition.
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Proposition 9.3
The airline which provides a higher frequency of flights charges a higher
airfare. Formally, p, > pg if and only if f, > f3.

Proposition 9.3 is rather intuitive. Since passengers’ utility is enhanced
with the frequency of flights, an airline firm will charge a higher airfare
if it provides a higher frequency compared with the competing airline.

Equilibrium airfares under code sharing

Under code sharing all passengers benefit from the flight frequencies
provided by both airline firms. Thus, the utility functions given in (9.13)
become

Ud:cf{fa—i—fg—pa flies déf{fa—i-fg—é—pa flies
“ fotfz—06—ps flies g, 7 fo+fa—ps  flies 8.

(9.17)
Clearly, under code sharing flight frequencies do not affect passengers’
choice of which airline to fly, since code sharing implies that passengers
of all airline firms gain utility from the combined frequencies of both
airline firms. Thus, undercutting of airline 7 requires only that it sets
P <p;j—96,4,j =ca,f and ¢ # j. In this case the UPE conditions (9.14)
and (9.15) become

To = NP > 21(pg —9) (9.18)
g =npg = 20(pa —0).

Solving (9.18) for the equality case yields the unique UPE airfares under
code sharing. Thus,

Pa = pg = 20. (9.19)

9.3.2 Code sharing and profits

In order to investigate the effect of code sharing on the profits made by
the airline firms, we need to introduce the cost functions for the two
airline firms. Before doing that, we must define what is a unit of output
of an airline firm. There are two possibilities of how to measure a unit of
output. The first is to assume that one unit of output of an airline firm
equals one passenger. This definition is problematic since the major part
of an airline’s cost is attributed to the cost of operating one flight which
is much higher than the cost of flying a single passenger. Therefore, the
second possibility of measuring an airline’s unit of output is to use the
cost per one flight which we have already termed as Air Craft Movement
Cost (ACM). Using this definition, following Berechman and Shy (1996),
the total output of an airline firm is the frequency of flights it provides
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for its passengers, since frequency is defined by the number of flights
offered in a given time period.

In order to simplify the exposition, we now assume that each air-
line company can operate only two levels of flight frequencies: a high
frequency, f¥, or a low frequency of flights, f*. The cost of operating
high frequency is pf, and the cost of operating low frequency if p’,
where pff > p* > 0. Finally, we define the difference between a high
frequency and a low frequency by Af < fH — L and the difference in

the associated costs by Ap = pff — pk.

Profit without code sharing

The profit of each airline firm ¢, i = «,(, is m; = np; — W;, where
i = pf oor p; = p*, depending the frequency of flights offered by
airline . The UPE airfares (9.16) imply that the profit of each airline
firm when choosing either a high or a low frequency of flights is given

by Table 9.1

Airline « \ Airline
i !
5—A S+A
fL 2776_NL 2776_UL 27](33 f) _ML 277(3;' f)—/,LH

2n(36+A 2n(36—A
fH n( 3+ f)_MH n( - f)_ML 2775_MH 2,'75_MH

Table 9.1: Profit levels for all frequency choices.

Consider the following game where airline « chooses its frequency
fa € {fE, f}, and airline 3 chooses its frequency fz € {fL, ff}. We
look for a Nash equilibrium (Definition A.4 on page 292) for this game.

Proposition 9.4
(a) If Af > 3Ap/2n then (fH, fH) is a unique Nash equilibrium.

(b) If Af < 3Ap/2n then (fE, f¥) is a unique Nash equilibrium.
(c) If Af = 3Au/2n, every outcome constitutes a Nash equilibrium.

(d) The (f¥, fF) equilibrium yields a higher profit to each airline firm
than the (f%, fH) equilibrium.

Proof. The proof follows immediately from Table 9.1. (a) If airline «
deviates from (f, fH) it earns

2n(30 — Af)

3 —pt < ons -t
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under the condition of part (a). The same proof applies for a deviation
of airline 3. (b) If airline o deviates from (fF, fL) it earns

2n(36 + Af)

3 — u' < 2m6 — p*

under the condition of part (b). The same proof applies for a deviation of
airline 5. (c) Part (a) and (b) implies that deviation from any symmetric
outcome is not profitable. (d) Follows immediately from Table 9.1. ™

Figure 9.2 interprets the condition of Proposition 9.4.

Af

A

(f7, 7Y is a unique equilibrium

(f¥, f¥) is a unique equilibrium

- Ap
Figure 9.2: Equilibria with high and low flight frequencies.

Figure 9.2 shows that when the difference in costs increases, the equilib-
rium will result in low frequencies. In contrast, as the difference in cost
declines, both airline firms will choose high frequencies. In addition,
Figure 9.2 shows that as the number of passengers grow, the dividing
ray tilts towards the horizontal axis, meaning that when the passenger
population is high, both airline firms will choose high frequencies.

Part (d) of Proposition 9.4 reveals a possiblity for an industry failure,
if Af > 3Ap/2n as the equilibrium with high flight frequencies yields
a lower profit level to each firm compared with the outcome that both
supply low frequency of flights. Thus, under the condition of part (a) air-
line firms will look for ways to avoid this equilibrium. Since coordination
is generally not allowed under Antitrust laws, code sharing succeeds in
eliminating the inefficient (from the firms’ perspective) frequency com-
petition.

Profit under code sharing

Suppose now that the two airline companies sign a code-sharing agree-
ment, so that each company can issue flight tickets on all flights operated
by airline v and airline 8. This implies that a passenger’s decision which
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airline to fly with is not affected by the relative frequency of flights, since
each passenger is exposed to f, + fg frequency of flights. Thus, under
code sharing the equilibrium airfares (9.19) are independent of flight fre-
quencies. Hence, (9.19) implies that the profit level of each airline firm
as a function of flight frequencies is now given by Table 9.2. Clearly, un-

Airline « \ Airline
fr A
f| 208 — pt 8 — p* | 2m — p* 216 — p't
] 2ms — pf 8 — p* | 206 — pt 28 — pH

Table 9.2: Profit levels for all frequency choices under code sharing.

like the frequency game played in Table 9.1 (no code sharing) the unique
Nash equilibrium for the frequency game played in Table 9.2 (with code
sharing) is that both airline firms supply low frequency of flights. The
reason for this is that under code sharing, maintaining a high frequency
of flights does not affect the revenue of the firm, but it increases the cost
and hence is profit reducing.

We now state our main proposition regarding code-sharing agree-
ments.

Proposition 9.5

If Af > 3Au/2n, a code-sharing agreement is profit enhancing to the
contracting airline firms. Under such an agreement, competition is soft-
ened and each airline firm cuts its cost by reducing its frequency of
flights.

Whether or not passengers suffer from code sharing depends on whether
2fL < fH in which case code sharing reduces the frequency of flights
available to passengers, or whether 2f“ > fH in which case passen-
gers face a higher flight frequency after the code-sharing agreement is
implemented.

9.4 Exercises

1. Consider the model of Section 9.1 and Definition 9.1 where we defined
economies of network for the airline industry. Assume that 1 = 72 =
ns = 7n, that is, there is an equal number of passengers on each route.
Answer the following questions.

(a) Suppose that ¢(n) < 7 for the cost function defined in (9.1). Find
the condition on ¢ and 7 under which the total cost of operating a
HS network is lower than the total cost of operating a FC network.
Prove your answer.
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(b) Answer the previous question assuming that c(n) = V1
Consider the partial deregulation model of Section 9.2. Suppose now
that Assumption 9.1 is reversed so passengers on route 3 are able to
disembark or embark aircraft in the hub city if they find it beneficial
to do so. One important consequence of reversing Assumption 9.1 is
that the airline firm cannot price discriminate among the routes, which
means that the incumbent airline is restricted to setting the airfare on
route 3 to satisfy ps > max{p1,p2}. That is, we now rule out a situation
where the passengers on route 3 traveling via the hub in city B pay a
lower airfare than passengers traveling from A to B, or from B to C.
Answer the following questions.

(a) Calculate the airfares p;, ¢ = 1,2, 3, which are charged by a monopoly
airline that operates a FC network. Calculate the profit level of this
airline company.

(b) Answer the previous question assuming that the airline operates a
HS network.

(¢) Find the condition on y, d, 8, and n under which operating a FC net-
work is more profitable that operating a HS network for a monopoly
airline.

(d) Calculate the UPE airfares under an entry accommodation of an
airline firm that serves only the passengers with high value of time
on route 3. Assume that the incumbent airline does not abandon
route 3 completely, so that it serves route 3 passengers with a low
value of time by transporting them via the hub in city B. State
which airline charges a higher airfare on route 3, and explain the
intuition behind your answer.

Consider a modified version of the code-sharing agreement model given
in Section 9.3. Suppose that the frequency of flights provided by air-
line « and airline (8 are f, and f3, respectively. Suppose that fo and fg
are given exogeneously and cannot be altered by any airline. Suppose
now that passengers’ utility functions are given by

def 3fa — Da flies « det 3fa —0 —po flies
Ua = { 3fs — 6 —ps Alies S, and Us = { 3fs —ps flies 3.

Assume that the airline firms do not bear any type of cost (i.e., u = 0).
Answer the following questions.

(a) Calculate the UPE airfares and the associated profit levels assum-
ing that there are no agreements between the two airline firms.

(b) Calculate the UPE airfares and the associated profit levels as-
suming that the two airline firms are engaged in a code-sharing
agreement.

(c) Suppose that fo > fg, which means that airline o maintains a

higher frequency than airline 8 on this route. Which airline gains
and which airline loses from the code-sharing agreement?
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Each society is characterized by its collection of social norms, or simply a
culture. The fact that consumers live in societies imply that their actions
in general, and consumption choice in particular, are affected by what
social norms dictate. Ever since Veblen (1899), it is a well-documented
fact that consumer choices are not only based upon their own prefer-
ences and income; they are also affected by the consumption choices of
others. Such influences have proven to be important in many markets
where the decision to buy from a particular vendor is positively or neg-
atively affected by the number of consumers purchasing the same brand
or patronizing the same store. The corresponding effects are known as
bandwagon, congestion, or snob/conformity effects (Leibenstein, 1950).
The microeconomic foundations of such effects as well as the market and
welfare implications of this type of consumer behavior are explored in
this chapter.

Section 10.1 starts out with basic definitions of conformity and status-
seeking. This section utilizes elementary calculus so it can be easily
skipped by those who do not know any calculus. Section 10.2 introduces
price competition among firms producing products or services and com-
pares the market outcomes when consumer preferences exhibit confor-
mity to the case when preferences exhibit vanity. Section 10.3 demon-
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strates the consequences of network effects in entertainment places. Sec-
tion 10.4 demonstrates the inefficiency of the practice of gift-giving.

10.1 Status-Seeking vs. Conformism: A Calculus Ap-
proach

Social decisions are those decisions that depend on others’ decisions and
also influence decisions of others. There is a significant difference be-
tween social decisions and conventional economic decision-making. Con-
ventional decision-making concerns choosing, for example, among alter-
native food items in an ordinary supermarket which generally affect only
the utility of the buyer. The key difference between social decisions and
conventional economic decisions is that social decisions have social con-
sequences whereas economic decisions do not.

One cannot characterize exactly which goods and services require
“social decision” as it varies among individuals. However, food items
such as potatoes and milk are not related to either status-seeking or
conformity. In contrast, at least for some people, the choice of which car
to drive is affected by status-seeking. Status-seeking also influences the
choices of where to live, where to study, what to wear, whom to marry,
where to dine, which entertainment places to go to, hotels, vacations,
and many more. Akerlof (1997) offers some utility functions that are
consistent with social choices.

10.1.1 A model of status-seeking

Consider an economy with 7 individuals who each has to choose a real
number x > 0. The variable x can be interpreted as how much to
spend on a car, a house, on clothes, and so on. Suppose that each
individual j chooses x; = & except, perhaps, individual 7. All individuals
have identical utility functions. Thus, the utility of individual ¢ when
he chooses z; and all others choose % is by

def

Ui‘ zj=8 — (5({% — :L'l) — a(xi)z + B:ci, (101)

Vj#i

where the parameters «, 3, 0 are strictly positive. The first term in (10.1)
reveals that the person loses utility in amount 6(Z — z;) insofar as he
falls behind everyone else. In addition, x has an intrinsic value to him
of —a(w;)? + Bx;. The utility function of individual i given in (10.1) is
drawn in Figure 10.1.

The problem of each individual i, 2 = 1,. .., 7, is to solve the following
maximization problem. Given that all individuals j # ¢ choose z; = Z,
individual ¢ has to choose x; that maximizes (10.1). The first- and
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i#i

-0z

Figure 10.1: The utility function of a status-seeker.

second-order conditions are given by

dU; 0%U;
O:T@:ﬁ+6_2axi’ and W:—2a<0.
Since all individuals are identical, they all behave in the same way as in-
dividual . Hence, in a status-seeking equilibrium each individual chooses

_B+94

[ )
2

i=1,...,m. (10.2)

A natural question to ask at this point is whether the race for status
distorts social welfare. We therefore define the social welfare function as
the sum of individuals’ utilities. Since all individuals are identical and
have strictly concave utility functions given in (10.1), we can conclude
that in social optimum all individuals make the same choices, that is
xz; =z foralli =1,,...,7n7. Hence, the social planner chooses a common
x to solve

max W = Z Ui =n[-0(z —z) — az® + Bz] = n (—az® + Bz).
i=1,...,m

The first- and second-order conditions for a maximum are

dw 2w
0= P = -—n(2az+ ), and A2 = —2an < 0.

Therefore, the socially optimal choice is that each individual chooses

._ B

* * _ _
.’L‘l—LL‘Q—“'—wn—%.

(10.3)

Comparing (10.2) with (10.3) implies that x; > xF. Therefore,
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Proposition 10.1
A competitive race for status is inefficient, since it induces individuals
to choose a higher-than-optimal level of x.

First, notice that the inefficiency is due to the presence of an external-
ity and that this externality is similar to what occurs in any congestion
model (see for example Section 7.3). Second, (10.2) reveals that de-
spite the fact that the race for status induces individuals to choose a
higher-than-optimal level of x, in equilibrium all individuals choose the
same level. This explains why the race for status leads to an inefficient
outcome.

10.1.2 A model of conformism

We shall now examine the alternative case—of conformity—in which
each individual wants to minimize the social distance between himself
and others. As before, suppose that all individuals j # ¢ choose x; = 2.
In contrast to (10.1), the utility of a conformist is given by

U1| wj=d EC - (S(JJZ - i‘)z — Oé(l‘i)Q + Bz, (104)
Vj#i
The difference between (10.4) and the utility function of a status-seeker
(10.1) is that the term —d(x; — £)? is squared for a conformist. This
means that for a conformist, any deviation in any direction (i.e., z; > &
or ¥; < %) is welfare reducing. In contrast, for a status-seeker, only
x; < & is welfare reducing whereas x; > & is welfare enhancing.
Each individual 7 takes Z as given, and chooses x; to maximize (10.4).
The first- and second-order conditions for a maximum are

du; . d*U;
0= Q= —2(a+6)x; + S+ 262, and CAE =—-2(a+6) <0.
Since all individuals are identical, in equilibrium x; = & for all ¢ =
1,...,n. Hence,
2a
To compute the socially optimal level, the social planner chooses a
common z to solve

max W = Z Ui =n[-0(z —2)* — aa® + pBz] = n (—az® + Bz),
¢ i=1,.m
yielding the same social optimum as (10.3). That is, the social opti-

mum under conformism is the same as under status-seeking. Therefore,
comparing (10.5) with (10.3) we have the following proposition.
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Proposition 10.2
There is no market failure when all individuals have identical utility
functions that exhibit conformism.

The reason for this efficiency is that each individual equates her choice
to the choice of others and this coincides with the maximization problem
solved by the social planner. It should be pointed out that the result
of Proposition 10.2 need not hold when individuals have different utility
functions. Moreover, our analysis was restricted to one homogeneous
product/service. However, in a more general setting where products are
differentiated, it can happen that conformism leads to a market failure
by having all individuals choosing the “wrong” standard (see for example
Section 4.1).

10.2 Conformity, Vanity, and Price Competition

Observations justifying the analysis of this section involve stores with a
large number of consumers that tend to provide more services to their
clients (after-sale service and large parking lots), which makes the stores
more attractive. In contrast, crowded stores may deter consumers who
refuse to incur the corresponding congestion costs and prefer to shop at
other places just because they hate congestion and value quietness, thus
exhibiting a behavior consistent with negative network effects.

Following Grilo, Shy, and Thisse (forthcoming) consider consumers
who can choose between two products labeled A and B, produced at
zero cost by two separate firms labeled in the same way. A and B can
also be interpreted as two types of services, social or health clubs, or
even two shopping malls. The utility of a product ¢ oriented consumer,
1= A, B, is given by

def Qag; — p; if he buys product @

Ui = { ag; — 0 —p; if he buys product j # 4, (10.6)
where i,j = A, B and i # j, and o < §/n. We assume that there are n
A-oriented consumers, and 7 B-oriented consumers, where 1 > 0. The
variable ¢; denotes the number of consumers buying product i, i = A, B,
and the parameter o measures how the network of users affects the utility
of a buyer.

The reader has seen a utility function like (10.6) several times before,
especially in Chapters 2 and 4. What makes the presentation in (10.6)
unique is that we allow the parameter « in (10.6) to take negative values.
Therefore, we need the following definition.
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DEFINITION 10.1
Consumer preferences are said to exhibit

e conformity, or positive network effects if o > 0,

e vanity, or negative network (bandwagon) effects if o < 0.

Thus, when o > 0 the utility of each consumer rises with the number
of people buying the same product. This case is the familiar one. In
contrast, when o < 0 people behave like snobs, their utility declines
with the number of consumers buying the same product. The case of
vanity has not been analyzed so far in this book. This case can be
also interpreted as a snob behavior. Examples include those who drive
specially designed cars in order to make them look different when driving
in the street, shopping at exclusive shopping malls, flying first class
and staying at fancy hotels just to feel special, buying memberships
at exclusive social or health clubs, and so on. What unifies all these
examples is that these people wish to join small groups of consumers
with different consumption patterns than the majority of consumers.

We now solve for an Undercut-proof equilibrium (Definition C.2 on
page 309) in price competition between the two firms. Firm B maximizes
pp subject to

npa > 2n[pp — 6 +a(2n —n)].

The last two terms measure the effect of increasing the network of B-
users when firm A undercuts firm B. Similarly, firm A maximizes pa
subject to

npp > 2n[pa — 6 + a(2n —n)].

Solving these two conditions yields the equilibrium UPE prices and profit
levels

pa=pp=2(0—an) and w4 =mp =210 —an). (10.7)

Figure 10.2 illustrates how prices vary with the population size, n, under
conformity (o > 0) and vanity (o < 0). Figure 10.2 (left) shows that
prices decline with a rise in population when preferences exhibit con-
formity. This result should be familiar from Chapter 2 and stems from
the fact that price competition is intensified when firms compete over
more consumers who, in the case of conformity, have positive network
externalities. Figure 10.2 (right) demonstrates a new result where, in
the case of vanity, prices increase with the population size. The reason
for this is that a higher network size reduces the value of the product
or the service and hence consumers’ willingness to pay. By raising the
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pPA=DPB |a>0 pPA=DPB |a<0

- 1) -1

Figure 10.2: Equilibrium price vs. population under conformity and vanity.

price firms attempt to “get rid” of some of the customers in order to in-
crease the value of the product. This means that an increase in consumer
population increases equilibrium prices.
Substituting the equilibrium price (10.7) into the utility function
(10.6) yields
Ua =Up = 3an — 24. (10.8)

Figure 10.3 illustrates how the utility of each consumer varies with an
increase in the consumer population size, 1, under conformity (a > 0)
and under vanity (o < 0). Figure 10.3 (left) reveals that equilibrium

Ua=Up[a>0] Ua=Up [a<0
A A

—20 —24

Figure 10.3: Equilibrium utility vs. population under conformity and vanity.

utility rises with population since there are two effects working in the
same direction. First, there is a direct effect where, under conformity, a
larger network size enhances individuals’ utilities. Second, since under
conformity a larger consumer population intensifies price competition,
consumers also benefit from lower prices.

Figure 10.3 (right) reveals that a larger consumer population reduce
equilibrium utility levels. The direct effect implies that consumers’ util-
ity declines with the population size due to the vanity effect (which could
also be interpreted as the congestion effect). The indirect effect follows
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from our previous analysis showing that under vanity, prices rise with
an increase in the consumer population.

The following proposition, which follows directly from (10.7), (10.8)
and Figures 10.2 and 10.3, summarizes our results.

Proposition 10.3

(a) When consumer preferences exhibit conformity, an increase in the
consumer population will (1) decrease equilibrium prices, and (2)
increase equilibrium utility levels.

(b) In contrast, when consumer preferences exhibit vanity, an increase
in the consumer population will (1) increase equilibrium prices, and
(2) decrease equilibrium utility levels.

10.3 The Economics of Entertainment Places

We can observe with some astonishment that popular restaurants, the-
aters, bars, and dancing places often have people standing in line to get
in. What is even more astonishing is that these entertainment places
do not raise prices in the presence of queues (excess demand) as pre-
dicted by the simple conventional, demand-and-supply theory. That is,
simple demand-and-supply theory tells us that in the presence of excess
demand, a firm can increase its price without reducing its output level,
thereby increasing its profit. So, why do restaurant owners refrain from
raising prices when they observe the formation of lines in front of their
establishments? Of course, this puzzle is not unique to restaurants. We
also observe long lines in football games and performances of rock stars,
and the price of tickets sold at box offices do not rise with the formation
of long queues.

Becker (1974, 1991) and Karni and Levin (1994) propose a solu-
tion for this puzzle along the following line of thinking. As it turns
out restaurant economics has a lot in common with the economics of
computers analyzed in Chapter 2. The demand for restaurants shares
similar characteristics with the demand for computers, since in both in-
dustries consumers’ choices are affected by “social” conditions that are
in turn affected by the choice of other consumers. Hence, the demand
for some restaurants, coffeehouses, nightclubs, discotheques, and other
entertainment and sports clubs exhibit network externalities.

Consider a monopoly restaurant with 27 potential heterogeneous con-
sumers. Let ¢ denote the number of consumers going to this restaurant,
and let p the price of a meal set by the restaurant’s owner. Out of
the 2n potential consumers, 7 are called type H (consumers who highly
value the restaurant), and the remaining 7 consumers are called type L
consumers (consumers who place a low value on this restaurant). The
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utility function of each consumer type i, i = H, L, is given by

U, { a;q —p if he goes to the restaurant (10.9)

0 if he does not go to the restaurant,

where ag > 2ar > 0. Thus given the number of restaurant goers,
q, type H consumers are willing to pay more than twice for a meal
than type L consumers are willing to pay. Figure 10.4 illustrates the
aggregate demand for this restaurant’s meals. The aggregate demand

agn

: ED
ar2n :

n nR 2n

Figure 10.4: Demand and supply for meals at the restaurant. ™ is restau-
rant’s seating capacity; ED measures excess demand.

for meals is constructed as follows. At a very high price no one buys
a meal. As the price declines to p = agn, (10.9) reveals that the n
type H consumers enter the market and demand each one meal. As the
price falls to «z,2n, (10.9) reveals that the n type L consumers enter the
market and the aggregate demand expands to 2n. Thus, the aggregate
demand is downward sloping and has two discontinuities: at p = agn
and at p = 2arn.

The supply side is fixed by the number of tables in the restaurant:
the restaurant cannot supply more than n* meals at a given time (or,
in the case of theaters, there is always a limited seating capacity). We
assume that 1 < ¥ < 2n which means that the restaurant cannot serve
the entire population. This means that at any price p < 2an there are
ED = 21—’ consumers waiting outside on line to be seated, where ED
stands for excess demand. We can therefore state our main proposition.

Proposition 10.4
Suppose that
R . QHT
2aL '
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Then, the profit-maximizing price of a meal is p = 2an, thereby main-
taining a steady excess demand for meals at this restaurant.

Proof. The profit at this price equals (2arn)n®. At a higher price,
p = agn, there are n < n'* customers, hence earning a profit of ayn?.
The condition of the proposition implies that the profit at full capacity
exceeds the profit made at the high price. [ |
It is important to notice that consumers gain from a network of 2n even
if only n® consumers are actually served, since the consumers consider
both those who are eating inside and those who are standing outside on
line as part of the network of restaurant goers. Thus, the actual network
exceeds the seating capacity of the restaurant. Hence, at full capacity
each consumer is willing to pay p = a2, although only n® < 2n are
actually being served. Therefore, this result shows that queues enhance
the profit of restaurant owners since they enhance the popularity and
the social value of their establishments.

Proposition 10.4 demonstrates that a restaurant may refrain from
raising its price even in the presence of excess demand in the form of
long queues. This result is not predicted by the simple demand-and-
supply theory which is taught in “Principles of Economics” classes. The
reason for why the price is not raised is that in the presence of network
externalities, even a small rise in price will significantly reduce the net-
work of restaurant goers and will make the restaurant much less popular
and hence with fewer customers.

104 Gifts

Gift giving is an action taken by an individual who purchases an item for
another person for (supposedly) no-trade reason. Gift-giving has been
observed in all cultures, countries, at all ages since the biblical time.
Participation in gift-giving rituals start in daycare, where kids from the
age of three and up are being told by their teachers that they should
bring a present to each child who celebrates his or her birthday. In
all countries, gifts are given on wedding dates and some other family
celebrations. However, all this cannot be compared to the magnitude of
presents given on Christmas Day.

There have been several empirical studies investigating whether the
gift-giving phenomenon can be justified on an economic basis. These
studies found that in general the (money denominated) value to a gift-
recipient happened to be lower than the value to the person who is
giving the gift (which equals the price paid in the store). Waldfogel
(1993) found that holiday gift-giving destroys between 10 percent to a
third of the value of gifts. Since holiday expenditures average $40 billion
per year, a conservative estimate of the deadweight loss associated with
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Christmas gift-giving could range from $4 billion to $13 billion per year.
Table 10.1 summarizes Waldfogel’s data.

Giver Rec. Value ($) Price ($) Yield (%) Cash (%)
Aunt/Uncle 40.5 64.6 64.4 14.3
Brother/Sister 23.5 28.3 86.2 5.8
Parents 133.3 135.6 86.5 9.6
Significant 24.1 25.4 91.7 0.0
Grandparents 56.1 75.9 62.9 42.3
Friend 22.1 25.3 98.8 6.1
All 77.6 84.0 83.9 11.5

Table 10.1: Gifts’ yield and tendency to give cash. Note: Yield is the value
the recipient attaches to a non-cash gift divided by the price paid
by the giver.

For the particular data used in Table 10.1, it is clear from the column
entitled “Yield” that, on average, gift recipients are willing to pay only
83.9% for the price that was actually paid by givers. This finding can
be interpreted as having a social welfare loss of 16.1% of the price for
every gift given during the holiday season. This column indicates that
the yield vary significantly with the type of the giver. Friends happen
to give gifts that match recipient’s preference by 98.8%. In contrast,
grandparents, aunts, and uncles tend to give the least efficient gifts in
the sense that recipients undervalue the gift by nearly 40% of the price
that was paid. This, obviously, reflects a generation gap in tastes for
products.

The column entitled “cash” reveals that grandparents are not so bad
after all, as they are smart enough to recognize the generation gap in
tastes and to provide more cash gifts than any other type of gift givers.
In fact, 42.3% of gifts given by grandparents are in cash rather than gifts
in kind. 14.3% of aunts and uncles also seem to recognize this generation
gap and to provide cash gifts rather than gifts in kind.

The above-listed observations raise the puzzling question why peo-
ple want to spend money to buy items for other people knowing that
other people will not be willing themselves to spend this amount and
buy these items by themselves. In this section we attempt to provide an
answer to this paradox by investigating an environment where in equi-
librium, selfish consumers end up giving gifts. We then ask whether the
equilibrium is optimal from a social viewpoint.
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10.4.1 Cash versus gifts-in-kind: A graphical illustration

The most important feature of gift-giving is that the consumption choices
are made by someone other than the final consumer. We now demon-
strate, using a simple microeconomic model, that a gift may leave the
recipient worse off than if he had made his own consumption choice with
an amount of cash equal to the price paid for the gift by the giver.

The following is a true story that happened to the author while he
was teaching at a certain economics department on the East Coast. One
colleague got married, and all the faculty members started collecting
money for the purpose of buying an expensive gift. As the department
was dominated by relatively old people, there was a consensus among the
faculty that the money should be used to buy crystal glasses. Figure 10.5
illustrates the commodity space of this gift recipient assuming that he
consumes only two goods: crystal glasses and other goods.

Other
goods ($)

Cash
gift
yl ....................................... .

yO ............................ sz : ............................................

- C
Co c* €1 = Co + C4

Figure 10.5: Measuring deadweight loss associated with a gift in kind. The
variable ¢ measures the consumer’s stock of crystal glasses.

In Figure 10.5, the consumption level ¢y represents the consumer’s
initial purchase (or initial stock) of crystal glasses (before his wedding)
The consumption level ¢y is optimal as it maximizes the consumers util-
ity subject to his budget constraint, thereby yielding an initial utility
level of Uy. Suppose now that the consumer receives ¢, amount of crys-
tal as a gift for his marriage. Given his initial stock of ¢y, the new total
stock of crystal of ¢; = ¢ + ¢4, which places him on a higher indifference
curve with a utility level of Uy > Ujy. Clearly the consumption bundle
associated with ¢ is not a utility maximizing bundle. In fact the figure
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shows that the same utility level, U, can be achieved with a smaller ex-
penditure if the givers would give cash rather than crystal glasses. The
consumer will end up choosing to own a stock of ¢* < ¢; of crystals and
will spend y; > yo on other goods. Moreover, since the price of other
goods is normalized to equal 1, the figure provides an exact measure,
given by A of how much givers have overpaid in order to provide the
recipient with a utility level of U;. Thus, A equals one minus the yield
given in Table 10.1 for every $1 dollar spent.

10.4.2 A general model of gift giving and receiving

Perhaps the most important microeconomic characteristic of gift-giving
is that gifts are likely to be mismatched with the recipients’ preferences
for goods. We now develop a model for an economy where individuals,
receiving gifts, feel social pressure to return a gift, perhaps on another
occasion. We then compare the welfare level in an economy where gift
giving is a social norm to an economy where people do not give gifts.

Consider an economy with A goods indexed by j = 1..., A, and
individuals indexed by ¢ = 1,...,n. The utility of each individual is
composed of two subutilities, the utility of receiving a gift, denoted by
V. and the utility (disutility, possibly) of giving gifts, denoted by V,¢.
All individuals have identical utility functions.

Among all the A goods, each individual likes one good more than
all the others and attaches to it a value of 3. All other goods are also
valuable to the individuals but not as much. Thus, each individual
attaches a utility of 3 — 9, where 8 > § > 0 to each of all other goods.
Formally, the utility of individual ¢, whose ideal good is good j, from
receiving a gift of good k is assumed to be given by

R/ det | B if he receives good k = j
ViiG) = { B — 48 if he receives good k # j. (10.10)
Since there are A goods, the expected utility from receiving a random
gift is

VA= 1o+ 2 @) =p- 20 (o

We now turn to the act of giving gifts. Let p denote the price of each
good and assume that all the A goods are equally priced. Therefore,
buying a gift confers a disutility of p on the giver. In addition, we
capture the social pressure to give gifts by the disutility parameter
which is the extra disutility confered on an individual who receives a
gift but does not return a gift to the giver. Formally, we define the
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utility of giving a gift by

0 if he does not give and does not receive a gift
—p if he receives a gift and then gives a gift
—~ if he receives a gift but does not return one.
(10.12)

VGdif

We make the following assumption.

AssumPTION 10.1
The social “embarassement” of not returning a gift is higher than the
utility loss of paying the price for the gift. Formally, v > p.

The utility from giving (10.12) and Assumption 10.1 together imply that

Proposition 10.5
(a) Any individual who receives a gift will return a gift.

(b) Any individual who does not receive a gift will not give a gift.

Proof. (a) If a gift is received, the utility of giving is V& = —p > —v
which is the utility of not returning a gift. (b) If a gift is not received,
the utility of not giving is V¢ = 0 > —p which is the utility of giving a
gift. ]

Consider now an economy with 7 individuals where each person re-
ceives a gift from everyone except herself. A natural question to ask now
is how many gifts are given in this economy. Table 10.2 demonstrates
how the total number of gifts in the economy is calculated. This calcu-

Population Size 1 2 3 4 ... n
# gifts received byeach 0 1 2 3 .- n—1
Economy’s total # gifts 0 2 6 12 --- n(np-—1)

Table 10.2: Calculating the total number of gifts in the economy.

lation goes as follows. Suppose that there are n individuals. Therefore,
each individual receives n — 1 gifts. Since there are 7 such individuals,
the total number of gifts exchanged in this economy is n(n —1). We can
make the following claim.

Proposition 10.6

Fach individual is better off in an economy where gifts are not exchanged
than in an economy where everybody exchanges gifts with everybody
else.
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Proof. Consider an economy with population size 1 and suppose that
gifts are not exchanged. Then, each individual has an option of purchas-
ing n— 1 gifts for herself, thereby gaining a utility of (n—1)(8—p), since
each consumer knows which good is her ideal one. In contrast, in an
economy where gifts are exchanged by everybody, (10.11) and (10.12)
imply that the expected utility of each person is

EU=(n-1) BV +V9) =@n-1) (5 - %6 - p) . (10.13)

which is lower than (n — 1)(8 — p). [ |
Proposition 10.5 implies that there are two equilibria in this econ-
omy: one in which all individuals give (and receive) gifts, and the other
in which no one gives gifts (however, each individual has an option of
buying 7 — 1 gifts for herself). Proposition 10.6 demonstrates that the
first equilibrium is inefficient as all individuals are worse off compared
with the second equilibrium. It is therefore instructive to construct a
measure of social inefficiency associated with the gift-giving equilibrium.
Equation (10.13) reveals that the (per-gift) utility loss to each individual
from having to participate in the gift-exchange ritual is (A—1)d /A which
is precisely the expected utility loss associated with giving a consumer
her less-preferred product (compared with her ideal product). Since,
each individual receives n — 1 gifts, and since the population size equals
71, we define the social welfare loss function by
def A—1
L(n, A\, 6) = n(n— 1)T<57 for n,A>1. (10.14)
The variation of the social loss with respect to increases in the population
size, number of products in the economy, and the mismatch parameter
are illustrated in Figure 10.6. Equation (10.14) and Figure 10.6 imply
the following proposition.

Proposition 10.7

The social loss associated with gift-giving (a) increases quadratically
with the population size, (b) increases at a declining rate with the num-
ber of products in the economy, and (c) increases linearly with the tastes’
mismatch parameter.

The reason for the quadratic increase in social loss with respect to pop-
ulation growth is that the number of gifts rises quadratically with the
population size. The reason for the declining rate of increase with re-
spect to the number of available products is that with a large number of
products the gift giver is “most-likely” to give gifts which are not viewed
as ideal by recipients. For example, if there are only 100 products to
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Figure 10.6: Changes in social loss associated changes in population size (1),

number of products (A), and mismatch in tastes parameter (4).

choose from, the probability of mistmatch is 99/100 = 99%, and if there

are 1,

bility

000 products, 999/1,000 = 99.9% so the difference in the proba-
of mismatch hardly makes a difference for Christmas shoppers.

10.5 Exercises

1.

Consider the model of conformity and vanity of Section 10.2. Suppose
now that there are 300 product A oriented consumers and only 100
product B oriented consumers. Let pa denote the price of product A,
and pp the price of product B. The utility function of a product i
oriented consumer, i = A, B, exhibits vanity and is given by

U, et —qi/2 — p;i if he buys product @
‘ —q;j/2 — 100 — p; if he buys product j # i,

where i,j = A, B and i # j. Firms do not bear any production cost.
Answer the following questions.

(a) Suppose that all the brand A oriented consumers buy brand A
and all brand B oriented consumers buy brand B. Given pg, find
the price p/4 in which firm A undercuts the price of firm B and
grabs all its 100 consumers. Then, given p4, find the price p'g
in which firm B undercuts the price of firm A and grabs all its
300 consumers. Hint: Notice that in the case of vanity consumers’
utility decline with an increase in the number of consumers buying
the same product. Therefore, when a firm undercuts the other, it
must “compensate” the consumers who switch from the other firm
for the increase in the network size.

(b) Solve for the UPE prices. Conclude which firm charges a higher
price and explain why.
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(c) Calculate the profit level of each firm and conclude which firm
makes a higher profit.

2. In a small town called Lake Gift all the residents live around a lake as
illustrated in Figure 10.7. For over 200 years, the town has the tradition

Figure 10.7: Lake Gift.

of giving gifts every Christmas in a counterclockwise pattern. That is,
resident 1 gives a gift to resident 2, resident 2 gives a gift to resident 3,
and so on. Resident 7 gives a gift to resident 1. Assume that there are
A products to buy in Lake Gift. Suppose that each resident of Lake
Gift has a utility function of receiving a gift given by (10.10), and a
utility function of giving a gift given by (10.12). Answer the following
questions.

(a) Calculate the total number of gifts exchanged every Christmas in
Lake Gift.

(b) Calculate each individual’s expected utility from receiving a gift.

(¢) Calculate the social loss function of Lake Gift, and demonstrate
how the social loss varies with an in increase in the population size
(i-e., an increase in 7).
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This final chapter continues in the spirit of Chapter 10 demonstrating
that network economics can be applied to the modeling of a wide va-
riety of social phenomena. The analysis of languages carried out in
Section 11.1, deals perhaps with individuals’ most important network,
the language, which is the fundamental input to any production pro-
cess and technology progress. Section 11.2 models a social phenomenon
that has been with us for thousands of years and continues through the
third millennium, namely religious affiliation. Section 11.3 explains how
it can happen that attorneys’ fees rose over the years while during the
same period the number of (per-capita) practicing attorneys has been
steadily increasing. Section 11.4 verbally describes the way in which
international time is coordinated. Section 11.5 verbally discusses the
history of the two different driving patterns found in our world.
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11.1 Languages as Networks

It is hard to imagine how humans could interact without the use of some
kind of a language. Spoken and written communication constitutes the
basic activity of each person, and provides the most essential input for
human progress.

11.1.1 Major observations

Our major observation is that people speak a wide variety of languages.
Different languages are spoken in different countries and within coun-
tries. For example, in India there are twenty-four languages each spoken
by a million or more persons; and numerous other languages and dialects,
for the most part mutually unintelligible. English is the most important
language for national, political, and commercial communication, but
Hindi is the national language and primary tongue of 30% of the peo-
ple. Other official languages include Bengali, Telugu, Marathi, Tamil,
Urdu, Gujarati, Malayalam, Kannada, Oriya, Punjabi, Assamese, Kash-
miri, Sindhi, and Sanskrit. In Finland there are two official languages:
Finnish spoken by 93.5% and Swedish spoken by 6.3% of the population.
In Canada, both English and French are official languages. Chinese lan-
guages include Standard Chinese or Mandarin, Yue (Cantonese), Wu
(Shanghaiese), Minbei (Fuzhou), and Minnan (Hokkien-Taiwanese). In
Peru, both Spanish and Quechua are official. In Belgium, Flemish 56%,
French 32%, and German 1%. In South Africa there are eleven official
languages, including Afrikaans, English, Ndebele, Pedi, Sotho, Swauzi,
Tsonga, Tswana, Venda, Xhosa, and Zulu. In contrast to these exam-
ples, we observe countries like Japan and Germany where almost 100%
of the people speak a single national language.

A natural question to ask at this point is why people speak different
languages? The first attempt to answer this question is given in the
Bible. The story of its construction, given in Genesis 11:1-9, appears
to be an attempt to explain the existence of diverse human languages.
According to Genesis, the Babylonians wanted to make a name for them-
selves by building a tower “with its top in the heavens.” God disrupted
the work by so confusing the language of the workers that they could
no longer understand one another. The city was never completed, and
the people were dispersed over the face of the earth. The similarity in
pronunciation of Babel (pronounced Ba’vel in Hebrew) and ba’lal (“to
confuse”) led to the play on words in Genesis 11:9: “Therefore its name
was called Babel, because there the Lord confused the language of all
the earth.” This story combines an explanation for the diversity of lan-
guages as well as the first recognition that the language provides the
most essential input for construction.
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11.1.2 A model of diversity of languages

Our point of departure is that people speak different languages. Our
purpose is to explain why people do not switch to a single dominant
language such as Chinese, English, or Spanish. Following Church and
King (1993) consider an environment with 7 individuals and two lan-
guages indexed by ¢ € {E, H}, English (denoted by FE) and Hebrew
(denoted by H). Initially, suppose that each individual speaks one and
only one language. Let ng denote the (exogenously given) initial num-
ber of English speakers, and 1y the (exogenously given) initial number
of Hebrew speakers. Therefore, ng + ng = 7. We will sometime re-
fer to these two groups as native-English speakers and native-Hebrew
speakers, respectively. Each individual can invest in learning a new lan-
guage by investing a fixed sum of ¢, ¢ > 0. The fixed cost of learning a
new language, ¢, includes the time, effort, and fees paid to instructors
and the school, and for the learning material needed to acquire a new
language.

Let ngy denote the number of native English speakers who learn
Hebrew, and let ngg the number of native Hebrew speakers who learn
English. Clearly, ngy < ng and ngg < ng. Let Ug denote the utility of
an English speaker and Uy the utility of a Hebrew speaker. We define,

dot a(ng + nyg) if he doesn’t learn H
Ue = { an — ¢ if he learns H, (11.1)
and ( )
def a(ng +ngy) if he doesn’t learn F
Un = { an — ¢ if he learns E. (11.2)

In the above, the parameter a > 0 reflects the degree of importance each
individual places on being able to communicate with others. The utility
function (11.1) reveals that there are two ways in which the utility of
a native-English speaker can be enhanced. First, the cheaper way, is
to rely on Hebrew speakers to learn English. In this case, the number
of people with whom an English speaker can communicate is increasing
with ngy which is the number of native-Hebrew speakers who learn
English. Second, the expensive way, is to learn Hebrew, in which case
he can communicate with the entire population, . By symmetry the
utility function (11.2) is similarly interpreted.
Our analysis relies on the following assumptions.

AssumpTION 11.1

(a) Each individual treats the number of individuals learning languages
ngpyg and nygg as constants which are invariant with respect to his
own choice of whether to learn a different language.
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(b) All individuals have perfect foresight in the sense that they can
correctly predict and observe the number and type of people who
learn the different languages, ngy and nyg.

Assumptions 11.1(a) and 11.1(b) have been extensively used throughout
this book, for example see Assumption 2.5 on page 29, and therefore will
not be discussed here.

DEFINITION 11.1
A language acquisition equilibrium is the pair (ngy,nyg) (i.e., the
number of people who learn the different languages) that satisfy
given nyp, E-speakers learns H <= an—¢ > a(ng+nyg)
given ngy, H-speakers learns E <— an—¢ > ong +nen).

The first condition in Definition 11.1 means that an English speaker
learns Hebrew if and only if his utility from being able to communicate
with the entire population, 7, after paying the learning cost of ¢, exceeds
the utility he gains from not learning Hebrew, thereby communicating
only with native-English speakers and native-Hebrew speakers who learn
English. The second condition deals with Hebrew speakers who learn
English, which has a similar interpretation as the first.
The two conditions of Definition 11.1 can be written as
E-speaker learns H <= ¢ amg —nyg) (11.3)

<
S Oz(’l?EanH). (114)

H-speakers learn £ <— ¢
Thus, we can now state our first proposition.

Proposition 11.1

If all native-English speakers learn Hebrew, then no native-Hebrew speaker
will learn English. Similarly, if all native-Hebrew speakers learn English,
then no native-English speaker will learn Hebrew.

Proof. Suppose that all native-English speakers learn Hebrew. Then,
ngy = Ng implies that condition (11.4) is not satisfied. Hence, native-
Hebrew speakers do not learn English. Suppose now that all native-
Hebrew speakers learn English. Then, ngg = ng implies that condi-
tion (11.3) is not satisfied. Hence, native-English speakers do not learn
Hebrew. [ |

Proposition 11.1 highlights the externality imbedded in the acquisition
of a new language. When a native-English speaker learns Hebrew, he
also increases the utility of the native-Hebrew speakers who then do not
have to learn English. Similarly, when a native-Hebrew speaker learns
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English he increases the utility gained by an English speaker who does
not learn Hebrew. We have encountered this form of externality sev-
eral times in this book. For example, Section 3.4 demonstrated that a
hardware-producing firm enhances the profit of a competing hardware
firm when it makes its machine more compatible with the software pro-
duced for the competing machine, simply because software users will
divert their effort to writing software for the competing firm. Also, Sec-
tion 8.2 demonstrated a similar type of externality when a bank enables
customers of a competing bank to withdraw cash from its automatic-
teller machines, thereby increasing the profit of the competing bank.

Proposition 11.1 implies that there does not exist an equilibrium
where all native-English speakers learn Hebrew and all native-Hebrew
speakers learn English. That is, (ngy,ngg) = (Mg, nm) is not an equi-
librium. Since all native-English speakers are identical, in equilibrium
they all either learn Hebrew or do not learn Hebrew. Similarly, either
all native-Hebrew speakers learn English or none of them. Therefore,
there are only three possible language acquisition equilibria given by
(nea,nue) = (NE,0), (nEa,nue) = (0,n), and (ngg,ngr) = (0,0).
That is, the three possible equilibria are either that all native-English
speakers learn Hebrew, all native-Hebrew speakers learn English, or no
one learns any language. We, now state our main proposition.

Proposition 11.2
Suppose that there are more native-English speakers than native-Hebrew
speakers, that is, ng > ng. Then,

(a) If ¢ < ang there are two language acquisition equilibria given by
(ngw,nug) = (NE,0), and (ngg,ngr) = (0,ng). That is, either all
native-English speakers learn Hebrew, or all native-Hebrew speakers
learn English.

(b) If ang < ¢ < ang the unique equilibrium is (ngg,ngg) = (0,Mx).
That is, all native-Hebrew speakers learn English.

(c) If ang < ¢ the unique equilibrium is (ngg,ngr) = (0,0). That is,
no individual acquires a new language.

Proof. (a) For (ng,0) to be an equilibrium, (11.3) and (11.4) imply
that ¢ < a(ng —npg) and ¢ > a(ng — ngy) must hold. Substituting
(ngr,nuEg) = (nNE,0) in the above yields

¢<anyg and ¢>0, (11.5)

which is the condition given in (a).
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Also, for (0,nz) to be an equilibrium, (11.3) and (11.4) imply that
¢ > a(ng — ngg) and ¢ < a(ng — ngy) must hold. Substituting
(ngg,nug) = (0,ny) in the above yields

¢>0 and ¢ <ang, (11.6)

which holds since ¢ < ang < ang.

(b) Since ¢ > ang, the conditions (11.5) do not hold, thus (ng, 0) is not

an equilibrium. Since ¢ < ang, the conditions (11.6) hold, thus (0, ng)

is an equilibrium.

(¢) Since ¢ > ang, the conditions given in (11.5) and (11.6) do not hold.

By Proposition 11.1, (ng,ng) is not an equilibrium. Thus, the unique

equilibrium is (0, 0). [ |
Figure 11.1 illustrates all possible equilibrium configurations in the

ang—ang space. Figure 11.1 (left) corresponds to low learning cost

ang ang
A
<07 77H>
an 4 ang = ang (0,mm) anH = ane
(0,0)
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~ang L : ~Qng
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Figure 11.1: Language acquisition equilibria. Left: ¢ < an/2. Right: ¢ >
an/2.

satisfying ¢ < an/2. Figure 11.1 (right) corresponds to high learning
cost satisfying ¢ > an/2. In both figures, the parameter range corre-
sponding to the area below the 45° ray is ruled out since we assumed
that ng > ny. The downward sloping line corresponds to the equa-
tion ang = an — ang which reflects all possible combinations of native
speakers since ng + ng = 7.

When ¢ is low, Figure 11.1 (left) demonstrates two possible equilib-
rium configurations. The upper segment of the downward-sloping line
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corresponds to Proposition 11.2 (b) where (0,7y) is a unique equilib-
rium. In this range, all native speakers of the less-popular language (He-
brew) learn English, but no native-English speaker learns Hebrew. The
intuition behind the (0,ny) equilibrium is that Hebrew speakers have a
lot to gain by learning English since they can communicate with n —ngy
additional individuals, and this gain overweighs the cost of learning, ¢.
In contrast, English speakers do not gain much by learning Hebrew since
by learning Hebrew they can increase the number of individuals they can
communicate with by 7 —ng which is a very small number that does not
justify the spending of ¢ on learning Hebrew.

Figure 11.1 (left) also demonstrates a range of multiple equilibria
where either all native-English speakers learn Hebrew, or all native
Hebrew speakers learn English (but not both, according to Proposi-
tion 11.1). In this range, the learning cost is sufficiently low relative
to the increase in the number of people associated with learning a new
language.

Figure 11.1 (right) corresponds to a high learning cost, ¢. In this
case, there is no parameter range associated with multiple equilibria.
Instead, the middle range where the number of native-English speak-
ers is not much different from the number of native-Hebrew speakers,
corresponds to no learning by both groups of speakers.

We conclude our analysis with a welfare analysis. We define the
economy’s social welfare function as the sum of individuals’ utility levels.
That is, W = npUg + ngUy. Therefore, from (11.1) and (11.2) we
compute the following.

w(0,0) a(ne)® + a(ne)?,
W(ng,0) = an®—ngo, (11.7)
W(0,ng) = an’®—nu¢,
Wne,na) = an’—ng.
Clearly,
Wne,nu) < Wnge,0) < W(0,nm). (11.8)

The first inequality implies that social welfare reaches the lowest level
when everybody learns a second language. The second inequality implies
that it is never optimal to have the native speakers of the most commonly
used language learning the language used by the minority of people, as
it should be the other way around. Equation (11.8) implies that the
only potentially socially optimal outcomes are (0,0) or (0,7ng). Thus,
no learning is socially inferior to having all Hebrew speakers learning
English if and only if

W(0,0) = a(ne)® + a(u)® < an®* —nuo =W(0,nx),
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< o)’ +ahu)’ < oe+n)’ —naé,
— ae)’+ahn)? < olme)®+ O)® +20e0H] — nud,
= g < ang. (11.9)

Figure 11.2 compares condition (11.9) with the equilibrium condition
given in Proposition 11.2(b). Figure 11.2 reveals that for a sufficiently

ang
A
an
(0,mp) is equlibrium
(0,mp) is optimal
¢
(0,mg) is not equlibrium
. (0,mp) is optimal
? (0,mp) is not equlibrium
(0,np) is not optimal

an > ONH

Figure 11.2: Language acquisition equilibria, and the social optimum.

high value of ng or a sufficiently low value of ¢, the outcome (0, ng) is an
equilibrium if and only if it is socially optimal. However, for intermediate
values of ¢ we can state the following proposition.

Proposition 11.3

When ¢/2 < ang < ¢ there exist a market failure where it is socially op-
timal to have all Hebrew speakers learning English, but such an outcome
is not an equilibrium.

Proposition 11.3 demonstrates the condition under which governments
of countries with dual (or more) languages should subsidize individuals’
learning costs of a second language. This subsidy is needed since native-
Hebrew speakers do not take into account the welfare improvement as-
sociated with the increase in the utility of native-English speakers when
they decide to learn English.

Finally, the reader should bear in mind that our welfare analysis does
not take into account two important issues related to the acquisition
and maintenance of different languages. First, some researchers argue
that progress is established only in pluralistic societies since pluralism
generates more intense competition among the different groups in a given
society or among societies. Second, learning a second language may
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have benefits beyond enhancing one’s ability to communicate with more
people. Learning languages can enrich the logical thinking and teach the
student about cultures and behavior, which could improve a person’s
ability to think and create as well as a person’s productivity.

11.2 Religious Affiliations as Networks

So far, all networks studied in this book reflected relatively new indus-
tries such as computers, operating systems, software, communication,
information, and so on. In this section, we analyze perhaps the old-
est network type known to us, namely religious affiliations. Iannaccone
(1998) defines religion as any shared set of beliefs, activities, and insti-
tutions premised upon faith in supernatural forces.

The endurance of religions seems to be so strong that neither eco-
nomic efficiency nor scientific rationalism has diluted the overwhelming
force of religious beliefs, rituals, and myths. The tendency to become
religious is not linked to per capita income or whether there is a sep-
aration of church from state, as for example, in the United States 90
percent of the people claim to engage in prayer and over 60 percent at-
tend church on Sundays. In fact, Tannaccone (1998) points out that the
American rates of church membership have risen throughout the past
two centuries. Religion is not the province of the poor or uninformed.
In numerous analyses of cross-sectional survey data, rates of religious
belief and religious activity tend not to decline with income, and most
rates increase with education. Social scientists have little choice but to
take religion into account, because religion shows no sign of dying out.

Thus, we observe that people have a tendency to want to be affili-
ated with a religion. Obviously, economists are not the right people to
investigate why people seek religious or ethnic affiliations. However, net-
work economics may be the right framework needed for calculating the
size and distribution of religious networks. Therefore, for our modeling
purpose, we will assume that each citizen of the world must be affiliated
with one and only one religion of his choice.

In the following, we attempt to suggest some answers for these ques-
tions.

Q1. Which factors determine or influence the size and distribution of
religious networks? More precisely, why do some religions have a
large number of affiliates and some have only a small number of
affiliates.

Q2. Why are some religions open to converts and why do some impose
restrictions to converts attempting to join in.
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Q3. How does the number and distribution of believers affect the ad-
ministrators of each religion.

11.2.1 A basic model of religious affiliation

Consider a world with two religions indexed by i, i = a,3. Let ng
denote the endogenously determined number of believers who affiliate
themselves with religion «, and ng the number of believers who affiliate
themselves with religion 5. The world is divided into two types of be-
lievers. There are n™ nonconformist believers whose behavior exhibits
vanity (type n), and n° believers whose behavior exhibits conformity
(type ¢). The utility function of each believer type when affiliated with
religion 4, ¢ = «, 0 is defined by

U= B—4"n;, and US = B+9°n;, where 4", 7> 0. (11.10)

Thus, all believers receive a utility of § by affiliating themselves with
one religion, however, the utility of type n believers declines with the
number of other believers who are affiliated with the same religion. In
contrast, the utility of a type c believer is enhanced with an increase
in the number of believers who are affiliated with the same religion.
Conformity behavior and nonconformity (snob, or vanity) behavior have
been analyzed earlier in this book (see Section 10.2) as consumers who
like to purchase the same products and services or shop at the same store
as others (conformity), or dislike to purchase the same products and
services purchased by others (vanity). Here we maintain the same social
interpretation but apply it to whether believers would like to affiliate
themselves according to what others believe or whether they would like
to isolate their religion from other believers, and hence impose obstacles
that prevent new converts from joining the religion.

Each religion i, i = «, 3, has an acceptance policy regarding the
admission of converts from the other religion. Let a; denote the ac-
ceptance policy of religion i, ¢ = «, (. Thus, religion ¢ can be open
(formally, a; =OPEN) which means that it does not impose any obsta-
cles for those who want to join in. Alternatively, religion i can be closed
(formally, a; =CLOSED) which means that the religion does not accept
converts. At this point we do not analyze how acceptance policies are be-
ing formed. Sections 11.2.2 and 11.2.3 below provide a rigorous analysis
showing how conversion policies are being determined.

Let n? (n¢) denote the endogenously determined number of type n
(type ¢) believers who are affiliated with religion 4, respectively. Clearly,
ni’ + n{ = n; which is the total number of believers affiliated with reli-
gion 4. Our analysis relies on the following assumptions.
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ASSUMPTION 11.2

(a) Let there be n, and ng believers affiliated with religion « and (3,
respectively. Then, each individual believer treats n, and ng as con-
stants which are invariant with respect to her own choice of whether
to convert to the competing religion.

(b) All believers have perfect foresight in the sense that they can cor-
rectly predict and observe the allocation of believers between the
two religions.

(c) Believers do not bear any switching costs by converting from one
religion to another.

Assumptions 11.2 (a),(b) have been extensively used throughout this
book, for example see Assumption 2.5 on page 29. The purpose of
imposing Assumption 11.2 (c) is to simplify the exposition. Clearly, in
reality, converting from one religion to another could be difficult for some
believers as conversion may mean disconnecting with family members
who may not be willing to accept any departure from their roots.

We now define an equilibrium allocation of believers between the two
religions.

DEFINITION 11.2

For given religious policies, a, and ag, we say that an allocation of
believers (ng, ng,,nj3, ng) constitutes a religion equilibrium if the fol-
lowing conditions are satisfied

(a) if ag=OPEN, then Ug(n.) > Uj(ng) and U (na) > Ug(ng);
(b) if aa=O0PEN, then Uj(ng) > Uz (na) and Ug(ng) > US(na)-

Definition 11.2 merely states that in an equilibrium allocation believers
must be “happier” being affiliated with their allocated religion than
with the competing religion only if the competing religion is open. In
other words, they will not want to convert. Notice that if both religions
are closed, then any allocation of believers between the two religions
constitutes a religion equilibrium, since no believer can convert to the
competing religion even if the other religion yields a higher utility.
We make the following definition.

DEFINITION 11.3
A religion allocation of believers is said to be of equal size if

def def

Na = Ng +ng =ng+ng = ng. (11.11)

Otherwise, we say that the allocation is of unequal size.
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Definitions 11.2, 11.3, and Assumption 11.2 imply the following propo-
sition.

Proposition 11.4
Suppose that both religions are open (i.e., a, = ag =OPEN). Any
equal-size allocation constitutes a religion equilibrium.

Proof. Clearly, (11.11) implies that conditions (a) and (b) of Defini-
tion 11.2 are satisfied with equality. ]

All the equal-size equilibria can be criticized on two grounds. First,
these equilibria are unstable in the sense that even if a “small” group
of conformists (formally, a group with a strictly positive measure but
as small as we want) converts from some religion to another, the latter
religion immediately becomes more attractive to all conformists thereby
violating either condition (a) or (b) of Definition 11.2. Second, the most
popular religions that we observe today in the real world are of very
different sizes. For the rest of this chapter we simplify our analysis by
focusing only on unequal-size equilibria. This is a simplification since it
lets us conduct our analysis without having to deal with stability and
coordination issues. We now characterize the conditions under which
unequal size equilibria exist.

Proposition 11.5
Suppose that both religions are open (i.e., aq = ag =OPEN).

(a) Ifn™ < n°, there are exactly two unequal-size religion equilibria that
are given by
(ng,ng, ng; n,CH> = (n",0,0,n%), and (ng, ng, ngv n%> = (0,7 n",0).
In both equilibria all the nonconformists are affiliated with one re-
ligion whereas all the conformists are affiliated with the competing
religion.

(b) If n™ > n°, there does not exist an unequal-size religion equilibrium.

Proof. (a) Due to symmetry, it is sufficient to show that (n™,0,0,n) is
an equilibrium. Since n™ < 7¢, if a type n believer converts to religion 3,
her utility becomes

U =B—7"n"<pB—+"n"=U},

which is her utility before the conversion. Hence, conversion reduces her
utility. If a type ¢ believer converts to religion «,

Us =B+~n" < B+~ =Ug,
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which is the utility before she converts. Altogether, any unilateral con-
version of any believer is welfare reducing.

(b) By a way of contradiction, suppose that an unequal-size equilibrium
exists. With no loss of generality suppose that in this equilibrium reli-
gion o has more believers than religion 3, that is n, > ng. Since both
religions are open, it must be that all the n° conformists are affiliated
with religion « (since each conformist seeks to join the religion with the
largest number of believers). Similarly, all the n™ type n believers must
be affiliated with religion § (the smaller religion). Altogether, in this
equilibrium n, = 7° and ng = 1. Since n° < n™ by assumption, we
have n, < ng. A contradiction. [ ]

Propositions 11.4 and 11.5 together demonstrate that in a world with
open religions, unequal size religions are likely to be realized only if
the total number of conformists exceeds the number of nonconformists.
That is, if there are less conformists than nonconformists, religions must
be of equal size. Clearly, since equal-size religions are not observed in
reality, we can conclude that either conformists constitute the majority
of believers, or that some religions are not open, which is the focus of
our analysis in what follows.

A natural question to ask now is how decisions regarding the accep-
tance of converts are determined in each religion. Section 11.2.2 below
analyzes religion equilibria under the assumption that the rules govern-
ing the acceptance of converts are determined by a simple majority of
the believers affiliated with the religion. Section 11.2.3 assumes that ac-
ceptance decisions are determined nondemocratically by those who earn
their living from administering the religions.

11.2.2 Democratic religions

We now assume that the rules governing the acceptance of converts are
determined by a simple voting mechanism where in each religion ¢, the
choice of a; € {OPEN, CLOSED} is determined by the majoring rule.
Formally,

DEFINITION 11.4
Religion i (i = «, 8) is said to be democratic if

(a) a; = OPEN whenever n$ > nl'; and
(b) a; = CLOSED whenever n{ < nf.

That is, if the majority of believers affiliated with religion ¢ consists of
conformists, this majority will vote to open the religion for converts. In
contrast, if the majority consists of nonconformists, the majority will
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vote to prohibit converts from joining their religion. As it turns out, the
religion equilibria are highly sensitive to whether conformists constitute
the majority of believers or whether they are a minority among all be-
lievers in the world. We, therefore, first conduct the analysis under the
assumption that n° > n™ and then for the case where n° < n™.

Conformists constitute the magjority of believers

Suppose that n¢ > n™. Figure 11.3 illustrates how conversion rules are
determined for every possible allocation of believers between the reli-
gions. The dimension of the box in Figure 11.3 is n° x 5™ which is the

Na > ng
nG <« 0s
7 (%) L .’ 45°,
ao = CLOSED -~
e
ag = OPEN ,’ .
- © aq = OPEN L7
2 @) . ag = OPEN .
— 7" a4, = OPEN
-~ ag = CLOSED
e a =
Ooé .-'-..

ng na < 7{[,

Figure 11.3: Conversion rules and religion equilibria when n° > n™. Thick
side lines represent religion equilibria.

total number of believers in this environment. This rectangle resembles
an Edgeworth’s box, which is a common tool used in microeconomic
theory to analyze resource allocation problems. Here, we utilize this
box to illustrate how the n¢ conformists and the 1™ nonconformists are
allocated between religion « and religion 3. The horizontal axis stem-
ming from the original marked as 0, measures the number of conformists
affiliated with religion «, n¢. The vertical axis stemming from 0, mea-
sures the number of nonconformists affiliated with religion «, nl). The
axes stemming from the origin Og are similarly defined. Finally, the
main (downward-sloping and dotted) diagonal divides the regions where
N > ng (meaning that religion o has more affiliated believers than reli-
gion ), and the region where n, < ng. Therefore, below the diagonal,
conformists affiliated with religion « will convert to religion § provided
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that 3 is open. Similarly, above the diagonal, conformists affiliated with
0 will convert to religion « provided that « is open.

In Figure 11.3 the area between the two dashed lines corresponds to
believer allocations where ng, > ng and njg > nj so that conformists
constitute the majority of believers in both religions. Therefore, in this
middle range, both religions will accept converts from the other religion
(ao, = ag = OPEN). Clearly, any believer allocation in this range is
not a religion equilibrium, since all the conformists will convert to the
religion that has the largest number of affiliated believers (see left and
right arrows in Figure 11.3). Also, in this region all nonconformists will
convert to the religion that has the smaller number of affiliates.

The believer allocations in the upper-left regions of Figure 11.3 (the
area above the left 45° dashed line) correspond to having a majority of
nonconformist affiliated with religion @ and a majority of conformists
affiliated with religion 3. Therefore, in this region religion a prohibits
conversion from religion 3, but religion § allows conversion from « to (.
It follows then that any allocation in the interior of the region marked
by a (*) cannot be a religion equilibrium, since conformists will convert
from « to 3 since 3 is the larger religion. It also follows that in the area
marked by (**) all nonconformists affiliated with « will convert to £,
since (3 is the smaller religion. Altogether, in the upper-left region all
believer allocations on the left-hand side of the box constitute religion
equilibria

The lower-right region in Figure 11.3 is similar to the upper-left
region where the roles of religions a and (8 are reversed. We can now
state our main proposition.

Proposition 11.6
In an environment where most believers are conformists (n© > n™) there
are two types of unequal-size religion equilibria.

a) In one equilibrium type all conformists and some nonconformists
Y
are affiliated with religion «, whereas the remaining nonconformists
are affiliated with religion 3. Formally, any allocation satisfying
(ng, ng,njs,nG) = (ng,n°n"™ —ny, 0) constitutes a religion equilib-
rium.

(b) In an equilibrium of the second type, all conformists and some non-
conformists are affiliated with religion 3, whereas the remaining non-
conformists are affiliated with religion «. Formally, any allocation
satisfying (ny,, ng, nj, ng) = (ng, 0,n" —ng,n°) constitutes a religion
equilibrium.

(c) In any equilibrium, the religion with which all conformists are affil-
iated is open to converts from the competing religion, whereas the
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religion that has only some nonconformists affiliated with it is closed
to converts.

Proposition 11.6 predicts that in a world dominated by conformists we
are likely to observe a large religion (having conformists and some non-
conformists) that is open to more converts from small religions, and a
small religion with only nonconformists that is closed to converts from
large religions.

Conformists constitute a minority of believers

We now look at an environment where nonconformists constitute the
majority of believers. Suppose that n™ > n°. Figure 11.3 illustrates how
conversion rules are determined for every possible allocation of believers
between the religions. The origins of the box in Figure 11.4 are the same

na > ng c
y o
e 0
(%) /,’ 45/,/
aq =OPEN .~
ag = CLOSED, " -.. S —
*) " aq = CLOSED
ag = CLOSED .~
- "6, = CLOSED
" ag = OPEN
S 45° a L ' -
0a e,
Y
ng na < ng

Figure 11.4: Conversion rules and religion equilibria. Thick lines and the
middle range are religion equilibria.

as in Figure 11.3 but the axes are flipped so the horizontal axis stemming
from 0, now measures the number of nonconformist believers affiliated
with religion « (reflecting the fact that there are more nonconformists
than conformists in this economy). The middle part of Figure 11.4
(the area between the two 45° dashed lines) corresponds to believer
allocations where nonconformists constitute a majority in each religion.
Hence, in the interior of the middle region both religions are closed
to converts and every believers’ allocation in this range constitutes a
religion equilibrium.
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The upper-left region of Figure 11.4 (the area above the left-45°
dashed line) corresponds to having conformists being a majority in reli-
gion o and a minority in religion 8. Hence, « is an open religion whereas
B is closed to converts. Believer allocations in the area marked by a (*)
are not religion equilibria since nonconformists will convert from 3 to «
since « is the smaller religion. In the area marked by (**) religion « is the
larger religion, so conformists affiliated with 8 will convert to «. Thus,
the only equilibrium allocations in the upper-left region correspond to
the thick upper side of this region. Finally, by symmetry, the lower-right
region resembles the upper-left region with religion « replaced by 8 and
vice-versa.

11.2.3 Profit-making religions

We now solve for religion equilibria and conversion policies assuming
that each religion is “owned” by an exogenously appointed group of
people, which we will call religion administrators. Each group of admin-
istrators collects fees from each believer affiliated with his religion, which
are translated into incomes for the group members. The treatment of
religions as profit-making entities is, of course, problematic. However, it
is clear that in religion there are administrators who make their living
from working for the religion. For example, Iannaccone (1998) presents
a graph showing that the fraction of the U.S. population employed as
clergy remained around 1.2 per thousand for the past 150 years.

Some readers may wonder whether religions collect fees from their
affiliated believers, as assumed in the present chapter. The answer is
clearly yes, since it is clear that each religion must rely on some revenue
sources (including donations) for supporting the administrators as well
as investment in infrastructure. Sources of revenue could come from do-
nations, money collected at the service, and from governments of coun-
tries where there is no formal separation of church and state. ITannaccone
(1998) argues that total church contributions remained around 1 percent
of GNP since at least 1955. Religious giving consistently accounts for
about half of all charitable giving in the United States.

However, these examples show that whether the fees are collected
directly or indirectly, religions cannot be modeled as fee-setting oligopoly
firms since religions generally do not embarrass potential believers by
imposing the fee as a precondition for admittance. We therefore assume
that the fees collected by religions are exogenously determined. For
example, it is a custom in U.S. churches that people donate $1 during
each Sunday service. Most people, would be ashamed to donate less
than $1, so in this case we can assume that church goers in the United
States pay a predetermined fee of $52 per year.
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Our analysis will focus on a single religion with n believers. In addi-
tion, we assume that there is an unlimited number of believers who wish
to join this religion. Suppose that each believer contributes an amount
of ¢ dollars which we call the “fee.” In what follows, we need to make
some assumptions on how religions are administered.

AssumMmPTION 11.3

(a) Let A(n) be a function satisfying 0 < A(n) < 1 for every n > 1.
In every religion with n affiliated believers, A(n) is the fraction of
administrators. That is, A(n)n believers are administrators.

(b) Administrators do not pay fees. All administrators equally divide
the revenue generated from affiliated believers.

(c) The conversion rules (OPEN and CLOSED) are decided by the ad-
ministrators to maximize the income of each administrator.

Assumption 11.3 (a) implies that there are [1 — A(n)]n who are not
administrators. Hence, out of n believers who are affiliated with the
religion, the total revenue from fees collected by the religion is 7 =
[1 — A(n)jng. Assumption 11.3 (c) goes back to Adam Smith (1965
[1776], pp.740-766), who argued that self-interest motivates clergy just
as it does secular producers.

Our results will depend on how the number of administrators varies
with the number of believers affiliated with the religion.

DEFINITION 11.5

(a) A religion is said to be efficient if the fraction of administrators
out of the number of believers, A\, declines with an increase in the
number of believers, n. In this case, we will be using an example
where

1
A=)\ = = 11.12
o ( )

hence \¢ — 0 as n — oo.

(b) A religion is said to be inefficient if the fraction of administrators
out of the number of believers, A, increases with an increase in the
number of believers, n. In this case, we will be using an example

where
PYSUEC S P L (11.13)
n n

hence \* — 1 as n — 0.
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Let w denote the wage (salary) paid to an administrator. Then, in
a religion with n believers we have

o [1=Xn)n
v A(n)n — An)n ¢

1= X(n)
YD)

9. (11.14)

Thus, the wage is low when A is close to 1, the case where most affiliated
believers happen to be administrators. In contrast, the salary becomes
very large when A declines, which is the case where there are only a very
few administrators.

In order to find the actual wage paid to administrators of efficient, w®,
and inefficient religions, w?, substitute (11.14) into (11.12) and (11.13)
to obtain

1-— )
w® = =n—1, and w'= - = L (11.15)

1
n n

3=
—_
I
3
|
-
—

respectively. Equation (11.15) clearly reveals that as more believers join
an efficient religion the wage paid to administrators increases since the
ratio of administrators to believers declines. In contrast, the wage paid
to administrators of an inefficient religion declines with the number of
affiliated believers. All this proves the our main proposition.

Proposition 11.7

Administrators of efficient religions will leave the religion open for new
converts, whereas administrators of inefficient religions will close the
religions for new converts.

The reader who happens to be affiliated with a certain religion can use
Proposition 11.7 to test whether his religion is efficient or inefficient by
just looking at the religion’s conversion rules. If the religion imposes
many difficulties on people who attempt to join the religion, Proposi-
tion 11.7 implies that the religion is inefficient. In contrast, if one ob-
serves a religion which is open to new converts, Proposition 11.7 implies
that the religion must be an efficient one.

11.3 Lawsuits and Lawyers

Beginning in the 1960s, the legal profession experienced unprecedented
expansion, which began to slow down in the 1980s. Major elements
in this expansion were the postwar baby boom, the opening of new
university law faculties, and the entry of women into the profession in
significant numbers for the first time. The growth of the profession has
increased competitive pressures for jobs and business.
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There are two reasons for the rapid expansion of the legal industry.
First, there seems to be a trend toward specialization and bureaucrati-
zation in the modern legal profession, stemming from a de facto division
of labor between those lawyers who advise clients and those who appear
and argue before tribunals as well as increasing specialization in various
legal fields, such as tax law, real estate, malpractice, labor disputes and
much more. Second, law suits become more profitable to lawyers and
the resulting increase in expected amount of legal fees paid to lawyers
has attracted more young people to law schools.

In this section we focus our analysis on the second reason. Our anal-
ysis will concentrate on identifying the relationship between the number
of lawyers and their fees. Our major observation is that the fees collected
by lawyers have increased significantly despite the rapid increase in the
number of lawyers. This observation is rather puzzling since it seems
to contradict the law of demand and supply which predicts that wages
(attorney’s fees in the present case) should decline with the increase in
the number of people in the profession.

The counter-intuitive phenomenon where fees rise with an increase
in the supply of service people is not observed in most industries. For
example, the increase in the supply of dentists in the 1980s has decreased
real fees paid to dentists for the very basic reason that dentists (and the
fluoride poured into the water system) did a “perfect” job by curing most
dental problems. Good health was quickly translated into a decrease in
the demand for dental services, thereby decreasing real fees. In contrast,
the increase in the size of the legal industry not only did not decrease the
excess demand for legal services, but it significantly increased the excess
demand and as a result the real legal fees. To some degree, a similar
phenomenon was also observed in the computer industry. Innovation
in the computer industry has introduced personal computers in most
offices and at homes, however, further developments introduced into the
industry (faster chips and high-performance operating systems) have
boosted the demand for service personnel specializing in maintaining
the machines. Thus, similar to the legal industry, innovation in the
computing industry did not reduce the demand for service personnel.

To summarize, the purpose of the analysis of this section is to resolve
the puzzle stemming from the observation that for a long period of time
lawyers’ fees were steadily on the rise while the per-capita number of
lawyers was also rising. In order to demonstrate this possibility, we will
utilize a network model of attorneys where the increase in the number
of practicing lawyers creates a disproportional increase in the demand
for lawyers.
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11.3.1 The demand for legal services

In our analytical framework we deal with one aspect of attorneys work
which is called litigation. In order to construct the demand and supply
for attorneys’ services, we first must define the unit of output “produced”
by attorneys. In what follows we will assume that lawyers deal with
cases. By a case we refer to a law suit or an action of law, which could
be handling the prosecution, the defense, or handling the case for the
legal system (e.g., a judge, a clerk, and so on). Thus, we refer to cases
as the output generated by attorneys.

In this economy there are 7 residents. Each resident is considering
suing another resident. For simplicity, we assume that each resident
does not sue more than once. We make the following assumptions.

AssumPTION 11.4
(a) Both, plaintiffs and defendants increase their chances of winning a
lawsuit by hiring an attorney.

(b) Every law suit requires three attorneys: one serving on the prosecu-
tion, one on the defense, and one judge.

Assumption 11.4 (a) is motivated by the observation that most people
tend to show up in court with their privately hired attorney. Several
courts provide a court-appointed attorney to low-income people. How-
ever many low-income people still prefer to buy attorney’s services out-
side the court system. It must be mentioned that the law generally does
not require people to hire attorneys. However, the legal system definitely
encourages people to avoid representing themselves. It is beyond the
scope of this book to analyze the reasons why courts do not encourage
people to represent themselves, however, one speculative answer would
be that the laws governing court procedures are written by politicians
and many politicians tend to come from the legal profession, thereby
creating a legal system that utilizes people from their own profession.
Assumption 11.4 (b) is the core of our analysis, as it highlights the
externality imbedded in each law suit. That is, every law suit must in-
volve three lawyers: The suing side must hire an attorney, the defendant,
and one must be the arbitrator (or the judge in a formal law suit). The
number three was arbitrarily chosen but it does not qualitatively affect
our results. For example, wealthy people tend to be represented by more
than one attorney (some hire more than twenty attorneys to handle a
single case). Also, the legal system itself may assign more than one at-
torney to a single case (for example, a judge and a clerk). Our analysis
is not affected qualitatively by changing the number of attorneys that
must be employed by each party to a law suit as long as the number of
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lawyers demanded by the prosecution does not exceed the sum of the
number of lawyers hired by the defendant and the legal system.

Let € (0 < € < 1) be the probability that a plaintiff wins in a law
suit. Also, let 8 (8 > 0) denote the monetary award the defendant must
pay the plaintiff if the plaintiff wins the trial. Therefore, the expected
reward to the plaintiff is €3, which also equals the expected penalty to
be paid by the defendant. Let f denote the common fee per case paid
to an attorney. More precisely, let fP be the fee paid to an attorney
for handling a prosecution case, and f? for handling a defense case. Let
UP denote the utility of a resident wishing to sue another fellow resident
(the plaintiff), and let U? denote the utility of the defendant. We define,

€8 — fP files a law suit against a represented defendant

Ur= 0 — fP  files a law suit against a nonrepresented defendant
0 does not file a law suit, or does not hire an attorney,
(11.16)
and

—eff — @ i
- { _eﬂ f* hires a defense lawyer (11.17)

Ié) does not hire a lawyer.

The utility function (11.16) conforms to Assumption 11.4 (a) which
states that without an attorney the plaintiff cannot win a law suit. Hir-
ing an attorney increases the plaintiff’s probability of winning from none
to €, in which case the plaintiff is awarded 3. The defendant’s utility
function (11.17) demonstrates that the defendant will lose the case for
sure unless he hires an attorney. Losing the case implies that the defen-
dant has to pay 0 to the plaintiff. However, if the defendant hires an
attorney and pays him a fee of fZ, he increases the probability of not
losing the case from none to (1 — ¢).

Equation (11.16) implies that the plaintiff will file a law suit (and hire
a lawyer) if and only if e5— f? > 0, or f? < 8. Equation (11.17) implies
that a defendant will hire an attorney if and only if —e — f¢ > —f3, or
4 < (1—¢€)B. We make the following assumptions which are crucial for
obtaining our results.

ASSUMPTION 11.5
(a) A plaintiff’s probability of winning a lawsuit exceeds the probability
of not winning the case. Formally, e > 1/2.

(b) Lawyers choose which case to handle based on the potential reward
to their clients.

(c) Lawyers place the lowest priority on serving as judges or arbitrators.
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Assumption 11.5 (a) implies that the expected gain to a plaintiff from
hiring an attorney exceeds the gain to a defendant from hiring an attor-
ney, since €5 > (1 — €)3. This implies that prosecuting lawyers’ fees are
likely to be higher than defense lawyers’ fees (i.e., f? > f¢). Following
Assumption 11.5 (b) we can conclude that attorneys will not take de-
fense cases as long as there are some plaintiffs who are not represented.
Clearly, € > 1/2 reflects the history of court rulings, where we assume
that courts judge for the plaintiff in more than 50 percent of the cases.
This assumption, of course, can be easily put to an empirical test.

Assumption 11.5 (c) implicitly implies that government jobs pay less
than private practices, hence lawyers will take government jobs only
after they find out that all plaintiffs and all defendants are already rep-
resented.

In what follows, we construct the demand for attorneys as a func-
tion of the number of practicing lawyers in the economy. This demand
is composed of two components. First, the demand for prosecutors by
plaintiffs. Notice that we assumed that the number of plaintiffs is con-
stant and equals to the population size, n (each individual would like to
place one law suit). The second component stems from the legal system
which requires a defense attorney and an attorney for the legal system
for law suit that is actually being filed. Observe that this additional
demand does not exist as long as no law suits are filed.

Let 1, denote the exogenously determined number of lawyers in this
economy. Let @) denote the demand for attorneys. Formally, @ is given
by

3n if np >n.

The first component in (11.18) is the 1 potential plaintiffs (the popu-
lation size). The second component in (11.18) is a variable component
that equals twice the number of practicing attorneys. This follows from
the fact that due to fee differentials attorneys first take prosecution cases
until all the n individuals hire a prosecutor. Therefore, as long as n;, <7
any newly entering attorney increases the demand by two additional at-
torneys. Thus, the first component always exists and is independent of
the number of practicing lawyers. In contrast, the second component
represents the externality generated by having lawyers file lawsuits on
behalf of plaintiffs, which generates a further increase in demand for one
defense lawyer and for one lawyer for the court system (judge, clerk,
etc.).

The aggregate demand for lawyers (11.18) cannot exceed 37, which
is the level in which all parties are represented so no more lawyers are
required by any party. Finally, the reader should not be concerned that
(11.18) implies that the demand is satiated only after the number of

i <
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lawyers reaches three times the population size. This follows from our
simplifying assumption that each lawyer can represent no more than one
client and cannot handle more than a single case. Section 11.3.3 below
demonstrates that this assumption is not really a restriction and that
the model can be generalized so that each attorney can handle more
than one case.

Figure 11.5 illustrates the demand and supply of lawyers in this econ-
omy. Note that the demand for lawyers displayed in Figure 11.5 is

Demand/Supply

31+ Q=n+2nL

2n—

w w w - 1L

Figure 11.5: Demand for attorneys as a function of the supply of attorney.

very different from ordinary demand functions which connect quantity-
demand to prices, and are therefore independent of supply functions.
Here, the demand for lawyers is augmented by the increase in the sup-
ply of lawyers, since every new lawyer who files a law suit immediately
creates the demand for a defense lawyer and a demand by the legal
system. Thus, lawyers create their own demand.

Subtracting the exogenously given supply of lawyers, i from the
demand for lawyers given in (11.18) yields the excess demand function
for attorneys, which is given by

~n_ . _ ) mtnL aslongasn, <n
ED=Q—n = { T (11.19)

The excess demand function (11.19) is drawn in Figure 11.6. Thus,
Figure 11.6 demonstrates that the excess demand for attorneys reaches
a peak when there are n attorneys in the economy. This follows from
Assumption 11.4 which implies that these 1 lawyers are all engaged in
filing law suits on behalf of each resident, thereby generating a demand
for addition 2n lawyers. When n; > 7, all law suits are filed, so newly
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> 1L

Figure 11.6: Excess demand for attorneys as a function of the supply of
attorneys.

entering attorneys act either as defense attorneys, or join the legal sys-
tem. Finally, when n; = 37, all attorney positions are filed, so when
1 > 3n there is an excess supply of lawyers.

11.3.2 Equilibrium fees

So far, we have demonstrated the possibility that ezcess demand in-
creases with an increase in the supply of lawyers. However, recall that
the purpose of our analysis is to explain the fact that in the Western
hemisphere attorneys’ fees were rising during the 1980s and 1990s de-
spite the sharp increase in the supply of practicing lawyers.

To demonstrate this, we need to specify the rule under which fees
adjust to changes in the excess demand function. In other words, our
analysis here is more complicated than the elementary price determina-
tion analysis, which generally involves a simple intersection of demand
and supply curves, since the market for lawyers is generally character-
ized by a steady excess demand situation, which we call disequilibrium.
We define f™* = min{ef, (1 — €)} to be the maximum fee attorney
can charge so that both, the plaintiffs and the defendants, will each find
it beneficial to hire an attorney. Also, denote by f™™ the minimum
fee at which attorneys find it beneficial to take a case. For example
f™in could be the fee paid to attorneys who work for the public sector.
To simplify the writing, we assume that f™" = 0. Clearly, attorneys
are best off if the fee is f = f™* whereas clients are best off when
f = f™in = 0. Therefore, we need to specify a fee-determination mech-
anism so that f = f™* whenever excess demand for lawyers reaches a
peak, and f = f™*/2 (the surplus is equally divided between an attor-
ney and his client) whenever the market is at equilibrium, that is, when
excess demand is zero. Therefore, we define the attorneys’ fee function
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by
0 if ED < —27
FES R+ LEED if — 29 < ED <2y (11.20)
fmax if ED > 2n.

Equation (11.20), which is drawn in Figure 11.7, is clearly an ad hoc
(linear) mechanism for fee determination in the presence of a steady
situation of excess demand.

f
A
fmax ]
fI[laX é
e e
—2n =1 0 n 2n

Figure 11.7: Attorney’s fee determination.

Substituting (11.19) into (11.20), we obtain the market-determined
fee as a function of the exogenously determined supply of attorneys.
Therefore,

I P if0 < <
4 4y L SN =1

F=90 2= - L ifn < <5n

0 if n, > bn.

The market-determined fee function (11.21) is plotted in Figure 11.8.
Equation (11.21) and Figure 11.8 yield our main proposition.

(11.21)

Proposition 11.8
Let the number of lawyers satisfy nr, < m. Then, an increase in the
supply of lawyers will increase the fee charged by attorneys.

Figure 11.8 also reveals that only when the supply of lawyers reaches 7,
the population size in our example, fees begin to slowly decline with a
further increase in the supply of attorneys. The fee is maximized when
nL =0, i.e., when excess demand reaches 2.

11.3.3 Variable productivity: A generalization

So far, our analysis assumed that each lawyer can handle only one case
(either a prosecution case, a defense case, or handle a case for the legal
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Figure 11.8: Attorney’s fees and the supply of attorneys.

system). The purpose of that assumption was to simplify the exposition
by identifying the number of lawyers with the demand for legal represen-
tations. We now demonstrate that no generality was lost by imposing
that assumption and that all our results are easily generalized for the
case where each attorney can handle more than one case.

Let ¢ (¢ > 1) denote the number of cases each lawyer can handle
(during a certain time period). We refer to 1 (pronounced psi) as the
attorney’s productivity parameter. Thus, an increase in the exogenously
given level of ¢ corresponds to an improvement in an attorney’s ability to
handle more cases, which could result from a better training, introduc-
ing computerized procedures (e.g., filing forms), and simplifying court’s
procedures. In what follows, we look at the market for legal representa-
tions and not the market for attorneys as we did earlier since now we
assume that each attorney can handle more than one case. Therefore,
the supply and demand for legal representations are now given by

det _fn+2¢n HO0<n, <7
S = ynr and Q{ 3 > 2. (11.22)

Comparing (11.22) with (11.18) reveals that in the present case, with
1 > 1, the demand for attorney representations reaches a peak when
the supply of attorneys reaches the level of n/¢¥ which is below the
population size.

The excess demand for legal representations is now given by

n+yn  H0<n, <7

3n—yn, ifn> L, (11.23)

ED:Q—S:{

and is plotted in Figure 11.9. Figure 11.9 extends Figure 11.6 to include
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Figure 11.9: Excess demand for attorneys with varying productivity.

the attorneys’ productivity parameter 1. Excess demand peaks when
the supply of attorneys reaches 7/v¢ and then declines with a further in-
crease in 77,. Figure 11.9 captures an increase in attorneys’ productivity
parameter from an initial level of 1 to ¢’, where ¢’ > 1, by a shift in
the excess demand function from ED to ED’ (dashed line). Therefore
we can state the following proposition.

Proposition 11.9

As long as the supply of practicing attorneys is sufficiently below n/1)’,
an increase in the productivity of attorneys, as measured by an increase
in the number of cases each attorney can handle, will increase the short-
age (excess demand) for attorneys. In contrast, when the supply of at-
torneys exceeds n/v, an increase in productivity will reduce the excess
demand for attorneys.

The intuition behind Proposition 11.9 is that when there are not many
attorneys, any increase in productivity will be directed toward filing
more law suits, thereby further enhancing the demand for defense attor-
ney and by the legal system. In contrast, when there is a large supply
of practicing attorneys, an increase in productivity will reduce excess
demand for legal representations since the extra productivity will be
directed toward defense cases and the legal system.

If we tie the attorney’s fee to the excess demand for legal represen-
tations using a rule like the one defined by (11.20) and displayed in
Figure 11.7, we can conclude that bar associations should push for a
productivity increase whenever the excess demand for representations is
large, but should attempt to prevent productivity increase (as well as
an increase in the number of attorneys) whenever the excess demand for
attorneys is low.
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11.4 International Time Coordination

The rotation of the earth, which causes the changes in the amount of
light coming from the sun, generates different working time in different
parts of the world. If people go to work at 8 A.M. in New York City,
people go to sleep in Beijing since it is 8 P.M. in Beijing. With the
increase in globalization of production, east-coast companies find hard
time communicating with Asian businesses due to the significant time
difference. Volatility in Asian stock markets affects the same-day trade
in Wall Street. However, volatility in Wall Street, affects Asian markets
only a day after.

International time coordination is essential for all international activ-
ities. This coordination is most visible in broadcasting where stations
like CNN broadcasts from Atlanta and BBC from London to the en-
tire world. How can a broadcasting schedule be constructed in a way in
which a Japanese viewer will be to relate to a schedule of a London-based
TV station? How can a pilot read a weather map of his destination city
if there is no way in which the pilot can relate his departure time with
the time of the forecast?

Therefore, broadcasting schedules and weather observations and fore-
casts are reported in Universal Coordinated time (UTC), which used to
be known as Greenwich Mean Time (GMT), that is, the local time at
the Greenwich meridian (zero degrees longitude). It is UTC instead of
UCT because the abbreviation is based on the initials in French, not
English. UTC, therefore, allows weather observations the world over to
have the same time stamp.

Most countries establish two adjustment periods each year relative
to the UTC which are called standard time (ST) and daylight-saving
time (DST). The switch from ST to DST takes place on first Sunday of
April in the United States and on last Sunday of March in Europe. The
switch from DST to ST takes place on the last Sunday of October in the
United States and Europe.

The local time at each city in the world is found by adding or sub-
tracting a fixed number of hours (and minutes in rare cases) to or from
the UTC. For example, UTC — 11 is the (standard) local time in the
Midway Island and Samoa. UTC — 10 is the time in Hawaii. UTC — 9
is the time in Alaska. UTC — 3 is the time in Buenos Aires UTC + 1 is
the time in Stockholm. UTC+5:30 is the time in Calcutta. UTC + 9 is
the time in Osaka, and UTC + 12 is the time in Fiji.
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11.5 Who’s Driving on the “Wrong” Side of the
Road?

Out of 206 countries, 144 countries (70%) drive on the right-hand side of
the road, whereas 62 countries (30%) drive on the left-hand side of the
road. The people in the most populated country in the world, China,
drive on the right-hand side. The soon-to-become most populated coun-
try, India, drives on the left-hand side. The third-most populated coun-
try, the United States, drives on the right-hand side. The fourth-most
populated country, Indonesia, drives on the left-hand side. Determining
which driving side is the wrong one depends on where the reader comes
from.

An equally difficult question to ask is driving side is more efficient?
The clear advantage of the right-hand side for right-handed people stems
from the fact that a right-handed person finds it easier to mount a horse
from the left side of the horse, and it would be difficult to do otherwise
if wearing a sword (on the left). It is safer to mount and dismount
toward the side of the road, rather than in the middle of traffic, so if one
mounts on the left, then the horse should be ridden on the left side of the
road. In contrast, right-handed horsemen looking for a good fight prefer
to keep left of each other in order that their sword arm is nearer to a
potential opponent. The choice of sides seems to have been governed by
the time of introduction of these different modes of transportation and
their relative numbers, as well as by social and political influence. Most
often, left-hand riding was the initial standard. In areas where carts and
postilion riders became dominant, right-hand driving was adopted. In
areas where wagons driven from the vehicle became dominant, left-hand
driving remained the norm.

Our interest in driving side patterns stems from the facts that

(a) Driving pattern exerts a strong network externality on other driving,
since it is simply to the advantage of each driver to follow the pattern
used by other drivers. This externality is also strongly manifested
in bike paths, swimming pools, and running paths. In this respect,
driving side resembles our analysis of compatibility in the presence of
network externalities of Section 2.2, and our analysis of international
standardization given in Section 4.3.

(b) Driving pattern exerts a production externality, simply because cars
to be shipped to countries that drive on the left-side of the road
must have the driver sitting on the right-hand side, whereas the
gear-shifting stick must be placed to the left of the driver.

(c¢) Driving-side differences generates two types of switching costs. First,
drivers who drive across countries with a different pattern must in-
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crease their concentration as well as slow down in order to avoid
traffic accidents caused by mistakenly driving on the wrong side in
that country. Also, having to drive a car where the driver seat faces
the shoulder rather the center line further complicates the driving.
Second, even if the driver rents a local car, the driver has to adjust
to driving a car from the side which he is not used to. For example,
some U.S. drivers may find it difficult to shift gears manually in a
car where the stick must be operated by the left hand.

Kincaid (1986) and Lucas (2000) discuss the problems (switching
costs) associated with changing the driving side for an entire country.
Several regions in the United States and Canada used to have left-side
driving due to the influence of the British colonies. The latest significant
switch in driving side took place in Sweden where at 5 A.M. on Sunday,
September 3, 1967, Swedish drivers switched from left-side driving to
right-side driving. The preparation for an immediate switch took several
years, including special books that were circulated in Sweden preparing
the drivers for right-side driving (see Exercise 6 at the end of this chap-
ter). Speed limits were significantly reduced and then raised gradually.
Most people did not drive for a few days until traffic signs were replaced.
Since the switch was planned years in advance, many people began pur-
chasing new cars with a left steering wheel long before the switch took
place.

A natural question to ask is why did the Swedish government both-
ered to switch (while the British did not). Clearly, the Swedish gov-
ernment saw compatibility of driving side (with the rest of Europe) as
a step for some integration. Most roads on the Northern part of the
countries were very long, so drivers between Norway and Sweden got
confused which side of the road they should drive because they could
not remember which country they are driving in.

11.6 Exercises

1. Consider the language-acquisition model of Section 11.1.2, but suppose
now that there are three languages: English, Spanish, and Hebrew. Ini-
tially, there are ng native-English speakers, ns native-Spanish speakers,
and ng native-Hebrew speakers, where ng + ns +ng = 7. Suppose
that ng > ns > nu, and that each individual can learn only one second
language at the cost of ¢. Let ngy denote the number of native-English
speakers who learn Hebrew, ngs denote the number of native-English
speakers who learn Spanish, and so on. Let the utility of a native speaker
of language i be given by

def

U, = a(ni +n; + nri + nk;) — ¢ if he learns j

{ a(ni + nji + Ns) if doesn’t learn any language
a(n; + ne + nji +njk) — ¢ if he learns k,
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where 4,5,k = E,S,H, and i # j # k.

Find the conditions under which ngy = ng, nuys = nu, and

ngg = 7ns constitute a language acquisition equilibrium. Prove your
answer.

Consider the democratic religions model analyzed in Section 11.2.2.
Suppose now that in this environment there is an equal number of con-
formists and nonconformists. That is, n° = n". Answer the following
questions.

(a) Draw a believer allocation box similar to the one drawn in Fig-
ure 11.3 on page 264.

(b) Mark the regions for which each religion is open and closed.

(¢) Draw arrow indicating conversions from one religion to another.

(d) Conclude which believer allocations constitute unequal-size reli-

gion equilibria. Explain.

Consider the model of profit-making religions analyzed in Section 11.2.3.
Suppose now that in a religion with n affiliated believers, a fraction of

An)=1- =

of the n believers are administrators, and that administrators do not pay
fees. Assume that each affiliated believer who is not an administrator
pays a fixed fee denoted by ¢. Answer the following questions.

(a) Calculate the number of administrators in this religion.

(b) Calculate the number of believers who are not administrators, and
conclude how much revenue is collected from the fees.

(c) Using Definition 11.5 infer whether this religion is efficient or in-
efficient.

(d) Suppose that all the revenue collected from the fees is spent on
paying wages to administrators. Calculate the wage paid to each
administrator. Conclude whether this religion is open or closed to
new converts.

Answer the previous question assuming that A\(n) = 1/n?.
Consider the market for attorneys of Section 11.3. Suppose that each
attorney can handle only one case (either as a prosecutor or as a defense
attorney). In view of (11.18), assume that the demand for attorneys as
a function of the supply of attorneys is now given by
0= n+nr aslongasn, <n
] 2n for np > n.

which means that for every attorney filing a law suit on behalf of a plain-
tiff, there is a demand for one additional attorney to serve as a defense
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attorney. That is, unlike the previous analysis where each law suits gen-
erated a demand for two attorneys in additional to the prosecutor who
is filing the suit on behalf of the plaintiff, here we assume that there is
a demand only for one additional attorney to serve on a defense, and
that the legal system (judges, clerks, etc.) does not demand attorneys.
Answer the following questions.

(a) Write down and plot the excess demand for attorneys as a function
of the supply of attorneys. Indicate the levels of 7z, at which excess
demand is maximized, and the level at which demand for lawyers
equals the supply of lawyers.

(b) Suppose that the probability that plaintiffs win a law suit is € =
1/2, and that upon winning the plaintiff is awarded $120 to be
paid by the losing defendant. Using the utility functions (11.16)
and (11.17), calculate the maximum fee, f™**, which plaintiffs and
defendants are willing to pay to an attorney for handling their case.
Show your calculations.

(c) Suppose that the market attorney’s fee level is determined by

120 if ED >
fe 60+%ED if —n< ED<n
0 if ED < —n,

where ED is the excess demand for attorneys you calculated in
part (a). Calculate the market-determined attorneys’ fee level as-
suming that the population size of this economy is n = 100,000
and that the supply of attorneys is nr, = 5000.

(d) Answer the previous question assuming that n; = 120, 000.

6. Consider the discussion in Section 11.5 of the different driving sides
employed by various countries. Answer question (a) below if you come
from a country where people drive on the right-hand side or the road
(such as in the United States). Answer question (b) if you come from
a country where people drive on the left-hand side of the road (such as
in Japan). Plot a picture that supports your answer.

(a) Suppose that you are driving a car in Bangkok where people drive
on the left side of the road. You are driving on a two-way street and
you are standing at an intersection with another two-way street,
wishing to make a right turn at a green light.

1. Upon crossing the intersection, should you turn into the close
lane or the far lane?

2. Which traffic imposes the more immediate danger, the traffic
coming from the right or from the left?

(b) Answer (1) and (2) of question (a) assuming that you are driving
a car in Tel Aviv where (most) people drive on the right side of
the road and you wish to make a left turn from a two-way street
into another two-way street.



284 Other Networks

11.7 Selected References

Church, J., and I. King. 1993. “Bilingualism and Network Externalities.”
Canadian Journal of Economics 26: 337-345.

Tannaccone, L. 1998. “Introduction to the Economics of Religion.” Journal
of Economic Literature 36: 1465-1495.

Kincaid, P. 1986. The Rule of the Road: An International Guide to History
and Practice. Greenwood Press.

Lucas, B. 2000. Which side of the road do they drive on...? Unpublished
note. Available online at http://www.travel-library.com/general/
driving/drive_which_side.html.

Smith, A. (1965) [1776]. An Inquiry into the Nature and Causes of the Wealth
of Nations. New York: Modern Library.



Appendix A

Normal-Form Games

A.1 What is Game Theory? 285
A.1.1 Tools and applications
A.1.2 Classification of games
A.2 What is a Game? 286
A.3 Equilibrium Concepts 289
A.3.1 Equilibrium in dominant actions
A.3.2 Nash equilibrium (NE)
A.4 Best-Response Functions 294
A.5 Pareto Comparisons Among Outcomes 296
A.6 Exercises 296

A.1 What is Game Theory?
A.1.1 Tools and applications

Game theory (sometimes referred to as “Interactive Decision Theory”)
is a collection of tools for predicting outcomes for a group of interact-
ing agents, where an action of a single agent directly affects the payoffs
(welfare or profits) of other participating agents. The term game theory
stems from the resemblance these tools have to sports games (e.g., foot-
ball, soccer, ping-pong, and tennis), as well as to “social” games (e.g.,
chess, cards, and checkers.).

Game theory is especially useful when the number of interactive
agents is small, in which case the action of each agent may have a sig-
nificant effect on the payoff of other players. For this reason, the bag
of tools and the reasoning supplied by game theory have been applied
to a wide variety of fields, including economics, political science, ani-
mal behavior, military studies, psychology, and many more. The goal
of a game-theoretic model is to predict the outcomes (a list of actions
adopted by each participant), given the assumed incentives of the par-
ticipating agents. Thus, game theory is extremely helpful in analyzing
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industries consisting of a small number of competing firms, since any ac-
tion of each firm, whether price choice, quantity produced, research and
development, or marketing techniques, has strong effects on the profit
levels of the competing firms.

A.1.2 Classification of games

Our analyzes in this book focus only on noncooperative games. We gen-
erally distinguish between two types of game representations: normal
form games (analyzed in this appendix), and extensive form games (an-
alyzed in Appendix B). Roughly speaking, we can say that in normal
form games all players choose all their actions simultaneously, whereas
in extensive form games agents may choose their actions in different time
periods. In addition, we distinguish between two types of actions that
players can take: a pure action, where a player plays a single action from
the player’s set of available actions, and a mized action, where a player
assigns a probability for playing each action (say by flipping a coin).
Our entire analysis in this book is confined to pure actions.

Finally, information plays a key role in game theory (as well as in
real life). The most important thing that we assume is that the players
that we model are at least as intelligent as economists are. That is, the
players that we model have the same knowledge about the structure,
the rules, and the payoffs of the game as the economist that models the
game does. Also important, our analysis in this chapter is confined to
games with perfect information. Roughly, this means that in perfect
information games, each player has all the information concerning the
actions taken by other players earlier in the game that affect the player’s
decision about which action to choose at a particular time. Games under
imperfect information are not used in this book.

A.2 What is a Game?

Our first encounter with games will be with normal form games. In
normal form games all the players are assumed to make their moves at
the same time. The following definition provides three elements that
constitute what we call a game. Each time we model an economic envi-
ronment in a game-theoretic framework, we should make sure that the
following three elements are clearly stipulated:

DEFINITION A.1
A normal form game is described by the following:

def

(a) A set of N players whose names are listed in the set I = {1,2,...,N}.
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(b)

(¢)

Each player i,i € I, has an action set A’ which is the set of all
actions available to player i. Let a* € A" denote a particular action
taken by player i. Thus, player i’s action set is a list of all actions
available to player i and hence, A" & {a%,db, ..., a}lﬂ}, where k; is
the number of actions available to player i.

Let a &< (a*,a?,...,a% ...,a") be a list of the actions chosen by
each player. We call this list of actions chosen by each player i an

outcome of the game.

Each player i has a payoff function, ©*, which assigns a real number,
7*(a), to every outcome of the game. Formally, each payoff func-
tion 7' maps an N-dimensional vector, a = (a',...,a’) (the action

chosen by each player), and assigns it a real number, 7*(a).

A few important remarks on the definition of a game follow:

1.

It is very important to distinguish between an action set A?, which
is the set of all actions available to a particular player i, and an
outcome a, which is a list of the particular actions chosen by all
the players.

Part b of Definition A.1 assumes that each player has a finite
number of actions, that is, that player i has k; actions in the
action set A*. However, infinite action sets are commonly used in
industrial organization. For example, often, we will assume that
firms choose prices from the set of nonnegative real numbers.

We use the notation {list of elements} to denote a set where a
set (e.g., an action set) contains elements in which the order of
listing is of no consequence. In contrast, we use the notation (list)
to denote a vector where the order does matter. For example, an
outcome is a list of actions where the first action on the list is the
action chosen by player 1, the second by player 2, and so on.

The literature uses the term action profile to describe the list of
actions chosen by all players, which is what we call an outcome. For
our purposes there is no harm in using the term outcome (instead of
the term action profile) for describing this list of actions. However,
if games involve some uncertainty to some players, these two terms
should be distinguished since under uncertainty an action profile
may lead to several outcomes.

In the literature one often uses the term strategy instead of the
term action (and therefore strategy set instead of action set), since
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in a normal form game, there is no distinction between the two
terms. However, when we proceed to analyze extensive form games
(Appendix B), the term strategy is given a different meaning than
the term action.

The best way to test whether Definition A.1 is clear to the reader
is to apply it to a simple example. A simple way to describe the data
that define a particular game is to display them in a matrix form. Con-
sider the following game described in Table A.1. We now argue that

Firm 2
Low PRICE HicH PRICE
Firm 1 Low | 100 100 | 300 0
Hica | 0 300 | 200 200

Table A.1: The Low price-High price game.

Table A.1 contains all the data needed for properly defining a game ac-
cording to Definition A.1. First, we have two players, N = 2, called
firm 1 and 2. Second, the two players happen to have the same action
sets: A = A? ={Low, HiGH}. There are exactly four outcomes for
this game: (Low, Low), (Low, HicH), (HiGH, Low), (HiGH, HIGH).
Third, the entries of the matrix (i.e., the four squares) contain the pay-
offs to player 1 (on the left-hand side) and to player 2 (on the right-hand
side), corresponding to the relevant outcome of the game. For example,
the outcome a = (Low, HIGH) specifies that firm 1 charges a low price
whereas firm 2 charges a high price. The payoff to player 1 from this
outcome is w'(a) = w!'(Low, HigH) = 300. Similarly, the payoff to
player 2 is 72(a) = 7w?(Low, HIGH) = 0 since firm 2 is priced out of the
market.

In the literature, the game described in Table A.1 is commonly re-
ferred to as the Prisoners’ Dilemma game. Instead of having two firms
engaged in a price war, consider two prisoners suspected of having com-
mitted a crime, for which the police lack sufficient evidence to convict
either suspect. The two prisoners are put in two different isolated cells
and are offered a lower punishment (or a higher payoff) if they confess
of having jointly committed this crime. If we replace Low with CON-
FESS, and HIGH with NOT CONFESS, we obtain the so-called Prisoners’
Dilemma game.

In the present analysis we refrain from raising the question whether
the game described in Table A.1 is observed in reality or not, or whether
the game is a good description of the world. Instead, we ask a different
set of questions, namely, given that firms behave like those described in
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Table A.1, can we (the economists or political scientists) predict whether
the market will end up in having both firms charging a low price or
charging high price. In order to perform this task, we need to define
equilibrium concepts.

A.3 Equilibrium Concepts

Once the game is properly defined, we can realize that games may have
many outcomes. Therefore, by simply postulating all the possible out-
comes (four outcomes in the game described in Table A.1), we cannot
make any prediction of how the game is going to end. For example, can
you predict how a game like the one described in Table A.1 would end
up? Will there be a price competition, or will both firms maintain a
high price? Note that formulating a game without having the ability
to predict implies that the game is of little value to the researcher. In
order to make predictions, we need to develop methods and define algo-
rithms for narrowing down the set of all outcomes to a smaller set that
we call equilibrium outcomes. We also must specify properties that we
find desirable for an equilibrium to fulfill. Ideally, we would like to find a
method that would select only one outcome. If this happens, we say that
the equilibrium is unique. However, as we show below, the equilibrium
concepts developed here often fail to be unique. Moreover, the opposite
extreme may occur where a particular equilibrium may not exist at all.
A game that cannot be solved for equilibria is of less interest to us since
no real-life prediction can be made.

Before we proceed to defining our first equilibrium concept, we need
to define one additional piece of notation. Recall that an outcome of the
game a = (a',...,a’,...,a") is a list of what the N players are doing
(playing). Now, pick a certain player, whom we will call player i, (e.g.,
i can be player 1 or 89 or N, or any player). Remove from the outcome
a the action played by player ¢ himself. Then, we are left with the list
of what all players are playing except player i, which we denote by a™.
Formally,

ot = (at,...,aat L a).
Note that after this minor surgical operation is performed, we can still
express an outcome as a union of what action player i plays and all
the other players’ actions. That is, an outcome a can be expressed as
a=(a*,a™).

A.3.1 Equilibrium in dominant actions

Our first equilibrium concept, called equilibrium in dominant strategies,
is a highly desirable equilibrium, in the sense that if it exists, it describes
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the most intuitively plausible prediction of what players would actually
do. The following definition applies for a single player in the sense that it
classifies actions in a player’s action set according to a certain criterion.

DEFINITION A.2

A particular action @' € A? is said to be a dominant action for player i
if no matter what all other players are playing, playing @' always maxi-
mizes player i’s payoff. Formally, for every choice of actions by all players
except i, a”?,

m(a',a™) > w'(a',a™), for every a' € A'

(@, a™) > w'(a’,a™), for at least one action a’ € A'.

For example,

Proposition A.1
In the game described in Table A.1, the action a' = Low is a dominant
action for player 1.

Proof. It has to be shown that no matter what firm 2 does, firm 1 is
always better off by setting a low price. Thus, we have to scan over
all the possible actions that can be played by firm 2. If player 2 plays
a? = Low, then

7' (Low, Low) = 100 > 0 = 7! (HicH, Low).
Also, if player 2 plays a? = HIGH, then
7' (Low, HiGH) = 300 > 200 = 7' (HicH, HIGH).

|
Similarly, since the game is symmetric (meaning that renaming player 1
as player 2 and vice versa, does not change players’ payoffs), the reader
can establish that a2 = LOw is a dominant action for firm 2.
We now turn to defining our first equilibrium concept. An equilib-
rium in dominant actions is simply an outcome where each player plays
a dominant action. Formally,

DEFINITION A.3

An outcome (a',a?,...,a") (where a* € A’ for every i =1,2,...,N) is
said to be an equilibrium in dominant actions if &' is a dominant
action for each player i.
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Clearly, since LOow is a dominant action for each player in the game
described in Table A.1, the outcome (a', a?) = (Low, LOw) is an equi-
librium in dominant actions.

Although an equilibrium in dominant actions constitutes a very rea-
sonable prediction of how players may interact in the real world, unfor-
tunately, this equilibrium does not exist for most games of interest to us.
To demonstrate this point, let us analyze the following game described
in Table A.2.

Firm 2
STANDARD « STANDARD [
Firm 1 STANDARD a | 200 100 | O 0
STANDARD (8 | 0 0| 100 200

Table A.2: Standardization Game (Battle of the Sexes case).

The game described in Table A.2 demonstrates a situation where two
firms in an industry can make their products more popular when they
design their products to operate on the same standards. For example, if
the two products operate on the same voltage (say, 220v), or for the case
of video players, both operate on the same video system (say, VHS or
the DVD standards). Note that in some markets the game described in
Table A.2 is not valid, since in some markets firms make higher profits
by differentiating their products by having them operating on different
standards (e.g., designing computers operating on different incompatible
operating systems). Table A.3 on page 294 demonstrates how a small
modification in the players’ payoffs can alter the equilibrium outcome of
this standardization game.

The game in Table A.2 is often called the Battle of the Sexes, since
if we replace firm 1 with a male named John, and firm 2 with a female
named Mary, and if we replace STANDARD « by the action GOING TO
THE OPERA and STANDARD (3 by GOING TO FOOTBALL, then we have a
description of a couple in love where, despite their heterogeneous prefer-
ences for the different forms of entertainment, they prefer to be together
rather than splitting. Thus, the Battle of the Sexes is sometimes referred
to as a coordination game.

We now seek to find some predictions for this game. However, the
reader will probably be disappointed to find out that:

Proposition A.2
There does not exist an equilibrium in dominant actions for the game
described in Table A.2
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Proof. 1t is sufficient to show that one of the players does not have
a dominant action. In this case, there cannot be an equilibrium in
dominant actions since one player will not have a dominant action to
play. Therefore, it is sufficient to look at firm 1: If firm 2 chooses a® = «,
then firm 1 would choose a because

(e, a) = 200 > 0 = 7'(3, a).

However, when firm 2 chooses a®> = 3, then firm 1 would choose /3
because

©(8,8) =100 > 0 = 7' (e, §).

So, we have shown that one player does not have a dominant action, and
this suffices to conclude that Definition A.3 cannot be applied; hence,
there does not exist an equilibrium in dominant actions. [ |

A.3.2 Nash equilibrium (NE)

So far we have failed to develop an equilibrium concept that would select
an outcome that would be a “reasonable” prediction for a game like the
one described in Table A.2. In 1951, John Nash provided an existence
proof for an equilibrium concept (earlier used by Cournot when studying
duopoly) that has become the most commonly used equilibrium concept
in analyzing games.

DEFINITION A .4

Anoutcomea = (a*,a?,...,a") (wherea® € A® foreveryi=1,2,...,N)
is said to be a Nash equilibrium (NE) if no player would find it bene-
ficial to deviate provided that all other players do not deviate from their
strategies played at the Nash outcome. Formally, for every player i,
1=1,2,...,N,

mi(a’,a”") > wi(a’,a™")  for every a € A'.

The general methodology for searching which outcomes constitute a NE
is to check whether players benefit from a unilateral deviation from a
certain outcome. That is, to rule out an outcome as a NE we need only
demonstrate that one of the players can increase the payoff by deviating
to a different action than the one played in this specific outcome, assum-
ing that all other players do not deviate. Once we find an outcome in
which no player can benefit from any deviation from the action played
in that outcome, we can assert that we found a NE outcome.
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We continue our discussion of the NE with the investigation of the
relationship between Nash equilibrium and equilibrium in dominant ac-
tions. To demonstrate the relationship between the two equilibrium
concepts, we first search for the NE outcomes for the game described in
Table A.1. Recall that we have already found that (Low, Low) is an
equilibrium in dominant actions, but can this fact help us in searching
for a NE for this game? Not surprisingly, yes, it can! Since an equi-
librium in dominant actions means that each player plays a dominant
action, no player would find it beneficial to deviate no matter how the
others play. In particular, no player would deviate if the other players
stick to their dominant actions. Hence,

Proposition A.3
An equilibrium in dominant actions outcome is also a NE. However, a
NE outcome need not be an equilibrium in dominant actions.

Altogether, we have it that (Low, Low) is a NE for the game described
in Table A.1. We leave it to the reader to verify that no other out-
come in this game is a NE. Therefore, this equilibrium is called unique.
The second part of Proposition A.3 follows from the game displayed
in Table A.2, where there exist two NE, but there does not exist an
equilibrium in dominant actions.

Multiple Nash equilibria

We now demonstrate that a Nash equilibrium need not be unique. For
example, applying Definition A.4 to the game of Table A.2:

Proposition A.4
The standardization game described in Table A.2 exactly has two Nash
equilibrium outcomes: («, «) and (3, ).

Proof. To prove that (a, «) is a NE, we have to show that no player
would benefit from deviation, given that the other does not deviate. In
this game with two players, we have to show that, given that a® = «,
player 1 would play a! = o; and that given that a' = «, player 2 would
play a?> = a. These two conditions follow from

7! (a, a) = 200
72 (e, @) = 100

0=7'(8,a) (A1)

>
> 0=7%(a,p).

Using the same procedure, it can be easily shown that the outcome (3, 3)
is also a NE. Finally, we need to show that the other two outcomes, («, 3)
and (8, ) are not NE. However, this follows immediately from (A.1). B
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Nonexistence of a Nash equilibrium

So far we have seen examples where there is one or more NE. That
is, as demonstrated in Table A.2, it is always possible to find games
with multiple NE. If the equilibrium is not unique, the model has a low
prediction power. In contrast, Table A.3 demonstrates a game where a
Nash equilibrium does not exist. Therefore, consider the variant of the
game displayed in Table A.2. The intuition behind the game described

Firm 2
STANDARD « STANDARD [
Firm 1 STANDARD « | 200 010 200
STANDARD (3 | O 100 | 100 0

Table A.3: Nonexistence of a NE (in pure actions).

in Table A.3 is that firm 1 earns higher profits when it produces on the
same standard adopted by firm 2. In contrast, firm 2 earns higher profits
when it differentiates itself from firm 1. Thus, this industry is unlikely
to achieve standardization.

Proposition A.5
The game described in Table A.3 does not have a NE.

Proof. We must prove that each outcome is not a NE. That is, in each
of the four outcomes, at least one of the players would find it beneficial
to deviate.

1. For the (o, ) outcome, 72(a, 3) = 200 > 0 = 7%(, ). Hence,
firm 2 would deviate to a? = 3.

2. For the (8,a) outcome, 7!(a,a) = 200 > 0 = 7!(3, ). Hence,
firm 1 would deviate to a! = a.

3. For the (3, 3) outcome, 72(3,a) = 100 > 0 = 7%(3,3). Hence,
firm 2 would deviate to a? = .

4. For the (a,3) outcome, 7'(8,3) = 100 > 0
firm 1 would deviate to a' = .

Il
>L
®
=

. Hence,

A.4 Best-Response Functions

We now construct players’ “best-response” functions that greatly facili-
tate the search for NE.
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DEFINITION A.5

(a) In a two-player game, the best-response function of player i is
the function R'(a’), that for every given action a’ of player j assigns
an action a® = R'(a?) that maximizes player i’s payoff w*(a’, a’).

(b) More generally, in an N-player game, the best-response function
of player i is the function R'(a™"), that for given actions a™ of
players 1,2,...,i — 1,3+ 1,..., N, assigns an action a’ = R'(a™)
that maximizes player i’s payoff w'(a®, a™).

Let us now construct the best-response functions for firm 1 and 2 for
the standardization game described in Table A.2. It is straightforward
to conclude that

a ifa?=a a ifal=a
Rl(az){ 3 ifa?=p and Rz(al){ 3 ifal = 8. (A.2)

That is, if firm 2 standardize on «, firm 1’s best response is also to
standardize on «. if firm 2 standardize on (3, firm 1’s best response is
also to standardize on . Clearly, due to the symmetry of this game,
firm 2’s best-response function is the same.

Now, the importance of learning how to construct best-response func-
tions becomes clear in the following proposition:

Proposition A.6
If a is a Nash equilibrium outcome, then a' = R*(a™) for every player i.

Proof. By Definition A.4, in a NE outcome each player does not benefit
from deviating from the strategy played in a NE outcome (given that
all other players do not deviate). Hence, by Definition A.5, each player
is on her best-response function. [ |

That is, in a NE outcome, each player chooses an action that is a best
response to the actions chosen by other players in a NE. Proposition A.6
is extremely useful in solving for NE in a wide variety of games and will
be used extensively.

The procedure for finding a NE is now very simple: First, we calcu-
late the best-response function of each player. Second, we check which
outcomes lie on the best-response functions of all players. Those out-
comes that we find to be on the best-response functions of all players
constitute the NE outcomes. For example, in the standardization game
displayed in Table A.2, (A.2) implies that outcomes (o, «) and (3, ()
each satisfy both players’ best-response functions and therefore consti-
tute NE outcomes.
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A.5 Pareto Comparisons Among Outcomes

So far, our analysis has concentrated on defining equilibrium concepts
that enable us to select equilibrium outcomes for predicting how play-
ers would end up acting when facing similar games in the real world.
However, we have not discussed whether the proposed equilibria yield
efficient outcomes. That is, we wish to define an efficiency concept that
would enable us to compare outcomes from a welfare point of view. In
particular, using the Pareto efficiency criterion, we wish to investigate
whether there are outcomes that yield higher payoff levels to some play-
ers without reducing the payoffs of all other players. For example, in the
price competition game of Table A.1, the outcome (HiGH, HIGH) yields
higher payoffs to both players compared with the outcome (Low, Low).
In this case, we say that the outcome (HiGH, HIGH) Pareto dominates
the outcome (Low, Low). Formally,

DEFINITION A.6
(a) The outcome a Pareto dominates the outcome a (also called
Pareto superior to a) if

1. For every player i, n*(a) > 7*(a), and

2. there exists at least one player j for whom 7/ (a) > m(a).

(b) An outcome a* is called Pareto efficient (also called Pareto op-
timal) if there does not exist any outcome which Pareto dominates
the outcome a*.

(c) Outcomes a and a are called Pareto noncomparable if for some
player i, 7*(a) > *(a); but for some other player j, 7/ (a) < 7/ (a).

For example, in the price competition game described in Table A.1 the
outcomes (Low, HicH) and (HIiGH, Low) are Pareto noncomparable.
In the standardization game of Table A.2, the outcomes («, 3) and (5, @)
are Pareto dominated by each of the other two outcomes. The outcomes
(o, @) and (3, ) are Pareto efficient and are also Pareto noncomparable.

A.6 Exercises
1. Using Definition A.5,

(a) Write down the best-response functions for firm 1 and firm 2 for
the low price-high price game described in Table A.1 on page 288,
and decide which outcomes constitute NE (if there are any).

(b) Write down the best-response functions for each player in the game
described in Table A.3 on page 294, and decide which outcomes
constitute a NE (if there are any).
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2. Consider the normal form game described in Table A.4. Find the con-
ditions on the parameters a, b, c,d, e, f, g, and h that will ensure that

Firm 2
STANDARD « STANDARD [
Firm 1 STANDARD « | a b|c d
STANDARD [ | e fly h

Table A.4: Generalized standardization game.

(a) the outcome («, «) is a NE;

(b) the outcome (@, ) is an equilibrium in dominant actions;

(c) the outcome (o, «) Pareto dominates all other outcomes;
)

(d) the outcome (v, ) is Pareto noncomparable to the outcome (5, 3).
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Our analysis so far has concentrated on normal-form games where the
players are restricted to choosing an action at the same time. In this
appendix we analyze games in which players can move at different times
and more than once. Such games are called extensive-form games.
Extensive-form games enable us to introduce timing into the model.
Before going to the formal treatment, let us consider the following
example, displayed in Figure B.1 In the game displayed in Figure B.1,

I (A moves)

ENTER Not ENTER

IIg (B moves)
STAY

IIy (B moves)
ExIT

= -2 T4 =3 ™ =0 74 =0
B _1 B =3

3
I

|
I\
3
I
3

I

|
—_

Figure B.1: Entry-exit game with sunk cost: B is the incumbent, A is the
potential entrant.

player B is the incumbent (already established) firm. Player A is a
potential entrant. Entry into the industry requires sinking a cost of —1
units of money (consisting of initial market surveys, infrastructure of the
firm, legal and registration fees. The major difference between firm A
and B is that firm B has already paid the sunk cost, whereas firm A
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can still control whether to pay the sunk costs by choosing whether to
enter or not.

The game is represented by a tree, with a starting decision node
(point I), other decision nodes (Il and Iy ), and terminal nodes (end
points). Note that in some literature, the term vertex (vertices) is used
in place of the term node(s). The branches connecting decision nodes,
and decision nodes to terminal nodes describe actions available to the
relevant player on a particular decision node.

The extensive-form game displayed in Figure B.1 has two stages.
In stage I, firm A decides whether to enter (sink 1 unit of money) or
not. Therefore, in stage II, firm B (the incumbent) may find itself
competing with A (node IIg), or maintaining its monopoly power (node
IIy). At each of these nodes firm B has a node-specific action set.
The incumbent’s actions set is Afj = {STAy, EXIT} at node Ilg, and
AR = {STaY, ExIT} at node Iy.

We can now give a formal definition to extensive-form games with
perfect information.

DEerFINITION B.1
An extensive form game is:

(a) A game tree containing a starting node, other decision nodes, ter-
minal nodes, and branches linking each decision node to successor
nodes.

(b) A list of N > 1 players, indexed by i,i=1,2,...,N.

(c) For each decision node, the name of the player entitled to choose an
action.

(d) For each player i, a specification of i’s action set at each node that
player i is entitled to choose an action.

(e) A specification of the payoff to each player at each terminal node.

B.1 Defining Strategies and Outcomes in Extensive-
Form Games

Our preliminary discussion of extensive-form games emphasized that a
player may be called to choose an action more than once and that each
time a player chooses an action, the player has to choose an action from
the action set available at that particular node. Therefore, we need to
define the following term.
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DEFINITION B.2
A strategy for player i (denoted by s') is a complete plan (list) of
actions, one action for each decision node that the player is entitled to
choose an action.

Thus, it is important to note that a strategy is not what a player does
at a single specific node but is a list of what the player does at every
node where the player is entitled to choose an action.

What are the strategies available to the incumbent firm in the game
described in Figure B.1? Since the incumbent may end up in either node
IIg or IIy, a strategy for the incumbent would be a specification of the
precise action he will be taking at each node. That is, although it is
clear that the incumbent will reach either node I1g or IIy but not both,
a strategy for this player must specify what she will do at each of the
two nodes. Therefore, the incumbent has four possible strategies given
by (STAY, STAY), (STAY, EXIT), (EXIT, STAY), (EXIT, EXIT), where
the first component refers to the incumbent’s action in node IIg, and
the second component refers to his action at node IIy.

We now wish to list all the possible outcomes of this game. An
outcome of an extensive-form game is a list of all the actions taken by
each player at every possible node that the player is entitled to make a
move. Thus, an outcome for this particular game must take the form of

( A’s action at I, (B’s action at ITg, B’s action at ITy) ).

Since the potential entrant is restricted to making a move only at
node I, and since his action set has two possible actions, this game has
eight outcomes given by:

(ENTER, (STAY, STAY)), (ENTER,(STAY, EXIT)),
(ENTER, (EXIT, STAY)), (ENTER, (ExIT, EXIT)),
(Nor, (STAY, STAY)), (NOT, (STAY, EXIT)),
(Nor, (ExiT, STAY)), (NOT, (EXIT, EXIT)).

B.2 A Normal-Form Representation for Extensive-
Form Games

Now that the game is well defined, we seek to find some predictions.
The first step would be to search for a Nash equilibrium. Recalling our
definition of Nash equilibrium (Definition A.4), in extensive form games
we look for a Nash equilibrium in strategies, where each player cannot
increase the payoff by unilaterally deviating from the strategy played at
the NE outcome.

It turns out that in many instances transforming an extensive form
game into a normal form makes it easier to find the Nash equilibria.
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Table B.1 provides the normal form representation for the Entry-Exit
game described in Figure B.1. Table B.1 shows that there are three

Firm B
(STAY,STAY)(STAY, EXIT) (EXIT,STAY) (EXIT, EXIT)
A ENTER | -2 -2 | =2 -2 13 -11]3 -1
Not | 0 310 -11]0 310 -1

Table B.1: Normal form representation of the Entry-Exit game

Nash equilibrium outcomes for this game: (ENTER, (EXIT, STAY)),
(ENTER, (ExiT, EXIT)), and (NOT, (STAY, STAY)). Note that here,
as in the standardization game of Table A.2 on page 291, multiple NE
greatly reduce our ability to generate predictions from this game. For
this reason, we now turn to defining an equilibrium concept that would
narrow down the set of NE outcomes into a smaller set of outcomes. In
the literature, an equilibrium concept that selects a smaller number of
NE outcomes is called a refinement of Nash equilibrium, which is the
subject of the following subsection.

B.3 Subgames and Subgame-Perfect Equilibria

In this subsection we define an equilibrium concept that satisfies all
the requirements of NE (see Definition A.4) and has some additional
restrictions. This equilibrium concept may be helpful in selecting a
smaller set of outcomes from the set of NE outcomes, by eliminating
some undesirable NE outcomes.

Before we proceed to the formal part, let us go back to the Entry-
Exit game of Figure B.1 and look at the three NE outcomes for this
game. Comparing the three NE outcomes, do you consider any equi-
librium outcomes to be unreasonable? What would you suggest if the
potential entrant (firm A) were to hire you as his strategic adviser? Well,
you would probably tell firm A to enter. Why? By looking at the in-
cumbent’s payoffs at the terminal nodes in Figure B.1 we can see that if
firm A plays ENTER, the incumbent will play EXIT (a payoff of 72 = —1
compared with 7% = —2 if she stays), and firm A will gain a payoff of
74 = 3 compared with a payoff of 74 = 0 for not entering. Thus, a
“smart” potential entrant would be able to look at this game tree and
conjecture that the incumbent will avoid a stiff price competition and
will exit from the market. From this we conclude that the limitation of
the NE concept is that it cannot capture the entrant’s ability to predict
that the incumbent will not have the incentive to engage in a price com-
petition. More precisely, under the NE outcome (NOT, (STAY, STAY))
does not reflect the entrant’s ability to “force” exit on the incumbent by
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simply sinking her entry costs and making its entry a fact. More pre-
cisely, the incumbent’s strategy (STAY, STAY) as an incredible threat,
since the actions will not be taken upon entry of firm A.

We now want to formalize an equilibrium concept that would ex-
clude the unreasonable Nash equilibria. In particular, we look for an
equilibrium concept that would exclude outcomes where the potential
entrant does not use his first-mover advantage in order to force the in-
cumbent to exit. Thus, we seek to define an equilibrium concept where
the player who moves first would calculate and take into account how
subsequent players (the incumbent in the present case) would respond to
the moves of the players who move earlier in the game. Hence, having
computed how subsequent players would respond, the first player can
optimize by narrowing down the set of actions yielding higher payoffs.
In the Entry-Exit example, we wish to find an equilibrium concept that
would generate a unique outcome where firm A enters.

We first define a subgame of the game.

DEFINITION B.3

A subgame is a decision node from the original game along with the
decision nodes and terminal nodes directly following this node. A sub-
game is called a proper subgame if it differs from the original game.

Clearly, the Entry-Exit game has three subgames: One is the game itself
whereas the other two are proper subgames with nodes IIg and IIy as
starting nodes. The two proper subgames are illustrated in Figure B.2.

IIp (Incumbent moves) 1IN

STAY ExiT STAY EXIT
4 =-2 g4=3 74 =0 7 =0
B=—2 gB=_1 =3 xB=-1

Figure B.2: Two proper subgames.

In 1965, Rheinhard Selten proposed a refinement of the NE concept
defined as follows:

DEFINITION B.4
An outcome is said to be a subgame perfect equilibrium (SPE) if
it induces a Nash equilibrium in every subgame of the original game.



304 Extensive-Form Games

Definition B.4 states that a SPE outcome is a list of strategies, one for
each player, consisting of players’ actions that constitutes a NE at every
subgame. In particular, a SPE outcome must be a NE for the original
game since the original game is a subgame of itself.

We now seek to apply Definition B.4 in order to solve for a SPE of
the Entry-Exit game.

Proposition B.1
The outcome (ENTER, (EXIT, STAY)) constitutes a unique SPE for the
Entry-Exit game.

Proof. Since a SPE is also a NE for the original game, it is suffi-
cient to look at the three NE outcomes of the original game given by
(ENTER, (ExiT, STAY)), (ENTER, (ExIT, EXIT)), and (NOT, (STAY,
STAY)). Next, each proper subgame has only one NE, namely, the in-
cumbent plays EXIT at g, and plays STAY at II. Hence, given that
a SPE outcome must be a NE for every subgame, we conclude that the
outcomes (ENTER, (ExIT, EXIT)) and (NOT, (STAY, STAY)) are not
SPE. Finally, the outcome (ENTER, (EXIT, STAY)) is a SPE since it is
a NE for the original game, and the strategy (EXIT, STAY) is associated
with the unique NE for every proper subgame. [ |

Thus, we have shown that using the SPE refines the NE in the sense of
excluding some outcomes which we may consider unreasonable.

We conclude this discussion of the SPE by describing the methodolo-
gies commonly used for finding SPE outcomes. The general methodology
for finding the SPE outcomes is to use backward induction, meaning that
we start searching for NE in the subgames leading to the terminal nodes.
Then, we look for NE for the subgames leading to the terminal nodes,
taking as given the NE actions to be played in the last subgames before
the terminal nodes. Then, continuing to solve backward, we reach the
starting node and look for the action that maximizes player 1’s payoff,
given the NE of all the proper subgames. Note that the backward in-
duction methodology is particularly useful when the game tree is long.
Finally, another common methodology is to first find the NE outcomes
for the game, say by transforming the extensive form representation into
a normal form representation (see section B.2). Then, once we have the
set of all NE outcomes, we are left to select those outcomes that are also
NE for all subgames. This can be done by trial and error, or, as we do
in the proof of Proposition B.1, by ruling out the NE outcomes of the
original game that are not NE for some proper subgames.
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B.4 Exercises

1. Consider a dynamic version of the standardization game described in
Table A.2 on page 291. Assume a two-stage game where firm 1 selects
its standard at stage I, while firm 2 selects its standard in stage II,
knowing which standard was selected by firm 1.

(a) Draw the game tree and mark all decision nodes and profit levels
at the terminal nodes.

(b) Solve for SPE of this game (if there are any).

2. Draw the game tree and solve for SPE for the standardization game
displayed in Table A.3 on page 294 (if there are any), assuming a two-
stage game where firm 1 selects its standard at stage I, while firm 2
selects its standard in stage II, knowing which standard was selected by
firm 1.

3. Draw the game tree and solve for SPE for the standardization game
displayed in Table A.4 on page 297, assuming that
g>h>f>b>d>a. Assume a two-stage game where firm 1 selects
its standard at stage I, while firm 2 selects its standard in stage II,
knowing which standard was selected by firm 1.
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The goal of this appendix is to explore the simplest possible differen-
tiated products environment where (pure) Nash-Bertrand equilibrium
prices do not exist due to price cycles a la Edgeworth and to suggest
an alternative equilibrium concept as better suited to analyzing such
environments.

We develop and characterize a concept called an Undercut-Proof equi-
librium. In an Undercut-Proof equilibrium, each firm chooses its price so
as to maximize profit while ensuring that its price is sufficiently low that
any rival firm would not find it profitable to set a lower price in order
to grab all of the first firm’s customers. Thus, unlike the Nash-Bertrand
behavior, where each firm assumes that the rival firm does not alter its
price, in an Undercut-Proof equilibrium environment, firms assume that
rival firms are more sophisticated in that they are “ready” to reduce
their prices whenever undercutting and grabbing their rivals’ customers
is profitable. These beliefs are pervasive amongst firms competing in
differentiated products using pricing strategies. Finally, the Undercut-
Proof equilibrium can be calculated easily for any number of firms in
the industry.

C.1 The Simplest Product Differentiation Model

Consider the following example (see Shilony 1977, Eaton and Engers
1990, and Shy 1996, Ch. 7), of a market with two stores called A and B
which sell differentiated brands. Assume that production costs are zero.
There are two groups of consumers, type A (called brand A oriented
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consumers) and type B (called brand B oriented consumers). There are
N4 > 0 type A consumers and ng > 0 type B consumers.

Each consumer buys one unit either from store A or store B. Let
pa and pp denote the prices of the stores and let & > 0 denote the
extra distaste cost a consumer bears if he buys his less preferred brand.
Altogether, the utilities of consumers of type A and type B are assumed
to be

def —pa buying from A
Ua = { —pp — 6 buying from B, (C.1)

and
Uy et —pa — 0 buying from A
B = —pB buying from B.

One way of interpreting this example is as a discrete version of the
Hotelling (1929) location model where the two stores locate on opposite
sides of a lake or high terrain and where crossing from one side to the
other requires paying a fixed transportation cost of .

Let g4 denote the (endogenously determined) number of consumers
buying from store A, and gp denote the number of consumers buying
from store B. Then, (C.1) implies that

0 if pa >pp+90
ga =14 7a ifpp—0<pa<pp+9o (C.2)
na+ns ifpa<pp-—9,
and
0 if pp >pa+é
g8 =1 B ifpa—0<pp<patd

na+np ifpp <pa—4d

C.2 Nonexistence of a Nash-Bertrand Equilibrium

A Nash-Bertrand equilibrium is the nonnegative pair (p% , pg ) such that,
for a given p%, store A chooses pY to maximize A= paga and, for a

given plY, store B chooses p¥ to maximize e pBqB, where ¢4 and
gp are given in (C.2).

Proposition C.1
There does not exist a Nash-Bertrand equilibrium in pure price-strategies
for the differentiated products model.

Proof. To establish a contradiction, suppose that (pﬁ Py ) is a Nash
equilibrium. Then, there are three cases: (1) [pY — p¥| > 6, (2) |pY —
pi| <0 and (3) [p} — px| = .
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(1) With no loss of generality, suppose that p’Y —p®% > §. Then (C.2)
implies that ¢} = 0, and hence 7§ = 0. However, store A can increase
its profit by reducing its price to psy = pg + 4, in which case g4 = 14
and 74 = na(p¥ + ) > 0; a contradiction.

(2) With no loss of generality, suppose that pYY < p¥ + 6. Then
store A can increase its profit by slightly increasing its price to p4 sat-
isfying pi < pa < pl¥ + & to earn a profit level of 74 = napa > 7; a
contradiction.

(3) With no loss of generality, suppose that pY —p% = 6 . Then,
p¥ =plY — 0 < pi + & and store B can increase its profit by slightly
raising pg ; a contradiction. |

C.3 The Undercut-Proof Equilibrium

We first need to provide a precise definition to what we mean by “un-
dercutting.”

DEFINITION C.1
Store i undercuts store j, if p; < p; — 6, wherei,j = A, B, i # j.

Thus, undercutting occurs when store ¢ reduces its price to its competi-

tor’s price minus the transportation cost. Thus, in some sense under-

cutting occurs when one store “subsidizes” the transportation costs.
The Undercut-Proof equilibrium is now defined.

DEFINITION C.2
The Undercut-Proof equilibrium (UPE) is the pair of prices (pY, p%)
satisfying:

(a) For given p% and q¢%, firm A chooses the highest price pY subject to

75 =pBas = (pa — 6)(na + ns).

(b) For given pY§ and ¢Y, firm B chooses the highest price p¥, subject to

74 =944 = (p5 — 6)(na + ).

(c) The distribution of consumers between the firms is determined in (C.2).

The first part states that, in an Undercut-Proof equilibrium, firm A sets
the highest price it can while preventing firm B from undercutting p§
and grabbing firm A’s customers. More precisely, firm A sets p§ as high
as possible without causing B’s equilibrium profit level to be smaller
than B’s profit level when it undercuts by setting pp < p4 — §, and
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selling to g = ma + np customers. The above two inequalities therefore
hold as equalities which can be solved for the equilibrium prices

(na+nB)(na+2np)d
(na)? +nans + (nB)?

>0 (C.3)

Pa

and
(na +n18)(2na + nB)d
(n4)? +nans + (15)?
First note that by setting p; < §, each firm can secure a strictly
positive market share without being undercut. Hence, in an Undercut-
Proof equilibrium both firms maintain a strictly positive market share.
Substituting (C.3) into (C.2), we have that ¢4 = na and ¢¥% = np.
Figure C.1 illustrates how the Undercut-Proof equilibrium is deter-
mined. Figure C.1’s left panel, shows how firm A is constrained in

> 0.

p% =

na+n
rp = 4B (A -0

natn .
I %(PB -8

ba pa pA

B undercuts,

A does not

B undercuts p 4
undercut

I

B does not undercut none E A undercuts
A undercuts ppg .

;PB ‘pB ' ‘PB
P

Figure C.1: Undercut-Proof equilibrium.

setting p4 so that firm B cannot benefit from undercutting pY. Fig-
ure C.1’s middle panel shows how firm B is constrained in setting pp so
that firm A would not benefit from undercutting p%. Figure C.1’s right
panel displays the region where neither firm finds it profitable to un-
dercut its rival; the Undercut-Proof equilibrium prices maximize profits
on this region. It should be emphasized that the curves drawn in Fig-
ure C.1 are not best response (reaction) functions (see Definition A.5 on
page 295), but simply divide the regions into prices that make under-
cutting profitable or unprofitable for each firm.

C.4 Four Important Properties of the UPE

We now conclude this example with characterizations of the Undercut-
Proof equilibrium prices. First, from (C.3), prices rise with distaste
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(transportation) costs and monotonically decline to zero as distaste costs
approach zero, reflecting a situation in which the products become ho-
mogeneous.

Second,

[(n4)? — (nB)?] 0
na)? +nans + (n)?

Hence, ApY > 0 if and only if na > 7mp. Thus, in an Undercut-
Proof equilibrium, the store selling to the larger number of consumers
charges a lower price. This result is commonly observed in retailing,
where discount stores sell to larger numbers of consumers (e.g., WalMart
and Kmart). Note that this result is not obtained in the conventional
Hotelling linear-city location model which predicts that the store with
the higher market share sells at a higher price.
Third,

ApY =pfh —pY = ( <. (C.4)

AgU & U U

(na+n8)*(ns —na)d
= mp — 74 =PBNB — Pana = (

(na)? +nans + (nB)?

Hence, A7V > 0 if and only if np > n4. That is, in an Undercut-Proof
equilibrium, the firm selling to a larger number of consumers makes a
higher profit despite selling at a lower price.

Fourth, under a symmetric distribution of consumers (n4 = 7p), the
equilibrium prices are given by p% = p% = 2. That is, each firm can
mark up its price to twice the level of the distaste (transportation) cost
without being undercut.

C.5)

C.5 Exercises

1. In this exercise we introduce production cost into the model. Suppose
that na = np = n (i.e., there is an equal number of consumers oriented
toward each store). The cost of producing one unit by store A is ca and
by store B is c¢g, where 0 < c4 < c¢p (that is, store A is more efficient).
Assuming that cg — ca < § answer the following questions.

(a) Calculate the UPE prices as functions of 1, ca, and c¢p.

(b) Infer which store charges a higher price, and whether the difference
in prices increases or decreases with 7, ca, and c¢p. Explain your
findings.

2. Your are given the following pieces of information: (a) The price charged
by store B is pgp = 12, (b) store A has 5 customers, (c) store B has
10 customers, and (d) there are no production costs and prices are
determined by an UPE.

Calculate the transportation cost parameter, §, associated with
traveling between store A and store B; and calculate the price charged
by store A.
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