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Preface 

The clinical laboratory has long functioned as a dynamic environment in which new 
technologies constantly challenge us by their implementation in new diagnostic tests. 
With the goal of providing the most sensitive and specific tests for monitoring disease, 
the clinical laboratory is now challenged by yet another technological advancement, 
that occasioned by the development and applications of molecular biology to the analy­
sis of nucleic acids. It is already clear that this will have a most significant impact on 
the clinical laboratory with respect to the sensitivity/specificity of tests as well as their 
broad application to all areas of laboratory medicine. The information provided by 
molecular diagnostic testing will change the way laboratory medicine is practiced in an 
unprecedented manner. 

The success of this molecular diagnostic approach in a clinical setting is highly de­
pendent on the training of well-qualified technologists, residents, and clinicians alike, 
who will not only have to perform these tests and interpret their results, but also under­
stand the limitations of both the technology and the results. We address these issues in 
chapters specifically dealing with each technique, and in subsequent chapters include 
applications to the diagnosis of various forms of disease. This book is intended for use 
by medical technologists, residents, fellows, and clinicians of all medical disciplines 
who will be affected by one or more applications of this technology to any given sub­
specialty. 

It has been a mere ten years since this technology shifted from the research arena to 
the clinical arena. In part because of the success of the Human Genome Project, both 
the technology and its applications are being introduced to the medical community at 
record-setting speeds. Our goal is to present this revolutionary technology to these 
trainees in a concise yet understandable fashion and include examples of its applica­
tions to the various divisions oflaboratory medicine as an indicator of what the future 
of diagnostic medicine will be. 

v 

William B. Coleman 
Gregory J. Tsongalis 
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Part I 
Basic Molecular Biology 



1. INTRODUCTION 

1 
A Historical Perspective 

on the Clinical Diagnostic Laboratory 

Robert E. Moore 

As the clinical diagnostic laboratory prepares to enter the 21st century, it is interest­
ing to reflect on past scientific and social events that have influenced the current status 
of the laboratory, and anticipate future problems and opportunities. It would be a mis­
take to suggest that all the significant medical and social events that had an impact on 
the present laboratory function can be discussed or evaluated in a short introductory 
chapter. It is also possible to mistakenly attribute more influence to some events than 
they deserve simply because they are being interpreted with a 20th century bias. How­
ever, some threads of commonality have influenced the evolution of diagnostic labora­
tories from earliest times. It is the objective of this chapter to highlight events that, in 
my opinion, have shaped how and/or why clinical laboratories have arrived at their 
present position in the practice of medicine. 

A history of diagnostic testing can be started by reviewing the evolution of diagnos­
tic tests from isolated procedures to organized diagnostic laboratory testing. Origi­
nally, laboratory tests were performed at the side of the patient with small, simple 
equipment, rapid evaluation of the result, and a diagnostic opinion rendered. Test 
choice, performance, and interpretation were all left to the individual practitioner. There 
was no professional support staff to assist at any point in the process. Little exchange 
took place between practitioners, because the individual's success was directly related 
to which procedures were done and the manner in which they were done. A premium 
was paid for showmanship as well as successful treatments. 

The modem laboratory is a physical place, either standing alone or as a component 
of a health care institution, with numerous pieces of complicated capital equipment, 
where hundreds and sometimes thousands of specimens per day are processed for doz­
ens of tests. Usually the laboratory accepts a teaching and a research responsibility to 
accompany this patient service obligation. Today's laboratories are staffed by profes­
sionals trained in several subspecialities, who are available for consultation in all 
aspects of diagnostic testing. This structure underlines the current complexity and 
sophistication of the modem laboratory operation. There are a myriad of professional 
organizations, meetings, and publications that have developed to make information 

From: Molecular Diagnostics: For the Clinical Laboratorian 
Edited by: W. B. Coleman and G. J. Tsongalis Humana Press Inc., Totowa, NJ 

3 



4 Moore 

exchange convenient and efficient. This exchange is also necessary to ensure a single 
level of care. The system that supports showmanship and theatrics has been replaced 
by one that only tolerates accepted medical practice. 

Today's laboratory is in a state of flux, faced with issues of near-patient testing, 
outreach programs, utilization, extensive regulation, and stringent fiscal controls. The 
first three of these issues are reminiscent of the early beginnings of diagnostic testing. 
The laboratory organization has replaced the individual practitioner, but testing is 
moving back toward the patient in the form of near patient testing or outreach pro­
grams. In the past, a few individuals spoke about appropriate use of diagnostic testing, 
whereas today committees and organizations are dedicated to the control of laboratory 
utilization--an ontogeny recapitulating phylogeny phenomenon. A review of history 
gives some insight into relationships and similarities of past activity with current prac­
tice. What are perceived as new problems and opportunities can be traced to antiquity. 

The development of the modem laboratory required several conditions to be met at 
appropriate times in history. Obviously, technology was and is the primary force behind 
advances in medicine. This has been both a blessing and a curse. It is a blessing because 
the understanding and treatment of disease require sophisticated tools that only techno­
logical advances can produce. It can be a curse because there is a direct relationship 
between sophistication and health care cost. Other social issues dealing with availabil­
ity and ethics assume a much greater importance than in the past. Angiography, CAT 
scans, organ transplantation, and DNA analysis are just a few of the expensive but 
valuable technologies available to the modem physician. Such questions as when are 
they used, to whom are they available, and what is done with the result, are dilemmas 
of the 20th-century laboratory. 

Another result of this technology is that it removes a large number of tests and pro­
cedures from the primary physician. The expertise required to perform these and other 
procedures combined with the significant cost of the equipment precludes the primary 
physician from being the laboratorian. 

A second condition that had to be met was logistics. Laboratory testing had to be 
convenient. All the concerns of collection, preservation, testing, and reporting had to 
be easy and fast for both patient and physician. A practical consequence of this was the 
proliferation of laboratories with increased resources to deliver the service. In the 
beginning, these resources were human and consisted of having specimens transported 
to the primary laboratory site. This later became multiple collection sites, courier 
services, mechanical processing, and electronic reporting. 

These logistical issues lead directly to a third condition for laboratory develop­
ment: economics. There are two components to economic considerations. First, the 
laboratory service has to be an economically viable option for the ordering physi­
cian. The service must be delivered in such a way that the physician does not experi­
ence any cost or significant loss of income from referring tests to a diagnostic 
laboratory. Second, there must be a mechanism to support the cost of laboratory test­
ing. This latter problem was solved, for a short time, by the third-party reimburse­
ment system. As one of the social reform programs of the 20th century, the 
widespread availability of insurance made the cost of health services invisible to the 
patient. Without proper controls, the effect of this reimbursement system was to 
encourage the proliferation of technology and make service accessible to large 
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segments of the population. The incentive was for every testing center to have all the 
best technology and make it available to everyone. 

This chapter will highlight some historical events and practices that demonstrate 
how this evolution took place. The events outlined here are not absolute in defining the 
practice of laboratory medicine, but suggest how concepts could evolve and develop 
into the practice of diagnostic laboratory testing as it exists today. 

2. EARLIEST MEDICINE 

Long before there were laboratories there were accepted practices for patient evalu­
ation. Early health care providers (not all were physicians) attempted to determine the 
health status of the person under evaluation by any means possible. The diagnosis and 
the prescribed treatment were not always an accurate or scientifically based pronounce­
ment. It was a process that was motivated by a combination of altruism, vanity, greed, 
scientific thought, and philosophical and religious edict. This is not meant to imply that 
all was quackery and incantation. The procedures that had medical value are the ones 
that laid the foundation for legitimizing diagnostic medicine along with its subsequent 
support functions, one of which is the clinical diagnostic laboratory. 

One major obstacle that physicians faced in ancient times was that it was illegal to 
practice invasive procedures. The patient could be observed and touched, but the only 
specimens that could be taken were those that naturally passed from the body. As a 
result of these limitations, urine has been the sample with the longest history of evalu­
ation. There is some evidence that the Sumerians and Babylonians used urine for diag­
nosis as early as 4000 BCE (1). The diagnosis of pregnancy was probably made by 
ancient Egyptians using the urine of the woman to germinate seeds (1). Hindu medi­
cine describes the sweet taste of urine and that black ants are attracted to this urine ifit 
is poured on the ground (1). Hippocrates (460-355 BCE) described the characteristics 
and colors of urine from his patients, and mentioned bubbles being present in urine 
from patients with long-standing kidney disease (1-3). Over the next 600 years, the 
study of urine was advanced very little. Galen (129-200 AD) wrote and taught that 
urine was a filtrate of blood, and as such, could indicate the type and location of 
illnesses (1). The teachings of these two men were the information base for urinalysis, 
or uroscopy, as it was called, for the next 9-10 centuries. 

During this time, approx 800 AD, the first treatise on urine was written by Theophilus 
Protospatharius; in it is mentioned the first chemical test done on urine. The urine from 
patients with kidney disease was heated over a candle flame and became cloudy (1). 
Other physicians repeated the process, some substituting acid for heat, and although it 
took centuries before the precipitating substance was identified as protein, the associa­
tion with disease had been recognized (3). 

Other observations were made concerning the quality of the urine sample. The differ­
ences between morning and afternoon urine samples and factors like age, food, and 
medicaments exerted effects on the composition of urine. These were noted as early as the 
10th century by A vacinna (1). It was realized as early as the 11 th century that the first 
voided specimen in the morning was the best urine specimen for analysis, and that 
when 24-h urine collections were required, they should be protected from light and heat (1). 

Urinalysis continued to be such a focus of study that Gilles de Corbeil developed a 
glass vessel (called a matula), shaped like a urinary bladder, specifically for the exami-
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nation of urine. The concept was that the urine sediments and discoloration would 
occur in the vessel at a place that corresponded to the site of pathology in the body. 
These early urine vessels were among the first pieces of laboratory equipment and 
were so common and identifiable that they were one of the predecessors to the caduceus 
as the symbol of medicine. 

Other tests and procedures were added to urinalysis and various aides were devel­
oped to make the process easier. One device of this type was the urine wheel. This 
wheel was the original color chart similar in purpose to those that accompany most 
modern dipstick packages. Along with matching the urine color on the wheel, there 
was an interpretive text included to assist in making a diagnosis (3). 

Uroscopy soon took on a life of its own. Samples were sent to physicians without 
any explanation of the patient's complaint, and it was expected the physician would 
return a diagnosis and therapy (3). Expectedly, uroscopy was ripe for abuse, and assur­
edly this happened. The prominence of the practitioner was enhanced if he was per­
ceived as being able to do more than other uroscopists. Consequently, claims were 
made concerning the interpretive powers of the analyst that far exceeded the limits of 
observation. It was during this period, when there was an opportunity to make a hand­
some income from urine analysis, that Joannes Actuarius began to write about the limi­
tations of urine examination. He was one of the first to caution that urine examination, 
independent of how well it was done, could not be used to the exclusion of all other 
clinical findings (3). 

It should not be inferred that uroscopy was always a questionable effort. Proteinuria, 
although protein as such had not been identified, nephritis, type I diabetes, hematuria, 
infection, concentration, and limited assessment of liver disease were all recognized 
through urinalysis. In most cases it took centuries to identify the specific component in 
urine and its association with a disease. Nevertheless, urine testing was a valuable 
diagnostic tool (3). 

These early attempts to diagnose disease through the study of the only practical 
body fluid available gives some insight into the development of laboratory medicine. 
First, the progression from pure observation to the use of some elementary aids and 
procedures suggests that the seed of intellectual curiosity was germinating. If simple 
observation was useful, then employing procedures to define components was better. 
Second, equipment was being generated for a specific medical application. The equip­
ment was primarily small and portable, but with such procedures as distillation, pre­
cipitation, and evaporation, the need for a place to do this work was becoming an issue. 
A permanent site or address for the practitioner to do laboratory work enabled patients 
to "send" their urine for analysis (an early precursor to the outpatient laboratory). Third, 
since uroscopy was becoming a routine practice, some members of the legitimate medi­
cal community were discussing the appropriate use of these procedures. This may be 
the first suggestion of test utilization in history. 

3. THE TRANSITION 

Progress requires an advance in technology or the appearance of a gifted individual. 
Science and technology had advanced to a point where a breakthrough on some other 
front was required. Two historic events that meet this requirement are the invention of 
movable type by Johann Gutenberg in the 15th century and the Reformation. Moveable 
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type and the printing press had the potential to make information available to large 
numbers of scholars. Experiments and data could be corroborated by other profes­
sionals, and foundless claims could become less common. Education, in all its forms, 
would be a benefactor. Education needs an appropriate environment. The Reforma­
tion provided that environment. The individual was acquiring more freedom in life, 
and the old way or restricted and regimented thought was passing. In this time of 
change, there were individuals ofthe proper education and personality to take advantage 
of the situation. 

Andreas Vesalius, who is credited as the founder of modern anatomy, was such an 
individual. He was the first to do extensive dissections and accurately document the 
anatomical information in text and illustration (4). The importance of this lies in the transi­
tion from animal to human dissections. Accurate anatomical data would become avail­
able and true progress in the other anatomical sciences, histology and zoology, could 
take place (4). Another individual of this type was Giovanni Battista Morgagni, a suc­
cessor to Vesalius, who combined anatomic dissection with clinical history to describe 
pathologic anatomy (4). This is arguably the beginning of modern pathology. 

It was during the 17th century that the science of laboratory medicine began to 
acquire the characteristics that are easily recognized today. Laboratories were being 
established in homes in which research and development were being conducted (4). 
The results of this cottage industry were the development of equipment for laboratory 
and diagnostic use. Thermometers and hydrometers were two such pieces of equip­
ment. (4). Although the thermometer was described by Galileo in the late 1500s, it was 
not used for patient evaluation until the 17th century. The arguments waged concern­
ing which fluid was the best indicator of change and the best way to calibrate the 
instrument (4). Given these and other practical problems, some physicians were quick 
to realize that a quantitative measure of body temperature was an improvement over 
using one's hand. For other physicians, the problems with obtaining and using the 
thermometer were too great. After this brief flurry of activity, the thermometer returned 
to a quiescent state until the 1800s. By the 1800s, many of the original problems had 
been either resolved or minimized, so it became a more practical matter to measure 
temperature. Articles appeared regarding the value of temperature in diagnosis and 
prognosis in major medical journals (5). 

The hydrometer had relatively little difficulty in its acceptance. The instruments 
were made small and reliable, so they could be taken on home visits to the sick. Specific 
gravity was one of the well-entrenched measurements of uroscopy. A reliable and simple 
instrument catered to the needs of the common practitioner. Urinalysis was still king. 

The home lab contributed to the refinement of equipment and methods. It should be 
remembered that alchemy was slowly giving way to organic chemistry, which was 
defined as the chemistry ofliving organisms (6). It was not until the synthesis of urea in 
1828 that organic chemistry became the chemistry of carbon compounds. Conse­
quently, the efforts of the more inquisitive chemist-physicians turned to chemical pro­
cedures on body fluids (6). Paracelsus and later Willis, suggested chemical analysis of 
urine (6). To separate the fluid into its component parts was thought to yield better 
diagnostic or prognostic information (6). True to history, a new hypothesis always has 
its detractors. Perseverance by the investigators and positive, predictable results from 
the applications generated broader acceptance. 
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It was an extension of this philosophy of active investigation instead of passive 
observation that led Robert Boyle to analyze blood. He had done chemical analysis 
on urine and continued this approach on human blood (6,7). Boyle had the disad­
vantage of not being a physician and so did not have the opportunity to analyze the 
blood of sick patients (7). He did have the insight to propose that knowing the 
results of his chemical analysis on healthy people, the evaluation of the sick would 
be made easier (7). Robert Boyle was obviously an early proponent of normal ref­
erence intervals. This concept was carried further by the French physician Raymond 
Vieussens, who chemically analyzed the blood of large numbers of people of all 
descriptions (7). Normals, abnormals, men, women, and those of different 
temperments were included in his study. These studies of defined populations were 
exceptional in their time. 

Diagnostic testing had achieved a credibility that made it acceptable to perform 
chemical analysis on blood and urine and use the information in a diagnostic workup. 
Laboratories were beginning to grow in number and they were developing techniques 
that could be applied to medicine. Laboratory skills were gaining respectability along 
with laboratory testing and laboratory data. 

4. EARLY MODERN MEDICINE 

Chemistry as a science was developing rapidly in the 18th and early 19th centu­
ries. Diabetes was the subject of intensive investigation by the medical chemists. 
Physicians like John Rollo and William Cruikshank demonstrated the presence or 
absence of sugar in the urine of diabetics, depending on the state of the patient's 
disease (7). They were proponents of being able to monitor a patient's status by know­
ing if there was sugar in the patient's urine (7). The conventional wisdom of the time 
was that most of the practicing physicians were not sophisticated enough to do this 
type of analysis routinely (7). However, the concept of monitoring through repeated 
testing was being considered. 

In 1827, Richard Bright published his Reports of Medical Cases, in which he 
described albumin in the urine of patients with dropsy, which is the collection of serous 
fluid in body cavities or cellular tissue. Bright was aware of the anatomical lesions that 
were associated with this condition, and made the link between chemical findings and 
anatomic findings (7,8). This condition was later referred to as Bright's disease in honor 
of the association made by Bright (8). This undoubtedly gave considerable credence to 
the analysis of specimens to diagnose disease. The test was simple. Just heat the 
urine and observe the white precipitate that formed. The presence of kidney dis­
ease could be predicted by the outcome of the test. The test was not perfect, and as 
more people performed the test conflicting results were obtained. Some "albuminous" 
material did not precipitate unless chemicals were added, and some normal people had 
precipitates in their urine (7). 

These and other arguments were responsible for the slow acceptance of Bright's 
albumin procedure and its use in diagnostic medicine. However, the principle of labo­
ratory testing and the additional insight that it gave the physician was developing 
slowly. Progress was on the front side ofa geometric curve, and by the end of the first 
half of the 19th century greater utilization and faster development of laboratory diag­
nostic medicine would be commonplace. 
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A major driving force for this increased activity was the work of Gabrial Andral. 
Recognizing the value of chemical analysis of body fluids, he argued effectively for 
increased research by the medical community (6,7). He was a believer in chemical and 
microscopic examination of the liquid as well as the solid components of the body 
(6,7). His work, Pathological Hematology, examined blood chemically, micro­
scopically, and visually in both the healthy and diseased populations (6). He measured 
or calculated the major components of blood and was able to demonstrate a decreased 
red cell mass in anemia and a decreased blood albumin in albuminuria (6). The success 
of Andral' s work coupled with his enthusiasm led other workers to pursue similar 
investigations. The studies of sugar in the blood of diabetics and uric acid in the blood 
of those who suffered from gout are prime ,examples of this effort (7). 

The hematology specialties were benefiting from Andral' s work. The invention of 
counting chambers for red cell quantitation and their use in diagnosing anemia were 
discussed in medical publications (7). All the work in chemical analysis of fluids and 
the microscopic analysis of blood was facilitated because bloodletting was still an 
acceptable form of therapy. This was a catch 22 situation. As more information was 
gained about diseases like anemia through these new methodologies, it became appar­
ent that bloodletting was not appropriate therapy, and this inexhaustible source of study 
material would become less available. 

The last half of the 19th century was a prolific time for the development of labora­
tory methods. So many methods began to appear that the practicing physician had dif­
ficulty in choosing which assays were reliable and which were not (7). Time and 
equipment were also becoming impediments to the routine use of these new tests. 
Physicians complained that the time required to conduct these analyses and the exper­
tise involved in their performance exceeded their capabilities (7). The problem would 
get worse before it ever got better. Chemistry was becoming a tool to be used by all the 
medical disciplines. Paul Ehrlich used chemical dyes to test urine in the diagnosis of 
typhoid fever and aniline dyes to distinguish different types of leukocytes (7,8). The 
study of gastric disturbances was accomplished by chemical analysis of stomach con­
tents removed by gastric tubes (7). 

The medical literature was replete with discussions of new methods and of the fail­
ures and shortcomings of older ones. If technological advances were the only require­
ment for legitimacy, then laboratory medicine was an established discipline. However, 
true acceptance can only be established through academic credentials. Throughout the 
19th century, there was a parallel development of the academic and political status of 
diagnostic laboratories. Initially, medical schools did not have the status of universi­
ties, and it was well into the 19th century before they became equivalent to colleges 
(9). Around the same time, medical chemistry was being split from chemistry, which 
was now general or organic chemistry (9). The latter subjects were considered to be 
more pure science and, therefore, more prestigious. The result was that physiological 
chemistry was the domain of physiology, with no academic standing of its own (9). 
There were notable exceptions, one being the University ofTiibingen, at which the first 
chair of physiological chemistry was established in 1845 (9). The first chairman was 
Julius Schlossberger, who was responsible for all the chemistry teaching in the medical 
facility (9). He was followed by Felix Hoppe-Seyler, under whom the chair was trans­
ferred to the philosophical faculty (9). The chair survived until the 20th century prima-
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rily because of the stature of the chairmen, all of whom were both organic and physi­
ologic chemists (9). Similar academic structures were not as successful at other univer­
sities. It was not until the position was established in the medical schools of the United 
States that physiological chemistry became secure. 

The first laboratory of physiological chemistry in the United States was established 
in 1874 at the Sheffield Scientific School of Yale University under the direction of 
Russell H. Chittenden (10). This was rapidly followed by similar laboratories being 
established at other major universities. Faculty were expected to teach and conduct . 
research, and professional positions were awarded on the academic credentials of the 
applicant (J 0). These facilities were a permanent part of universities and, later, medical 
schools. The premedical and medical training of physicians included laboratory train­
ing in the biological and chemical sciences. 

Another development in the late l800s was the appearance of hospitals in the United 
States. By midcentury, these hospitals were designing laboratory space for purposes of 
urinalysis (8). Resources were being made available for laboratory work, of which the 
overwhelming volume was urinalysis (8). There is some indication that urinalysis was 
routine in at least one prestigious Eastern hospital (8). At the end of the century, the 
hospital laboratory had been joined by the ward laboratory (7), a smaller and less 
extensive version of the main laboratory. The rationale was that a small lab space near 
patients would reduce the length of time required to obtain results, and could be staffed 
by physicians and house staff. In practice, these two types of laboratories grew, each 
requiring more resources to keep them operational. 

Two physicians added considerable credence to the concept of a professionally 
staffed, hospital based laboratory. Otto Folin, at a lecture in 1908, proposed that labo­
ratories should be hospital based and staffed by professional physiological chemists 
(J 1). William Osler judged the value of the laboratory to be indispensable to the clinical 
physician. When physicians as influential and respected as these were become propo­
nents of laboratory testing, the position of the laboratory was permanently secured (7). 

With the continued acceptance of the laboratory, and hospitals considering them to 
be integral to their service, a subtle change began to take place. Once the lab became 
established, work was generated. A review of several hospital's records at the begin­
ning of the 20th century indicates that urine testing was being done on most patients 
even if there were no indications for such a test (8). These urine tests were being refined 
by investigators that now had positions in the laboratory. New tests were being 
added for blood and other body fluids. Many of the famous names associated with 
clinical laboratory medicine, such as Folin, Benedict, Garrod, Koch, Van Slyke, and 
Ehrlich, among others came from this era. This was a very productive time for research 
and development; many of these findings were being transferred to the diagnostic ser­
vice laboratory. 

Urine and diabetes have been studied for centuries in the hope of providing better 
care. There are records at the Pennsylvania Hospital that urine sugar measurements 
were used to monitor the therapy for a diabetic woman (8). The end point was a nega­
tive urine sugar finding, so urine was analyzed every day. This was one of the first 
records of using lab tests to monitor treatment. After insulin was discovered, it became 
more important to monitor sugar owing to the difficulty in controlling insulin therapy. 
Insulin preparations were of different purities, and external factors, such as exercise 
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and diet, made insulin dosing very difficult. Blood sugar analysis was possible, but 
difficult, and so it became routine to do regular urine sugar measurements (8). 

Methods continued to be developed and clinical applications were tested. Each test 
or procedure found its way into the service offerings of the clinical lab. It was apparent 
that at least two problems were continuing to plague the lab. First, the volume of work 
was increasing and projections indicated that the trend would continue. Second, labo­
ratory tests were difficult and tedious to do, and as a result showed significant variabil­
ity because of imprecision. A partial solution to these issues came from Leonard 
Skeggs. His design of a continuous-flow analyzer was the first practical unit for the 
laboratory (12). These first designs were essentially mechanical duplicators of hand 
procedures, but enabled the lab to increase throughput and improve the precision of the 
analysis. Automation for laboratory testing has undergone several generations of 
change. These instruments are now found in all sections of the laboratory and encom­
pass a wide spectrum of methodologies. 

5. THE NEW ERA 

As the end of the 20th century approaches, the clinical diagnostic laboratory is 
entering into a new phase. Biotechnology, in all its forms, is the fastest-growing disci­
pline in the modern clinical laboratory. From the original experiments of Gregor 
Mendel in 1865 describing hybridization of plants to the Human Genome Project, 
molecular biology is presenting the laboratory professional with new challenges. As in 
the past, the volume of research work being done is translating to a growing list of 
diagnostic tests for the service laboratory. 

Molecular biology has developed, more than any other science, by the cooperative 
effort of many diverse disciplines. Mendel described the hereditary units as algebraic 
units and presented more of a mathematical discussion of heredity than a biological 
one (13). Subsequent contributions have come from all the sciences. The isolation of 
protein-free nucleic acid by Richard Altman and the experiments to convert nonvirulent 
to virulent bacteria by Fred Griffith in 1923 and Oswald Avery in 1940 are significant 
developmental landmarks (14). The application of the principles of theoretical chemis­
try by Max Delbruck and Erwin SchrMinger allowed others to proceed using the prin­
ciples of physical science (13). James Watson and Francis Crick elucidated the 
mathematically satisfying structure of DNA (15). There were many investigators 
who have contributed to the underlying science of the laboratory procedures for 
molecular biology. 

For the first time in the history of the diagnostic laboratory, molecular biology is 
extending the range of information available. Until this time, the laboratory had been 
descriptive in nature. It could measure events that were currently going on by evaluat­
ing the chemistry or hematology or anatomical pathology. Molecular biology allows 
the laboratory to be predictive in nature. Now statements can be made about events that 
may occur in the future. This is different from an elevated value for blood glucose 
when the diagnosis of diabetes can be made. This new technology returns results that 
give an indication that the patient may be at risk for the disease. Ethical considerations 
and genetic counseling have become an inseparable part of the laboratory procedure. 
Preventive medicine will benefit from the new technology. In cases of a family history 
that suggests high risk for a particular disease, a lab test may indicate that there is no 
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risk to a specific family member. Ifthere is a significant risk, then medical care may be 
able to intervene at a much earlier stage. This has significant financial benefits for 
those that have to control the costs of health care. 

6. OTHER FACTORS 

As has been discussed, the laboratory has developed through a series of advances 
and setbacks. Until recently, the volume of testing has gone up dramatically every year 
in excess of what is predicted for diagnostic purposes. One contributing factor may be 
that in the mid-20th century, health insurance became available to a large portion of 
the working population. Under this type of program, medical care was delivered with 
little concern about the cost. These costs were passed along to the insurance company, 
who paid the charges. This put the laboratory in a revenue-generating position, and 
more tests translated to more income. There was no incentive to control costs; in fact, 
there was an incentive to do more tests, hire more staff, and buy more equipment. This 
led to a considerable growth in laboratory services, and although test costs were com­
ing down, the increased volume made the total cost higher. As the new technology 
matures, there may be a paradoxical financial shift. That is, the individual laboratory 
tests may currently be more expensive to perform than more traditional assays, but the 
benefit from earlier intervention and genetic counseling may reduce the long-term 
aggregate cost of health care. 

The subsequent chapters will outline a wide variety of diagnostic testing that is avail­
able along with the benefits and medical options that are available to the patient and the 
health care team. This is the technology that will carry laboratory diagnostic medicine 
into the 21 st century. 
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1. INTRODUCTION 

2 
An Overview of Nucleic Acid 

Chemistry, Structure, and Function 

The Foundations of Molecular Biology 

William B. Coleman 

Chemists and early biochemists determined the essential building blocks of living 
cells and characterized their chemical nature. Among these building blocks were 
nucleic acids, long-chain polymers composed of nucleotides. Nucleic acids were named 
based partly on their chemical properties and partly on the observation that they repre­
sented a major constituent of the cell nucleus. That nucleic acids form the chemical 
basis for the transmission of genetic traits was not realized until about 50 years ago (1). 
Prior to that time, there was considerable disagreement among scientists concerning 
whether genetic information was contained in and transmitted by proteins or nucleic 
acids. It was recognized that chromosomes contained deoxyribonucleic acid (DNA) as 
a primary constituent, but it was not known if this DNA carried genetic information or 
merely served as a scaffold for some undiscovered class of proteins that carried genetic 
information. However, the demonstration that genetic traits could be transmitted 
through DNA formed the basis for numerous investigations focused on elucidation of 
the nature of the genetic code. During the last half-century, numerous investigators 
have participated in the scientific revolution leading to modem molecular biology. Of 
particular significance were the elucidation of the structure of DNA (2.3), determina­
tion ofstructure/function relationships between DNA and RNA (4), and acquisition of 
basic insights into the processes of DNA replication, RNA transcription, and protein 
synthesis (5-7). Molecular pathology represents the application of the principles of 
basic molecular biology to the investigation of human disease processes. Our ever 
broadening insights into the molecular basis of disease processes continues to provide 
an opportunity for the clinical laboratory to develop and implement new and novel 
approaches for diagnostic and prognostic assessment of human disease. 

2. THE CENTRAL DOGMA OF MOLECULAR BIOLOGY 

Molecular biology has developed into a broad field of scientific pursuit and, at the 
same time, has come to represent a basic component of most other basic research 
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Fig. 1. The central dogma of molecular biology. 

sciences. This has come about through the rapid expansion of our insights into numer­
ous basic aspects of molecular biology and the development of an understanding of the 
fundamental interaction among the several major processes that comprise the larger 
field of investigation. A theory referred to as the "central dogma" describes the inter­
relationships among these major processes. The central dogma defines the paradigm of 
molecular biology that genetic information is perpetuated as sequences of nucleic acid, 
but that genes function by being expressed in the form of protein molecules (8). The 
flow of genetic information among DNA, RNA, and protein that is described by the 
central dogma is illustrated in Fig. 1. Individual DNA molecules serve as templates for 
either complementary DNA strands during the process of replication or complemen­
tary RNA molecules during the process of transcription. In tum, RNA molecules serve 
as templates for the ordering of amino acids by ribosomes during protein synthesis or 
translation. This simple representation of the complex interactions and interrelation­
ships among DNA, RNA, and protein was proposed and commonly accepted shortly 
after the discovery of the structure of DNA. Nonetheless, this paradigm still holds 
nearly 40 years later, and continues to represent a guiding principle for molecular 
biologists involved in all areas of basic biological, biomedical, and genetic research. 

3. CHEMICAL NATURE OF DNA 

DNA is a polymeric molecule that is composed of repeating nucleotide subunits. The order 
of nucleotide subunits contained in the linear sequence or primary structure of these polymers 
represents all of the genetic information carried by a cell. Each nucleotide is composed of: 
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A phosphate group; 
2. A pentose (5 carbon) sugar; and 
3. A cyclic nitrogen-containing compound called a base. 

In DNA, the sugar moiety is 2-deoxyribose. Eukaryotic DNA is composed of four 
different bases: adenine, guanine, thymine and cytosine. These bases are classified 
based on their chemical structure into two groups: adenine and guanine are double-ring 
structures termed purines, thymine, and cytosine are single-ring structures termed pyri­
midines (Fig. 2). Within the overall composition of DNA, the concentration of thymine 
is always equal to the concentration of adenine, and the concentration of cytosine is 
always equal to guanine (9,10). Thus, the total concentration of pyrimidines always 
equals the total concentration of purines. These monomeric units are linked together 
into the polymeric structure by 3',5'-phosphodiester bonds (Fig. 3). Natural DNAs display 
widely varying sizes depending on the source. Relative molecular weights range from 
1.6 x 106 Dalton for bacteriophage DNA to I x 1011 Dalton for a human chromosome. 

4. STRUCTURE OF DNA 

The structure of DNA is a double helix composed of two polynucleotide strands that 
are coiled about one another in a spiral (2,3). Each polynucleotide strand is held together 
by phosphodiester bonds linking adjacent deoxyribose moieties. The two polynucle­
otide strands are held together by a variety of noncovalent interactions, including lipo­
philic interactions between adjacent bases and hydrogen bonding between the bases on 
opposite strands. The sugar-phosphate backbones of the two complementary strands 
are antiparallel, that is, they possess opposite chemical polarity. As one moves along 
the DNA double helix in one direction, the phosphodiester bonds in one strand will be 
oriented 5'-3', whereas in the complementary strand, the phosphodiester bonds will be 
oriented 3'-5'. This configuration results in base pairs being stacked between the two 
chains perpendicular to the axis of the molecule. The base-pairing is always specific: 
Adenine is always paired to thymidine, and guanine is always paired to cytosine. This 
specificity results from the hydrogen bonding capacities of the bases themselves. 
Adenine and thymine form two hydrogen bonds, and guanine and cytosine form 
three hydrogen bonds. The specificity of molecular interactions within the DNA mol­
ecule allows one to predict the sequence of nucleotides in one polynucleotide strand if 
the sequence ofnucleotides in the complementary strand is known (11). Although the 
hydrogen bonds themselves are relatively weak, the number of hydrogen bonds within 
a DNA molecule results in a very stable molecule that would never spontaneously 
separate under physiological conditions. There are many possibilities for hydrogen 
bonding between pairs of heterocyclic bases. Most important are the hydrogen-bonded 
base pairs A:T and G:C that were proposed by Watson and Crick in their double-helix 
structure of DNA (2,11). However, other forms of base-pairing have been described. In 
addition, hydrophobic interactions between the stacked bases in the double helix lend 
additional stability to the DNA molecule. 

Three helical forms of DNA are recognized to exist: A, B, and Z (12). The B confor­
mation is the dominate form under physiological conditions. In B DNA, the base pairs 
are stacked 0.34 nm apart, with 10 bp/turn of the right-handed double helix and a diam­
eter of approx 2 nm. Like B DNA, the A conformer is also a right-handed helix. How­
ever, A DNA exhibits a larger diameter (2.6 nm), with 11 bases/turn of the helix, and 
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Fig. 3. The chemical structure of repeating nucleotide subunits in (A) DNA and (B) RNA. 
Each panel shows the sugar-phosphate backbone of a single polynucleotide strand of nucleic acid 
composed of four nucleotide subunits. The stippled area highlights a 3'_5' phosphodiester bond. 

the bases are stacked closer together in the helix (0.25 run apart). Careful examination 
of space-filling models of A and B DNA conformers reveals the presence of a major 
groove and a minor groove (12). These grooves (particularly the minor groove) contain 
many water molecules that interact favorably with the amino and keto groups of the 
bases. In these grooves, DNA binding proteins can interact with specific DNA 
sequences without disrupting the base-pairing of the molecule. In contrast to the A and 
B conformers of DNA, Z DNA is a left-handed helix. This form of DNA has been 
observed primarily in synthetic double-stranded oligonucleotides, especially those with 
purine and pyrimidines alternating in the polynucleotide strands. In addition, high salt 
concentrations are required for the maintenance of the Z DNA conformer. Z DNA pos­
sesses a minor groove, but no major groove, and the minor groove is sufficiently deep 
that it reaches the axis of the DNA helix. The natural occurrence and potential physi­
ological significance of Z DNA in living cells have been the subject of much specula­
tion. However, these issues with respect to Z DNA have not yet been fully resolved. 
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5. ORGANIZATION OF GENOMIC DNA 

The diploid genome of the typical human cell contains approx 7 x 109 base pairs of 
DNA that are subdivided into 23 chromosomes. A chromosome is defined as a single 
genetically specific DNA molecule to which are attached a large number of protein 
molecules that are involved in the maintenance of chromosome structure and regula­
tion of gene expression. The actual number of genes contained in the human genome is 
not known. However, it has been estimated that the human genome contains 30-
100,000 essential genes. Genomic DNA contains both "coding" and "noncoding" 
sequences. Noncoding sequences contain information that does not lead to the synthesis 
of an active RNA molecule or protein. This is not to suggest that noncoding DNA 
serves no function within the genome. On the contrary, noncoding DNA sequences 
have been suggested to function in DNA packaging, chromosome structure, chromatin 
organization within the nucleus, or in the regulation of gene expression (13,14). A 
portion of the noncoding sequences represent intervening sequences that split the 
coding regions of structural genes. However, the majority of non coding DNA falls into 
several families of repetitive DNA whose exact functions have not been entirely 
elucidated (l5j. 

Coding DNA sequences give rise to all of the transcribed RNAs of the cell, includ­
ing mRNA. The organization of transcribed structural genes consists of coding regions 
that are interrupted by intervening noncoding regions of DNA (Fig. 4). Thus, the pri­
mary RNA transcripts contain both coding and noncoding sequences. The noncoding 
sequences must be removed from the primary RNA transcript during processing to 
produce a functional mRNA molecule appropriate for translation. 

6. DNA FUNCTIONS 

DNA serves two important functions with respect to cellular homeostasis: the stor­
age of genetic information and the transmission of genetic information. In order to 
fulfill both of these functions, the DNA molecule must serve as a template. The cellular 
DNA provides the source of information for the synthesis of all the proteins in the cell. 
In this respect, DNA serves as a template for the synthesis of RNA. In cell division, 
DNA serves as the source of information inherited by progeny cells. In this case, DNA 
serves as a template for the faithful replication of the genetic information that is ulti­
mately passed into daughter cells. 

6.1. Transcription of RNA 

Contained within the linear nucleotide sequence of the cellular DNA is the infor­
mation necessary for the synthesis of all the protein constituents of a cell (Table 1). 
Transcription is the process in which mRNA is synthesized with a sequence comple­
mentary to the DNA of a gene to be expressed. The correct start- and end-points for 
transcription of a specific gene are identified in the DNA by a promoter sequence 
upstream of the gene and a termination signal downstream (Fig. 4). In the case of 
RNA transcription, only one strand of the DNA molecule serves as a template. This 
strand is referred to as the "sense" strand. Transcription of the sense strand ulti­
mately yields an mRNA molecule that encodes the proper amino acid sequence for a 
specific protein. 
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Fig. 4. Basic organization of a structural gene in DNA and biogenesis of mature mRNAs. 

Table 1 
The Universal Genetic Code 

First Second position Third 
position position 
(5 '-end) U C A G (3 '-end) 

U Phe Ser Tyr Cys U 
U Phe Ser Tyr Cys C 
U Leu Ser Stop Stop A 
U Leu Ser Stop Trp G 
C Leu Pro His Arg U 
C Leu Pro His Arg C 
C Leu Pro Gin Arg A 
C Leu Pro GIn Arg G 
A lIe Thr Asn Ser U 
A lIe Thr Asn Ser C 
A lIe Thr Lys Arg A 
A Met Thr Lys Arg G 
G Val Ala Asp Gly U 
G Val Ala Asp Gly C 
G Val Ala Glu Gly A 
G Val Ala Glu Gly G 
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6.2. Replication of DNA 

The double-stranded model of the structure of DNA strongly suggests that replica­
tion of the DNA can be achieved in a semiconservative manner (16). In semi­
conservative replication, each strand of the DNA helix serves as a template for the 
synthesis of complementary DNA strands. The result is the formation of two complete 
copies of the DNA molecule, each consisting of one strand derived from the parent 
DNA molecule and one newly synthesized complementary strand. The utilization of 
the DNA strands as the template for the synthesis of new DNA ensures the faithful 
reproduction of the genetic material for transmission into daughter cells (5). 

6.3. Genetic Recombination 

Genetic recombination represents one mechanism for the generation of genetic diversity 
through the exchange of genetic material between two homologous nucleotide sequences 
(17). Such an exchange of genetic material often results in alterations of the primary 
structure (nucleotide sequence) of a gene and, subsequently, alteration of the primary struc­
ture of the encoded protein product. In organisms that reproduce sexually, recombination is 
initiated by formation of a junction between similar nucleotide sequences carried on the 
same chromosome from the two different parents. The junction is able to move along the 
DNA helix through branch migration, resulting in an exchange of the DNA strands. 

6.4. DNA Repair 

Maintenance of the integrity of the informational content of the cellular DNA is 
absolutely required for cellular and organismal homeostasis. The cellular DNA is con­
tinuously subjected to structural damage through the action of endogenous or environ­
mental mutagens. In the absence of efficient repair mechanisms, stable mutations can 
be introduced into DNA during the process of replication at damaged sites within the 
DNA. Mammalian cells possess several distinct DNA repair mechanisms and path­
ways that serve to maintain DNA integrity, including enzymatic reversal repair, nucle­
otide excision repair, and postreplication repair (18,19). Several steps in the process of 
DNA repair are shared by these multiple pathways, including: 

1. Recognition of sites of damage; 
2. Removal of damaged nuc1eotides; and 
3. Restoration of the normal DNA sequence. 

Each of these steps in DNA repair are accomplished by specific proteins and 
enzymes. Surveillance of the cellular DNA is a continual process involving specific 
aspects of the transcription and replication machinery. However, in each case where 
the restoration of the normal DNA sequence is accomplished through the replacement 
of damaged nucleotides, the undamaged DNA strand serves as a template in the repair 
process. This ensures the faithful reproduction of the primary structure of the DNA at 
the damaged site. 

7. CHEMICAL NATURE OF RNA 

Like DNA, RNA is composed of repeating purine and pyrimidine nucleotide sub­
units. However, several distinctions can be made with respect to the chemical nature of 
RNA and DNA. Unlike the 2'-deoxyribose sugar moiety of DNA, the sugar moiety in 
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RNA is ribose. Like DNA, RNA usually contains adenine, guanine, and cytosine, but 
does not contain thymidine. In place of thymidine, RNA contains uracil. The concen­
trations of purines and pyrimidine bases do not necessarily equal one another in RNA 
because of the single-stranded nature of the molecule. The monomeric units of RNA 
are linked together by 3',5'-phosphodiester bonds analogous to those in DNA (Fig. 3). 
RNAs have molecular weights between 1 x 104 Dalton for tRNA and 1 x 107 Dalton 
for rRNA. 

8. STRUCTURE AND FUNCTION OF RNA 

RNA exists as a long, regular, unbranched polynucleotide strand. The informational 
content of the RNA molecule is contained in its primary structure or nucleotide 
sequence. In spite of the fact that RNA exists primarily as a single-stranded molecule, 
significant higher-order structures are often formed in individual RNA molecules. 
In some cases, this higher-order structure is related to the actual function of the mol­
ecule. Three major classes of RNA are found in eukaryotic organisms: messenger RNA 
(or mRNA), transfer RNA (or tRNA), and ribosomal RNA (or rRNA). Each class dif­
fers from the others in the size, function, and general stability of the RNA molecules. 
Minor classes of RNA include heterogeneous nuclear RNA (or hnRNA), small nuclear 
RNA (or snRNA), and small cytoplasmic RNA (or scRNA). 

8.1. Structure and Function of mRNA 

The ability of DNA to serve directly as a template for the synthesis of protein is 
precluded by the observations that protein synthesis takes place in the cytoplasm, 
whereas almost all of the cellular DNA resides in the nucleus. Thus, genetic informa­
tion contained in the DNA must be transferred to an intermediate molecule that is trans­
located into the cell cytoplasm, where it directs the ordering of amino acids in protein 
synthesis. RNA fulfills this role as the intermediate molecule for the transport and 
translation of genetic information. mRNA molecules represent transcripts of structural 
genes that encode all of the information necessary for the synthesis of a single-type 
polypeptide of protein. Thus, mRNAs serve two important functions with respect to 
protein synthesis: (1) mRNAs deliver genetic information to the cytoplasm where pro­
tein synthesis takes place, and (2) mRNAs serve as a template for translation by ribo­
somes during protein synthesis. 

Mammalian cells (among others) express "interrupted" genes, that is, genes whose 
coding sequences are not intact in the DNA, and that require a posttranscriptional 
modification prior to translation of protein products (Fig. 4). The majority of structural 
genes in the higher eukaryotic organisms are interrupted. The average gene contains 7-
10 exons, spread over 10--16 kb of DNA. The primary RNA transcript exhibits the 
same overall structure and organization as the structural gene, and is often referred to 
as the pre-mRNA. Removal of intronic sequences yields a mature mRNA that is con­
siderably smaller with an average size of 1-3 kb. The process of removing the intronic 
sequences is called RNA splicing (20). 

The primary products of RNA transcription in the nucleus compose a special class 
ofRNAs that are characterized by their large size and heterogeneity. These RNA mol­
ecules are referred to as hnRNA. hnRNAs contain both intronic and exonic sequences 
encoded in the template DNA of structural genes. These hnRNAs are processed in the 
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nucleus (21,22) to give mature mRNAs that are transported into the cytoplasm where 
they participate in protein synthesis. Nuclear processing of RN A involves: 

1. Chemical modification reactions (addition of the 5' CAP); 
2. Splicing reactions (removal ofintronic sequences); and 
3. Polyadenylation (addition of the 3' polyA tail). 

Additional processing of some specific mRNAs occurs in the cell cytoplasm, 
including RNA editing reactions (23). It has been suggested that some snRNAs func­
tion in the processing ofhnRNAs (24). Mature mRNAs are transported into the cyto­
plasm of the cell, where they participate in the translational processes of protein synthesis. 

In RNA splicing, intronic sequences are specifically removed from the primary RNA 
transcript and the remaining exonic sequences are rejoined into one molecule. There is 
no extensive homology or complementarity between the two ends of an intron preclud­
ing the general possibility that intronic sequences form extensive secondary structures 
(such as a hairpin loop) as a preliminary step in the splicing reaction. The splice junc­
tions represent short well-conserved consensus sequences. The generic intron contains 
a GT sequence at the 5'-boundary and an AG sequence at the 3'-boundary (Fig. 5). The 
5'- and 3'-splice junctions are often referred to as the splice donor and splice acceptor 
sites, respectively. Splice sites are generic in that they do not exhibit specificity for 
individual RNA precursors, and individual precursors do not convey specific informa­
tion that is required for splicing. In principle, any splice donor site can react with any 
splice acceptor site. However, under normal conditions these reactions are restricted to 
the donor and acceptor sites of the same intron. Analysis of molecular intermediates 
formed during the splicing of large precursor RNAs suggests that the introns are 
removed in a definitive pattern or through a preferred pathway that dictates the general 
order of intron removal. This suggestion may imply a mechanism in which the confor­
mation of precursor RNA molecules limits the accessibility of splice junctions, such 
that as specific introns are removed, the conformation of the molecule changes, and 
new splice sites become available. However, several other plausible mechanisms exists 
that could account for the observed patterns of splicing in RNAs that have been exam­
ined in detail (20-22). The RNA sequences that are required for successful splicing 
include (1) the 5'-splice donor and 3'-splice acceptor consensus sequences, and (2) a 
consensus sequence known as the branch site. The branch site is located approx 20-40 
bases upstream of the 3'-terminus of the intronic sequence, and conforms to the follow­
ing consensus sequence: Py-N-Py-Py-Pu-A-Py. The role of the branch site is to iden­
tify the nearest splice acceptor site for connection to the splice donor site. The first step 
in splicing involves a cleavage of the RNA molecule at the 5'-end of the intron. The 
resulting intron-exon molecule forms a structure known as a lariat, through the forma­
tion of a 5'-2' bond between the G-residue located at the 5'-end of the intron and the 
adenine residue of the branch site. The second step involves cleavage of the RNA 
molecule at the 3'-splice site This cleavage releases the intron in lariat form, which is 
subsequently degraded. 

The 5'-termini of all eukaryotic mRNAs are modified posttrascriptionally, through 
enzymatic reactions occurring in the nucleus and in the cytoplasm of the cell. Initially, 
a guanine residue is added to the 5'-terminus of primary mRNA transcripts through the 
action of an enzyme called guanylyl transferase. This reaction occurs in the nucleus 
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Fig. 5. Fundamental aspects of RNA splicing. 
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soon after the initiation of transcription. This guanine residue is linked to the first coded 
nucleoside triphosphate through a 5'-5' triphosphate linkage, rather than a 3'-5 ' 
phosphodiester bond. Thus, this guanine residue occurs in the structure of the mRNA 
in reverse orientation from all the other nucleotides. The modified 5'-terminus is 
referred to as a "CAP" and is the site of additional modification reactions involving the 
addition of methyl groups. These additional modifications are catalyzed by enzymes 
located in the cytoplasm of the cell. The first methylation occurs in all mRNAs and 
consists of the addition of a methyl group to the 7 position of the terminal guanine 
through the action of guanine-7-methyltransferase. Additional methylation reactions 
can occur involving the additional bases at the 5'-terminus of the mRNA transcript, and 
less frequently, internal methylation of bases within an mRNA molecule takes place. 

The poly(A) tail possessed by most eukaryotic mRNAs is not encoded in the DNA. 
Rather, it is added to the RNA in the nucleus after transcription of the structural gene is 
complete. The addition of the poly(A) tail is catalyzed by the enzyme poly(A) polymerase, 
which adds approx 200 adenosine residues to the free 3'-OH terminus of the primary RNA 
transcript. The precise function of the poly(A) tail is unknown, but has been speculated to 
be involved in mRNA stability or in control of mRNA utilization. Although the removal of 
the poly(A) tail does precede degradation of certain mRNAs, a systematic correlation 
between mRNA stability or survival and the length or presence of the poly(A) tail has not 
been established. Removal of the poly(A) tail can inhibit the initiation of translation in 
vitro, suggesting a potential role for this structure in the control of mRNA translation. How­
ever, it is not clear whether this effect is related to a direct influence of poly(A) structures on 
the initiation reaction or the result of some indirect cause. 
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Some other forms of posttranscriptional RNA processing occur with respect to a 
small subset of eukaryotic mRNAs. The process of RNA editing involves a posttran­
scriptional alteration of the informational content ofa specific mRNA (23). The editing 
of RNA is revealed when the linear sequence of the mRNA molecule differs from the 
coding sequence carried in the DNA. In mammalian cells, there are examples in which 
substitution of a single base occurs in the mRNA, resulting in an alteration of an amino 
acid in the final protein product. Since no known template source mediates the RNA 
editing reaction, the most likely mechanism for mRNA editing would involve a spe­
cific enzyme that can recognize the sequence or secondary structure of the specific 
target mRNA and catalyze the specific base substitution. However, there are examples 
of RNA editing in some lower eukaryotes that utilize "guide RNA," which directs the 
RNA editing reaction (25). The final result of RNA editing is the generation protein 
products representing more than one polypeptide sequence from a single coding gene. 
The different protein products may possess different biological activities, suggesting 
that RNA editing may represent a mechanism for controlling the functional expression 
of genes through a posttranscriptional process that does not impact the normal mecha­
nisms for controlling levels of gene expression. 

8.2. Structure and Function of Transfer RNA 

tRNAs are small molecules consisting of approx 75-80 nucleotides. Like mRNAs, 
tRNA is generated through nuclear processing of precursor RNA transcripts. The struc­
ture of the tRNA molecule reflects its function as an adapter between the mRNA and 
amino acids during protein synthesis. Specific tRNAs correspond to each of the amino 
acids utilized in protein synthesis in any particular cell type. Although the specific 
tRNAs differ from each other with respect to their actual nucleotide sequence, tRNAs 
as a class of RNA molecules share several common structural features. Each tRNA 
contains information in the primary structure or nucleotide sequence that dictates the 
higher-order structure of the molecule. The secondary structure of the tRNA resembles 
a cloverleaf (26). The folding of the cloverleaf structure is maintained through 
intrastrand sequence complementarity and base-pairing interactions between nucle­
otides. In addition, each tRNA contains an ACC sequence at the 3'-terminus and an 
anticodon loop (26). Amino acids are attached to their specific tRNA through an ester 
bond to the 3'-hydroxyl group of the terminal adenine ofthe ACC sequence. The anti­
codon loop recognizes the triplet codon of the template mRNA during the process of 
translation. With the exception of the codons encoding methionine and tryptophan, 
there are at least two possible co dons for each amino acid (Table I). Nonetheless, each 
amino acid has only one corresponding tRNA. Thus, the hydrogen bonding between 
nucleotides of the codon and anticodon often involve "wobble" pairing. This form of 
base-pairing allows mismatches in the third base of a codon triplet. In the overall struc­
ture-function relationship in tRNA, the nucleotide sequence of the anticodon loop dic­
tates which amino acid will be attached to the ACC sequence of the tRNA. 

tRNAs serve as adapters between the mRNA template and the amino acids of grow­
ing polypeptide chains during the process of protein translation (26), that is, the tRNA 
serves to ferry the appropriate amino acid into the active site of the ribosome, where it 
becomes incorporated into the growing polypeptide being synthesized. Amino acids 
are coupled to their specific tRNA through the action of enzymes called aminoacyl 
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tRNA synthetases. The specificity of the "charging" reaction is critical to the integrity 
of the translation process, since the incorporation of amino acids at the level of the 
ribosome depends wholly on the sequence of the anticodon portion of the tRNA mol­
ecule. The charged tRNA interacts with the mRNA through the transient hybridization 
of the codon and anticodon RNA sequences in the ribosome complex as it moves along 
the mRNA. The entry of the charged tRNA into the active site of the ribosome brings 
its associated amino acid into juxtaposition with the nascent polypeptide, facilitating 
the formation of a peptide bond. In this manner the tRNA provides a link between the 
genetic information contained in the mRNA and the linear sequence of amino acids 
represented in the resulting polypeptide product. 

8.3. Structure and Function of Ribosomal RNA 

The ribosome is a nucleoprotein that serves as the primary component of a cell's 
protein synthesis machinery. The ribosome is a complex structure consisting of two 
subunit particle types (60S and 40S). The overall composition of the fully assembled 
ribosome includes at least four distinct rRNA molecules and nearly 100 specific pro­
tein subunits. The major rRNAs in mammalian cells were named for their molecular 
size as determined by their sedimentation rates. Three of these rRNAs (5S, 5.8S, and 
28S) are components of 60S ribosomal particle. The smaller 40S ribosomal particle 
contains a single 18S rRNA. The 5.8S, I8S, and 28S rRNAs are the products of the 
processing of a single 45S precursor RNA molecule. The 5S rRNA is independently 
transcribed and processed. The rRNAs assemble with ribosomal protein subunits in the 
nucleus. The precise role of rRNA in the function of the ribosome is not completely 
understood (27). However, it is recognized that interactions between the rRNAs of the 
ribosomal subunits may be important in the overall structure of the functioning riboso­
mal particle. In addition, rRNA sequences can interact with ribosome binding 
sequences of mRNA during the initiation of translation. Likewise, it is likely that 
rRNAs bind to invariant tRNA sequences when these molecules enter the active site of 
the ribosome (27). 

8.4. Special RNA Structures 

Higher-order RNA structures exhibit hydrogen bonding between A:U and G:C base 
pairs. Several specific higher-order RNA structures have been recognized (Table 2) 
and characterized in detail (28). Hairpin loops consist of a double-stranded stem and a 
single-stranded loop that bridges one end of the stem. These structures are essential 
components of more complex RNA structures and probably serve as nucleation sites 
for RNA folding. Loops may also function as recognition sites for protein-RNA inter­
actions. Internal loops represent interruptions in double-stranded RNA caused by the 
presence of nucleotides on both strands that cannot participate in Watson-Crick base­
pairing. Several important functions are associated with internal loops, including pro­
tein binding sites and ribozyme cleavage sites. In many cases, internal loops have been 
shown to represent highly ordered structures maintained by the formation of non­
Watson-Crick base pairs. Bulges are structural motifs contained within double stranded 
RNA molecules with unpaired nucleotides on only one strand. RNA bulges contribute 
to the formation of more complex higher order RNA structures and can also serve as 
recognition sites for protein-RNA interaction. Nucleotide triples occur when single-
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stranded RNA sequences form hydrogen bonds with nucleotides that are already base­
paired. These interactions serve to stabilize three-dimensional RNA structures and to 
orient regions of RNA secondary structure in large RNA molecules. Pseudoknots are 
tertiary structural elements that result from base pairing between nucleotide sequences 
contained within a loop structure and sequences outside the loop structure. These are impor­
tant in RNA self-splicing, translational autoregulation, and ribosomal frameshifting. 

9. DNA DAMAGE, MOLECULAR MUTATIONS, 
AND THE CONSEQUENCES OF MUTATION 

DNA damage can result from spontaneous alteration of the DNA molecule or from 
the interaction of numerous chemical and physical agents with the structural DNA 
molecule (29). Spontaneous lesions can occur during normal cellular processes, such 
as DNA replication, DNA repair, or gene rearrangement (18), or through chemical 
alteration of the DNA molecule itself as a result of hydrolysis, oxidation, or methyla­
tion (30,31). In most cases, DNA lesions create nucleotide mismatches that lead to 
point mutations. Nucleotide mismatches can result from the formation of apurinic or 
apyrimidinic sites following depurination or depyrimidination reactions (31), nucle­
otide conversions involving deamination reactions (18), or in rare instances from the 
presence of a tautomeric form of an individual nucleotide in replicating DNA. 
Deamination reactions can result in the conversion of cytosine to uracil, adenine to 
hypoxanthine, and guanine to xanthine (18). However, the most common nucleotide 
deamination reaction involves methylated cytosines, which can replace cytosine in the 
linear sequence of a DNA molecule in the form of 5-methy1cytosine. The 5-methyl­
cytosine residues are always located next to guanine residues on the same chain, a 
motif referred to as a CpG island. The deamination of 5-methy1cytosine results in the 
fonnation of thymine. This particular deamination reaction accounts for a large per­
centage of spontaneous mutations in human disease (32-34). Interaction of DNA 
with physical agents, such as ionizing radiation, can lead to single- or double-strand 
breaks resulting from scission of phosphodiester bonds on one or both polynucle­
otide strands of the DNA molecule (18). UV light can produce different forms of 
photoproducts, including pyrimidine dimers between adjacent pyrimidine bases on 
the same DNA strand. Other minor forms of DNA damage caused by UV light include 
strand breaks and crosslinks (18). Nucleotide base modifications can result from 
exposure of the DNA to various chemical agents, including N-nitroso compounds 
and polycyclic aromatic hydrocarbons (18). DNA damage can also be caused by 
chemicals that intercalate the DNA molecule and/or crosslink the DNA strands (18). 
Bifunctional alkylating agents can cause both intrastrand and inter strand cross links 
in the DNA molecule. 

The various forms of spontaneous and induced DNA damage can give rise to a 
plethora of different types of molecular mutation (35). These various types of muta­
tions include both gross alteration of chromosomes and more subtle alterations to 
specific gene sequences in otherwise normal chromosomes. Gross chromosomal aber­
rations include: 

1. Large deletions; 
2. Additions (reflecting amplification of DNA sequences); and 
3. Translocations (reciprocal and nonreciprocal). 
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Normal Human 
Chromosome 

Large Deletion 
of the Short Arm 

Coleman 

Amplification Translocation of a 
of DNA Sequences Chromosome Segment 
on the Short Arm to the Long Arm 

Fig. 6. Forms of gross chromosomal aberrations. Three examples of chromosomal aberra­
tions are demonstrated using a standard G-band ideogram of human chromosome 11. The aster­
isks denote the chromosomal band that has expanded owing to DNA amplification. The stippled 
area highlights a region from another chromosome that has been translocated to the long arm of 
the starting chromosome, displacing the normal qter region without altering the overall size of 
the chromosome (note the differences in G-banding in this region). 

All of these forms of chromosomal abnormality can be distinguished through stan­
dard karyotype analyses of G-banded chromosomes (Fig. 6). The major consequence 
of chromosomal deletion is the loss of specific genes that are located in the deleted 
chromosomal region, resulting in changes in the copy number of the affected genes. 
The deletion of certain classes of genes, such as tumor suppressor genes or genes 
encoding the proteins involved in DNA repair, can predispose cells to neoplastic trans­
formation (36). Likewise, amplification of chromosomal regions results in an increase 
in gene copy numbers, which can lead to the same type of circumstance if the affected 
region contains genes for dominant proto-oncogenes or other positive mediators of 
cell-cycle progression and proliferation (36). The direct result of chromosomal trans­
location is the movement of some segment of DNA from its natural location into a new 
location within the genome, which can result in altered expression of the genes that are 
contained within the translocated region. If the chromosomal breakpoints utilized in a 
translocation are located within structural genes, then new hybrid genes can be generated. 

The most common forms of mutation involve single nucleotide alterations, small 
deletions, or small insertions into specific gene sequences. These microscopic alter­
ations very often can only be detected through DNA sequencing. Single nucleotide 
alterations that involve a change in the normal coding sequence of the gene are referred 
to as point mutations. The consequence of most point mutations is an alteration in the 
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Table 3 
Forms and Consequences of Molecular Mutation 

Normal coding sequence and amino acid translation 
... Phe Phe Glu Pro Gly Ser Asn Val Tyr 
... UUC UUU GAA CCG GGA AGC AAU GUC UAC A ... 

Missense point mutation resulting in amino acid change 
... Phe Phe Glu Pro Val Ser Asn Val Tyr 
... UUC UUU GAA CCG GhA AGC AAU GUC UAC A ... 

Missense point mutation without amino acid change (silent mutation) 
... Phe Phe Glu Pro Gly Ser Asn Val Tyr 
... UUC UUU GAA CCG GGQ AGC AAU GUC UAC A ... 

Frameshift mutation resulting from a single base insertion 
... Phe Phe Glu Pro Arg Lys Gin Cys Leu 
... UUC UUU GAA CCG AGG AAG CAA UGU CUA CA .. 

Frameshift mutation resulting from a single base deletion 
... Phe Phe Glu Pro Glu Asp Met Ser Asn 
... UUC UUU GAA CCG GAA GCA AUG UCU ACA 

Nonsense mutation resulting in a premature stop codon 
... Phe Phe Giu Pro Stop 
... UUC UUU GAA CCG llGA AGC AAU GUC UAC 

amino acid sequence of the encoded protein. However, some point mutations are 
"silent" and do not affect the structure of the gene product (Table 3). Silent mutations 
are possible, since most amino acids can be encoded by more than one triplet codon 
(Table I). Point mutations fall into two classes, which are termed missense mutations 
and nonsense mutations. Missense mutations involve nucleotide base substitutions that 
alter the translation of the affected codon triplet. In contrast, nonsense mutations 
involve nucleotide base substitutions that modify a triplet codon that normally encodes 
for an amino acid into a translational stop codon. This results in the premature termina­
tion of translation and the production of a truncated protein product. Small deletions 
and insertions can usually be classified as frameshift mutations, because the deletion or 
insertion ofa single nulceotide (for instance) alters the reading frame of the gene on the 
3'-side of the affected site. This results in the synthesis of a polypeptide product that 
may bear no resemblance to the normal gene product (Table 3). In addition, small 
insertions or deletions can result in the premature termination of translation owing to 
the presence of a stop codon in the new reading frame of the mutated gene. Deletions or 
insertions that occur involving multiples of three nucleotides will not result in a frame­
shift mutation, but will alter the resulting polypeptide gene product, which will exhibit 
either loss of specific amino acids or the presence of additional amino acids within its 
primary structure. These types of alteration can also lead to a loss of protein function. 
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3 
Basic Nucleic Acid Procedures 

R. Keith Esch 

1. INTRODUCTION 

Nucleic acids are being increasingly employed in both analytical methods and in the 
creation of new tools for molecular biology and medicine. Our ability to use DNA and 
RNA in the laboratory effectively is directly tied to our understanding of the natural 
biochemical events involving these macromolecules. Knowledge of the in vivo pro­
cesses continues to serve as a guide to the development and implementation of meth­
ods used in the laboratory manipulations of nucleic acids. In fact, many of the reagents 
used in nucleic acids techniques are identical to, or derived from, cellular components 
that perform the desired functions in nature. 

Just as a firm grasp on the biology of nucleic acids facilitates their use in the labora­
tory, familiarity with the basic nucleic acids procedures allows the development of 
specialized techniques and clinical applications. The concepts and procedures presented 
in this chapter are often a prerequisite for the more advanced technologies presented in 
following chapters. These basic procedures are used in various combinations to syn­
thesize complex procedures suitable for a vast array of molecular investigations. 

2. ISOLATION OF DNA 

2.1. Diversity of DNA as Genetic Material 

Although the use of DNA as the source of genetic information is nearly universal, 
the molecular assemblies employed to comprise packages of genetic information are 
quite diverse. A genome is the package of genetic information contained within each 
cell of an organism. The genome structures of prokaryotic and eukaryotic cells are very 
different, and further variations are found among species within each group. Viruses, 
although their status as living organisms is debatable, contain units of genetic information 
that often are also referred to as genomes. Plasmids, although clearly not living organ­
isms, define an additional class of DNA assemblies that are distinct packages of genetic 
information. The variations in assembly and structure of these genetic packages hold 
widespread implications for the isolation and use of DNA in laboratory procedures. 

2.1.1. Prokaryotes 
The use of nucleic acids and other cellular components from prokaryotes, particu­

larly Escherichia coli, is common in many molecular laboratory investigations. The 
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relatively simple prokaryotic genome has been well characterized. Unlike eukaryotic 
cells, DNA that comprises the prokaryotic genome is not contained in a membrane­
bound intracellular compartment. The entire prokaryotic genome is contained on one 
circular DNA molecule. Prokaryotes have only one copy of each gene and thus are 
haploid organisms. DNA in prokaryotic cells is often referred to as naked, because it is 
not associated with any complex system of repetitive protein structures, such as is found 
in eukaryotes. Although much smaller than higher eukaryotes, the DNA content of the 
prokaryotic genome is still extensive. For example, the E. coli chromosome contains 
approx 4.2 million bp, which represents approx 3500 individual genes. 

A few major features stand out from the large body of knowledge amassed regarding 
the organization of prokaryotic genes themselves. Prokaryotic genes are expressed in 
either monocistronic or polycistronic transcriptional units. Monocistronic units encode 
a single gene product, whereas polycistronic units contain coding sequences for mul­
tiple proteins or RNA molecules. Polycistronic organization allows the coordinated 
expression of multiple gene products. Although prokaryotic protein-encoding genes 
include transcribed sequences that precede and follow the protein-coding sequence 
(5'-leader and 3'-trailer, respectively), with only rare exceptions, the protein-coding 
sequence itself is not interrupted (i.e., there are no introns). 

2.1.2. Eukaryotes 
The eukaryotic genome is much more complex than that of prokaryotes, and a basic 

knowledge of these complexities is central to the application of nucleic acids proce­
dures. Perhaps the most recognized difference between eukaryotic and prokaryotic 
genomes is that the former is encased in a membrane-bound organelle within the cell. 
In eukaryotes, the genome is spread out among multiple chromosomes, each of which 
is a single linear DNA molecule. Eukaryotic DNA is tightly associated with proteins 
called histones that form a complex around which approx 200 bp of DNA are wound. 
Each molecule of DNA incorporates hundreds of these nucleosome structures in a con­
tinuous chain. This organization allows the DNA to be more compact and also plays a 
role in the regulation of transcription. Genome size varies in eukaryotes and generally 
correlates with the morphological complexity of the organism. However, mammalian 
genomes contain 4-8 billion bp, whereas the genomes of most amphibians and carti­
laginous fish are much larger. In contrast to prokaryotes, a substantial portion of the 
eukaryotic DNA exists as long noncoding sequences between genes. 

The typical structure of eukaryotic genes is also more complex than its prokaryotic 
counterpart. Multiple eukaryotic genes are rarely arranged in a single transcription unit. 
Proper expression of eukaryotic genes requires a much more extensive and diverse 
collection of DNA sequences functioning as regulatory elements. In addition to the 
noncoding sequences between genes, the coding sequences of most eukaryotic genes 
are themselves interrupted by lengths of noncoding DNA. These intervening sequences 
are called introns, and the coding sequences they interrupt are called exons. 

2.1.3. Viruses 
Both prokaryotes and eukaryotes serve as hosts for viruses, infectious agents that 

also contain genetic information in the form of DNA or RNA. Virus particles are gen­
erally comprised of the nucleic acid genome surrounded by a protein coat, and those 
that infect prokaryotes are usually termed phages. Viral genomes are small compared 
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to those of their larger cellular hosts, and may be either linear or circular. The genomes 
of some DNA viruses are integrated into the host cell DNA, whereas others are repli­
cated within the host independently from the host genome. Although viruses continue 
to act as sources for numerous pathologies, they also continue to be instrumental in the 
dissection of molecular mechanisms operating in living cells and in the development of 
molecular medical technologies. 

2.1.4. Plasm ids 
Plasmids are naked circular DNA molecules that are smaller still than viral genomes. 

Like viruses, plasmids are dependent on their host cells for replication. Although a few 
eukaryotic plasmids have been identified, plasmids are much more commonly found, 
and used, in prokaryotes. Being particularly amenable to molecular cloning techniques, 
plasmids have become nearly indispensable for the laboratory manipulation of cellular 
DNA from any organism. 

2.2. Isolation of Eukaryotic Genomic DNA 

2.2.1. General Considerations and Procedures 
The objective of DNA isolation is to obtain useful samples of DNA that are free 

from some or all contaminating molecules. In practical terms, this translates into sepa­
rating the cells of interest from their environment and then separating the DNA from 
other cellular components. In addition, undesired additives used to facilitate these sepa­
rations may also need to be removed. Cellular components that interact with DNA, 
such as some DNA binding proteins. are often difficult to separate because of their 
abilities to associate with DNA tightly. Other cellular components, particularly RNA, 
often require specialized separation steps, because their chemical nature is so similar to 
that of DNA. 

The combination of several parameters determines what type of isolation procedure 
is most suitable for a given application. First is the degree of purity: Contaminants that 
would interfere with the intended use of the DNA must be reduced to an acceptable 
level. Second, although no less important, is the integrity of the DNA. Cellular enzymes 
that degrade DNA (nucleases) and mechanical shearing, caused by physical manipula­
tion, reduce the size of DNA molecules during isolation. Limiting these sources of 
DNA damage is therefore crucial for applications that require high-mol-wt DNA. The 
third parameter, yield, is especially important in cases where the availability of DNA­
containing material is low. Fourth, the use of hazardous reagents is a parameter of 
increasing concern and is to be restricted whenever feasible. Finally, monetary expense 
is also a variable to be considered. Depending on circumstances of individual investi­
gators, such as access to expensive equipment, the most cost-effective isolation proce­
dures may vary. Although many improvements and novel developments have occurred 
over recent decades, the tremendous variations produced by differential consideration 
of the above parameters ensures that there is no one universally favored isolation pro­
cedure and that many different techniques, new and old, are maintained. 

The common starting point for most DNA isolation procedures is with harvested 
cells. More specialized preliminary manipulations that may be required for cell harvest 
will be covered in following sections. Isolation of DNA was changed dramatically 
when the use of proteinase K was introduced (1). In this method, cells are lysed by 
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Table 1 
Isolation of Genomic DNAa 

1. Harvest cells with method appropriate to sample type. 
2. Ifnecessary, wash cells free from media by resuspension in cold phosphate-buffered saline 

and centrifugation at 1500g for 5 min at 4°C, repeat wash. 
3. Resuspend with lOX cell volume oflysis buffer containing 10 mMTris-HCI, pH 8.0, 10 

mM EDT A, pH 8.0, 10 mM sodium chloride, 0.5% sodium dodecylsulfate, 100 mg/mL 
Proteinase K. 

4. Incubate with mild agitation at 50°C for 3 h. 
5. Transfer to a centrifuge tube and add an equal volume of phenol saturated with 0.5MTris­

HCI, pH 8.0, mix the two phases by slowly and repeatedly inverting the tube. 
6. Centrifuge at 5000g for 10 min at room temperature. 
7. Remove aqueous layer with a wide-bore pipet and transfer to a fresh tube. Repeat extrac­

tion twice. 
8. Transfer the final aqueous solution into dialysis tubing and place into a beaker containing 

IOOX sample volume of dialysis buffer containing 50 mMTris-HCI, pH 8.0, 10 mMEDT A, 
pH 8.0, 10 mM sodium chloride. 

9. Incubate at 4°C with gentle stirring and repeat with fresh dialysis buffer until the optical 
density at 270 nm of the dialysate is <0.05. 

10. Transfer the DNA sample to a centrifuge tube, add DNase-free RNAase A to 50 mg/mL, 
mix gently and incubate for 3 h at 37°C. 

11. Repeat the phenol extractions and dialysis steps excluding sodium chloride from the 
dialysis buffer. 

aThis is based on the methods of Gross-Bellard et al. (1) and Blin and Stafford (2). 

incubation at 37°C for 12 h in a buffer that contains a detergent, proteinase K, and 
EDT A. * The detergent serves to dissolve the cell membrane and denatures proteins. 
EDT A chelates divalent cations that are required for the activity of nuc1eases. The 
basis for this method is that proteinase K, an enzyme that degrades proteins, is highly 
active in this mixture, whereas DNA-degrading nuc1eases are greatly inhibited. This 
incubation is followed by a series of organic extractions generally employing mixtures 
of phenol, chloroform, and isoamyl alcohol. The organics are mixed with the DNA­
containing sample, creating an emulsion, to dissolve hydrophobic contaminants and 
further denature and remove proteins. Since the organics are not cosoluble with the 
aqueous sample, they separate from each other into two phases (this is often facilitated 
by centrifugation). The aqueous phase is less dense and thus can be removed from atop 
the organic phase. It is then placed into a bag composed of dialysis membrane, which is 
selectively permeable based on size. During incubations in an appropriate buffer, small 
molecules will diffuse across the membrane to reduce contaminants, such as residual 
organics, simple sugars, and products of protein degradation, effectively. RNA is 
degraded by the enzyme RNase, which is subsequently removed by repeating the 
organic extractions and dialysis. Although this method produces relatively pure DNA 
of approx lOO-kb fragments in reasonable yields, many improvements and modifica­
tions were welcome. 

An early modification simply shortened the initial incubation time to 3 h and raised 
the temperature to 50°C (2, see also Table 1). This reduced the amount oftime in which 

* See p. 58 for list of abbreviations used in this chapter. 
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nucleases could act while still allowing the degradation of proteins by proteinase K. To 
avoid nuclease activity still further during cell lysis, another protocol eliminates pro­
teinase K and adds the organics immediately to the cell lysate (3). This procedure, 
however, tends to leave some cellular macromolecules in the aqueous phase. Further 
purification, which some applications necessitate, either involves lengthy and expen­
sive procedures or results in low-mol-wt DNA. 

Several DNA isolation procedures do not involve the use of organic extractions. A 
major limitation incurred with these extractions is that the physical agitation required 
for sufficient mixing of the organic and aqueous phases introduces significant DNA 
shearing. Another disadvantage is that organic solvents used in extractions, particu­
larly phenol, present both potential health hazards and difficulty in handling and dis­
posal. One procedure employs formamide, which denatures protein and dissociates it 
from DNA, followed by extensive dialysis (4). Another protocol specifies dialysis of 
the lysate against a buffer containing polyethylene glycol in order to remove small con­
taminants and greatly concentrate the DNA-containing solution (5). Both of these pro­
cedures produce high yields of very high-mol-wt DNA (200-500 kb); however, the 
dialysis steps are quite lengthy and cumbersome. 

Disruption of cells with chaotropic agents, such as guanidine hydrochloride, is fea­
tured in a rapid method (approx 3 h) that includes no centrifugation, organic extraction, 
or dialysis (6). Although this method is quite convenient for processing multiple 
samples simultaneously, the resulting preparations yield DNA fragments that are rela­
tively small (approx 80 kb) and include significant amounts of RNA. Multiple samples 
of comparably sized DNA can be rapidly obtained with very little RNA contamination 
by adding cesium chloride to the lysate and carrying out ultracentrifugation (7). The 
convenience of this procedure relies on access to an expensive ultracentrifuge and use 
of the costly reagent, cesium chloride. A rapid method for multiple samples that is less 
expensive uses formamide following lysis and then precipitation with lithium chloride, 
which greatly reduces the levels of RNA (8). Although DNA produced with this method 
is suitable for most Southern blotting applications and enzyme treatments, it is quite 
small (about 25 kb). Realizing that proteinase K is quite active and subsequently 
auto inactivates at 65°C, a method was developed that uses a 2-h proteinase K treatment 
following lysis (9). Since this incubation is relatively short and there are no vigorous 
mixing steps, the resulting DNA has an average size of >300 kb. This method also 
produces high yields, is convenient for processing many samples, and results in DNA 
suitable for most enzymatic manipulations and amplification. Proteolytic digestion 
products are not removed, however, and may interfere with some subsequent techniques. 

2.2.2. New Products and Procedures 

Recently introduced products of pharmaceutical and biotechnology companies pro­
vide additional alternatives that generally increase the convenience of genomic DNA 
isolation. The expense of such products is often offset by the savings realized in time 
and labor. Two new isolation procedures are based on the ability of chao tropic reagents 
to disrupt cellular components and inhibit nucleases without causing excessive damage 
to the DNA. One procedure specifies a short (approx 30 min) incubation of cells 
with the chaotrope, guanidinium isothiocyanate. This is coupled with the use of a con­
veniently prepared small-scale anion-exchange column, which purifies DNA based on 
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its negative charge. Kits employing this method are available in different sizes for 
isolation of various amounts of DNA (Pharmacia Biotech, Piscataway, NJ). A novel 
guanidine-detergent solution is the chaotropic reagent used in the lysis step of the sec­
ond procedure. Following lysis, the DNA is simply precipitated away from cellular 
contaminants and resuspended. This procedure can be completed in <30 min and is 
suitable for processing many samples. The quantity of the reagent needed depends on 
the source of DNA and the amount to be isolated (Gibco-BRL, Gaithersburg, MD). 
Both of these methods produce good yields of DNA with molecular weight and purity 
sufficient for Southern blots, PCR amplification, and molecular cloning. Another new 
method is based on the incorporation of a membrane that selectively retains nuclei 
into a modified pipet tip. Following nuclear disruption and protein degradation, DNA 
is removed by centrifugation. Although this procedure produces very high-mol-wt DNA 
(> 1 000 kb), each tip yields only 1 0-20 ~ (Amersham, Arlington Heights, IL). 

Automation of DNA isolation has been made possible by incorporating the pro­
cesses of cell lysis, organic extraction, ethanol precipitation, and filtration into a single 
apparatus (10). These DNA extractors process multiple samples simultaneously, require 
relatively little attention from the operator, and produce DNA suitable for Southern 
blot analysis. 

2.2.3. Isolation of DNA from Cultured Cells 

Cells cultured in artificial vessels are readily accessible sources of genomic DNA. 
For the purposes of cell preparation prior to DNA isolation procedures, they may be 
divided into two categories. Cells attached to a substrate in a monolayer can be disasso­
ciated by either gently scraping them from the surface or by treatment with the pro­
tease, trypsin (11). Cells grown in suspension simply require centrifugation for harvest. 
In either case, it is generally advisable to wash and recentrifuge the cells to remove 
components of the growth media and permit resuspension in an appropriate buffer at 
the desired density. 

2.2.4. Isolation of DNA from Blood Samples 
Genomic DNA is readily extractable from either fresh or frozen blood samples. 

Although DNA can also be isolated from clotted blood, homogenization of the clot is 
required, and yields are lower. It is therefore preferable to collect blood samples in the 
presence of an anticoagulant. Although EDT A and heparin are effective and commonly 
used for this purpose, it has been determined that the use of acid citrate dextrose pro­
duces higher yields of DNA from blood stored at room temperature. In addition, hep­
arin is not recommended, because it tends to inhibit DNA binding enzymes used in 
subsequent DNA manipulations (12). The nucleated leukocytes are only a small minor­
ity of total blood cells, but are easily separated from plasma and red blood cells by 
centrifugation. The resulting layer of white blood cells is removed and resuspended in 
an appropriate buffer for DNA isolation. 

2.2.5. Isolation of DNA from Primary Tissue Samples 

Samples of solid tissue need to be disrupted prior to initiating DNA isolation proce­
dures. This is generally accomplished by subjecting such samples to mechanical forces 
that yield dissociated individual cells, but cause a minimum of lysis. This mechanical 
disruption is often achieved by use of a homogenizer. However, in cases where high-
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mol-wt DNA is sought, the inhibition of nucleases by maintaining tissue samples at 
extremely low temperatures has been shown to be beneficial (2,3). Immediately fol­
lowing excision, the sample is frozen in liquid nitrogen. Disruption is then performed 
by pulverizing the tissue in the presence of dry ice by using either an electric blender or 
a mortar and pestle. Immediately after the dry ice sublimes from the resulting powder 
mixture, the cells can be resuspended for the initiation of the DNA isolation procedure. 

2.2.6. Other Sources of DNA and Applications Requiring Special Consideration 
2.2.6.1. PRESERVED TISSUE SAMPLES 

The vast stores of diseased tissue that have been preserved represent an important 
resource for molecular genetic analysis. The DNA from such samples may provide 
information pertinent to the causes of their pathologies. Procedures using routinely 
treated tissue fixed with formalin or formaldehyde and embedded in paraffin have 
yielded DNA that is of sufficient quality for Southern blot analysis, amplification, and 
molecular cloning techniques. The preserved samples are sliced into fine sections and 
incubated with detergent and proteinase K. The DNA is collected by precipitation in 
ethanol following organic extractions (I3). 

2.2.6.2. FORENSIC SAMPLES 

Procedures have also been developed for the extraction of genomic DNA from a 
wide variety of samples used in forensic studies: whole blood; blood clots; blood stains; 
semen stains; oral, anal, and vaginal swabs; and hair. In many instances, a preliminary 
separation of the cells of interest from contaminating cells is necessary (I 4). DNA 
isolation may be successful even when the source is in extremely limiting quantity 
(such as one hair) and in poor condition, as is often the case for forensic samples. 
Isolated DNA may be used in molecular procedures, including DNA fingerprinting and 
restriction fragment length polymorphism analysis. Such procedures are being increas­
ingly applied to relationship determination, accident investigation, and identification 
of individuals committing violent and sexual crimes. 

2.2.6.3. PULSED-FIELD GEL ELECTROPHORESIS 

Pulsed-field gel electrophoresis is used to separate very large DNA molecules (on 
the order of 1000 kb). It is essential, therefore, that DNA be isolated in a manner that 
preserves its integrity. This is most widely achieved by incorporating cells into gelati­
nous agarose blocks prior to lysis with detergent and treatment with protease (15). This 
technique virtually eliminates hydrodynamic shearing while still permitting access to 
enzymes and convenient introduction of samples into the gel apparatus. 

2.2.6.4. VIRAL DNA 

DNA from animal virus genomes is important in pathogen diagnosis as well as in 
the construction of mammalian plasmid vectors (see below for discussion of plasmid 
isolation). Many viruses infect only a subset of cell types. Therefore, appropriate 
sources of viral DNA are dictated by the types of cells infected by the particular virus 
being investigated. Isolation of DNA from tissue samples or cultured cells for 
identification of viral infection is performed using the relevant methods described 
above for genomic DNA. Subsequent diagnostic procedures, often based on viral DNA 
hybridization and amplification, generally do not require the methods producing high­
mol-wt DNA. 
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2.3. Preparation of Plasmid DNA 

2.3.1. Properties and Uses of Plasmid DNA 

Esch 

Plasmids are naturally occurring genetic elements that serve as convenient tools for 
the isolation and manipulation of cloned DNA fragments. Replication of plasmid DNA 
is carried out by host enzymes and requires the presence of an origin of replication (ori) 
in the plasmid. The number of plasmid molecules in a host cell (copy number) is deter­
mined by sequences adjacent to the ori. Although copy numbers of plasm ids in bacteria 
vary from just 1 to over 500, most plasmids commonly used in current molecular biol­
ogy have copy numbers of appro x 100. 

Plasmids generally encode genes that have functions beneficial to their hosts. Many 
such genes confer to the host the ability to grow in the presence of an antibiotic. When 
plasmid DNA is introduced into a population of bacterial cells in the laboratory (trans­
formation), the cells that actually internalize plasmid molecules (transformants) can be 
distinguished based on the antibiotic resistance supplied by the plasmid-borne gene. 
Such genes are known as selectable markers. 

The usefulness of plasmids has been greatly enhanced by the engineering of conve­
nient cloning sites into their DNA sequences. These sites serve as locations for inser­
tion of foreign DNA fragments. Several different sites are often clustered together to 
form a poly linker, which allows the same plasmid to harbor a wider variety of foreign 
DNA fragments depending on which site(s) is used. 

In addition to simply carrying heterologous DNA in an accessible genetic unit, some 
plasmids are designed to facilitate further molecular manipulations. For example, pro­
moter sequences adjacent to insertion sites direct transcription of the inserted DNA to 
make RNA, which may, in turn, be translated into protein. Plasmids with these capa­
bilities are termed expression vectors. Other plasmids contain sequences that direct 
one strand to be synthesized and packaged into phage particles. The single-stranded 
DNA can be easily isolated and used for determining the base sequence of an inserted 
fragment. Some plasmids have two replication origins and two selectable markers. One 
set functions in bacteria and the other functions in the unicellular fungus, yeast. These 
plasmids, called shuttle vectors, can be manipulated in vitro, propagated in bacteria, 
and transformed into yeast cells where they are stably maintained and useful for genetic 
and biochemical investigations. Likewise, prokaryotic plasmids are combined with 
DNA elements of higher eukaryotes to create mammalian expression vectors. Some 
mammalian vectors are only transiently present in host cells, whereas more stable vec­
tors employ viral sequences in the control of replication and incorporate genes encod­
ing mammalian selectable markers. 

2.3.2. Isolation Procedures for Plasmid DNA 
Plasmid DNA is routinely isolated from liquid cultures of its bacterial hosts, usually 

E. coli. A plethora of plasmid isolation protocols are available. Many of these, includ­
ing that presented in Table 2, are variations of the commonly used alkaline lysis method, 
which can be scaled up or down to suit the magnitude of the preparation needed (J 6). 
After harvesting by centrifugation, the cells are treated with a detergent and sodium 
hydroxide in the presence of EDT A. This causes cell lysis and denaturation of the 
relatively large chromosomal DNA of the host. Base-pairing is disrupted, but because 
of its small, circular, supercoiled structure, the strands of plasmid DNA remain associ-
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Table 2 
Preparation of Plasmid DNAa 

1. Grow plasmid-containing cells to saturation in 50 mL of selective media containing 
appropriate antibiotics. 

2. Transfer cells to a tube and centrifuge at 3000g for 5 min to pellet bacterial cells. 
3. Discard the supernatant and resuspend the cell pellet in 2.5 mL of solution I containing 50 

mM glucose, 25 mMTris-HC1, pH 8.0, and 10 mMEDTA, pH 8.0. 
4. Add 5 mL of solution II containing 1.0 % sodium dodecyl sulfate and O.2NNaOH. 
5. Mix by repeatedly inverting the tube and then incubate on ice for 5-10 min. 
6. Add 3.75 mL of solution III containing 3M potassium acetate and 2M acetic acid. 
7. Mix by repeatedly inverting the tube and then incubate on ice 5-10 min. 
8. Centrifuge at 3000g for 5 min and collect supernatant by filtering through several layers of 

cheesecloth into a fresh tube. 
9. Add 12 mL of isopropanol, mix, and incubate on ice for 5-10 min or at-20°C until proce­

dure is resumed. 
10. Centrifuge at 3000g for 15 min and discard supernatant. 
11. Resuspend the pellet in 300 ~ of buffer containing 10 mMTris-HC1, pH 7.5, and 1 mM 

EDTA. 
12. Transfer sample to a microfuge tube and add 200 ~ 6Mlithium chloride, incubate on ice 

for 15 min. 
13. Microcentrifuge for 10 min and transfer supernatant to a fresh tube. 
14. Add 1.0 mL absolute ethanol, mix, and incubate on ice 5-10 min or at -20°C until proce­

dure is resumed. 
15. Microcentrifuge for 15 min, remove supernatant, and resuspend the pellet in 100 ~ of 

buffer containing 10 mMTris-HC1, pH 7.5, and 1 mMEDTA. 

aThis procedure is based on the methods of Bimboim and Doly (16). 

ated. In addition to inhibiting nucleases, EDT A aids in the destruction of the bacterial 
cell wall. The preparation is neutralized by the addition of acetic acid, at which time 
base-pairing in the plasmid is restored and the chromosomal DNA precipitates out 
of solution with other cellular components. The supernatant of the subsequently 
centrifuged mixture contains the plasmid DNA, which can be further purified by a 
variety of methods. 

Choice of purification method, if any, depends on many of the same parameters 
discussed above for genomic DNA. Primary considerations are the scale of the isola­
tion and the extent of purity required for the intended use of the plasmid DNA. Organic 
extraction is a quick and effective way to eliminate protein from crude plasmid samples, 
but includes all the disadvantages associated with using harmful solvents. A somewhat 
longer procedure uses polyethylene glycol to precipitate plasmid DNA selectively away 
from contaminants. For isolating substantial amounts of very pure plasmid DNA, 
cesium chloride equilibrium centrifugation may be undertaken (J 7). 

2.3.2.1. NEW PRODUCTS AND ALTERNATIVE METHODS IN PLASMID DNA PREPARATION 

Many companies that supply products for molecular biological investigations pro­
duce reagents, apparatuses, and kits for the purification of plasmid DNA. Most of these 
are used following alkaline lysis and rely on either a silica-based resin or anion­
exchange chromatography. The silica-based products selectively bind DNA in the 
presence of high concentrations of chaotropic salts. The resin-DNA complexes are 
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then easily separated from unbound contaminants by centrifugation or filtration. Plas­
mid DNA is recovered by elution in buffer of low salt concentration (Pharmacia, 
Promega, Bio-Rad). Products for anion-exchange purification are generally used for 
plasmid preparations of larger scale and are available in formats suitable for column 
centrifugation or HPLC processing (Pharmacia, Bio-Rad). More recently, the attributes 
of alkaline lysis, silica-based resins, and anion-exchange chromatography have all been 
combined in the formation of automated plasmid extraction and purification devices 
(Pharmacia). 

2.4. Extraction of DNA from Gels 

It is often useful, particularly in molecular cloning and probe preparation, to purify 
DNA fragments that have been separated by gel electrophoresis. Several different meth­
ods are commonly used to extract DNA from agarose (18.19). Agarose containing the 
band of interest may again be subjected to electrophoresis, such that the DNA travels 
through the agarose and into a containment medium. This process is called electro­
elution. Examples of containment media are: 

1. A well of high-density buffer; 
2. A membrane that binds DNA and can subsequently release it into a salt solution; and 
3. A buffer-containing dialysis bag. 

Agarose containing the band of interest may also be dissolved by virtue of it being a 
specially formulated low-melting-point agarose or by treatment with sodium iodide. 
Finally, DNA may be physically eluted from agarose by either allowing it to diffuse 
out of crushed pieces or by using the force of centrifugation to drive the DNA outward 
through the gel matrix. 

Either simple diffusion or electroelution is generally used for extraction of DNA 
from polyacrylamide gels. In the case of the latter, the DNA binding membrane is 
placed in contact with the slice of polyacrylamide gel that contains the band of interest. 
This may be sandwiched between two agarose gel blocks to facilitate application of an 
electric field in a horizontal electrophoresis apparatus. 

Reduction of contaminating gel material is frequently beneficial with any of the 
above extraction methods. This is generally accomplished by purifying the recovered 
DNA using a silica-based resin procedure. 

2.5. Analysis of Prepared DNA 

2.5.1. Nonselective Methods 
Two methods are commonly used to determine the general quality and quantity of 

isolated DNA. These methods do not provide information about the identity of any 
specific DNA species, but instead provide information concerning the population of 
DNA molecules as a whole. The total DNA content of a sample can be determined by 
measuring its optical density at 260 and 280 nm with a spectrophotometer. The absor­
bance at 260 nm is used to calculate the concentration of DNA (50 J..Lg/mL for OD = 1; 
note: contaminating RNA also absorbs at 260 nm). The 2601280 absorbance ratio is 
used to estimate the purity of the preparation (ratio <1.8 indicates impurities). The 
second nonselective method, gel electrophoresis, differs from spectrophotometry in 
that it fractionates the isolated DNA based on size. By staining DNA in the gel with 
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ethidium bromide and comparing to standards, one can estimate the concentrations of 
individual bands and calculate the total concentration. Although this is obviously prob­
lematic for samples with a multitude of different sizes, such as genomic DNA, this 
method provides valuable information concerning the size distribution of DNA mol­
ecules within a preparation. 

2.5.2. Selective Methods 

In order to determine the presence or quantity of a particular subset of DNA mol­
ecules within a sample, methods based on sequence-specific hybridization to probes of 
known identity are employed. A nonfractionating method, known as dot or slot blot­
ting, immobilizes the sample to be analyzed such that the quantity of the DNA sequence 
of interest can be readily assayed by its ability to hybridize with labeled probe mol­
ecules. Fractionation by gel electrophoresis followed by DNA transfer to a nylon mem­
brane allows quantitation and size determination for DNA molecules that hybridize to 
a selected probe (20). This method is clearly advantageous when the presence or quan­
tities of different sized DNA species is to be determined individually. 

3. RNA 

3.1. Types of RNA 

RNA molecules are divisible into three major classes: messenger RNA (mRNA), 
ribosomal RNA (rRNA), and transfer RNA (tRNA). mRNAs are the products of the 
transcribed genes and therefore carry the genetic information that specifies amino acid 
sequences of proteins. Long chains of adenosine (poly-A) are added to the 3'-ends of 
mRNA molecules and may provide protection from cellular nucleases. The presence of 
introns in mRNA transcribed from eukaryotic genes necessitates the process of splic­
ing, removal of introns, and rejoining of exons, in order to produce a complete, con­
tinuous coding segment. rRNAs account for the bulk of cellular RNA and are essential 
structural components of ribosomes, the cellular complexes that perform transla­
tion. tRNAs are small RNAs that function in protein synthesis by matching 
mRNA sequences (codons) with appropriate amino acids. Neither rRNA nor 
tRNA has a 3' polyA tail structure as are found on mRNA. 

3.2. RNA Isolation 

3.2.1. RNA Instability 

A significant problem often encountered in the isolation of RNA is its degradation 
by ribonucleases (RNases). RNases, many of which are extremely hardy enzymes, are 
required in cells to insure appropriate turnover of RNA. In addition to those endog­
enous to the organism from which RNA is to be extracted, RNases can also be intro­
duced through laboratory materials and human hands. Numerous precautions may be 
instituted in order to minimize degradation by RNases. Of primary importance is to 
avoid contamination of RNA samples by contact with materials used in the course of, 
or following, RNase treatment of DNA preparations. Many investigators have found it 
beneficial to use disposable plasticware when feasible and to reserve a set of solutions, 
instruments, apparatuses, and so forth, strictly for use with RNase-sensitive samples. 
Several inhibitors of RNases may be used, but none of these is universally effective 
throughout RNA isolation procedures (17). Laboratory equipment and materials may 
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be baked or treated with DEPC as appropriate (21). To minimize risk of contamination 
from the hands of investigators, disposable gloves should be worn throughout proce­
dures involving RNA samples or materials that may potentially contact RNA samples. 
Frequent changing of gloves reduces introduction of RNase from contaminated objects 
and surfaces in the laboratory. 

3.2.2. Procedures for Preparation of Cellular RNA 

A commonly used approach to RNA isolation employs a detergent lysis step that 
includes RNase inhibitors. EDT A is also added to chelate divalent cation cofactors of 
nucleases. The presence of high~mol-wt DNA causes the lysate to be highly viscous, 
and therefore, reduces its amenability to manipulation and mixing. Since intact DNA is 
not needed and RNA is not damaged by hydrodynamic shearing, the lysate may be 
subjected to mechanical disruption, such as repeatedly being forced through a needle 
attached to a syringe. Proteins and cellular debris are removed by subsequent protein­
ase K treatment and organic extractions. Since RNase inhibitors are separated from 
RNA during organic extractions, they are again added prior to incubation with DNase. 
After a second series of organic extractions (to remove DNase), the RNA is recovered 
by ethanol precipitation (22). A related method eliminates the proteinase K step, a 
potential opportunity for RNase-mediated degradation, and includes modified organic 
extractions. The pH of the lysate is lowered before extraction with phenol, so although 
the RNA remains in the aqueous solution, the DNA precipitates and gathers at the 
aqueous-organic interphase (23). These types of RNA isolation methods are generally 
applicable to cells cultured on plates or in suspension. 

Since the disruption of solid tissue inevitably causes some cell lysis, it is recom­
mended that RNA isolation from tissue be initiated by homogenization in the presence 
of a strong chaotropic denaturant, such as guanidine cyanate. Tissue cut into small 
pieces should be used immediately or frozen with liquid nitrogen for storage. The 
inclusion of detergent in the homogenization buffer permits effective disruption of tis­
sue, cell lysis, and DNA shearing in the same step (24,25). The useful properties of 
chaotropic salts have led to their general employment in RNA isolation procedures 
(Table 3). In fact, chaotropic salts are key components of the numerous commercially 
available kits and reagents designed to simplify RNA isolation. 

3.3. mRNA Purification 

Although the above procedures for isolation of total RNA are sufficient for many 
RNA-based laboratory applications, effective performance of others, particularly 
cDNA synthesis, necessitates the purification of mRNA. Depending largely on tissue 
type, mRNA accounts for 1-5% of total cellular RNA. Fortunately, the presence of 
poly-A tails on nearly all eukaryotic mRNA molecules allows their biochemical dis­
tinction from other RNAs in the laboratory. Selective hybridization ofthe mRNA poly­
A tails to single-stranded nucleotide sequences consisting of either multiple Ts or Us 
serves as the basis for separating this small fraction of RNA from rRNA and tRNA. 

The aqueous product of the total RNA isolation is incubated with either oligo 
dT -cellulose (26) or poly U-sepharose (27) in a buffer of high sodium chloride concen­
tration. The abundance of cations shields the negative charges of the phosphate groups 
in the nucleic acid backbones. This reduces interstrand repulsion and permits base-
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Table 3 
Isolation of Cellular RNAa 

1. Harvest and wash 100 mg of cells with method appropriate to sample type. 
2. Homogenize/resuspend with 1 mL of denaturation buffer containing 4M guanidinium thio­

cyanate, 25 mM sodium citrate, pH 7.0, 100 mM 2-mercaptoethanol, and 0.5% sarcosyl. 
3. Transfer to a polypropylene centrifuge tube and add sequentially with mixing: 

a. 0.1 mL 2M sodium acetate (4.0). 
b. 1.0 mL water-saturated phenol. 
c. 0.2 mL chloroform/isoamyl alcohol (49: 1). 

4. After vigorous agitation, incubate on ice for 10 min. 
5. Centrifuge at 1O,000g for 15 min at 4°C. 
6. Remove aqueous layer and transfer to a fresh tube. 
7. Add an equal volume of isopropanol and incubate at -20°C for at least 1 h. 
8. Centrifuge at 1O,000g for 15 min at 4°C and remove supernatant. 
9. Resuspend pellet in 0.3 mL of denaturation buffer and transfer to a microfuge tube. 

10. Add an equal volume of isopropanol, incubate at -20°C at least 1 h. 
11. Microcentrifuge for 15 min at 4°C, remove supernatant. 
12. Wash RNA pellet with 70% ethanol. 
13. Microcentrifuge for 5 min at 4°C and remove supernatant. 
14. Resuspend the pellet in 50 ~ buffer containing 10 mM Tris-HCI, pH 7.5, and 1 mM 

EDTA. 
15. Store at-70°C. 

aThis procedure is based on methods described by Chomczynski and Sacchi (25). 

pairing with the poly-A stretches of RNA in solution. Nonhybridizing RNA molecules 
are removed by repeated washing of the mixture with the same buffer. When RNA is 
no longer detected in the washes, the mixture is treated with a buffer containing little or 
no salt. The lack of shielding cations causes mutual repulsion of the nucleic acid back­
bones and dissociation of the previously hybridized sequences. The eluted RNA should 
consist primarily ofmRNA; however, this affinity purification process may be repeated 
to increase the mRNA proportion further. 

The conventional format for using the poly-A binding materials is in a packed verti­
cal cylinder that forms a column. The sample and various buffers are added to the top 
of the column and allowed to flow through the affinity matrix by the force of gravity. 
When processing multiple samples, it is often more convenient to use these materials 
in batches where they can be freely mixed with liquids and subsequently separated by 
centrifugation. Oligo-dT strands may also be attached to filters that can readily be 
moved as one piece from solution to solution. Commercially available kits and 
reagents based on these affinity purification principles feature additional formats. For 
example, "spin columns" require little preparation and allow the use of centrifugal 
force to separate solutions from the affinity matrix. Use of these products, some of 
which combine total RNA isolation with mRNA purification, generally simplifies and 
accelerates these processes. 

3.4. Plasmid-Directed RNA Synthesis 

In addition to being isolated from cells, RNA can be synthesized in vitro using 
engineered template molecules and the purified components required for transcrip-
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Fig. 1. In vitro synthesis of RNA using engineered template molecules and the purified 
components required for transcription. 

tion (Fig. I). In this way, RNA encoded by cloned DNA segments can be produced and 
easily isolated in large quantities. The DNA encoding the RNA of interest is inserted 
into a plasmid vector specialized for this purpose. These plasmids contain ori sequences 
for replication in bacteria as well as a selectable marker for antibiotic resistance (see Sec­
tion 2.3.1.). In addition, multiple cloning sites (restriction enzyme cleavage sites) are 
grouped together in one location on the plasmid, such that the foreign DNA segment of 
interest can be efficiently inserted. Promoter elements positioned adjacent to the mul­
tiple cloning sites are capable of directing transcription by commercially available RNA 
polymerases. The resulting plasmid can be used as the template for transcription of the 
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inserted DNA. For example, the RAS gene insert depicted in Fig. 1 is flanked by the 
T7 promoter upstream and the SP6 promoter downstream. Either strand of the RAS 
gene RNA can be produced by incubating the plasmid with ribonucleotides and either 
SP6 polymerase or T7 polymerase in the appropriate buffer. Termination of tran­
scription is assured by cleavage of the plasmid, prior to incubation, at the end of the 
insert proximal to the promoter not selected. RNA synthesized in vitro may be used 
as a probe, as a target for RNA processing analysis, and as a template for in vitro 
protein synthesis. 

3.5. RNA Analysis 
3.5.1. Nonselective Methods 

Just as with DNA, spectrophotometry and electrophoresis are two common 
approaches to determining general quality and quantity of RNA samples. The 
concentration of an RNA sample can be calculated from its optical density at 260 nm 
(40 J..lg/mL for OD = 1). Several gel systems have been developed for the electrophore­
sis of RNA (17). RNA molecules of the same length migrate together as a band, and 
thus in cases, such as plasmid-directed RNA synthesis, in which samples contain a 
limited number of RNA species, the quantity and length of any particular RNA species 
can be calculated by comparison with standards after staining with ethidium bromide. 
For more complex RNA samples, electrophoresis also provides the size distribution of 
RNA within a sample. This is often used to detect degradation and rRNA contamina­
tion in mRNA preparations. 

3.5.2. SelectIVe Methods 
Also analogous to DNA, the presence or quantity of specific RNA molecules can be 

detected by hybridization to probes of known identity. This principle can be applied 
with or without prior fractionation of RNA samples. Nonfractionating hybridizations 
often take the form of dot blots or slot blots (see Section 2.5.2.), but also can be formed 
in solution. In the case of the latter, the quantity of the target RNA can be determined, 
because it is proportional to the quantity of the probe protected from degradation by a 
single-strand-specific nuclease (22). The combination of gel electrophoresis, blotting, 
and probe hybridization (northern blot) allows the determination of both length and 
quantity of specific RNAs (28). 

Selective methods have also been developed for mapping the structures of RNA 
molecules. These methods are widely used to determine sites of transcription 
initiation and termination as well as splice junctions. Nuclease mapping is similar 
to solution hybridization described above, but must employ a complementary probe 
of precisely known sequence that overlaps the RNA position to be mapped. For 
example, the location of the transcription initiation site is calculated based on the 
length of the probe following nuclease treatment (Fig. 2). An alternative method 
for mapping 5'-ends of RNA, known as primer extension, requires only a short 
segment of complementary DNA to hybridize to RNA molecules of interest. This 
short fragment is then used as a primer for DNA synthesis by reverse transcriptase. 
Since synthesis continues only as far as the RNA template, the length of the 
DNA produced indicates the distance from the primer annealing site to the RNA 
terminus. 
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Fig. 2. Schematic illustrating the essential processes used in mapping RNA termini via 
nuclease digestion. 

4. INTRODUCTION TO MOLECULAR CLONING 

4.1. Definition and Purpose 

Cloning, as applied to living organisms, is the process of producing a subpopulation 
that is derived from a single individual and is therefore genetically homogenous. In 
molecular cloning, segments of DNA from a source organism are inserted into vectors 
producing recombinant DNA molecules that are propagated in host cells. Individual 
host cells reproduce to give rise to subpopulations in which all cells contain identical 
segments of source DNA. It is molecular cloning that provides the opportunity to iso­
late, analyze, and manipulate specific genes and their corresponding products. Taking 
advantage of this opportunity has revolutionized many aspects of medicine and bio­
medical research. It is the foundation for molecular genetics that has produced innu­
merable developments with respect to understanding biological mechanisms as well as 
the bases for many disease states. Here we will focus on the techniques used to create 
recombinant DNA molecules. 
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Fig. 3. (A) Cloning of DNA with cohesive (or sticky) ends. The plasmid DNA and insert DNA 
(RAS) are digested with restriction enzymes (PstI and XhoI) that generate cohesive termini. 
Subsequent ligation of the hybridized plasmid and insert yields a stably cloned RAS gene and 
recreates the PstI andXhoI restriction sites. 

4.2. Basics of DNA Manipulation 
4.2.1. Restriction Enzymes 

Restriction enzymes are naturally occurring DNA endonucleases that comprise a funda­
mental set of tools for molecular cloning. By recognizing specific sequences of DNA and 
cleaving at precisely defined locations, restriction enzymes allow the consistent creation of 
DNA molecules with distinct identities (29). There are now well over 100 commercially 
available restriction enzymes, most of which recognize specific six base-pair sites that are 
symmetrical (Fig. 3A,B). Some restriction enzymes cleave both strands of the DNA at the 
same exact location and thus produce DNA molecules with flush, or blunt, ends. Others cut 
the two strands at slightly different positions and produce staggered ends. Some of these 
leave 5'-protruding ends, whereas others leave 3'-protruding ends. 
4.2.2. DNA Ligation Reactions 

The power of molecular cloning is dependent not only on the ability to create dis­
tinct segments of DNA, but also on the ability to fuse the ends of different DNA mol­
ecules together. This biochemical fusion process is referred to as ligation, and the 
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Fig. 3. (B) Cloning of DNA with blunt ends. Insert DNA (RAS) is digested with a restriction 
enzyme (EcoRV) that creates blunt termini, whereas the plasmid DNA is digested with Pstl and 
Xhal, which give cohesion ends. The cohesive ends are converted to blunt ends by either "fill­
ing in" (with DNA polymerase), or "chewing back" (with exonuclease). Subsequent ligation of 
the plasmid and insert DNAs produces a stably cloned RAS gene. However, none of the restric­
tion sites used in this cloning reaction have been recreated. Nonetheless, the cloned RAS DNA 
can be liberated from the plasmid utilizing the BamHI and BglII sites flanking the insert. 

enzyme that accomplishes it is DNA ligase (30). DNA ligase functions in both DNA 
replication and DNA repair systems in vivo by covalently joining 3'-terminal hydroxyl 
groups and 5'-terminal phosphates of separate DNA molecules with phosphodiester 
linkages. This biochemical activity is exploited in vitro to synthesize recombinant DNA 
molecules from selected DNA fragments. Although their ideal reaction conditions vary, 
both flush ends and complementary staggered ends can be ligated (17; see Section 4.3.). 
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4.2.3. Polymerases, Exonucleases, and Phosphatases 
Molecular cloning is facilitated in many instances by the modification of restriction 

enzyme-generated fragments. It is often beneficial to convert staggered ends of restric­
tion fragments to blunt ends. This task is made relatively straightforward by the avail­
ability of naturally produced DNA-modifying enzymes. DNA polymerases, which 
synthesize in the 5' to 3' direction, are used to add nucleotides to recessed 3 I-ends using 
the protruding 5'-ends as templates (J 7). Exonuclease activities are used to degrade 
protruding 3-ends (J 7). Thus, blunt ends can be created by either "filling in" or "chew­
ing back," depending on which type of protruding ends result from restriction enzyme 
cleavage. Fragments are sometimes more efficiently ligated into vectors from which 
the terminal 5'-phosphate residues have been removed. This modification is carried out 
by a phosphatase, another naturally occurring and commercially available enzyme (J 7). 

4.3. Molecular Cloning Examples 

4.3.1. Cloning DNA with Cohesive Ends 
The simplest form of molecular cloning is performed by creating a restriction frag­

ment with staggered ends and ligating it into a vector with complementary staggered 
ends. This can more frequently be accomplished when available vectors contain many 
unique restriction sites from which to choose. Figure 3A illustrates an example of a 
cohesive end cloning process that shows details of an RAS gene insertion into a vector 
such as that seen in Fig. I. The plasmid vector has a region of multiple cloning sites 
identical to that of Fig. 1. The sequences of the two restriction sites at each end of this 
region are displayed and labeled. The positions of cleavage are indicated by short ver­
tical lines. For this example, the RAS gene is flanked by PstI andXhoI sites. Digestion 
of the plasmid with PstI and XhoI linearizes it, releasing the small DNA fragment 
between the sites that can readily be removed, and generating 3'- and 5'-protruding 
ends, respectively. Digestion of the foreign DNA containing the RAS gene with PstI 
and XhoI disconnects the RAS sequence, leaving ends complementary to those of the 
plasmid. When the two prepared molecules are incubated together, the complementary 
bases anneal and the two molecules are joined by DNA ligase. Annealing of comple­
mentary ends is facilitated by incubation at approx 15°C. Note that additional DNA 
fragments with cohesive ends may be generated from digestion of the foreign DNA. If 
not separated from the RAS gene prior to ligation, these fragments would also be 
inserted into the vector. Also note that the vector cannot be self-ligated only because 
the two restriction enzymes used generate different staggered ends. The RAS gene can 
at this point be removed and manipulated using either of the upstream flanking restric­
tion sites in conjunction with either of the downstream flanking restriction sites. 

4.3.2. Cloning DNA with Noncohesive or Blunt Ends 
Unfortunately, restriction sites compatible with those found in available vectors are 

not always located at positions useful for a desired cloning operation. In some such 
instances, restriction sites can be attached to blunt-ended fragments, but in other cases, 
this proves impractical. Blunt ends are created by some restriction enzymes, by shear­
ing, and by enzymatic conversion of staggered ends. Figure 3B illustrates an example 
of a blunt-end cloning process related to that described above for cohesive ends. In this 
example, the same plasmid restriction sites are used, but the RAS gene is flanked by 
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sites for the EeoRV restriction enzyme which leaves blunt ends. In order to accept the 
RAS gene insert, the ends of the digested vector must be made flush. The XhoI cleavage 
leaves a 5'-protruding end and thus the other strand can be synthesized by a DNA 
polymerase. The PstI cleavage, however, leaves a protruding 3'-end that must be 
removed by an enzyme with exonuclease activity specific for single-standed substrates. 
Ligation of these prepared vector and fragment molecules is generally less efficient 
than for those with compatible staggered ends and does not benefit from incubation at 
lower than room temperature. Although PstI, XhoI, or EcoRV sites were not re-created, 
the RAS gene can be removed and manipulated as a BamHI-BglII fragment, since these 
sites flanked the site of insertion. 

4.4. Clone Libraries 

A collection of genetic elements containing representative DNA fragments derived 
from a particular organism is referred to as a clone library. Plasmids and viral genomes, 
as well as other genetic elements, serve as receptacles for the cloned DNA fragments. 
Clone libraries, therefore, can be propagated in populations of bacteria from which 
clonal subpopulations (colonies) may be isolated. Each such isolate will uniformly 
contain a single member of the clone library. To identify particular genes or sequences 
within a clone library, a screen of the library is performed. Such screens are based on: 

1. Hybridization of the cloned segment to a probe of known identity; 
2. Recognition of the encoded protein by antibodies of known specificity; or 
3. Any assay that can detect the function of the encoded protein. 

Creation and analysis of clone libraries allows the selection of particular sequences and 
novel genes in a cloned form that facilitates further manipulation and analysis. 

4.4.1. Genomic DNA Libraries 

For investigations that would benefit from a clone library in which all sequences of a 
given genome are represented, a genomic library is indicated. By fragmenting purified 
DNA using methods that approach the production of random segments, a collection that 
includes all sequences can be obtained. These methods include mechanical shearing and 
restriction enzyme digestion under conditions that permit cleavage at only a small fraction 
of the recognition sites. The collection of genomic fragments is often fractionated by size to 
exclude those that are too small, and thus would lower the efficiency of subsequent screen­
ing, as well as those that are too large to be propagated with the appropriate vector. 
Finally, the genomic fragments are ligated into a suitable vector and introduced into bacte­
ria for replication. Much of a genomic library is made up of fragments partially or totally 
consisting of intergenic regions. Although this necessitates the screening of more clones to 
identifY a particular gene, it also affords the opportunity to clone noncoding sequences 
important for genome structure as well as transcriptional and translational regulation. 

4.4.2. cDNA Libraries 

In cases where cloning the coding sequence of a particular gene is the immediate 
objective, use of cDNA libraries is usually advantageous. Construction of a cDNA 
library begins with isolation of RNA followed by mRNA purification (see above). Oli­
gonucleotides containing deoxythymidines are then hybridized to the poly-A tails of 
the mRNA molecules and used as primers for the syntheses of single strands of comple-
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mentary DNA by reverse transcriptase. This "first strand" of DNA then serves as the 
template for synthesis of the complementary, mRNA-displacing "second strand" by 
DNA polymerase. Convenient restriction sites can be positioned on the ends of the 
cDNAs by ligation of oligonucleotide linkers containing the restriction enzyme recogni­
tion sequence. cDNAs are the ligated into appropriate vectors and propagated in bacteria. 

The foundation of cDNA libraries being in purified mRNA produces several impor­
tant implications for cloning. Whereas an ideal genomic library equally represents every 
sequence of a genome, an ideal cDNA library represents protein-coding sequences 
unequally, depending on the abundance of their mRNAs. Because genes are differen­
tially expressed, some cDNAs may be common and others may be rare or nonexistent. 
For this reason, the source ofmRNA for cDNA synthesis is of paramount importance. 
Some parameters that affect relative mRNA levels, and thus cDNA representation in a 
library, include tissue type, developmental stage, cell-cycle phase, nutritional state, 
and response to environmental stimuli. These parameters are taken into consideration, 
and often manipulated, to produce an mRNA source likely to yield high levels of desired 
cDNAs while restricting levels of undesired cDNAs. 

Clone libraries are valued tools that are applied in a wide variety of investigations. 
For example, the gene corresponding to a purified protein can be isolated by using 
specific antibodies generated from the purified protein to screen a clone library 
expressed in bacteria. Genes encoding particular functions of interest are often identi­
fied by selecting library clones on the basis of their ability to reverse a specific mutant 
phenotype in yeast cells. Finally, novel genes encoding proteins that contain conserved 
structural motifs can be cloned by virtue of the hybridization of the corresponding 
conserved DNA sequences with appropriately designed probes. 

5. INTRODUCTION TO DNA SEQUENCING 

The ability to determine nucleotide sequences of DNA molecules has been, and con­
tinues to be, fundamental to the success of molecular approaches to biological research 
and medicine. In addition to its role as a complementary tool to cloning techniques, DNA 
sequencing is indispensable in the identification of mutations as well as the construction 
of data bases that catalog DNA segments based on their structure. These data bases per­
mit enlightening comparisons useful in the characterization of novel genes, the study of 
evolution, and the delineation of DNA and protein structure-function relationships. Cur­
rently used DNA sequencing protocols are derived from two methods, depicted in Fig. 4, 
that rely on some common techniques, but are based on different principles. 

5.1. The Chemical Cleavage Method 

The method of DNA sequencing developed by Maxam and Gilbert is founded in the 
specific cleavage of DNA molecules at positions directly adjacent to chemically modi­
fied nucleotides (31). A homogeneous sample of DNA radiolabeled at one end is treated 
in four (or sometimes five) separate chemical reactions, each of which modifies a par­
ticular type or types of bases. Conditions of the subsequent cleavage reactions are set 
such that cleavage occurs an average of only once for each DNA molecule. Each reac­
tion, therefore, contains a mixture of DNA molecules of different lengths, each ending 
with the same subset of bases. The products of each reaction are subjected to denatur­
ing polyacrylamide gel electrophoresis, which fractionates the populations of fragments 
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Fig. 4. Manual DNA sequencing methods: (left) the chemical cleavage method of Maxam 
and Gilbert (31); (right) the chain termination method of Sanger and colleagues (32). 

by length with resolution sufficient to detect single nucleotide differences. The separate 
reaction products are electrophoresed in adjacent lanes such that following the detection 
of radiolabeled fragments with X-ray film, one can "read" the sequence of nucleotides. 
This is accomplished by recording the identity ofthe terminal nucleotide starting with the 
shortest fragment and proceeding with successively larger fragments. 

5.2. The Chain Termination Method 

The sequencing method developed by Sanger relies on enzymatic DNA synthesis 
from a specific oligonucleotide primer (32). The primer is annealed to the complemen­
tary sequence adjacent to the DNA of interest on a genetic element. DNA polymerase 
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is used to extend the primer through the target segment, synthesizing a single strand of 
DNA while using the opposite strand as a template. In addition to the customary dNTP 
used to synthesize DNA, each of four separate reactions contains a different ddNTP. 
These analogs can be incorporated into growing DNA strands, but owing to their lack of 
a 3 '-hydroxyl cannot form a phosphodiester bond with an incoming dNTP. Therefore, the 
incorporation of a ddNTP causes the single-strand synthesis to terminate. The ratio of the 
specific ddNTP to dNTPs in each reaction is manipulated such that ddNTPs are incorpo­
rated only periodically and thus produce a mixture of synthesis products varying in length, 
but always ending with the same ddNTP. These single-stranded fragments are specifi­
cally labeled by using either labeled primers or, more generally, a labeled dNTP during 
synthesis. The products of the four reactions are fractionated, visualized, and analyzed 
using the same techniques described for the chemical cleavage method. 

Prior to the availability of myriad cloning vectors, the chain termination method was 
significantly disadvantaged by the requirement for flanking sequence of known iden­
tity for primer annealing. However, the availability of appropriate vectors and the 
increasing ease with which high quality oligonucleotide primers are synthesized have 
contributed to the growing popularity of this method. Sequencing with this method is 
most simply accomplished with a template that is single-stranded. DNA to be 
sequenced, therefore, is often isolated from genetic elements that are packaged into 
phage particles as single-stranded DNA. Double-stranded templates can be used, but 
require denaturation to permit access of the primer to its complementary sequence. In 
addition, impurities in small, rapidly prepared samples of double-stranded plasmids 
interfere with enzymatic sequencing. Small DNA and RNA molecules function as 
competitors of primers during reannealing and direct DNA synthesis from unintended 
starting positions. Other contaminants inhibit polymerase activity. Many of these prob­
lems have been somewhat alleviated by new plasmid purification methods. The flex­
ibility of effectively using either single-stranded or double-stranded templates is now 
widely enjoyed. 

Developments in DNA polymerase usage have also increased the power of chain 
termination sequencing. The Klenow fragment of E. coli DNA polymerase I was used 
to develop the method and is still used in many instances despite significant draw­
backs. Klenow fragment is not a highly processive enzyme and therefore occasionally 
creates "false termination" fragments by dissociating with the template at random posi­
tions. The length of sequence produced by Klenow fragment is limited by its inability 
to travel long distances on the template. Finally, Klenow fragment is often ineffective 
at synthesizing DNA in stretches containing a single dNTP which often form extensive 
secondary structure. A phage T7 polymerase lacking its 3' to 5' exonuclease activity 
(also known as Sequenase) is a much more processive enzyme and is capable of 
sequencing longer segments of DNA (33). A Taq polymerase is active at tempera­
tures high enough to eliminate most secondary structure and is therefore successful 
at sequencing through homopolymeric stretches (34). Thermal-tolerant DNA poly­
merases have also permitted the development of protocols that produce multiple 
ddNTP-terminated fragments from each template molecule. This cyclic sequencing 
reaction is achieved by repetitive cycles consisting of primer annealing at a relatively 
low temperature, DNA synthesis at an intermediate temperature, and denaturation at a 
high temperature. 
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5.2.1. Automated DNA Sequencing 

Combining technological advancements in chain termination sequencing has led to 
substantially automated procedures. Perhaps the crucial advancement was the ability to 
accurately detect DNA in gels during electrophoresis. This was made possible through 
the use of flourescently labeled nucleotides that emit light of a characteristic color 
when stimulated by a laser. The DNA synthesis products of each termination reaction 
may be uniformly labeled and electrophoresed in separate lanes or may be distinctly 
labeled and electrophoresed together in a single lane (35,36). As electrophoresis pro­
ceeds, bands reaching a designated position are illuminated by a laser and identified by 
a fluorescence detector. The DNA sequence is determined by the temporal order of 
nucleotides passing the detection system and is recorded automatically by a computer. 
Although still incomplete, sequencing automation has thus far eliminated the need 
for the time-consuming processes of X-ray film exposure, manual gel reading, and 
manual recording of sequence data. Automated sequencers are often located in cen­
tralized facilities within institutions or departments such that access is available to 
many investigators. 

ABBREVIATIONS 

ddNTP, 2'3'-dideoxynucleoside triphosphate; DEPC, diethyl pyrocarbonate; dNTP, 
2'-deoxynucleoside triphosphates; EDTA, ethylenediaminetetraacetic-acid; Taq, 
Thermus aquaticus DNA polymerase. 
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1. INTRODUCTION 
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Nucleic Acid Blotting Techniques 

Theory and Practice 

Sharon Collins Presnell 

This chapter deals with basic concepts and techniques in nucleic acid blotting. In 
principle, the techniques of Southern blotting (DNA) and northern blotting (RNA) are 
very similar. Negatively charged, purified nucleic acid from prokaryotic or eukaryotic 
cells is separated according to size by electrophoresis through an agarose gel matrix. 
The RNA or denatured DNA is subsequently transferred and immobilized onto a mem­
brane composed of nitrocellulose or nylon. The nucleic acids on the membrane are then 
hybridized to a specific labeled "probe," which consists of homologous single-stranded 
nucleic acids that carry molecules allowing detection and visualization of the hybrid­
ized probe. Hybridization between the immobilized nucleic acids and labeled probe 
allows detection of specific DNA or RNA sequences within a complex mixture of DNA 
or RNA. The specific method of detection and visualization is dependent on the nature 
of the labeled probe; radioactive probes enable autoradiographic detection, and probes 
labeled with enzymes facilitate chemiluminescent or colorimetric detection. Nucleic 
acid blotting yields valuable information pertaining to gene integrity and copy number 
(Southern blot) and provides a means of analyzing gene expression (northern blot). 
These methods are widely used to characterize tissues and cultured cells in the labora­
tory, and often provide valuable information for clinical evaluation of patient samples. 

2. THE SOUTHERN BLOT 

The DNA blot was developed by Southern in 1975 (1), and it remains the method of 
choice among many researchers for reliable, quantitative detection of specific DNA 
sequences. The Southern blot can detect the presence of homologous genes across spe­
cies. For example, if a biologically relevant gene has been located in the rat, it is pos­
sible to construct a labeled probe from the rat gene and use it to search for a homologous 
gene in humans by Southern blot analysis. The DNA blot can also be used to assess the 
relative copy number of a specific gene. This particular application of the Southern 
blot is useful in detecting gene amplification, which is a common response to environ­
mental pressure and often accounts for drug resistance in mammalian cells (2,3). South-
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em analysis can identify mutations, deletions, or rearrangements that alter the integrity 
of a specific gene, which can be useful in the prognosis of certain types of cancer and in 
the prenatal diagnosis of genetic diseases. In addition, the DNA blot is a valuable tool 
for molecular cloning, providing a mechanism for localization of specific sequences to 
defined fragments within larger bacteriophage and cosmid genomic DNA clones. 

3. METHODOLOGY OF SOUTHERN BLOT ANALYSIS 

3.1. Preparation of DNA for Southern Blotting 

Most basic techniques for purification of DNA produce material appropriate for 
Southern analysis. Standard Southern blot protocols recommend the use of 1 0 ~ of 
DNA when analyzing single-copy genes (4). However, when the amount of DNA is 
limiting, smaller quantities may be used without compromising the signal by altering 
the geometry of the sample well during electrophoresis (decreasing the width of the 
well will increase the intensity of the final signal) (5). In situations where multiple 
copies of the gene are present or if the gene constitutes a high percentage of the DNA 
(plasmid DNA containing the gene of interest is being analyzed), the quantity of 
DNA can be dramatically reduced to as little as 200 ng. Under optimal conditions, rare 
sequences (single copy genes) can be detected when just 1 0 ~ of genomic DNA are 
analyzed (4). 

DNA that is to be analyzed by Southern blot must first be fragmented into small 
pieces that can migrate through an agarose gel matrix. Restriction enzymes are bacte­
rial enzymes that recognize specific DNA sequences (four to six nucleotides long) in 
DNA and cleave the DNA at these restriction sites. Digestion of genomic DNA with a 
given restriction enzyme produces a reproducible set offragments that are easily sepa­
rated by agarose gel electrophoresis. In order to determine which restriction enzyme(s) 
to use, it is helpful to know which restriction sites are present within and around the 
gene of interest. Generally, when evaluating the presence or copy number of a particu­
lar gene, one should avoid using restriction enzyme(s) that cut the gene of interest into 
a large number of small fragments. Ideally, the gene of interest should be cleaved into 
a few fragments (one to three) that range in size from 1.0-10.0 kb. A different approach 
may be desirable when evaluating the integrity of a specific gene. A normal gene con­
tains many restriction sites, and cleavage of the gene with a particular restriction 
enzyme produces a distinct number of fragments of a defined size. Mutations, dele­
tions, or rearrangements occurring within a gene may result in a disruption of the nor­
mal nucleotide sequence, possibly altering the number of restriction sites within the . 
gene or altering the size of the restriction fragments produced. Such a change in the 
size pattern of DNA fragments produced by enzymatic cleavage is referred to as a 
restriction fragment length polymorphism (or RFLP). A detailed restriction map of a 
gene is generated by cleaving the DNA with several restriction enzymes (separately) 
and then performing a Southern analysis of the fragmented DNA with a probe for the 
gene of interest. Restriction maps are useful for identifying subtle differences between 
homologous genes. Hundreds of restriction enzymes are commercially available 
(Gibco-BRL [Grand Island, NY], Sigma [St. Louis, MO], New England Biolabs 
[Beverly, MAJ), and manufacturers typically provide the proper buffer necessary for 
digestion as well as instructions for the quantity of enzyme, temperature, and duration 
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Fig. 1. Agarose gel electrophoresis of plasmid restriction digests. Five micrograms of a 
3.9 kb plasmid containing a 400-bp insert of the comet gene were digested with the restriction 
enzyme BstXI for I h at 37°C. Lane A contains DNA mol-wt standards (HindIII-digested y 
DNA). Lane B contains plasmid that was not incubated with a restriction enzyme. Lane C 
contains plasmid that was incubated at a temperature of 4°C instead of37°C, demonstrating the 
importance of incubation temperature. Lane D contains fully digested plasmid DNA. Notice 
the disappearance of the 3.9-kb DNA band corresponding to the intact plasmid, and the appear­
ance of a 400-bp DNA band representing the insert and a 3.5-kb DNA band representing the 
plasmid remnant. The very high-mol-wt band present in lanes Band C is likely to consist of 
aggregates of circular plasmid DNA, and disappears with enzymatic digestion (lane D). 

of reaction required for thorough digestion. One unit of an enzyme is defined as the 
amount required to cleave 1.0 f-tg of DNA in 1 h. Complete cleavage of the DNA is 
essential for Southern blotting, especially when single-copy genes are being analyzed. 
A small aliquot (0.5-1.0 f-tg) of the digested DNA sample can be subjected to agarose 
gel electrophoresis and stained with ethidium bromide to determine whether enzymatic 
digestion of the DNA is complete (see Figs. 1 and 2). Thorough digestion of plasmid 
DNA is evidenced by total disappearance of the uncut plasmid and the appearance of 
specific bands. Digestion of genomic DNA is confirmed by the appearance of distinct 
bands, usually in the lower portion of the gel. These bands are produced from enzy­
matic fragmentation of repetitive elements within the DNA and are characteristic of 
the restriction enzyme utilized. After fragmentation, the DNA is typically concentrated 
by ethanol precipitation and resuspended in a small volume of electrophoresis buffer in 
preparation for electrophoretic separation (see Table I). 

3.2. Electrophoresis of Restriction Digested DNA 

Nucleic acids are negatively charged at a neutral pH, which allows their migration 
through an electric field (6). Agarose is a highly porous polysaccharide that acts as a 
sieve, allowing the fragments of DNA to be separated according to length. Under low­
voltage conditions, the electrical resistance of all components remains constant, and 
the linear DNA fragments move through the agarose gel at a velocity proportional to 
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Fig. 2. Agarose gel electrophoresis of genomic DNA restriction digests. Genomic DNA 
samples were isolated from cultures of rat liver epithelial cells. Lane A contains DNA mol-wt 
standards (HindIII-digested y DNA). Lanes Band C show 1O-!Jg DNA samples that were 
digested with either HindIII (B) or BamHI (C) for 18 h at 37°C. Agarose gel electrophoresis 
was carried out for 18 h at 22 V. The gel was stained with ethidium bromide and photographed 
under a UV lamp. The distinct bands (indicated with an arrow) within the digested DNA repre­
sent repetitive sequences or elements in the DNA. Note that this banding pattern differs 
depending on the restriction enzyme employed. Thorough digestion of the DNA produces a 
"smear" of DNA fragments that range in size from very large (>23 kb) to very small «0.5 kb). 

the voltage applied. The driving force for nucleic acid migration in the gel is the volt­
age gradient, which is dependent on the geometry of the electrophoresis chamber, 
geometry and composition of the gel, and the volume and ionic strength of the buffer 
used. The velocity of DNA migration can be increased by decreasing the distance 
between electrodes, decreasing gel thickness, or decreasing buffer volume. A practical 
approach is to keep the gel geometry, buffer composition, and volume constant and 
determine the optimal running voltage empirically. The gel should be covered by 
3--4 rom of buffer and high voltage settings should be avoided, since they will lead to 
melting of the agarose and the appearance of artifacts on the final blot. The gel can be 
run overnight (12-16 h) at a low voltage (20-30 V) without compromising the quality 
of electrophoretic separation. Because the electrophoresed DNA should be transferred 
to a solid support (nylon or nitrocellulose) as soon as possible, overnight electrophore­
sis is often a desirable option for workers with time limitations. 

Agarose electrophoresis of DNA allows separation of fragments ranging from 200 
to I x 107 bp, although it is not possible to separate such a wide range of lengths on a 
single gel. A classical Southern analysis (as presented in Table 1) allows separation of 
fragments ranging from 200 bp to 20 kbp. Fragments smaller than 200 bp are typically 
analyzed by utilizing polyacrylamide gels (7-9), and DNA larger than 20 kbp may be 
analyzed by pulsed-field gel electrophoresis (10). 

The percentage and composition of agarose used to prepare the gel are determined 
based on the size of the fragment(s) of interest. Good electrophoretic separation of 
small DNA fragments (0.2-1.0 kbp) can be accomplished using 2--4% agarose gels 
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Table 1 
Southern Blot Analysis 

1. Restriction enzyme digestion: 
a. Digest 1 0-20 ~ genomic DNA with an appropriate enzyme (use 3-5 U enzyme/~ DNA). 
b. Check the efficiency of the digest by analyzing a l-~ aliquot of DNA on an agarose gel. 
c. Precipitate the remaining digested DNA overnight with 1110 vo12.5M sodium acetate 

and 2 vol cold ethanol (100%). 
d. Resuspend precipitated DNA in 30 (1 TPE and add 6 ~ of DNA sample buffer (Table 2). 

2. Electrophoresis of the DNA: 
a. Prepare a 0.9% agarose gel with TPE buffer (add ethidium bromide to 0.5 ~/mL). 
b. Place the gel in the electrophoresis tank and fill with TPE to 3-4 mm above gel surface. 
c. Load the samples into the sample wells. Include appropriate DNA size standards. 
d. Run the gel overnight at 22-30 V (or until the bromophenol blue migrates 8 cm). 
e. Photograph the gel and carefully measure migration distances ofmol-wt standards. 

3. Denaturation and neutralization of the DNA: 
a. Denature the DNA by soaking the gel 2 x 15 min in O.5M sodium hydroxide. 
b. Neutralize the DNA by soaking the gel 3 x 10 min in 1.0MTris, pH 7.5. 

4. Capillary transfer of the DNA to a nylon membrane: 
a. Cut a piece of nylon membrane to the exact size of the gel; prewet in dH20. 
b. Equilibrate the gel and nylon membrane in 20X SSPE transfer buffer for 15 min. 
c. Assemble the capillary transfer apparatus as shown in Fig. 3. Take care to remove any 

air bubbles between the gel and the nylon membrane. 
d. Fill the buffer chamber with 20X SSPE and transfer overnight. 
e. Check the efficiency of transfer by staining the gel with ethidium bromide. 
f. Let the membrane air-dry briefly and then fix the DNA to the filter by UV crosslinking. 

5. Hybridization with labeled nucleic acid probe 
a. Prepare the probe utilizing manufacturer's instructions. 
b. Prehybridize the membrane for 1 h in prehybridization solution option 1 (Table 2), at 42°C. 
c. Hybridize the membrane overnight in hybridization solution option 1 (Table 2), at 42°C. 
d. Wash the membrane 2 x 15 min in 2X SSPE, 0.1 % SDS, at 42°C. If additional washing 

is needed, wash for 30 min in IX SSPE, 0.1 % SDS, at 42°C. Ifnecessary, subsequent 
washes can be performed (3 x 10 min) with 0.5X SSPE, 0.1 % SDS, at 42°C. 

e. Visualization (radiolabeled probes): Rinse the membrane briefly in IX SSPE, blot 
excess fluid from the membrane, wrap securely in plastic wrap, and expose to X-ray 
film for 24 h at-70°C. Develop the film and adjust exposure time as necessary. 

prepared with a 3: 1 mixture of low-melting-point agarose and standard agarose (FMC 
BioProducts, Rockland, ME). Low-melting-point agarose consists of hydro xyethyla ted 
agarose, which has better sieving properties than standard agarose and results in greater 
clarity of DNA bands. These high-percentage gels are useful when analyzing PCR 
products or cloned DNA. For Southern analysis of genomic DNA, 0.7-1.2% standard 
agarose gels are recommended (4). The efficiency of DNA transfer to a solid support is 
increased with decreasing agarose concentration, but low-percentage agarose gels are 
delicate and difficult to manipulate. The ideal sample well size should be determined 
empirically. Although a weak signal can be amplified by decreasing the width of the 
sample well, the use of wider sample wells results in better resolution of bands. 

The inclusion of a DNA size standard on analytical DNA gels containing DNA frag­
ments of known length is recommended because such standards provide a means of 
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extrapolating the size of a positive signal from target DNA. A popular choice for a 
DNA size standard in a classical Southern blot is Lambda (A) phage DNA, which has 
been digested with the restriction enzyme HindIIl, which provides a pattern of frag­
ments ranging from 125 bp to 23.1 kb. Various DNA size standards are commercially 
available (Amersham [Arlington Heights, IL], Gibco-BRL), and can be obtained 
prelabeled with molecules, such as biotin, that aid in their visualization. When choos­
ing DNA standards, it is important to be sure that the target DNA sequences are within 
the range of kilo base lengths represented in the DNA standards. Most protocols recom­
mend staining the electrophoresed agarose gels with ethidium bromide to visualize 
the DNA standards and the digested DNA. Gels can be stained after electrophoresis by 
soaking in a 2 f..Lg/mL solution of ethidium bromide. Alternatively, ethidium bromide 
(0.5 f-Lg/mL) can be added to the melted agarose (after cooling to 55°C) and to the 
electrophoresis buffer. Staining with ethidium bromide permits photography of the gel, 
so the exact migration of DNA standards can be recorded along with the quality of the 
restriction enzyme digestion of the test DNA. 

After electrophoresis, the double-stranded DNA fragments must be denatured into 
single strands. Denaturation of the DNA can be accomplished by soaking the gel in an 
alkaline solution containing sodium hydroxide (see Table 2). This step should be car­
ried out on a rotary platform, which allows thorough, constant submersion of the gel. 
After denaturation, it is important to neutralize the gel, which is typically done by 
soaking the gel in a neutral (pH 7.4) solution ofTris buffer. The single strands of DNA 
are then ready to be transferred to a solid support, such as nitrocellulose or nylon mem­
brane, where they can be hybridized to a complementary, labeled nucleic acid probe. 

3.3. Transfer of DNA to a Solid Support 

3.3.1. Choice of Hybridization Membrane 

Immobilization and hybridization of nucleic acid was first carried out with nitrocel­
lulose (1). However, nitrocellulose is not ideal for nucleic acid hybridization. Because 
the nucleic acids are attached by hydrophobic rather than covalent interactions, they 
are slowly leached out of the nitrocellulose matrix during hybridization and washing at 
high temperatures. In addition, the fragile filters cannot survive more than one or two 
cycles of hybridization and washing. The shortcomings of nitrocellulose have led to 
the development of several alternative matrices, the most versatile of which is posi­
tively-charged nylon (11). Nylon membranes bind nucleic acids irreversibly and are 
much more durable, allowing sequential hybridizations with several different probes 
without a loss of membrane integrity. Nylon membranes also allow highly efficient 
electrophoretic transfer of small amounts of nucleic acid when capillary or vacuum 
transfer is insufficient. The single disadvantage to nylon membranes is the propensity 
for higher background hybridization, but this problem can be eliminated by increasing 
the amount of blocking agents during prehybridization and hybridization. 

3.3.2. Methods of DNA Transfer 

Single-stranded (denatured) DNA can be transferred to a solid support, such as a 
nitrocellulose or nylon membrane. If nitrocellulose membranes are used, the recom­
mended method of transfer is capillary transfer. With the more versatile nylon mem­
brane, several methods of transfer are available, including capillary transfer, 



Table 2 
Solutions used in Nucleic Acid Blotting 

Solution 

TAE 
(Tris-acetate buffer) 

TPE 
(Tris-phosphate buffer) 

TBE 
(Tris-borate buffer) 

MOPS buffer 
(3-[N-morpholino] 
propanesulfonic acid) 

SSC 
(salt-sodium citrate buffer) 

SSPE 
(salt-sodium phosphate­

EDTA buffer) 

DNA gel denaturation 
solution 

Neutralization buffer 

Alkaline transfer buffer 

Denhardt's reagent 

Prehybridization solution 
(option 1) 

Hybridization solution 
(option 1) 

Hybridization and 
prehybridization solution 
(option 2) 

Hybridization and pre­
hybridization solution 
(option 3) 

DNA and RNA 
sample buffer 

Composition 

0.04M Tris-acetate, 
0.1 mMEDTA, pH 8.0 

0.09M Tris-phosphate, 
O.2MEDTA, pH 8.0, 

0.045M Tris-borate, 
O.1MEDTA, pH 8.0, 

(5X stock) 
O.1MMOPS, pH 7.0, 
40 mM sodium acetate 
5 mMEDTA, pH 8.0 

(20X stock) 
3.0MNaCI, 
O.3M sodium citrate, pH 7.0 

(20X stock) 
3.6MNaCI, 
0.2MNaH2P04 · H20 
20 mMEDTA, pH 7.7 

O.5M sodium hydroxide 

1. OM Tris-HCI, pH 7.5 

3M sodium chloride 
8 mM sodium hydroxide, 
pH 11.4-11.45 

(50X stock) 
1% Ficoll, 
1 % polyvinylpyrrolidine, 
1 % bovine serum albumin 

5X SSPE, 5X Denhardt's reagent, 
200 J.JgImL denatured salmon 
sperm DNA, 0.1 % SDS, 
50% formamide 

5X SSPE, 2.5X Denhardt's 
reagent, 
200 J.JgImL denatured salmon 
sperm DNA, 0.1 % SDS, 
50% formamide 

6X SSC, 2X Denhardt's 
reagent, 
0.1% SDS 

5X Denhardt's reagent, 
0.5% SDS, 
100 J.JgImL denatured 
salmon sperm DNA 

50% Glycerol, 1 mM EDT A, 
0.25% bromophenol blue, 
0.25% xylene cyanol FF 

Use 

Agarose gel electrophoresis; 
Electrophoretic transfer of nucleic 
acids to a nylon membrane 

Agarose gel electrophoresis 
(Southern blot) 

Agarose gel electrophoresis 

Electrophoresis of RNA through 
formaldehyde gels in Northern 
blotting 

Capillary transfer of nucleic acids 
to nylon or nitrocellulose mem­
brane; washing hybridized 
filters 

Capillary transfer of nucleic 
acids to nylon or nitrocellulose 
membrane; washing hybridized 
filters 

Denaturation of electrophoresed 
DNA prior to Southern blot 
transfer 

Neutralization of DNA gels after 
sodium hydroxide denaturation 

Rapid alkaline capillary transfer 
of nucleic acids to nylon 
membranes 

A blocking agent added to 
hybridization solutions in 
Southern and Northern blots 
to reduce background 

Prehybridization of Northern 
and Southern blots 
prior to hybridization 
with labeled probe 

Hybridization of Northern 
and Southern blots 
to labeled probe 

Prehybridization and 
hybridization of Northern and 
Southern blots 

Useful for reducing high 
background hybridization in 
northern and Southern blots 

Electrophoresis of RNA 
through formaldehyde gel 
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electrotransfer, and vacuum transfer. Although nitrocellulose can be used for vacuum 
transfer or electrotransfer, these methods are optimal with nylon membranes. Regard­
less of the method of transfer, it is recommended that the gel and the membrane be 
equilibrated in transfer buffer prior to transfer. The composition of buffer is dependent 
on the method of transfer employed (see Table 2). 

In capillary transfer (1), nucleic acid fragments are eluted from the gel and deposited 
onto the membrane by transfer buffer that is drawn through the gel by capillary action (see 
Fig. 3). Rate of transfer is dependent on the size of the fragments, with larger fragments 
transferring less efficiently. The disadvantage of traditional capillary transfer is the length 
of time required for efficient transfer of large nucleic acid fragments (usually overnight). 
When large (>5 kb) fragments of DNA are to be analyzed, many protocols recommend 
depurinating the electrophoresed DNA prior to denaturation by soaking the gel in O.2M 
hydrochloric acid for 5--15 min (12). Depurination, along with denaturation, leads to the 
breakdown of long DNA fragments into shorter pieces, which transfer more efficiently. 
However, this nicking of the DNA has been reported to reduce the final hybridization signal 
significantly and decrease the clarity of bands on the autoradiograph (5). Downward alkaline 
capillary transfer (13,14), which can be completed in 1-3 h, offers a fast and efficient alterna­
tive to traditional capillary transfer and does not require special equipment (see Fig. 4). 

Electrophoretic transfer (15) was developed as a faster alternative to capillary trans­
fer. Size-separated nucleic acid fragments are transferred onto a membrane (preferably 
nylon) by placing the gel between porous pads that are inserted between parallel elec­
trodes in a large buffer tank. These apparatuses are available from several manufactur­
ers (Bio-Rad [Hercules, CA], Schleicher & Schuell [Keene, NH]). Electroblotting can 
be quite efficient, with complete transfer ofhigh-mol-wt nucleic acids in 2-3 h. How­
ever, the electrophoresis apparatus must be equipped with a cooling mechanism for 
maintaining an acceptable buffer temperature, and large buffer volumes are required. 
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The need for special equipment has largely limited the use of the electroblot to situa­
tions in which capillary transfer or vacuum transfer is not sufficient. 

Vacuum blotting was recently introduced as another alternative to capillary transfer 
(16,17), and involves the application of negative pressure to the gel. Nucleic acids are 
eluted by buffer that is drawn through the gel by application of negative pressure (a 
vacuum). Transfer of nucleic acids by vacuum blotting is more efficient than capillary 
transfer and has been reported to result in a two- to threefold increase in final hybrid­
ization signal obtained (18). Vacuum blotting devices are commercially available (Bio­
Rad) and work well when the vacuum is applied evenly over the gel surface. However, 
efficiency of transfer may be reduced if the vacuum exceeds 60 cm of water (4) owing 
to compression of the gel. When carried out properly, the vacuum blot provides a means 
for fast (approx 4 h), efficient, highly reproducible transfer of nucleic acids. 

3.3.3. Fixing DNA onto Nitrocellulose or Nylon Membranes 

After transfer, the DNA must be stably adhered to the membrane to ensure that it remains 
in place during hybridization and washing. If a nitrocellulose membrane was used, the DNA 
can be affixed by baking the damp membrane at 80°C for 2 h in a vacuum oven. Alterna­
tively, nylon membranes may be exposed (DNA side up) to low-level UV irradiation (at 
254 nm). Irradiation of the membrane results in crosslinks between the nucleic acid residues 
and positively charged amine groups on the membrane surface (J 9). Overirradiation of the 
membrane may cause covalent attachment of a high percentage of the nucleic acid residues, 
resulting in a decreased hybridization signal. Special ovens for the irradiation of mem­
branes are commercially available, and most manufacturers recommend 1.5 J/cm2 for damp 
membranes and 0.15 J/cm2 for dry membranes. Optimally, the ideal amount of irradiation 
should be determined empirically. Baked or irradiated Southern blots can be stored at room 
temperature until they are ready to be hybridized to a labeled nucleic acid probe. 
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Fig. 5. Southern blot analysis of transfonning growth factor (TGFa). DNA was isolated 
from cultures of rat liver epithelial cells. Ten-microgram DNA samples were digested with the 
restriction enzyme Bam HI for 18 h at 37°C. The digested DNA was subjected to Southern blot 
analysis as described in Table 1. The 32P-labeled probe was generated by random primer exten­
sion, utilizing a 1.8-kb fragment of the rat TGFa gene. The membrane was hybridized, washed, 
and exposed to X-ray film for 48 h. When rat liver epithelial cell DNA is digested with BamHI, 
the TGFa gene is cut into an 8.0-kb fragment, which hybridizes to the radiolabeled probe and 
appears as a dark band in the 8.0-kb range on the autoradiograph. 

4. INTERPRETATION OF THE SOUTHERN BLOT 

Once the membrane that contains the target DNA sequences has been "probed" with 
a specific labeled probe, the results of the Southern analysis can be interpreted. Posi­
tive signals on the membrane are created when the labeled probe binds to complemen­
tary target DNA sequences, producing a band that can be visualized. Ifnonradioactive, 
colorimetric probing techniques were used, the bands will be visible to the naked eye. 
Chemiluminescent and radioactive probes must be visualized by exposing the hybrid­
ized membrane to X-ray film, producing an autoradiograph. Fig. 5 shows an autoradio­
graph generated by hybridization with a 32P-Iabeled radioactive probe. 

The autoradiographs that are produced are easily analyzed by a scanning densitom­
eter-an instrument that provides a measure ofthe relative density of the bands that are 
present on the X-ray film. The end result is a numerical value which can be used to 
determine the relative number of target sequences present in one sample compared to 
another. For example, the relative density of a band produced by hybridization with a 
gene whose copy number has been amplified will be much higher than the relative 
density of the band corresponding to the normal gene copy number. Membranes that 
have been hybridized with radioactive probes may also be analyzed directly in a 
phosphorimager. This instrument provides a very accurate evaluation of the blot by 
measuring the amount of radioactive emission corresponding to each band on the mem­
brane, generating a value expressed in counts per minute. The scanning densitometer 
and phosphorimager enable the user to evaluate the positive signals on a blot with 
concrete numerical data instead of guesswork. 
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Proper interpretation of Southern blots necessitates the use of controls throughout 
the procedure. In order to compare gene copy number between one sample and another, 
it is imperative that the same quantity of DNA be loaded onto the gel. This can be 
assured by carefully measuring the DNA concentration prior to loading and by evaluat­
ing the relative concentrations of DNA on the electrophoresed gel by staining with 
ethidium bromide. When analyzing patient samples that are suspected to be abnormal 
(i.e., gene deletion, rearrangement, or amplification), one should include DNA that is 
known to be normal for comparison. 

5. TROUBLESHOOTING SOUTHERN BLOTS 

There are several problems which may occur that will result in the failure of a signal 
to appear on the final blot. To help eliminate possibilities, consult this checklist: 

Was enough DNA loaded onto the gel (10 )lg)? 
Was the DNA digested thoroughly prior to electrophoresis? 
Was the electrophoresed DNA denatured and neutralized before transfer? 
Was transfer complete? (Stain the gel after transfer to check for remaining DNA.) 
Was the DNA properly immobilized onto the nitrocellulose or nylon membrane? 
Was the DNA intact? (Has the membrane been probed and stripped multiple times?) 
Was the probe prepared properly? 
Was the hybridization time sufficient (overnight)? 
Was the blot exposed to film for a sufficient amount of time? 
Was the probe labeled sufficiently? 

If the answer to all of the above questions is "yes," then the failure o~ a positive 
signal to appear could be related to the strength with which the probe hybridized to the 
target sequences on the membrane. If the probe is from a species other than the test 
DNA, weak hybridization may be the result of a lack of homology between the probe 
and the target gene sequence. A very weak signal can often be strengthened by decreas­
ing the stringency of the posthybridization washes and/or increasing the length of 
exposure time while generating the autoradiograph. Alternatively, it may be necessary 
to try a different probe or a different probe-labeling technique. 

High background on the final blot is usually indicative of insufficient blocking during 
the prehybridization and hybridization steps, or poor washing of the blot after hybrid­
ization. To eliminate the background, simply increase the amount of denatured salmon 
sperm DNA added to the prehybridization and hybridization solutions, and/or increase the 
stringency of the posthybridization washes by decreasing salt concentration or increasing 
temperature. When RNA probes (riboprobes) are utilized, the temperature of hybridization 
washes may need to be as high as 65°C to eliminate background hybridization. 

6. THE NORTHERN BLOT 

The northern blot allows identification of specific messenger RNA sequences within 
a mixture of RNA molecules. The final signal achieved on the blot is proportional to 
the number of specific sequences present, allowing for a quantitative analysis of gene 
expression. The RNA transcripts produced from a particular gene can vary in size owing 
to such phenomena as: 

1. Utilization of a secondary transcription start site by RNA polymerase; 
2. Premature termination of transcription resulting from nonsense mutation; 
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3. Posttranscriptional modifications, such as splicing; and 
4. Deletions within the gene coding sequence. 

These alternative transcripts can be detected by northern blot analysis. This infor­
mation is routinely used to determine if the expression of a specific gene is altered in 
any way. Aberrations in gene expression are frequently studied in the laboratory to 
evaluate the cellular response to a particular stimulus or treatment at the molecular 
biology level. Because abnormal expression of specific genes is often reliably associ­
ated with certain disease states, the northern blot can also be a valuable tool for diagno­
sis/prognosis in the clinical setting. 

7. GENERAL CONSIDERATIONS IN THE ANALYSIS OF RNA 

7.1. The Importance of an RNase-Free Environment 

Successful northern blot analysis requires a preparation of RNA that is intact and 
relatively free from contaminants, such as protein and DNA. When working with RNA, 
it is also imperative to maintain an environment that is free of RNases (ubiquitous 
enzymes that degrade RNA). This can be accomplished by treating deionized water 
and solutions that contact the RNA with 0.1 % diethylpyrocarbonate for 24 h at 37°e 
prior to autoc1aving (4,11). Solutions containing Tris (tris[hydroxymethyl]amino­
methane) cannot be treated with diethylpyrocarbonate. Therefore it is recommended to 
reserve a bottle of Tris that is used only for RNA work and is handled appropriately. 
Sterile, RNase-free tubes and pipet tips should be used at all times, and glassware 
should be baked or rinsed with chloroform to eliminate RN ases (4). Wash solutions are 
commercially available that destroy RNases and may be useful in cleaning glass­
ware and work stations (RNaseA WA Y, Gibco-BRL; RNaseZAP, Invitrogen [San Diego, 
CAD. The abundance of RNases in skin necessitates the use of gloves by personnel 
handling RNA samples, solutions, and labware. 

7.2. Total Cellular RNA vs Messenger RNA 

There are many variables to take into consideration when determining whether to 
analyze total cellular RNA or purified messenger RNA. The specificity and efficiency 
of the specific probe and the level of expression of the target gene contribute to the 
strength of the final signal observed on a northern blot. In a preparation of total cellular 
RNA, only about 2.5% is actually mRNA-the majority is composed of rRNA. The 
quantity of RNA that can be subjected to Northern analysis is limited to approx 30 J..Ig 

by technical limitations related to the capacity of hybridization membranes for RNA 
binding. Therefore, detection ofrare mRNAs frequently requires utilization of purified 
mRNA. There are many commercially available kits for purification of mRNA 
(Pharmacia Biotech [Uppsala, Sweden], Gibco-BRL, Promega [Madison, WI]), all of 
which take advantage ofthe polyadenylation signal on the 3'-end ofmRNAs. The basic 
principle involves selection of the mRNA by binding the sequential adenosine residues 
to a synthesized stretch of deoxythymidine residues that have been affixed to a solid 
support (such as cellulose or magnetic beads). The unbound ribosomal RNA and other 
contaminants are washed away, and the mRNA is then eluted from the support matrix. 
Even rare mRNAs can be detected when as little as 1 J..Ig of purified mRNA is subjected 
to northern analysis. 
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Fig. 6. RNA integrity gel. RNA was isolated from cultured rat liver epithelial cells by the 
acidic phenol extraction method (21). Two micrograms of RNA per sample were run on an 
integrity gel for 2 h at 90 V. Lane A contains an RNA molecular size standard. Lanes Band C 
contain intact RNA (rRNA bands are clearly visible), whereas the samples in lanes D and E are 
degraded. The RNA in lane D was prepared in a small volume of tap water (instead of RNase­
treated water) and the RNA in lane E came in contact with human skin during sample preparation. 

8. METHODOLOGY OF NORTHERN BLOT ANALYSIS 

8.1. Preparation of the RNA for Electrophoresis 

The method of choice for RNA isolation in many labs is centrifugation through a 
cesium chloride cushion, followed by ethanol precipitation (20). This method effi­
ciently generates RNA of exceptional quality for northern blotting. However, alterna­
tive methods are available that address limitations of some investigators with respect to 
instrumentation. The acidic phenol extraction method described by Chomczynski (21) 
yields total cellular RNA of acceptable quality for northern blot analysis, can be per­
formed in less time than a cesium chloride gradient, and does not require an ultracentri­
fuge. Commercial kits are available for the isolation of RNA (Gibco-BRL, Promega), 
most of which are based on variations of the acidic phenol extraction. 

Regardless of the method utilized to generate total cellular RNA, it is advisable to 
check the quantity and quality of the samples by taking spectrophotometer readings at 
260 and 280 nm and running a small aliquot (1 ~) through a 1.0% agarose integrity gel 
containing 0.5 ~/mL ethidium bromide. The ratio of the absorbance at 260 nml280 nm is 
1.8-2.0 in a clean RNA sample. Ratios <1.8 indicate contamination with protein or phe­
nol. Visualization of the integrity gel with a UV light source is the best measure of RNA 
quality (see Fig. 6). DNA contaminants are revealed as very high-mol-wt bands that 
sometimes fail to migrate into the gel. Degraded RNA is identified as a smear in the very 
low-mol-wt range. When total cellular RNA is analyzed, I8S and 28S rRNA bands should 
be clearly visible, and a faint smear representing the heterogeneous mRNA population 
should be present as well. The eukaryotic 28S and I8S rRNAs are 5.0 and 1.87 kb in size, 
respectively (5), and can serve as a convenient internal RNA size standard. 
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8.2. Electrophoretic Separation of RNA 

A protocol for northern blot analysis is provided in Table 3. When analyzing total 
cellular RNA, the quantity of RNA loaded onto the gel can range from 5-30 Ilg. The 
ideal concentration should be determined empirically, and depends on the quantity and 
quality of target mRNA as well as specificity of the probe. Analysis of purified mRNA 
can be performed with as little as 1.0 Ilg, although a greater quantity (5-10 Ilg) is 
typically used to permit multiple uses of a single membrane. Just prior to electrophore­
sis, the single-stranded native RNA molecules must be denatured to abolish secondary 
structure (see Table 2). This is accomplished by heating the samples to 65°C in the 
presence of formaldehyde and formamide. The denatured state is maintained during 
electrophoresis by the addition of formaldehyde to the agarose gel (22). Denaturation 
of RNA with glyoxal was introduced in 1977 as an alternative to formaldehyde dena­
turation (23); Although glyoxal denaturation works well, additional steps are required 
to remove the glyoxal products after blotting. The standard RNA gel (1.2% agarose, 
1.1 % formaldehyde) allows separation of RNA from 0.5-6.0 kbp.1t is advisable to run 
RNA mol-wt standards on every gel to aid in determining the mol-wt of bands present. 
Since RNA and DNA do not migrate at the same rate, DNA standards are not accept­
able for RNA gels. RNA standards are commercially available in several size ranges 
(Amersham, Gibco-BRL). The addition ofethidium bromide to RNA gels is controver­
sial. Although visualization of the RNA provides information on integrity and quantity, 
experimental evidence suggests that the subsequent transfer of RNA to nitrocellulose 
or nylon is impeded when ethidium bromide is present, resulting in a 12-18% decrease 
in final hybridization signal (11,24). For this reason, many researchers remove and 
stain only the lane containing the RNA standards. However, the valuable information 
obtained from visualization of the RNA often outweighs the inconvenience of a reduced 
signal. Acridine orange (23) and Stains All (a cationic carbocyanine dye) (25) are alter­
native dye choices for staining and visualizing the RNA. 

The recommended buffer for electrophoresis of RNA contains 3-(N-morpholino) 
propanesulfonic acid (or MOPS) (4). A 5 or lOX stock of MOPS buffer (see Table 2) 
should be prepared in diethylpyrocarbonate treated water, brought to pH 7.0, filter­
sterilized, and stored at room temperature in a dark bottle. Autoclaving or exposure to 
light can cause yellowing of the buffer. Although pale yellow buffer may still be used, 
buffer exhibiting a darker shade of yellow should not be used. Constant circulation of 
buffer during electrophoresis in the same direction as electrical flow prevents accu­
mulation of buffer components and formaldehyde in the positive buffer chamber. The 
general rule for running RNA gels is 3-4 V/cm. The bromophenol blue (in the RNA 
sample buffer) should migrate at least 8 cm before electrophoresis is terminated. 
Because there is no reliable storage method for electrophoresed RNA gels, it is optimal 
to transfer the nucleic acids to a solid support immediately after electrophoresis. For 
this reason, many workers choose to run gels overnight at a low voltage (20-30 V). 

If ethidium bromide is not included in the gel, the lane containing RNA standards 
must be excised and stained. The distance from the loading well to each band should be 
measured to generate a standard curve. A plot of the 10glO of the RNA fragment sizes 
against distance migrated provides a curve by which sizes of RNA species detected by 
hybridization can be calculated. Prior to transfer of the RNA to a nitrocellulose or 
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Table 3 
Northern Blot Analysis 

1. Preparation of RNA samples: 
a. Combine an appropriate quantity of purified total RNA or mRNA with 2.0 J.1L 5X 

MOPS buffer, 3.5 mL 37% formaldehyde, pH > 4.0, 10.0 J.1L formamide, and RNase­
free water to give a total vol of 20 ml. 

b. Add 4.0 J.1L of RNA loading dye (Table 2) and heat samples to 65°C for 10 min. Open 
the caps for 5-10 min prior to loading the samples to allow traces of ethanol to evaporate. 

2. Preparation of the formaldehyde gel: 
a. Melt agarose (final concentration should be 1.2%) in RNase-free water by boiling in a micro­

wave. Cool to 60°C, add 5X MOPS gel buffer (one-fifth final volume) and 37% formalde­
hyde (115.6 final volume). If desired, ethidium bromide may be added to the gel (0.5 ~mL). 

b. Pour gel immediately into clean, level gel tray and insert the appropriate sample comb(s). 
c. When the gel has solidified (-20 min), place it in the electrophoresis tank, remove the 

sample comb, and fill the tank with IX MOPS buffer until the liquid covers the gel by 
3-4 mm. Prerun the gel for 5 min at 5 V/cm length. 

3. Running the gel: 
a. Load the RNA samples carefully into the sample wells. Reserve one well for loading 

appropriate RNA size standards (1-3 J.tg are usually sufficient). If the samples "float" 
out of the well as they are loaded, they may still contain traces of ethanol. Reheating 
the samples briefly (uncapped) will eliminate this problem. 

b. The gel may be run overnight at 20--30 V, or at 3-4 V/cm length. Electrophoresis should 
continue until the bromophenol blue tracking dye has migrated a minimum of 8.0 cm. 

c. Once the samples have entered the gel (-20 min), begin circulating the buffer with a 
peristaltic pump in the same direction as the electrical flow. 

d. When electrophoresis is complete, record the migration distances of the RNA ladder (if 
ethidium bromide was not added to the gel, this lane should be cut away and stained in 
a 2 J.tg/mL solution of ethidium bromide). If ethidium bromide was added to the gel, the 
entire gel should be visualized with a UV light source and photographed. Remove the 
lane containing the RNA standards prior to transfer. 

4. Capillary transfer of the RNA to a nylon membrane: 
a. Cut a piece of nylon membrane to the size of the gel and prewet it in RNase-free water. 

Equilibrate the membrane in 20X SSPE transfer buffer for at least 15 min. 
b. Remove formaldehyde from the gel by soaking 3 x 10 min in RNase-free water. 
c. Assemble the transfer setup as shown in Fig. 3 and allow the RNA to transfer for 12-18 h. 
d. Air-dry the nylon membrane briefly and then crosslink with UV irradiation. 

5. Hybridization with nucleic acid probe: 
a. Prehybridize the filter for at least 1 h at 42°C in 10--20 mL of pre hybridization solution. 
b. Prepare labeled probe as per manufacturer's instructions. 
c. Replace prehybridization solution with hybridization solution containing the labeled 

probe and incubate 12-14 h at 42°C. 
6. Washing the hybridized filter: 

a. Wash the filter 2 x 15 min in 2X SSPE, 0.1 % SDS at 42°C, and then 2 x 15 min in IX 
SSPE, 0.1 % SDS at 42°C. 

b. If a radioactive probe was used, check the filter with a Geiger counter. If additional 
washing is needed, wash 2 x 15 min in 0.5X SSPE, 0.1 % SDS at 42°C. 

7. Visualization of hybridized probe (radiolabeled probes): Wick excess buffer from the 
washed filter and then wrap the filter in plastic wrap; expose the membrane to film in a 
light-tight cassette at -70°C. Develop the autoradiograph after 24 h, adjusting the expo­
sure time as needed. 
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nylon membrane, the formaldehyde should be removed from the gel. This is typically 
accomplished by soaking the gel in several changes of diethylpyrocarbonate-treated 
water or transfer buffer. 

8.3. Transfer of RNA to a Solid Support 

For optimal results, the electrophoresed RNA should be transferred to a nylon mem­
brane. The methods of transfer (capillary, vacuum, and electrophoretic) are the same as 
for DNA transfer and are discussed in previous sections. Since the RNA molecules are 
already single-stranded, there is no need to denature the gel prior to transfer. However, 
both the gel and the nylon membrane should be equilibrated in the appropriate transfer 
buffer (see Table 2) prior to transfer. Traditional capillary transfer works well for most 
northern blots, although complete transfer takes 12-18 h (see Fig. 3). When time is lim­
ited, the downward alkaline transfer or vacuum transfer method may be used. Electro­
phoretic transfer is ideal when time is limited and when the target mRNA is present in a 
very low quantity. When fixing a northern blot, experimental evidence indicates that 
fixation by UV irradiation is superior to baking at 80°C (J 9). As with DNA, overirradiation 
can cause extensive ctosslinking of the RNA and diminish the final signal, so optimal UV 
exposure should be determined empirically. Irradiated, air-dried membranes may be 
stored at room temperature until they are ready to be hybridized to a nucleic acid probe. 

8.4. Interpretation of the Northern Blot 

When analyzing any experimental sample by northern blot, it is recommended to 
include a control on the gel consisting of RNA isolated from appropriate normal cells 
or tissue. Interpretation of a northern blot is most accurate when actual numerical val­
ues are assigned to the bands present on the final blot, which represent a positive sig­
nal. Colorimetric detection methods are the least sensitive, and should be avoided if 
comparisons are to be made between two test samples, in which differences in expres­
sion may be subtle. Both chemiluminescent and radioactive probes can be exposed to 
X-ray film to produce an autoradiograph. Figure 7 shows an autoradiograph generated 
from a northern blot that was probed with a 32P-Iabeled cDNA probe. The autoradio­
graph can be analyzed by a scanning densitometer, which measures the density of each 
band and assigns a numerical value to the band. This analysis allows the detection of 
very small variations in expression. However, for interpretation to be accurate, a con­
trol must be included for the amount of mRNA that is present in the samples being 
compared. Some researchers rely on ethidium bromide staining of the gel prior to trans­
fer and hybridization. However, visualization of the mRNA in formaldehyde-contain­
ing gels is difficult and not quantitative. A more reliable method is to perform a second 
hybridization reaction with the membrane, utilizing a probe (labeled in the same way 
as the probe used to detect the gene of interest) for a "housekeeping gene," such as 
actin (a structural protein) or cyclophilin (cyclosporin binding protein). Numerical val­
ues are then generated for the positive signal from the housekeeping gene via scanning 
densitometry. The expression of the gene of interest is then expressed as a function of 
the expression of the housekeeping gene, thereby "normalizing" each signal relative to 
the actual quantity of mRNA present in that particular lane of the gel. If radio labeled 
probes are used, the blots may be analyzed directly in a phosphorimager, which detects 
positive signals on the blot and expresses the value as actual counts per minute of 
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Fig. 7. Northern blot analysis of the urokinase plasminogen activator mRNA. RNA was 
isolated from nine different rat liver epithelial cell lines by acidic phenol extraction (21) and 
mRNA was subsequently purified by binding to oligo-dT. Two-microgram samples ofmRNA 
from each cell line were sUbjected to northern blot analysis as described in Table 3. The radio­
labeled probes were generated by random primer extension utilizing a 1.5-kb fragment of the 
urokinase plasminogen activator (uPA) gene and a 1.2-kb fragment of the cyclophilin gene. 
The blot was first probed with the probe for uP A and an autoradiograph was generated. Then 
the membrane was stripped in a solution containing 50% formamide and 2X SSPE and reprobed 
for the cyclophilin mRNA. Although the expression of the "housekeeping" gene (cyclophilin) 
remains relatively constant among the samples, the expression ofthe 2.4-kb uP A mRNA varies 
greatly among this group of cell lines. 

radioactivity. This instrument is particularly useful in detecting very weak positive 
signals and can often shorten the time required to detect positive bands compared to 
generating traditional autoradiographs. 

9. TROUBLESHOOTING NORTHERN BLOTS 

Some genes are simply not expressed at any level in certain situations. However, if a 
known positive control was included on the gel and no positive signal was produced, there 
could be a technical problem. Consult the following checklist to eliminate some possibilities: 

Was the RNA of good quality (integrity gel, ethidium bromide staining)? 
Was electrophoresis of the RNA sufficient (migration of RNA bp ladder)? 
Was the RNA transferred to the nylon membrane (stain the gel after transfer)? 
Was the probe labeled properly? 
Was hybridization time sufficient (overnight)? 
Was the blot washed too stringently? 

If no technical problems can be identified, the best solution is to reprobe the blot 
with a probe for a housekeeping gene that is known to be expressed. If no signal is 
present, the RNA may have been degraded or of too small a quantity to be effective. 
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High background signal may be reduced by increasing the amount of blocking agent 
(denatured salmon sperm DNA) in the prehybridization and hybridization reactions. 
However, background hybridization is frequently owing to insufficient washing of the 
blot after hybridization. Washing should be carried out in generous volumes (at least 
threefold volume of hybridization solution), and increasing the stringency of the wash 
(increasing temperature and/or decreasing salt concentration) will reduce background 
signal. A washing routine that works well for one probe may be insufficient for another, 
so optimal washing conditions must be determined separately for each probe used. 

Sometimes a positive band on a northern blot creates a great deal of excitement until it 
is found to be the wrong size. Such occurrences lend a lot of support to the use ofmol-wt 
standards, such as the RNA base-pair ladders, to prevent misinterpretation of data. Ifpure 
mRNA has been used and an unexpected band appears, it is possible that an alternative 
transcript has been identified. When mRNA is not pure (as when total cellular RNA is 
analyzed), nonspecific binding of probe to the rRNAs can be observed. For this reason, 
one should take great care in interpreting northern blots when rRNA is present. Any 
bands that appear at 5.0 or 1.87 kb may be attributed to binding of the probe to rRNA 
rather than hybridization with true target sequences. In situations in which these prob­
lems arise, it is advisable to repeat the blot utilizing highly purified mRNA. 

10. PREPARATION OF LABELED NUCLEIC ACID PROBES 

Once nucleic acids have been affixed to a membrane, specific sequences can be 
detected by hybridization with a labeled, denatured, single-stranded probe that binds to 
homologous RNA or DNA. These probes may be composed of either RNA or DNA, 
and labeling methods may be radioactive or nonradioactive. 

10.1. Nick Translation 

The method of nick translation relies on Escherichia coli DNA Polymerase I-a 
polymerizing enzyme that also possesses a 5' --jo 3' exonuclease activity that degrades 
double-stranded DNA and RNA:DNA hybrids (26). First, discontinuities ("nicks") are 
generated in the phosphodiester backbone of the double-stranded DNA by brief treat­
ment with pancreatic DNase I, producing free 3'-hydroxyl termini along the strand of 
DNA. DNA \polymerase I then extends the 3'-OH termini in the presence of the four 
dNTPs, utilizing its exonuclease activity to hydrolyze nucleotides in the 5' --jo 3' direc­
tion (see Fig. 8). The use of radioactive nucleoside triphosphates in the reaction with 
DNA polymerase I produces uniformly labeled DNA. Disadvantages of nick transla­
tion include the strict requirements in the protocol to time and temperature limitations, 
and the large amount of template DNA (0.5 ~g) required per reaction. It is also impor­
tant to note that small DNA fragments «200 bp) are not suitable for nick translation. 
Nick translation kits are commercially available and provide a reliable source for the 
buffers and enzymes to carry out the reaction (Promega, Amersham, Gibco-BRL). Most 
protocols recommend separating radiolabeled DNA from unincorporated dNTPs by 
centrifugation through a small column of Sephadex G-50 (4,27). 

10.2. Random Primer Extension 

An alternative method for generating labeled DNA involves the utilization of oligo­
nucleotide primers of random sequence (26). The double-stranded DNA is denatured 
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and random nanomers or hexamers are annealed to the template DNA strands (see Fig. 
9). The primers are extended by the large fragment of DNA polymerase (Klenow frag­
ment) or T7 DNA polymerase in the presence of radiolabeled dNTPs. Random-primed 
probes can be labeled to a higher specific activity than nick-translated probes, although 
they are typically shorter (~500 nucleotides). The reaction can also be carried out at room 
temperature with small quantities of template DNA (25-50 ng), and is not significantly 
affected by longer incubation times (overnight). This method may also be used to label 
small fragments (200 bp). Random primer extension kits are available commercially and 
provide the user with enzyme, cold dNTPs, and reaction buffers (Gibco-BRL, Amersham, 
Boehringer-Mannheim, [Indianapolis, IN]). Because the majority of radioactive dNTP is 
incorporated into DNA, purification of the probe is not usually necessary. However, if 
purification is needed, centrifugation through Sephadex G-50 is sufficient. 

10.3. Generation of Strand-Specific Probes 

The generation of radio labeled probes from double-stranded DNA works well when 
the target sequences are present in sufficient quantity and the hybridization between the 
labeled DNA probe and target sequences is strong. When hybridization between 
probe and target is weak, hybrids form between the complementary DNA sequences of 
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3'-OH end of the oligonucleotide primer. 

4. The DNA polymerase synthesizes a new strand of DNA ____ ......,1 complementary to the template strand. 

Fig. 9. Preparation of DNA probes by random primer extension. 

the probe, resulting in segregation of the probe and decreased detection of target 
sequences. Single-stranded probes are composed of only one of two strands of a nucleic 
acid sequence, thus allowing detection of target sequences without unwanted 
reannealing of probe. These probes are particularly useful when analyzing target 
sequences that are only partially homologous to the probe (such as the detection of 
homologous genes in multiple species). 

Radiolabeled cDNA probes are generated by primer extension of single-stranded 
DNA derived from a recombinant bacteriophage Ml3, and can yield probes of 
extremely high specific activity (1 x 109 cpm/J..Lg) (26). Primers are commonly chosen 
that anneal to the single-stranded viral DNA in a region upstream from the site of 
insertion. Extension of the annealed primers is typically accomplished with the Klenow 
fragment of DNA polymerase I in the presence of three nonradioactive dNTPs and one 
a-32P-Iabeled dNTP. The major drawback of this method is the required separation of 
labeled probe from the template and smaller DNA fragments. Labeled probes can be 
separated by polyacrylamide gel electrophoresis, or by alkaline chromatography 
through Sepharose CL-4B (Pharmacia Biotech) (27). 

The ability to generate single-stranded RNA probes ("riboprobes") has been made 
possible by the development of plasmid vectors, which contain multiple cloning sites 
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downstream from strong bacteriophage promoters (SP6, T7, and T3) (28-30). These 
promoters are recognized by bacteriophage-specific, DNA-dependent RNA poly­
merases, which fail to recognize bacterial, plasmid or eukaryotic promoters that are 
present within the construct (29). As a result, labeled RNA can be synthesized directly 
from these linearized plasmids at an extremely high efficiency and specific activity 
when radioactive NTPs are included in the reaction (see Fig. 10). The greater stability of 
RNA hybrids makes RNA probes superior to double-stranded and single-stranded DNA 
probes in Southern and northern analysis. In addition, the production of radio labeled 
RNA is more efficient than generation of single-stranded cDNA probes, since unwanted 
template DNA can be eliminated by a simply treating the samples with RNase-free 
DNase 1. When these RNA probes are to be applied to northern blots, it is important to 
generate the probe in the "antisense" direction, so that the probe is complementary and 
not identical to the mRNA of interest. 

lOA. Generation of Nonradioactive Probes 

Environmental concerns, cost, and safety are a few reasons that nonradioactive 
alternatives to 32P-Iabeled probes are becoming more popular. Another advantage to nonra­
dioactive probes is their long half-life, which permits them to be stored for extended periods 
of time. Several vendors provide kits for nonradioactive labeling and detection of probes, 
all of which employ the same basic concepts. Probes can be labeled by the traditional enzy­
matic methods (described above for radioactive probes), with the incorporation of alterna­
tively labeled dNTPs or NTPs. Nonradioactive probes are typically labeled with haptens 
(such as digoxigenin), biotin, or fluorescein (31-34). Detection of the hybridization signal 
depends on the type of label used, but is either colorimetric or chemiluminescent. 
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Biotin-labeled probes are usually detected by enzyme-conjugated streptavidin. and 
hapten-labeled probes are detected by enzyme-conjugated antihapten antibodies. The 
conjugated enzymatic activity (horseradish peroxidase or alkaline phosphatase) results 
in the production of a colored precipitate in the presence of a specific chemical sub­
strate (34). which allows direct visualization of hybridized bands on the membrane. 
However, colorimetric detection has several disadvantages that must be considered. 
Detection of rare sequences is limited and often requires long development times (> 15 h). 
Furthermore, the colored precipitate cannot be efficiently removed from the membrane, 
thus preventing multiple uses of a single blot. 

Chemiluminescent detection relies on the association of an enzyme-conjugated anti­
body with the digoxigenin, biotin, or fluorescein moieties of labeled probes. The 
reporter enzyme (horseradish peroxidase or alkaline phosphatase) dephosphorylates a 
chemiluminescent substrate, thus generating an unstable anion that emits light as it 
decomposes (35). Positive signals are visualized by exposing the blot to X-ray film for 
short lengths of time. Chemiluminescence does not produce a precipitate, which allows 
blots to be stripped and reprobed by standard methods. Chemiluminescent detection is 
sufficiently sensitive for most applications and is currently the most accepted alterna­
tive to radioactive probes. The major drawback to chemiluminescent detection is the 
frequent observation of high background activity. However, strict adherence to the 
blocking steps provided in most protocols can significantly reduce background signal. 

11. HYBRIDIZATION WITH LABELED PROBES 

11.1. Factors Influencing Hybridization 

The kinetics of nucleic acid hybridization rely heavily on such parameters as tem­
perature, salt concentration, solvent concentration, and the relative strength of nucleic 
acid hybrids (RNA:RNA > RNA:DNA > DNA:DNA) (4). Blots are typically pre­
hybridized (at the hybridization temperature) in a solution that reduces nonspecific 
binding of labeled DNA during hybridization. The prehybridization solution is then 
replaced with hybridization solution, which contains the labeled probe. Composition 
of prehybridization and hybridization solutions can vary depending on the protocol and 
subsequent detection method. Two commonly used formulations are presented in Table 
2. The temperature of hybridization largely determines the specificity of the signal 
obtained in northern and Southern analysis (high temperatures increase stringency). 
Many protocols recommend the use of formamide-based prehybridization and hybrid­
ization solutions to lower the required hybridization temperature without compromis­
ing stringency. Hybridization can be carried out in sealed plastic bags, although 
commercially available hybridization ovens are recommended as a safe and reliable 
alternative. Some protocols recommend the use of high-molecular-mass polyethylene 
glycol or dextran sulfate in the hybridization solution to concentrate the probe and 
enhance the final signal (4,5). 

11.2. Washing and Visualization of Nucleic Acid Blots 

After hybridization, nonspecific ally bound probe is removed by sequential washes 
with buffer (see Tables 1 and 3). The temperature and composition of the wash buffer 
have an effect on the specificity of the signal obtained. Higher temperatures and/or 
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lower salt concentrations increase the stringency of the wash and remove probe that is 
not strongly hybridized to complementary sequences. When radioactive probes are uti­
lized, the washing process can be easily monitored with a Geiger counter. Visualiza­
tion of hybridized radio labeled probes is accomplished by exposing the membrane to 
X-ray film. The use of tungstate-based intensifying screens can intensify a positive 
signal tenfold when applied at -70°C. 

11.3. Removal of Bound Probes from Nucleic Acid Blots 

Ifnitrocellulose or nylon membranes do not dry out during the blotting process, they 
may be stripped and reprobed. Probes can be removed from nitrocellulose by immers­
ing the membrane in hot elution buffer (4) (see Table 2). Stripping of nylon membranes 
(DNA or RNA) can be accomplished using one of the following: 

l. Immersion of the filter in 1 mMTris-HCI, 1 mMEDTA, and O.lX Denhardt's reagent for 
2 h at 75°C; 

2. Immersion of the membrane in a formamide-based stripping solution containing 2X SSPE 
and 50% formamide for one h at 65°C; or 

3. By pouring boiling water over the membrane and letting it stand for 5-10 min. 

Probes can also be removed from DNA blots by alkaline treatment with sodium 
hydroxide at 42°C, followed by neutralization in Tris buffer at 42°C (5). Once the probe is 
removed, the hybridization membrane should air-dried briefly and sealed in a plastic 
bag. Sealed blots can be stored at 4°C for extended periods oftime without deterioration. 

12. SUMMARY 

Nucleic acid blotting yields valuable information in both the research and clinical 
settings. More than 500 human genetic diseases are attributed to single-gene defects. 
For example, sickle-cell anemia is causes by a simple point mutation in the gene that 
codes for the ~ chain of hemoglobin (36). By employing short oligonucleotide probes 
for mutant and normal gene sequences, it is possible to distinguish between the two 
forms of the gene by Southern blot analysis (37). Pathological gene alterations can also 
be detected in diseases, such as Burkitt's lymphoma, Fragile X syndrome, familial 
hypercholesterolemia, the hemophilias, and inborn errors of metabolism (38,39). The 
Southern blot provides a means of identifying a specific altered gene, thus allowing 
prenatal detection of many genetic diseases, many of which can be corrected by simply 
administering the functional protein that should be encoded by the defective gene. The 
northern blot provides information on gene expression that may be useful in establish­
ing prognosis in diseases, such as colon cancer (40). During embryonic development, 
large numbers of genes are switched "on" and "off' in elaborate, defined patterns. This 
is often true for the process of carcinogenesis as well, in which the expression patterns 
of specific genes become altered, contributing to the formation of a tumor. Northern 
blotting allows the expression of a specific gene to be examined so that one can deter­
mine if the gene of interest is underexpressed or overexpressed compared to normal. 
Experimental evidence supports the idea that carcinogenesis is the result of the loss of 
a cell or group of cells to control their growth. Such a phenomenon may be the result of 
overproduction of a growth-stimulatory factor, underproduction of a growth inhibitor, 
or altered production of cell-cycle regulatory molecules. 
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Nucleic acid blotting permits detailed characterization of a specific gene. Southern 
blots identify structural abnormalities, whereas northern blots show gene expression 
levels and allow detection of alternatively spliced transcripts. With modem improve­
ments (such as nonradioactive probing techniques), nucleic acid blotting will remain a 
valuable tool in many molecular biology laboratories. 
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DNA Amplification Techniques 

An Overview 

David H. Sorscher 

1. INTRODUCTION 

The polymerase chain reaction (peR) has revolutionized modem science. With the 
introduction of the peR to the clinical laboratory, genetically based diseases are now 
diagnosed with an incredible level of sensitivity and accuracy. This chapter will review 
the original discovery of the peR in which the synthetic cycles were driven by the 
Klenow fragment of DNA polymerase I, and the rapid development of this exciting tech­
nology after the introduction ofthe heat-resistant Thermus aquaticus (Taq) polymerase. 

Various elegant nucleic acid amplification techniques derived from the peR have 
been discovered and successfully applied to molecular medicine. For example, the 
ligase chain reaction has been applied to the characterization of gene mutations 
and the detection of infectious diseases. Nucleic acid sequence-based amplification 
and the related transcription-mediated amplification are especially useful tech­
niques for the diagnosis of infection by RNA-based organisms, such as HIV, myco­
bacteria, or hepatitis virus. A divergent technique, branched DNA analysis, does not 
rely on amplification of the target molecule. Branched DNA-based detection has also 
been applied to HIV diagnostics. The peR and each of these new diagnostic techniques 
will be discussed and illustrated. 

2. THEPCR 

During the last 10 years since the description of the peR (1,2), this powerful tech­
nique has attracted widespread attention. peR technology has become essential to the 
clinical diagnostic and forensic laboratories as well as to basic research in molecular 
biology and evolution. In a typical peR, 25-35 successive synthetic cycles are per­
formed in which DNA polymerase copies the target DNA (or RNA) molecule in vitro. 
The products of each cycle provide new templates for the next round of polymerase 
activity. After 25 cycles, the concentration of starting material has increased exponentially. 

The peR is an incredibly sensitive and highly specific method of detection. It is 
possible to amplify a single copy of target sequence in the presence of surrounding 
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DNA from 1.5 x 106 cells that does not contain the gene of interest (3). This specificity 
is integral to the analysis of mutations that predispose individuals to the development 
of cystic fibrosis or cancer (4-7). A good example of the sensitivity and specificity of 
the PCR is a report describing the detection of one mutated K-ras allele in a back­
ground of 105 normal copies during diagnosis of pancreatic adenocaricinoma (8). 

Figure 1 illustrates the various components and mechanics ofa PCR. The PCR mix­
ture contains a thermostable DNA polymerase, gene-specific forward and reverse prim­
ers, each of the four deoxynucleotide triphosphates (dNTPs), reaction buffer, and 
genomic DNA or a cell lysate. The chain reaction proceeds by incubation at three dif­
ferent temperatures: I min at 94°C to unwind the DNA containing the gene of interest 
(unwinding), 1 min at 60°C for hybridization of primers to the single-stranded tem­
plate (annealing), and 2 min at noc for polymerization (extension). These incubations 
are then repeated for 25-30 cycles. Since the copy number doubles after each succes­
sive cycle, an exponential increase of 2n (n is the total number of cycles) is accom­
plished during the complete chain reaction. 

3. EVOLUTION OF THE peR 

3.1. The peR with Klenow Fragment of DNA Polymerase I 

In the first experiments describing the PCR (1,2), the Klenow fragment of 
Escherichia coli DNA polymerase I was used for DNA synthesis during each cycle. 
After the unwinding step, samples were quickly cooled before the addition of enzyme 
to avoid heat denaturation of the Klenow polymerase. It was necessary to add a fresh 
aliquot of Klenow enzyme after each denaturation cycle. Also, the primer hybridiza­
tion and DNA synthesis steps were carried out at 30°C to preserve enzyme activity. 
Performing the annealing and extension cycles at 30°C resulted in hybridization of 
primer to nontarget sequences and considerable nonspecific reaction products (2). Even 
with these drawbacks, the original PCR methodology was successfully applied to gene 
cloning and molecular diagnostic experiments (1,2). 

3.2. The Introduction of Thermostable Taq Polymerase 

The major technological breakthrough in development ofPCR came with the appli­
cation ofa thermostable polymerase (Taq) to the PCR (3). The practicality of running 
the PCR reactions was greatly improved since Taq polymerase survived extended 
incubation at 95°C, thereby obviating the need to add new enzyme after each cycle. In 
addition, by using a heat block that automatically changes temperatures (a thermo­
cycler), the PCR cycles became automated. The product yield was found to increase 
after using Taq when compared with Klenow polymerase, and during a 30 cycle PCR, 

Fig. 1. (opposite page) The PCR (3). A typical PCR cycle is shown beginning with the 
unwinding of double-stranded DNA to a single-stranded template (unwinding, 94°C). Gene­
specific primers hybridize to the complementary sequence in the target during the annealing reac­
tion (annealing, 60°C). The primer/template hybrid is a substrate for Taq polymerase, which 
extends each primer by incorporation of dNTPs (extension, n°C). After one cycle, the copy 
number of target sequence is doubled. In cycle 2, both products from cycle I are substrates for the 
unwinding, annealing, and extension incubations. The yield is four copies after cycle 2. The con­
centration of target molecules is amplified by carrying out the chain reactions for 25-30 cycles. 



DNA Amplification Techniques 

Cyclet 

~: IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII~: 

! U •• iDWDg. 94 "C 

5' II I II I II I II II I I I I I I I I I I I I I I I I I I I I I I I 3' 

3' I I I I I I II I • I I I • I I I I I I I I II I I I I I I I " I • I I 5' 

! ~oo"C 
5' 111111111111111111111111111111111111 3' 

~~Primet:Templ.te 
Hybrid 

3' 1"'"IIIIIIIIIIIiIlIlIlIIIl"11 5' 

Extension. 72 OC 

5' 1111111111 11111111111111111111111111 3' 

<- - - - --~ 
~ - - - - - --> 

3' """1"""""" I. I II' ,."" "". I 5' 

t 
~: 111111111111111111 ~: ~: IIIIIIIIIIIIIIIIII~, 

Cycle 2 I Unwinding. 94 OC. annealing, 60 Dc, 
, and extension. 72 °c 

5' 1 I I 1 I II 1 1 1 1 I II 1 I 1 1 3' 
<OIl(---..wJ 
~---~ 

3' 1/11 11 • 11 11111. 11 11 5' 

;'111111111111111111 ~ ! 
~: 111111111111111111 ~: 

5' 1 II I I II I III I II II I I 3' 
<OIl(---..wJ 
~---~ 

3' 11111111'111111111' 5' 

~: IIIIIIIIIIIIIIIIII~: 

i: II II I II 11111111111 ~: 

Fig. 1. 

91 



92 Sorscher 

amplification of target sequence by 4 x 106 was observed (3). The increase in copy 
number was limited only by diminishing polymerase activity after 25-30 cycles. Dilu­
tion of the PCR product after cycle 30 and reamplification for 30 additional cycles 
resulted in a 109-1010 increase in target sequence (3). 

The sensitivity of PCR employing Taq polymerase is limited only by the ability to 
obtain a single cell. An HIV -1 gene fragment was reliably detected and characterized 
after PCR-generated amplification using a single CD4+ T-cell (9). Also, the PCR was 
successfully performed with single blastomeres in an analysis of Duchenne muscular 
dystrophy gene mutations (10). 

Importantly, the specificity of the chain reaction was greatly improved by the intro­
duction of Taq polymerase. Its high optimal reaction temperature of 72°C (11) ensured 
that only complete hybrids between the primer and target sequence persisted during 
extension cycles. Saiki et al. (3), demonstrated that the nonspecific hybridization and 
DNA synthesis previously observed at 30°C with Klenow polymerase was eliminated 
after using Taq polymerase. In these experiments the annealing and extension tempera­
tures were 40°C and 70°C, respectively (3). Often, the annealing step can be carried 
out at even higher temperatures. For example, primer hybridization can be carried out 
at 60°C when using a 30 base primer with 50% G/C content. 

The reliability ofPCR was dramatically optimized by the introduction of Taq poly­
merase. Since the PCR became an essential method for many different basic research 
disciplines and it was successfully applied to the diagnosis of genetic diseases, Taq 
polymerase was awarded Molecule of the Year status by Science in 1989 (12). 

3.3. The Long-Range peR 

Recent developments in PCR methods have extended the upper size limit for an 
efficient PCR product from 5-35 kb (13,14). This finding has relevance to medical 
diagnostics because individuals carrying large deletions or insertions in clinically rel­
evant chromosomal regions (e.g., Duchenne Muscular Dystrophy) can now be identi­
fied by using a single PCR. 

The major obstacle to synthesis of long products during the PCR was found to be 
misincorporation by Taq polymerase at a frequency of 1 x 104 to 5 X 104 nucleotides 
(15). Barnes (13) hypothesized that inhibition of extension by Taq polymerase at sites 
of mispairing would cause inefficient synthesis of full-length product. Reliable poly­
merization of long, accurate products was accomplished by adding a small amount of 
3 '-5 '-exonuclease to a PCR mixture already containing Taq polymerase (13,14). The 
3'-5'-exonuclease activity recognized and removed misincorporated bases at the end of 
the growing DNA strand (13,14). Optimal conditions for long PCR were obtained by 
using a modified Taq polymerase (termed Klentaql) for DNA synthesis and a 3'-5'­
exonuclease activity from either Pfu, Vent, or Deep Vent polymerase for excision of 
mispaired bases (13). It was also necessary to increase the extension cycle in order to 
accommodate synthesis of molecules up to 35 kb in length (13,14). 

4. PCR COMPONENTS AND SAMPLE REACTION CONDITIONS 

It is important to use sterile solutions and aerosol resistant pipette tips to provide an 
uncontaminated environment for execution of the PCR. Often, it is necessary to devote 
a laboratory bench or a small room to the PCR techniques. Because of the high sensi-
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tivity of the PCR assays, carryover contamination is commonly a problem. When dis­
tributing components between sample tubes, a nucleic acid molecule can be transferred, 
even after changing pipet tips. 

4.1. Design of Oligonucleotide Primers 

The oligonucleotide primers are usually 25-40 bases in length and are designed to 
flank the region of interest. They should be nonhomologous to each other and should 
not hybridize elsewhere in the gene being amplified. By convention, the forward 
primer anneals to the minus strand and directs synthesis downstream in a 5' to 3' 
direction. The reverse primer is located anywhere from 125 bp to 2.5 kb 3' of the 
forward primer, and will initiate polymerization upstream toward the forward primer. 
Often, the 5'-end contains additional GC sequences (a 3-bp "GC clamp") to exploit 
the increased melting temperature of G-C vs A-T base pairing. Primers are usually 
provided in lyophilized form and are resuspended in a buffer containing 10 mM Tris­
HCl (pH 8.0) and 1 mMEDTA, desalted by separation on Sephadex G-25 (16), and 
stored in aliquots at -20°C. 

4.2. Reaction Buffer and Taq Polymerase 

Taq polymerase is provided from the supplier at 5 U/~ and is stored at -20°C. A 
reaction buffer is usually included with the commercially available enzyme (Perkin-Elmer 
Cetus [Emeryville, CA], Gibco-BRL [Gaithersburg, MD], and so forth). An adequate 
lOX buffer for most PCR conditions is 500 mMKCl, 100 mMTris-HCl (pH 8.3),15 mM 
MgClb and 0.1 % gelatin (16). Glycerol (10%) or formamide (5%), if used in the place 
of gelatin, was found to enhance the efficiency of PCR by lowering the effective tem­
perature for template denaturation (17). By carrying out denaturation at 90°C in the 
presence of these cosolvents, the activity of Taq polymerase was extended when 
compared to unwinding incubations at higher temperatures (17). 

4.3. Deoxynucleotide Triphosphates 

The final concentration of dNTPs is 200 ~ for a typical PCR. Higher concentra­
tions of dNTPs (or MgCI2) can result in misincorporation by Taq polymerase (16). 
Ten-millimolar dNTP stocks can be purchased commercially (Perkin-Elmer Cetus, 
Pharmacia Biotech [Piscataway, NJ], Gibco-BRL) and are typically adjusted to pH 7.0. 
dNTPs should be aliquoted and stored at -20°C. 

4.4. Recent Developments: AmpErase 

Recently, Roche Laboratories (Branchburg, NJ) developed a PCR system that 
included a component, termed AmpErase (dUTP-uracil-N-glycosylase or UNG), 
designed to eliminate crosscontamination. With the Roche system, the PCR was car­
ried out in the presence of dUTP instead of dTTP. The amplified DNA contained U, 
whereas the target molecules still contained T. The AmpErase component degrades 
U-containing PCR products that have been inadvertently carried over to a new reaction 
on the same sample, but does not affect target DNA templates that contain T instead of 
U (18). Thus, AmpErase destroys carryover U-substituted PCR products prior to the 
initiation of a new amplification reaction (18). AmpErase does not alter the recovery of 
PCR products, since it is quickly denatured at high temperatures (18). 
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4.5. peR Analysis of Genomic DNA Target Sequences 

Good protocol for a pilot PCR analysis of a single-copy gene is to start with a crude 
lysate from 104 human cells or 0.05 ~ purified DNA as template (J 9). Mix together 
components in an estimated final volume of I 00 ~, but leave out the polymerase en­
zyme. Heat at 95°C for 5 min, cool to appro x 85°C, and add 2.5 U Taq polymerase and 
a small drop of mineral oil. Set the thermo cycler parameters for a three-step amplifica­
tion cycle, including: 

1. A denaturation step at 94 DC for 1 min; 
2. A primer annealing step at 60De (or 10-20De below the melting temperature values for the 

particular primer/template hybrids) for 1 min; and 
3. An extension step at nDe for 2 min. 

A typical PCR will include 30-35 cycles of amplification, with a final extension 
cycle for 10 min at noc, followed by a 4°C incubation. Subsequent to the completion 
of the PCR, amplified DNA products should be analyzed by an appropriate gel electro­
phoresis method. These are suggested parameters, and they may need to be modified. 
For example, it may be necessary to increase the amount of template or to adjust the 
annealing and extension cycles. 

5. PCR APPLICATIONS 

5.1. RT-peR (Reverse Transcription-peR) 

PCR technology has been extended to the quantitation of low levels of gene expres­
sion by using RNA as template. In RT-PCR, RNA is isolated and reverse transcribed 
into cDNA by using oligo-dT, random primers, or a gene-specific primer and reverse 
transcriptase. This cDNA serves as substrate for the PCR with a new set of gene-spe­
cific forward and reverse primers. Products are evaluated by gel electrophoresis and 
Southern hybridization. 

5.2. In Situ peR 

Clinical samples can be tested in situ for the presence of infectious organisms, such 
as HIV, by a PCR analysis performed on a histological tissue section (20). Components 
are added to special chambers covering the slide and the cycling reactions are carried 
out. The PCR product is then detected by colorimetric methods. Microscopic inspec­
tion will determine the fraction of cells and the identity of cells positive for a particular 
target sequence. 

5.3. Mutational Analysis 

The discovery of the PCR has led to efficient, reliable detection of gene muta­
tions that predispose individuals to common diseases, such as cystic fibrosis and 
cancer (5,21). The reverse dot-blot method for analysis of mutations exploits the 
high product yield characteristic of the peR. Wild-type or mutagenic primers are 
chemically attached to hybridization membranes. These blots are mixed with a 
biotin-modified PCR product and hybridized under stringent conditions designed 
for complete hybridization to the gene containing the characteristic mutation but 
not to the wild type alleles. The hybridization signal can be detected by a chemilu­
mines cent or colorimetric reaction. 



DNA Amplification Techniques 95 

6. LIGASE CHAIN REACTION 

In the ligase chain reaction technique, gene sequences are amplified by a thermo­
stable DNA ligase. This method was originally shown to be an useful alternative to the 
PCR for the detection of gene mutations (22), and has recently been successfully 
applied to diagnostic tests for the presence of chlamydia (23), gonorrhea (24), listeria 
(25), and HPV (reviewed in ref. 26). 

The ligase chain reaction is described schematically in Fig. 2. Two sets of primers 
are designed to anneal at immediately adjacent regions of the target template. One pair 
of primers is designed to anneal to the top strand. The second set of primers is comple­
mentary to the first pair and will anneal to the opposite target strand. Interprimer 
hybridization is prevented by including carrier DNA and including a 3'-tail on opposite 
primers. These primers are mixed with template and thermostable ligase and incubated 
at 95°C for 1 min for denaturation, and subsequently at 65°C for 4 min for primer 
annealing and ligation. The denaturation and annealing/ligation steps are repeated for 
10-20 cycles. Amplification will occur only after ligation of the adjacent oligonucle­
otides. The downstream primer must be phosphorylated at the 5'-end because DNA 
ligase requires a free 5'-P04 and 3'-OH as substrate. The 5'-primer is end-labeled with 
32p, and the amplified products are visualized after gel electrophoresis and auto­
radiography. Alternatively, primers are designed to carry biotin groups for nonradio­
active detection of the amplified products (25). 

The experiment shown in Fig. 2 was designed both for the detection of a target gene 
(left panel) and for the analysis of gene mutations (right panel). Also, primer sets can 
be designed to identify sequence variation in the genome of infectious organisms, such 
as HIV. One advantage of the ligase chain reaction when compared to PCR is the abil­
ity to identify single-base mutations (Fig. 2, right panel). In analyzing mutations by the 
ligase chain reaction, the 5'-oligonucleotide is engineered to contain the predicted 
mutation at its 3'-end. As a result, this altered base cannot hybridize to the wild-type 
target allele, and ligase cannot join the adjacent primers. No signal is detected in the ligase 
chain reaction unless the mutated base is present in the template. In contrast, the char­
acterization of mutations after the PCR requires additional time-consuming steps, such 
as oligonucleotide hybridization, single-strand conformational polymorphism (SSCP) 
gel electrophoresis, or DNA sequencing. 

7. NUCLEIC ACID SEQUENCE BASED AMPLIFICATION (NASBA) 

NASBA is a recently developed sequence amplification technique that is particu­
larly suited for RNA detection and has proven effective in analysis of transforming 
genes for chronic myelogenous leukemia, HIV -1, mycobacteria, and hepatitis C virus 
(27-29). This method is a descendant of the transcription-based amplification system 
(28). One of the major differences when compared to the PCR is that the NASBA 
reaction is isothermal (41°C), thereby obviating the need for an expensive thermocycler 
and facilitating manual processing of many samples. NASBA is also very fast, since a 
typical reaction is completed in approx 90 min. 

Reagent kits that include all of the components necessary to perform the NASBA 
reaction for detection of HIV -1 RNA, as well as rigorous internal controls, have been 
developed by Organon-Teknica (Durham, NC) (27). A related technique, termed tran-
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scription-mediated amplification (29), has been successfully consolidated into a test kit 
specifically designed for the detection of Mycobacterium tuberculosis rRNA (Gen-Probe 
Chugai Pharmaceuticals, San Diego, CA). The Gen-Probe transcription-mediated ampli­
fication kit for mycobacteria testing is currently under expedited FDA review. 

A schematic representation ofNASBA is illustrated in Fig. 3. The target RNA mol­
ecule is first incubated with a primer complementary to target sequences. If DNA is the 
substrate, it must be denatured to a single-stranded template before primer hybridiza­
tion. This primer (T7P) has a 5'-extension composed ofT7 RNA polymerase promoter 
sequences. After extension of the T7P/target hybrid with reverse transcriptase, the RNA 
template is degraded by RNase H, and a second primer P2 hybridizes to the 3'-end of 
the cDNA and is extended by reverse transcriptase to create a double-stranded DNA 
molecule. This double-stranded DNA intermediate is required for recognition of the 
T7 promoter by RNA polymerase. Several RNA molecules are synthesized by RNA 
polymerase from the double-stranded DNA template. These RNA molecules are con­
verted to DNA templates in self-generating amplification cycles every time the T7P 
primer hybridizes to a new RNA molecule. 

An advantage to NASBA compared with PCR is that the reverse transcription reac­
tion can be performed with thermolabile enzyme, such as AMV reverse transcriptase. 
Unlike AMV RT, the thermostable reverse transcriptase employed in RT-PCR (Tth 
polymerase) requires manganese instead of magnesium for activity. Manganese 
decreases the fidelity of subsequent Taq polymerase amplification cycles during the 
RT-PCR (28). 

8. BRANCHED DNA DETECTION 

All of the above-mentioned techniques exploit the exponential nature of synthetic 
chain reactions to increase the concentration of target nucleic acid. Branched DNA 
(bDNA) methodology is a clear deviation from these amplification technologies 
(31,32). The target nucleic acid is not replicated. Instead, the sensitivity of the reaction 
is provided by amplification of signal. 

In bDNA analysis (see Fig. 4), several 50-mer probes (spanning 350 bases for 
hepatitis C virus [32]) containing sequences homologous to the gene of interest are 
incubated with the sample nucleic acid (31,32). There are two types of gene-specific 

Fig. 2. (previous page) The ligase chain reaction (22). Genomic DNA is shown schemati­
cally at the top of both panels. Similar to the PCR, double-stranded DNA is unwound during a 
94°C unwinding incubation. Four primers are designed to hybridize at adjacent sequences in 
the target. During the annealing reaction (64°C), wild-type (left panel) primers 1-2 anneal to 
the top strand and 3-4 hybridize to the complementary sequence in the bottom strand. A 3'-tail 
is included on primers 1 and 4 to help prevent duplex formation between complementary prim­
ers 1 and 3, or 2 and 4. The gap between primers is sealed by thermostable DNA ligase (64°C). 
Two copies of target sequence are products of the first ligase chain reaction cycle. Amplifica­
tion of the target gene is accomplished by performing 10-20 cycles of 94°C for 1 min (unwind­
ing) and 64°C for 2 min (annealing and ligation). In the right panel, mutagenic primers 2MT 
and 4MT contain an altered base at their 3'- and 5'-ends, respectively. Ligation of primer sets 1 
and 2MT or 3 and 4MT is not possible, unless the altered base is also present in the genomic 
sequence. In the example shown, no products are formed in the ligase chain reaction with 
mutated primers, because only wild-type alleles are present in the genome. 
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Fig. 3. NASBA (28), Gene-specific sequences in primer T7P hybridize to complementary 
sequences in the target RNA molecule, T7P contains sequences homologous to the target and a 
5'-extension containing the promoter for T7 RNA polymerase, Reverse transcriptase synthesizes 
a cDNA strand beginning at the 3'-end ofT7P, The RNA component of the RNAIDNA hybrid is 
then degraded by RNase H. Primer P2 anneals to the 5'-end of the cDNA. A double-stranded 
DNA template is created after extension from P2 by the activity of reverse transcriptase. This 
template is recognized at promoter sequences by T7 RNA polymerase, and several copies of 
the target RNA sequence are transcribed. The cycling phase ofNASBA commences, since each 
of the RNA copies is a substrate for another amplification cycle beginning with hybridization 
to primer T7P. Nonspecific annealing of T7P is reduced by a preliminary 5-min incubation at 
65 DC. All subsequent reactions are performed at 41 DC and typically require 90 min for completion. 
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Fig. 4. Branched DNA analysis (31). (Step 1) The target gene is denatured to single-stranded 
DNA to allow hybridization at separate gene-specific sequences on the capture and bDNA 
probes. The remainder of the capture and bDNA probes are free for hybridization to anchor and 
bDNA amplifier sequences, respectively. (Step 2) To immobilize the capture/target hybrid, 
anchor sequences on the capture probe anneal to their complementary DNA, which is attached 
to a microtiter plate. (Step 3) To facilitate signal amplification, the branched DNA amplifier 
recognizes its complementary sequence adjacent to the bDNAItarget hybrid. (Step 4) Alkaline 
phosphatase molecules are attached to arms of the bDNA amplifier and signal is detected after 
addition of colorimetric substrate. 

probes for bDNA detection: "capture probes" and "bDNA probes." One region (20-40 
bases) on the capture probe is designed to hybridize with the target gene, and a separate 
region (20 bases) anneals to DNA covalently attached to wells in a microtiter plate. 
Several different bDNA primers hybridize to sequences (20-40 bases) within the target 
gene that are not occupied by the capture probe. Adjacent sequences (20 bases) in the 
bDNA primer are designed to anneal to a bDNA amplifier. This branched DNA mol­
ecule contains up to 45 sites for binding alkaline phosphatase molecules. After addition 
of the alkaline phosphatase probes, as many as 1755 enzyme molecules are bound by 
each target molecule. The alkaline phosphatase substrate, Dioxetane, is added for 
chemiluminescent signal detection. 



100 Sorscher 

The synthesis of oligonucleotide primers for the PCR is simple, automated and inex­
pensive. One possible drawback of the bDNA technique is that the chemical modifica­
tions of primers required for this method are not available at most nucleic acid facilities. 
Therefore, it is not possible for individual researchers to modify and design new tests 
quickly based on the bDNA methodology. This minor drawback will most certainly be 
corrected as more laboratories apply bDNA techniques to molecular diagnostics. 

Since there are no synthetic cycles involved in bDNA analysis, the consequence of 
crosscontamination between samples is reduced when compared to PCR. By dramati­
cally reducing crosscontamination artifacts, the bDNA detection system may prove to 
be a highly sensitive detection system with greater specificity than the PCR. The bDNA 
technique is currently being applied to evaluation of infectious diseases, and reagent 
kits designed to detect and quantify HIV -1, hepatitis C virus, and hepatitis B virus have 
been successfully developed (Chiron Corporation, Emeryville, CA). 
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6 
RT-PCR 

Quantitative and Diagnostic peR in the Analysis 
of Gene Expression 

Robert B. Sisk 

1. INTRODUCTION 

The ability to measure RNA levels quantitatively is crucial to the study of gene 
expression. Northern blots, dot/slot blots, and nuclease protection assays are methods 
traditionally used for analysis of mRNA expression. These methods, however, require 
large quantities of RNA and often lack the needed sensitivity. Northern blotting, prob­
ably the most widely used method for characterizing RNA, requires 5-10 ~ of pur i­
fied poly(A)-mRNA and has a detection limit of approx 106-107 mRNA copies. 
Similarly, solution assays, such as RNase protection or Sl nuclease, require 0.1-1 ~ 
of purified poly(A)-mRNA and have detection limits of appro x 105-106 mRNA copies 
(1). Thus, the required quantities of purified RNA make these methods impractical for 
many investigators because of the nature of the systems under investigation. For mea­
suring low-abundance transcripts or working with limited amounts of material, the 
RT -PCR * technique is an excellent alternative to classical blotting and solution hybrid­
ization assays (2). RT-PCR couples the tremendous DNA amplification powers of the 
PCR technique with the ability of RT to reverse transcribe small quantities of total 
RNA (1 ng or less) into cDNA. Using total cellular RNA rather that purified poly(A)­
mRNA reduces the possibility of losing messages during the purification process and 
allows the use of very small quantities of starting material. For example, methods 
already exist for performing PCR on a single cell (3,4). Other advantages of this tech­
nique are its versatility, sensitivity, rapid turnaround time, and the ability to compare 
multiple samples simultaneously. Although RT -PCR techniques are mostly semiquan­
titative, progress is being made in the development of several quantitative methods (5). 

RT-PCR is basically a four step process: 

1. RNA isolation; 
2. Reverse transcription; 
3. peR amplification; and 
4. Product analysis (Fig. 1). 

* See p. 119 for list of abbreviations used in this chapter. 
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Fig. 1. Schematic diagram of a typical RT -peR reaction. 

RNA is isolated from cells or tissue and used as a template in a reverse transcription 
reaction that produces cDNA. The cDNA serves as a template for the peR reaction. 
U sing a set of specially designed primers, the peR reaction amplifies a specific cDNA 
sequence. Following amplification, the quantity and size of a product are determined 
by running a small sample of the reaction on an agarose gel. Subsequent analysis usu­
ally takes the form of restriction analysis, hybridization, or nucleotide sequencing. In 
addition, peR amplification products may also be used for subcloning or to generate 
DNA probes or expression vectors. 

2. RT-PCR: THE BASIC METHOD 

2.1. Isolating and Working with RNA 

One of the most important factors in generating high-quality full-length cDNA, the 
foundation for subsequent peR products, is the purity and integrity of the total RNA 
used as starting material. RNases, enzymes that digest RNA, are among the hardiest of 
proteins, resisting even boiling. Procedures for creating an RNase-free laboratory envi­
ronment have been described in detail (6). Of major importance is that one should 
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never assume that anything is RNase-free, especially human hands. Always wear latex 
gloves when performing laboratory procedures involving RNA (including isolation) or 
preparing RNase-free solutions and materials. Sterile disposable plasticware, such as 
centrifuge tubes, culture tubes, pipets, pipet tips, or similar labware, should be used 
when possible in place of common laboratory glassware. Most microcentrifuge tubes 
may be removed from a previously unopened box or bag, placed in RNase-free con­
tainers, autoclaved, and used for all RNA procedures. If glassware must be used, it 
should be rendered RNase-free by rinsing with 0.5M sodium hydroxide followed by 
copious rinses with sterilized, distilled water. Alternatively, glassware may be baked at 
I50aC for 4 h. All solutions used with RNA need to be RNase free and should be 
manipulated only with RNase-free pipets and tips. If prepared in RNase-free labware, 
solutions for use with RNA may be made from reagent-grade materials and distilled 
water followed by autoclaving. As an alternative to autoclaving, solutions may be fil­
ter-sterilized with a 0.2-!Jl11 disposable sterile filter unit. Water and other solutions for 
use with RNA can be rendered free of RNase by overnight treatment with 0.05% DEPC 
at room temperature followed by autoclaving for 30 min to remove trace DEPC (7). 
Buffers containing Tris-hydroxymethyl-aminomethane or other primary amines can­
not be treated with DEPC, and some laboratories have found that RNA isolated with 
DEPC-treated solutions do not behave identically to RNA isolated without DEPC in 
enzymatic reactions. 

Chaotropic agents, such as guanidinium chloride and guanidinium isothiocyanate, 
are capable of dissolving cellular structures and proteins, causing nucleoproteins to 
dissociate rapidly from nucleic acids and inactivating RNase. Several procedures using 
chaotropic and reducing agents for the isolation of RNA from cells and tissues have 
been reported in the literature. One procedure commonly used to isolate intact RNA 
from all types of tissues, even those rich in RNases, such as the pancreas, was first 
reported by Chirgwin et al. (8). Improvements to this method that allow sufficient 
amounts of RNA to be isolated from a number of samples in several hours have been 
published (9). Using the method ofChomcznski and Sacchi (9), it is possible to isolate 
sufficient RNA for reverse transcription from as little as 103 cells. RNA isolation kits 
that employ these and other improvements are available from several commercial 
sources (Pharmacia Biotech, Invitrogen). 

After purification, if there is ample material, it is advisable to check a sample of the 
total RNA by electrophoresis on a denaturing agarose gel containing ethidium bromide 
(7). Undegraded total RNA run on a denaturing gel typically gives bright 2SS and ISS 
ribosomal RNA band, at approx 4.5 and 1.9 kb, respectively. The intensity ratio of 
these two bands (2SS/1SS) should be about 1.5-2.5:1. Ifthe 2SS and ISS bands are not 
visible, check the reagents and glassware used for purification for RNase or other 
impurities and repeat the procedure. 

Polyadenylated mRNA can be isolated by oligo(dT)-selection if the total RNA is 
undegraded and sufficient quantities exist. This step is not typically necessary in R T -PCR 
reactions, but may help simplify subsequent first-strand synthesis and amplification 
steps by removing genomic DNA contamination that can amplify along with the target 
cDNA during PCR, sometimes causing problems depending on the specific RT-PCR 
application. As a control experiment, a sample of the total RNA may be used as a 
template for PCR amplification (without having first been reverse transcribed). Prod-
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ucts generated in the absence of reverse transcribed cDNA are genomic in origin. DNA 
can be removed from the RNA preparation by oligo(dT) purification or by DNase I 
treatment (7). A number of kits are commercially available for the purification of 
mRNA from total RNA (Pharmacia Biotech, InVitrogen). 

2.2. Storage of Purified RNA Samples 

Total RNA and mRNA may be protected from degradation for long periods of time 
if stored as a precipitate in ethanol. Efficient precipitation requires the presence of salt. 
Therefore, 3M sodium acetate should be added to the RNA solution to give a final 
concentration of O.3M prior to the addition of ethanol to a final concentration of 70%. 
Precipitated RNA samples should be stored at-20°C. When needed, the RNA precipi­
tate can be collected by centrifugation for 30 min at 4°C. Remove as much of the 
ethanol as possible using a sterile RNase-free pipet tip and allow the RNA pellet to dry 
at room temperature for about 10 min. When dry, resuspend the pellet in the appropri­
ate RNase-free buffer. Under optimal conditions, RNA suspended in an RNase-free 
buffer can be stored for several weeks at 4°C without appreciable degradation. Repeated 
freezing and thawing of RNA in an aqueous buffer may cause degradation. For both 
ethanol precipitate and aqueous storage of RNA, it is advisable to divide the pool into 
many small aliquots. 

3. SYNTHESIS OF eDNA 

3.1. Overview 

Reverse transcription is the process of copying RNA into a single-stranded 
complementary DNA molecule. In the laboratory, this process is known as first-strand 
synthesis, and the cDNA that is generated is the antisense strand ("antisense" is the term 
generally used to describe a sequence of DNA or RNA that is complementary to mRNA). 
A general outline for first-strand synthesis is shown in Fig. 2 and a typical RT-PCR 
procedure is given in Table 1. Basically, the reaction consists of five components: 

1. eDNA synthesis primer; 
2. First-strand buffer; 
3. The four nucleotide triphosphates; 
4. Source of RNA template (either total RNA or purified mRNA); and 
5. RT enzyme. 

3.2. Reverse Transcriptase 

Retroviral RNA-directed DNA polymerase, or RT, is the enzyme used to catalyze 
first-strand cDNA synthesis. Originally, RT was purified from AMV RT. Subsequently, 
the MMLV RT was cloned, overexpressed, and purified (10). After the optimal condi­
tions for use of this enzyme in first-strand cDNA synthesis reactions were published, it 
replaced AMV RT as the enzyme of choice, since commercial preparations of AMV 
RT tend to possess some RNase activity (11). MMLV RT has an inherent RNase H 
activity that reduces efficient synthesis of full-length cDNA. However, a modified ver­
sion of MMLV RT lacking RNase H activity became available in 1988 (12). This 
enzyme is designated MMLV H- RT (13). Either of these enzyme preparations may be 
used for first-strand cDNA synthesis, but MML V H- tends to produce a greater yield of 
cDNA product and a higher percentage of full-length transcripts. Thus, MMLV H- RT 
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Fig. 2. Reverse transcription of RNA in first-strand synthesis reaction. 

is rapidly becoming the more commonly used enzyme. High-quality preparations of 
AMV, MML V, and MML V H- RT enzymes are commercially available and are usu­
ally supplied with a protocol and the appropriate buffer for optimal enzyme activity. A 
detailed review on R T enzymes has appeared (14). 

3.3. Priming First-Strand eDNA Synthesis 

cDNA synthesis catalyzed by RT requires an RNA template and hybridized DNA 
primer with an available 3'-hydroxyl group. The mRNA is copied from the 3'-end to the 
5'-end, resulting in cDNA synthesis proceeding in the 5'- to 3'-direction. To produce 
full-length copies of the transcript, priming must begin at the 3'-end of the mRNA. To 
this end, there are three types of primers generally used in cDNA synthesis: oligo(dT), 
random hexamers, and sequence-specific primers. Selection of the actual primer type 
depends on the particular RT-PCR application. 

Random hexamers and oligo( dT) primers are used to convert an entire population of 
mRNA molecules into cDNA. Hexamers are the most common size of random primer 
used to prime cDNA synthesis. Random primers represent all possible nucleotide com­
binations for each position and anneal along the length of the mRNA molecules. Since 
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Table 1 
Standard RT-PCR Method 

I. Reverse transcription reaction: 
a. To a 0.5-mL microcentrifuge tube, add 1-5 IJg ofpoly(A) mRNA sample in a volume 

of7 !JL or less, 2 !JL 50 IJg/mL oligo(dT) primer stock, and RNase-free H20 to give a 
final volume of 9 !JL. Mix the contents and spin briefly in a microcentrifuge. 

b. Incubate the tube at 70°C for 2-5 min. Then coolon ice for 2-5 min followed by a brief 
microcentrifugation to collect contents at the bottom. 

c. Add the remaining components of the reaction: 4 !JL of 5X reverse transcription buffer 
stock (250 mM Tris-HCI, pH 8.3, 375 mM KCI and 125 mM MgCI2), 2 !JL 10 mM 
Dithiothreitol, 4 !JL dNTP mix (consisting of 2.5 mM of each dNTP), 1 !JL reverse 
transcriptase enzyme (200 U/!JL). Then gently mix the contents by pipeting, followed 
by a brief microcentrifugation to collect contents at the bottom. 

d. Incubate at 42°C for 60 min. 
e. Denature reverse transcriptase enzyme by heating at 85°C for 10 min. 

2. PCR amplification: 
a. Prepare enough PCR master mix for all of the PCR reactions plus one extra. For each 

reaction (50 !JL total volume), mix the following reagents: 5 !JL lOX PCR buffer, 36 !JL 
sterile H20, 1 !JL dNTP stock (containing 10 mM of each nucleotide), I !JL of each 
gene specific primer (10 ~ stock), and I !JL Taq polymerase (final concentration 50 
U/mL), to a final volume of 45 !JL. Mix and briefly microcentrifuge to collect contents. 

b. For each PCR reaction add 45 !JL of the master mix and 2-5 !JL of the cDNA synthesis. 
Mix and briefly microcentrifuge to collect contents. Add a drop of sterile mineral oil to 
each tube. 

c. PCR cycling parameters: an initial denaturation step at 95°C for 5 min, then 30 cycles 
of denaturation at 95°C for 60 s, annealing at 55°C (or the appropriate annealing tem­
perature for the primers used) for 60 s, and extension at noc for 60 s, followed by a 
final extension step at noc for 10 min. 

reverse transcription starts at many points along the mRNA molecule, this type of syn­
thesis results in a variety of different-length cDNA molecules. The population of cDNA 
synthesized in this manner will be composed largely of fragments rather than full­
length cDNA sequences with respect to the 3'-end of the mRNA target. When priming 
with random hexamers, the concentration of primer to mRNA is critical to generating 
the desired average length and mass yield of the product. Using MML V H- R T, a 
primer to mRNA molar ratio of appro x 10: 1 gives a satisfactory yield without sac­
rificing product length (14). Because primers of random sequence are not specific to 
the RNA template, they will anneal to genomic DNA or any RNA in the sample 
(including ribosomal and free RNA), generating products that may lead to an 
increased background. 

Oligo(dT) primers used in the synthesis ofcDNA range in size from 12 to about 30 
bases in length. This type of primer is designed to bind specifically to the poly(A) tail 
of the mRNA; thus, transcripts begin their synthesis at the 3'-end of the mRNA. 
Oligo(dT) primers are used to generate a representative population of full-length 
cDNAs. Although these primers are designed to target the poly(A) tail, they can also 
bind long stretches of adenosine within mRNA sequences. Oligo(dT) primers can be 
modified by adding guanosine, adenosine, or thymidine nucleotides to the 3'-end. These 
modified oligo(dT) primers bind to the 5' end of the poly(A), adding specificity by 
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eliminating the homogeneity inherent with conventional oligo( dT) priming (15). This 
method of priming often generates a cDNA population in which the 3'-ends of the 
mRNAs are overrepresented. Truncated transcripts can occur because ofthe tendency 
ofRT enzymes to pause and terminate transcription, or because of termination oftran­
scription as a result of secondary structure in the RNA template. However, in an opti­
mized reaction, the combination of oligo( dT) priming with MML V H- R Twill 
consistently yield excellent results. 

Sequence-specific primers are used to reverse transcribe a fragment of a specific 
mRNA sequence of interest. These primers are designed such that they anneal to a 
region of known exonic sequence. Often a sequence-specific primer is simply the 3'­
primer of the primer pair that will be used for PCR amplification. Sequence-specific 
primers are typically 21 nucleotides or greater in length, have a G/C content of about 
50-70%, and a melting temperature >45°C. The melting temperature of a primer is 
defined as the midpoint of a temperature range over which a double-stranded duplex 
separates into single strands. Sequence-specific primers are used to prime cDNA syn­
thesis when parts of the sequence other than the 3'-end are needed, and when mRNA 
secondary structure obstructs cDNA synthesis using oligo( dT). Certain specific RT -PCR 
protocols, such as RACE (16), require the use of a sequence-specific primer. More 
information on sequence-specific primers may be found in Innis et al. (16). 

3.4. Modifications of Typical Primer Design 

Choice and design of primers for cDNA synthesis depend on the overall strategy of 
the RT-PCR experiment and the type of application. Oligo(dT) primers can be modi­
fied by adding nucleotides to the 3'-end and 5'-end of the oligo(dT) strand. Modifica­
tions to the 3'-end are discussed in the previous section. Modifications to the 5'-end of 
the primer may include addition of sequences that code for restriction sites or nested 
primer targets. Ideally, these additions do not change the target sequence to which the 
primer anneals, but facilitate subsequent PCR and cloning reactions. Oligo(dT) prim­
ers with different 5'-modifications, referred to as primer-adapters, are available from 
many biotech companies (Stratagene, Promega, New England Biolabs). Design of 
sequence-specific primers should follow the same empirical rules used for standard 
PCR primers. These rules will be discussed later in this chapter in Section 4.1. Strict 
attention should be given to sequence-specific primer and mRNA primer sense. When 
choosing a gene-specific primer for cDNA synthesis, the primer should be antisense to 
the mRNA target sequence. Remember that cDNA synthesis proceeds in the 5' to 3' 
direction and the mRNA is copied in the reverse direction (3' to 5'). 

3.5. Reaction Parameters for cDNA Synthesis 

The optimal reaction temperature for using MML V H- RT to synthesize first-strand 
cDNA is 37°C (14). However, incubation temperatures as high as 50°C can be used 
successfully. Many of the commercial RT-PCR kits recommend performing RT reac­
tions at 42°C. This higher reaction temperature helps to alleviate mRNA secondary 
structure that can impede enzyme processivity. Alternatively, RNA secondary struc­
ture can be eliminated by heating the mRNA and the synthesis primer at 70°C for 3-5 
min. Heat-denatured RNA is then cooled on ice for several min, and the rest of the 
reaction components are added while keeping the tube on ice prior to proceeding with 
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the standard reaction protocol. Reverse transcription reaction times vary from 30-60 
min, with 60 min being the most common. Termination of the reaction is usually per­
formed by denaturing the RT at 75-94 °C for 10 min. At this point, some protocols call 
for an mRNA digestion step in which RNase H is added and the mixture is heated at 
55°C for 10 min. This step is more common in protocols where second strand synthesis 
will be performed. 

4. AMPLIFICATION OF eDNA BY PCR 

The basic components of a PCR reaction are: 

1. Reaction buffer; 
2. dNTPs; 
3. Primers; 
4. eDNA template; and 
5. Taq DNA polymerase. 

A typical PCR amplification method is detailed in Table 1. Buffer composition var­
ies and depends on the type of enzyme being used. Most, if not all, of the commercially 
available Taq DNA polymerases are provided with an optimal buffer. A general out­
line for the PCR segment ofRT-PCR is shown in Fig. 3. 

4.1. peR Primer Design 

In RT-PCR reactions, the selection of primers is of primary importance. Effective 
primers are highly specific, free of secondary structure, and form stable duplexes with 
target sequences. Basically, four parameters need to be considered when designing a 
set of primers: 

1. Size of the region being amplified; 
2. The location of the target region within the eDNA sequence; 
3. Potential secondary structure within the region; and 
4. Specificity of amplification. 

The size of the region being amplified should be chosen such that PCR products 
produced range from 400-2000 bp in length. Products <400 bp in length are difficult to 
resolve well using standard argarose gel techniques, and may be obscured by 
unconsumed primers or PCR artifacts. Products larger than 2000 bp may be amplified 
less efficiently owing to the limited processivity of Taq polymerase under standard 
reaction conditions (17). 

The location of the region to be amplified within the gene sequence needs to be 
considered when designing PCR primers. Since priming with an oligo( dT) often fails 
to generate full-length cDNA transcripts, amplification of regions located several 
kilobases from the 3'-end of the mRNA are often difficult if using an oligo(dT) primer. 
Ifit is necessary to obtain sequence in the 5'-region ofa gene where that sequence is not 
known, this can usually be accomplished using 5'-RACE techniques (16). Secondary 
structure in the mRNA template is another reason for the failure of RT to synthesize 
full length cDNA transcripts, so regions known to have bulky secondary structure 
should be avoided if possible. RNA folding algorithms capable of predicting second­
ary structure within regions of known sequence are available (18). If primers can be 
positioned so that they are located on separate exons, products resulting from the 
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amplification of contaminating genomic DNA can be detected. Using this technique, 
PCR products derived from genomic DNA will be longer than those generated from a 
cDNA template. 

Amplification specificity depends on the primer sequence. Average primers range 
from 20-24 nucleotides in length. Primers of this size are usually selective enough to 
specify a single site in a genome of high complexity and are relatively inexpensive to 
synthesize. Longer primers allow higher annealing temperatures and, thus, increase 
the selectivity of the PCR reaction. The melting temperature of a 40-mer is estimated 
to be 15°C higher than that ofa 20-mer of similar G:C base composition (7). Using 
45-mers would allow annealing to proceed at 72°C, which is the optimal temperature 
for Taq DNA polymerase. Primer annealing may be further optimized by maintaining 
G:C content at about 50-70%. It is also important that the 3'-ends of the primers not be 
complementary to each other; this will help reduce the amount of primer sequestered as 
primer dimers (19). Some investigators suggest always including at least 2 G:C bases 
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on the 3'-end of primers to anchor the primer at the recognition site, since G:C hydro­
gen binding is stronger that A:T binding. Finally, primer sequences should not share 
homology with sequences other than the target sequence. This will reduce the amount 
of nonspecific PCR products generated. Most PCR reactions require a pair of primers 
to amplify products. To amplify a sequence efficiently, both primers need to have 
similar melting temperatures. If the primers are chosen so that they are of the same 
approximate length and have similar G:C content, the probability that their melting 
temperatures will be similar is increased. Several computer algorithms and programs 
have been developed to facilitate the design of primers (20,21). 

4.2. PCR Cycle Parameters 

In general, a PCR reaction consist of three cycles: 

1. Denaturation; 
2. Annealing; and 
3. Extension. 

Each cycle has a specific time and temperature that must be determined experimen­
tally for a specific application. Optimal cycle times and temperatures may vary 
depending on the type and performance of the thermocycler used. The denaturation 
cycle usually lasts for 1 min or less at a temperature of 94°C, although time values for 
this cycle may vary from 30 s to 5 min. Usually the time spent at 94°C is reduced to the 
minimum value needed to achieve the denaturation of the template, because Taq has a 
limited half-life directly related to its exposure to high temperatures. Although 1 min 
does not seem long, remember that the actual exposure of Taq to 94°C is I min times 
the total number of cycles plus ramping time at high temperatures. The extension cycle 
is usually performed at noc for 2 min or less; noc is the optimal temperature for Taq 
polymerase primer extension. At this temperature, Taq extends the template at a rate of 
about 60 bases/s (22). 

Probably the most critical parameters of a PCR reaction are the annealing time and 
temperature. The maximum annealing temperature is determined by the primer with 
the lowest melting temperature. Exceeding this melting temperature by more than sev­
eral degrees will reduce the efficiency of priming and may result in the failure to pro­
duce the product of interest. If an annealing temperature equal to the lowest primer 
melting temperature fails to produce a product, then it may be necessary to lower the 
annealing temperature. If the desired product is produced, but the number and quanti­
ties of coamplified nonspecific reaction products is unacceptable, then the annealing 
temperature should be raised. Optimization ofthe reaction conditions may require sev­
eral adjustments to the annealing time and temperature. This may seem tedious, but 
when the power of PCR amplification is considered, reaction efficiency is crucial for 
product quantification. Salt concentrations also affect DNA:DNA interactions. Opti­
mization kits, which provide Taq buffers with several different salts and salt concen­
trations, are also commercially available. 

5. VISUALIZATION AND VERIFICATION OF PCR PRODUCTS 

The most common method for analyzing PCR products is by gel electrophoresis 
followed by staining with the fluorescent dye ethidium bromide (7), as shown in Fig. 4. 
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Fig. 4. Agarose gel electrophoresis of an RT-PCR product. RNA from three different rat 
liver epithelial cell lines were reverse transcribed and PCR was performed using gene-specific 
primers directed against the MOK-2 zinc-finger protein-encoding gene transcript. Lane I, DNA 
size standards (2 kb, 1.2 kb, 0.8 kb, and 400 bp, descending order). Lanes 2-4, RT-PCR prod­
ucts from WB-F344, GN6TF, and GP7TB rat liver epithelial cell lines, respectively. Lanes 3 
and 4 show the 1.9 kb MOK-2 RT-PCR amplification product. 

PCR products from 200-2000 bp can be resolved quickly and efficiently on a 1.6% 
agarose gel. Ethidium bromide may be added to the gel before casting, or the gel may 
be soaked in a 0.5 jlg/mL solution after electrophoretic separation of DNA products. 
Once the ethidium bromide has intercalated into the DNA, the DNA product can be 
visualized by UV illumination. Another method often used to quantify products is the 
incorporation of radioactive, fluorescent, or biotinylated precursor dNTPs. peR prod­
ucts may be labeled by incorporating labeled nucleotides or through the use of labeled 
primers. Labeled products are separated by electrophoresis on either agarose or poly­
acrylamide gels and visualized by the appropriate techniques (i.e., autoradiography for 
radioactively labeled products). 

The generation of DNA products of the expected size on an agarose gel is an 
encouraging sign that the PCR reaction worked as expected. However, the identity of 
the DNA product should be verified by a secondary method while establishing a PCR 
procedure. Verification can be accomplished by a variety of methods, such as nucle­
otide sequencing, restriction mapping, or sequence-specific probe hybridization. DNA 
sequencing ofPCR products represents the most informative method for product veri­
fication. Typically, the product DNA is cloned and sequence determined using stan­
dard methods. However, with the advent of micro sequencing techniques, purified PCR 
products can be sequenced without having to be cloned (23,24). This approach signifi­
cantly shortens the time required to verify a product by eliminating the cloning step 
and subsequent production of false positives. In addition, it is to the advantage of the 
investigator to sequence a pool ofPCR products rather than an individual cloned DNA 
because of the relatively high error rate of the Taq enzyme under standard PCR condi­
tions. Restriction mapping of PCR products is probably the most simple verification 
method. To use this method, the amplified sequence must contain one or more known 
unique restriction sites. Thus, products may be verified by digestion with the appropri-
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ate restriction endonuclease with subsequent visualization of restriction fragments after 
gel electrophoresis. Sequence-specific hybridization may also be used to verify PCR 
products. In this method, a synthetic oligonucleotide that recognizes a unique sequence 
within the amplified region is hybridized to the PCR product, which is immobilized on 
a hybridization membrane. Successful hybridization is measured by autoradiography, 
and the resulting autoradiogram may be used to quantitate the amount of product pro­
duced. This method also has the added advantage that stringent hybridization and wash­
ing conditions may be used along with other probes to differentiate between related 
gene transcripts that are similar in size. 

6. CONSIDERATIONS FOR QUANTITIVE RT-PCR 

Because amplification is initially an exponential process, small differences, such as 
priming efficiency, can dramatically influence the final concentration of products. Even 
when these parameters are controlled precisely, there are often sample-to-sample and 
day-to-day variations that are difficult to control. This makes accurate quantitation of 
the initial amount ofmRNA in sample by RT-PCR difficult. However, measuring the 
relative quantities or comparing the levels of mRNA in different samples is possible, 
but requires that certain standards be followed. When using PCR to compare the abun­
dance of different cDNAs, they must be amplified with identical efficiencies. Several 
methods exist for measuring the efficiency of an R T -PCR reaction. In the first method, 
an internal mRNA standard is core verse transcribed and coamplified with the tran­
script under investigation to help overcome nonspecific variations inherent in each 
sample. This standard is typically a synthetic RNA molecule, and for more precise 
measurement, may be a slightly modified version of the molecule under study (25). 
Another method is dilution analysis, in which the RNA under analysis is serially diluted 
and an RT -PCR reaction is performed on each dilution. The results of the PCR reaction 
for each dilution are quantitated and then compared for a consistent increase in ampli­
fication. This information can then be used to calculate the concentration of the target 
prior to dilution. Although this discussion on the use of RT -PCR to quantify mRN A 
levels has centered around PCR, the complete process is composed of two steps, reverse 
transcription and PCR. When attempting to quantify mRNA levels, both steps must 
be considered. A complete analysis of all the factors involved in both steps is beyond 
the scope of this chapter, but has been reviewed in detail (26). 

7. DNA TEMPLATE CONTAMINATION: PROBLEMS AND CONCERNS 

When performing RT-PCR, it is always important to be aware of potential sources 
of DNA contamination. The power to amplify very small amounts of DNA to detect­
able levels demands that special care be taken to prevent crosscontamination between 
different samples. This is especially true for PCR targets expected to be present in low 
numbers, because greater efforts are usually required to amplify these sequences. 
Sources of contamination include genomic DNA contamination of RNA, cross­
contamination among different samples processed simultaneously, laboratory contami­
nation of cloned targets, and carryover of PCR products. In general, the likelihood of 
contamination may be reduced by working in a clean laboratory, wearing clean gloves 
at all times, and practicing good sterile techniques when preparing reagents and per­
forming RT-PCR experiments. Carryover products from other PCR reactions may be 
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controlled by maintaining separate areas to handle pre- and post-PCR solutions and by 
using separate, dedicated pipeters with aerosol-free pipet tips and dedicated PCR solu­
tions. In addition, when making up PCR solutions, aliquot each component into 5 or 10 
reaction aliquots, so that each tube is used only once. Adherence to these guidelines 
will enable sources of contamination to be identified more rapidly with less expense to 
the investigator should contamination problems occur. A more detailed discussion of 
how to prevent PCR contamination can be found in recent reviews (27,28). 

8. POSITIVE AND NEGATIVE CONTROLS IN RT-PCR 

Proper positive and negative controls must be performed throughout RT-PCR 
experiments. Positive controls for RT-PCR reactions should include a well-character­
ized RNA template source that has been proven to contain a high level of the transcript 
under investigation. Negative control reactions can be performed by including tem­
plate RNA that is known not to contain the target transcript. Total RNA or mRNA that 
is not reverse transcribed can be used in control reactions to detect contamination from 
an outside source, such as genomic DNA or previously amplified cDNA. RT-PCR 
reactions containing all of the necessary components except a template source should 
also be performed to eliminate possible systematic contamination of buffers, dNTPs, 
enzyme, or water by template RNA or DNA. 

9. SPECIALIZED APPLICATION OF RT-PCR 

Since its introduction, RT -PCR has seen many applications in research and diagnos­
tic laboratories. Most of these applications take advantage of the small amounts of 
RNA needed to perform the RT-PCR reactions. In some situations, the expression ofa 
gene is so low that RT -PCR may be the only method by which it can be studied. Also, 
since RT -PCR is relatively rapid and simple to perform, the methodology is ideal when 
the volume of samples to be analyzed is large or when the results of such analyses must 
be obtained rapidly. 

RT-PCR applications fall into several groups. The most common uses are detection, 
comparison, and quantitation of expressed genes as discussed above. In this type of applica­
tion, the sequence ofthe transcript being studied must be known. A second type ofRT -PCR 
application, RACE, requires sequence knowledge of only a small fragment of the 3' or 5'­
end of the gene. With this information, RT -PCR can be used to clone a larger fragment of 
the gene quickly. A third technique, differential display, exploits RT-PCR to compare 
patterns of gene expression between two or more mRNA populations. Differential dis­
play RT-PCR requires no prior knowledge ofmRNA sequences. In general, these appli­
cations differ by the type of primer used (Fig. 5), as discussed in the following sections. 

9.1. RT-PCR Applications in the Quantitation of Specific mRNA Targets 

Measuring gene expression within a single cell is an excellent example of how the 
RT -PCR technique can be applied to study samples of limited size. In this method, 
RT-PCR is coupled with the patch-clamp recording technique, allowing the collection 
and comparison of both electrophysiological and mRNA expression data. Electro­
physical measurements are performed on a whole cell. When the recording is com­
plete, the cell contents are aspirated through the tip of the electrode and expelled into a 
microcentrifuge tube. Reagents for first-strand synthesis are added to the tube and 
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reverse transcription is perfonned. Once cDNA synthesis is complete, PCR can be 
used to amplify the transcript under investigation. This type of comparison is used to 
correlate cell responses with their molecular counterpart. For example, in a recent 
paper, neuronal sodium current expression was shown to be correlated with expression 
of specific alternatively spliced sodium channel mRNAs in single neurons (29). Single­
cell RT-PCR is becoming very popular, and several recent papers are available to 
describe the method and its application in more detail (3,4). 

In some cases, the gene transcript of interest is present in such small amounts that 
RT-PCR may be the only method that can detect it. For example, the defective gene in 
patients with Duchenne and Becker Muscular Dystrophy is expressed at very low lev­
els (O.OI--D.OOI % of total muscle mRNA), and the mRNA is difficult to study in both 
nonnal and pathological tissue specimens because it is large (14 kb). Chelly and 
coworkers have successfully used RT-PCR to obtain a quantitative estimate of the 
dystrophin gene transcript in clinical samples by coamplifying the mRNAs of the 
dystrophin gene and a reporter gene, aldolase A (30). 

Another evolving RT-PCR application is in the quantification of gene expression. When 
using RT-PCR to quantify mRNA, careful attention must be given to differences in RNA 
loading, reverse transcription, and PCR amplification efficiencies. Considerable effort is being 
expended by researchers to perfect protocols that allow efficient and representative measuring 
ofmRNA levels. For example, Dostal and coworkers have developed the multiplex RT-PCR 
titration assay that permits the simultaneous amplification of renin, angiotensinogen, and elon­
gation factor-Ia (EF-Ia) mRNAs (31). In this method, the abundant and ubiquitously 
expressed EF-la mRNA is used as a control to correct for unequal RNA loading. Tube­
to-tube variability in the efficiencies of reverse transcription and PCR amplification is 
measured by competition between endogenous target mRNAs and deletion-mutant com-
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Fig. 6. Agarose gel electrophoresis of RACE RT -PCR amplification products. Lane I, DNA 
size standards (100 bp ladder). Lane 2, 3 '-RACE product (260 bp) generated using a gene spe­
cific primer for WDNMI and oligo(dT). Lane 3, 5'-RACE product (600 bp) generated using a 
gene specific primer for WDNMI and a primer directed against a linker sequence that was 
ligated to the 5'-terminus of the WDNMI cDNA. 

petitor RNA. Differences in PCR amplification efficiencies of homologous templates are 
corrected by titration of target mRNAs with range of concentrations of competitor RNAs. 

9.2. RACE 

RACE, a modification of the RT-PCR technique, is used to amplify nucleic acid 
sequences from an mRNA template between a defined internal site and unknown 
sequences at either the 3'- or the 5'-end of the mRNA (32). Several different approaches 
to perfonning RACE have been described in the literature (16,33,34). The method 
described by Chenchik and coworkers (35) allows both 5'- and 3'-RACE to be perfonned 
from the same cDNA template. In general, double-stranded cDNA is made by perfonn­
ing a first- and second-strand cDNA synthesis reaction using either total RNA or purified 
mRNA. The primer used to perfonn the first-strand synthesis is about 50 nucleotides in 
length, recognizes the polyA tail of the mRNA, and has a unique primer target sequence 
on its 5'-end. An adapter containing a second unique primer target site is ligated to both 
ends of the double stranded cDNA. This generates a library of double-stranded cDNAs 
each having a 3'-target site that differs from its 5'-target site. A specific cDNA may be 
amplified from this library using a gene-specific primer and a primer for either the 3' or 5' 
unique target site added to the cDNA sequence during synthesis. The gene-specific primer 
is designed from sequence infonnation of the fragment of interest. For example, to obtain 
more of the 3'-sequence ofa gene fragment, a PCR reaction would be perfonned with a 
gene-specific primer (designed from fragment sequence infonnation) and a primer that 
matches the target added to the 3'-end of the cDNA during first-strand synthesis (Fig. 6). 
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Fig. 7. RNA fingerprint gel of reaction products generated by differential display RT-PCR. 
The differential display RT-PCR reactions were perfonned on mRNA samples from WB-F344, 
GN6TF, and GP7TB rat liver epithelial cell lines. Each three-way comparison (indicated by bars) 
represents a different combination of primers consisting of oligo( dT) and random hexamers. 

In an analogous manner, the 5'-sequence of a particular fragment may be obtained using a 
gene-specific primer and the primer that matches the target included on the adapter. RACE 
is an excellent method for obtaining the 3'- or 5'-sequence of a gene quickly, because very 
little sequence information about the target mRNA is needed. It is possible to design gene­
specific primers for either 3'- or 5'-prime RACE reactions with as little as 21 nucleotides of 
sequence information. Race procedures are also useful for amplifying and cloning rare 
mRNAs that are difficult to study using conventional cloning methodologies. 

9.3. Differential Display RT-peR: RNA Fingerprint Analysis 

Differential display, also referred to as RNA fingerprinting, is a modification of the 
basic RT -PCR method that permits the isolation and identification of RNAs that are 
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differentially expressed in two or more RNA populations (36). Like simple RT-PCR, 
the protocol for differential display consists of two steps, cDNA synthesis followed by 
PCR amplification. The two methods differ, however, in the type of primers used for 
the amplification reaction. The reverse transcription reaction for differential display 
uses a poly(dT) primer that targets the poly(A) tail of the mRNA producing a popula­
tion of cDNAs with a poly(T) region located on their 5'-ends. In the PCR step, this 
same poly( dT) primer is used for amplification along with a short primer, usually 10 
nucleotides in length, of arbitrary sequence. The short primer anneals at different posi­
tions on the cDNAs relative to the 5'-poly(T) region of the cDNA. Amplification pro­
duces a subpopulation of the cDNAs that are defined by this pair of primers. This 
subpopulation consists of a variety of sequences ranging in size from approx 100-700 
bp in length that can be resolved on an acrylamide sequencing gel (Fig. 7). A given pair 
of primers produces a reproducible banding pattern on the gel referred to as an RNA 
fingerprint. Different primer sets provide different RNA fingerprints. Bands that are 
expressed in one RNA sample, but absent from another are eluted from the gel, 
reamplified, cloned, confirmed by Northern blot analysis, and sequenced. A number of 
improvements have been made to the differential display technique since it was first 
published (37-39). 

ABBREVIATIONS 

RT -PCR, reverse transcription polymerase chain reaction; RT, reverse transcriptase; 
cDNA, complementary DNA; DEPC, diethyl pyrocarbonate; AMV RT, avian 
myeloblastosis virus reverse transcriptase; MMLV RT, Moloney murine leukemia virus 
reverse transcriptase; RACE, rapid amplification of cDNA ends. 
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7 
PeR-Based Methods for Mutation Detection 

Elizabeth M. Rohlfs and W. Edward Highsmith, Jr. 

1. INTRODUCTION 

Since its development in 1985 the polymerase chain reaction (PCR) has revolution­
ized basic and applied research (1,2). With DNA or cDNA as a template, millions of 
copies of a target sequence are generated during the reaction. Introduction of the ther­
mophilic Thermus aquaticus polymerase increased the specificity of the reaction and 
made automation and routine use possible (3-5). The ability ofPCR to produce mul­
tiple copies of a discrete portion of the genome has resulted in its incorporation into 
techniques used in a wide variety of research and clinical applications. Clinical appli­
cations include diagnosis of inherited disease, HLA typing, identity testing, infectious 
disease diagnosis, and management, hematologic disease diagnosis and staging and 
susceptibility testing for cancer. 

The development of technically simple and reliable methods to detect sequence 
variations in specific genes is becoming more important as the number of genes 
associated with specific diseases grows. DNA sequencing is considered the "gold 
standard" for characterization of specific nucleotide alterations that result in genetic 
disease. Although sequencing technology has improved substantially over the past 
decade, the technique is still too cumbersome for use in screening large numbers of 
patient samples in a clinical setting. However, as the technology improves, sequenc­
ing may yet become fast, simple, and reproducible enough to playa role in the clini­
cal laboratory. Until that time, there are a number ofPCR-based mutation detection 
strategies that can be used to identify both characterized and uncharacterized muta­
tions and sequence variations. 

The degree of genetic heterogeneity, or the number of different mutations in a single 
gene (each of which cause a specific disorder) influences the method used for mutation 
detection. For diseases that exhibit no or limited heterogeneity (e.g., sickle cell ane­
mia), assay systems designed to detect specific mutations are appropriate. For disor­
ders in which the mutational spectrum is wide (e.g., Duchenne/Becker Muscular 
Dystrophy or Marfan syndrome), a scanning method is needed. A scanning method is 
also appropriate for analysis of newly identified disease genes, for which there is little 
or no information regarding the number of disease-causing mutations (e.g., the BRCA2 
gene in breast cancer). 
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In most applications, PCR is used to amplify specific regions of DNA known to 
carry or suspected of carrying a mutation. The specific DNA sequence, whether normal 
or mutated, is then identified by hybridization or electrophoretic separation of the PCR 
products. In a few techniques the PCR itself is designed to identify specifically the 
normal and mutant DNA sequence. In this chapter, we will discuss PCR-based tech­
niques for the analysis of DNA and RNA in the clinical laboratory. 

2. THE POLYMERASE CHAIN REACTION 

The standard PCR reaction takes place in a closed tube that is subject to a series of 
temperature changes or cycles. The initial phase of a cycle involves heating the reac­
tion mixture, including template, primers, polymerase, and free deoxynucleotides, to 
92-96°C to denature the double-stranded template and, in subsequent cycles, the 
double-stranded reaction products. When the reaction mixture is cooled during the sec­
ond phase of the cycle, oligonucleotide primers anneal to opposite strands of the tem­
plate flanking the target sequence. The optimal annealing temperature ranges from 
45-noC and is related to the melting temperature ofthe primers, which is determined 
by their length and guanine (G) + cytosine (C) content, and the concentration of 
monovalent cations. In the final stage, at noc, the polymerase extends the primers 
from the 3'-ends toward each other along the template strands. The entire cycle is ordi­
narily repeated 25-40 times, and because the products are also used as template in subse­
quent reactions, there is an exponential increase in the number of copies resulting in the 
generation of a discrete portion of DNA which is defined by the 5'-ends of the primers. 

3. FUNDAMENTALS OF HYBRIDIZATION 

Hybridization is the process in which complementary nucleic acids are paired to pro­
duce DNA-DNA or DNA-RNA hybrids. The target sequence is an area of a gene that 
may contain a sequence variant or mutation of interest. The target sequence is probed 
with a fragment of DNA or RNA that is complementary to the target sequence. Binding is 
achieved through hydrogen bonding of complementary bases: two hydrogen bonds 
between adenine (A) and thymine (T) (or uracil if RNA); three hydrogen bonds between 
guanine (G) and cytosine (C). Hybridization can take place when both nucleic acids are 
in solution or when one is bound to a solid support (e.g., nylon membrane) and the 
other is in solution. To detect binding between the nucleic acids, one is labeled with 
radioactivity, digoxigenin, or biotin, and is called the "probe." The signal from a radioac­
tively labeled probe is visualized by exposing the hybridization membrane to X-ray film, 
whereas other labels either fluoresce or require a subsequent colorimetric reaction for 
detection. The colorimetric approach is most often employed in clinical laboratories 
because of issues involving disposal of radioactive waste and worker safety. 

Hybridization conditions are optimized for each application in order to achieve 
acceptable sensitivity and specificity of duplex formation (6). The efficiency of 
hybridization is affected by a number of factors, including: 

1. Blocking reagents used; 
2. The time of hybridization; 
3. The volume of hybridization solution; 
4. The presence of dextran sulfate or other polymer in the hybridization solution; 
5. The salt concentration of the hybridization solution; 
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6. The solvent concentration of the hybridization solution; 
7. The hybridization temperature; and 
8. The washing conditions employed. 

Nonspecific binding of the probe to nontarget DNA in the sample increases the back­
ground signal, but can be reduced by use of blocking agents. Typically these include 
Denhardt's reagent (7) or nonfat dried milk in combination with fragmented salmon 
sperm DNA and a detergent, such as SDS. The blocking agent is included in the 
prehybridization solution and the hybridization solution, which also includes the probe. 
Limiting the duration of hybridization, which can vary significantly between tech­
niques, also reduces the background signal. Southern and northern blot hybridization 
can require overnight incubation, whereas hybridization with very short DNA frag­
ments, called oligonucleotides, for dot blot and reverse dot blot analysis, can be com­
pleted in approx I h. The washing conditions should also be sufficiently stringent (i.e., 
high temperature and ionic strength and the presence of detergents, such as SDS) to 
remove all unbound probe and nonspecific hybridization. 

In general, the volume of the hybridization solution should be kept to a minimum, 
but be sufficient to keep the membrane wet. The smaller the volume, the more concen­
trated the probe, which will increase the kinetics of duplex formation. The hybridiza­
tion reaction can also be increased by addition of a polymer, such as sodium dextran 
sulfate. The rate of hybridization between a radiolabeled probe and genomic DNA is 
increased 100 times in the presence of 10% sodium dextran sulfate (8); however, it is 
much less effective when short oligonucleotide probes are used. The increased rate of 
hybridization is attributed to an increase in the effective concentration of the probe by 
occupation of the solution volume by the polymer. 

The temperature chosen for optimal hybridization is based on the melting tempera­
ture of the duplex molecule (Tm). Tm is defined as the temperature at which one-half of 
the probe and target strands are annealed and one-half are denatured. The Tm for a 
DNA:DNA duplex can be calculated using an equation that takes into consideration the 
salt (Na+) and solvent (formamide) concentration of the hybridization solution and the 
length of the probe, as shown in Eq. (1) (Table 1) (9). To optimize annealing, the actual 
incubation temperature is lowered 20-25 De below the calculated Tm. This usually 
works out to approx 42--68 De, depending on the concentration offormamide. The addi­
tion of formamide to the hybridization solution reduces the T m by destabilizing hydro­
gen bonding (10). There are similar equations for both RNA:RNA and RNA:DNA 
duplex formation. 

Oligonucleotide probes are usually 19-22 bases long and designed to be specific for 
a particular region of DNA. The hybridization is carried out at temperatures 5-1 oDe 
below the T m to allow perfect matches to anneal, but reduce the number of mismatches 
formed between sequences that differ by only one base. The presence of one mis­
matched base, 5 bases from the end of an oligonucleotide, reduces the Tm by 11.6De 
(11). Location of the mismatch at the end of the oligonucleotide does not affect the Tm 
as significantly as those located in the middle of the probe. Equation (2) (Table l) can 
be used to calculate the Tm for oligonucleotides from 14 to approx 70 bases long (6). 
Because of the short length of oligonucleotide probes, they form duplexes that are less 
stable than those of large DNA probes. Therefore, the stringency of the post­
hybridization washing should be more moderate and of a shorter duration. 
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Table 1 
Equations Related to Nucleic Acid Hybridization and Electrophoresis 

Eq. (1) Detennination of the melting temperature ofa DNA:DNA duplex: 

Tm = 81SC - 16.6 (loglO[Na+]) + 0.41 % (%G + C) - 0.63 (%fonnamide) - (600/1) 

I = length of probe in base pairs 

Eq. (2) Detennination of the melting temperature for oligonucleotides (14-70 bases in length): 

Tm = 81.5 - 16.6 (loglO[Na+] + 0.41 (%G + C) - (600/1) 

I = length of probe in base pairs 

Eq. (3) Electrophoretic driving force: 

F = (X) (Q) = (V) (Q)11 

F = the force driving the ion forward 
X = the electric field strength or voltage drop 
Q = the charge on the analyte molecule 
V = the applied voltage 
I = the length of the gel 

Eq. (4) Stokes' Law: 

F'=6nr1']v 

F' = the counterforce 
n = a constant (3.14159) 
r = the radius of the analyte 
1'] = the viscosity of the matrix 
v = the velocity of the analyte movement (lIt) 

Eq. (5) Derivations from Stokes' Law and the driving force equation (when F = F'): 

(X) (Q) = 6 1t r 11 v 
or 

vlX = Q/6 n r 1'] = f.1 

vlX= analyte velocity through the gel matrix (cmls) per unit field strength (V/cm) 
f.1 = electrophoretic mobility (cm2/V. s) 

The use of a calculated Tm to predict the optimal hybridization temperature is compli­
cated by differences in G + C content when more than one oligonucleotide is included in a 
hybridization solution. Pools of oligonucleotides are often used to detect mutant and/or 
wild-type sequence for disease diagnosis. To eliminate the effect of G + C content on the 
Tm, TMACI * can be substituted for sodium chloride in the hybridization solution (12). 
TMAC I binds to A + T to prevent their preferential melting, making the melting tempera­
ture (and the incubation temperature) dependent on the length of the oligonucleotide. Since 
the melting temperature of A + T is shifted to that of G + C by TMACI, the melting profile 
is also significantly sharpened. For example, a duplex that melts over a 5-10°C range in 
the presence ofNa+ will melt within 1°C in a TMACI solution. The optimal hybridization 
temperature is usually set at 5°C less than the dissociation temperature or Td. The Td for 
an 18-bp oligonucleotide in 3.0MTMACI has been estimated to be 57-58°C (12). 

* See p. 157 for list of abbreviations used in this chapter. 
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Alternative forms of genes exist owing to normal genetic variation or mutation. Each 
form of a gene is referred to as an allele. For example, an individual who is a carrier of 
CF can be described as having one wild-type (normal) CF allele and one mutant CF 
allele. ASO hybridization detects specific alleles through hybridization with comple­
mentary (and therefore specific) nucleic acid probes. The procedure originally utilized 
relatively large quantities of genomic DNA and required enzymatic and electrophoretic 
purification of the target sequence prior to hybridization (13). PCR has improved and 
simplified this technique by greatly increasing the quantity of DNA target sequence 
(14). A sufficient quantity of target sequence can be amplified by PCR from as little as 
1 ng of genomic DNA and produce a signal when spotted on a nylon membrane and 
probed. The labeled ASO probes are approx 20 bases long and hybridize to the area in 
which the mutation or sequence variant is located. A mismatch between the probe and 
the target DNA destabilizes the hybridization and, under the proper conditions, pre­
vents annealing. To analyze various alleles that only differ by one base, very specific 
and stringent conditions are required to prevent crosshybridization. If two alleles are to 
be typed, the DNA of interest and control DNA are both spotted on two separate mem­
branes and probed with the individual oligonucleotides. Therefore, if an individual is 
heterozygous for the base change, a signal will be present on both membranes. 
Genotyping CF patients and their carrier parents by this method demonstrated the high 
frequency of the 3-bp deletion, ~F508 (15). ASO hybridization has been used to screen 
for RAS gene mutations in acute myeloid leukemia (16), identify mutations in platelet 
glycoproteins, (17) and identify the aI-antitrypsin variant, aI-AT Pittsburgh (18). 

Deletions account for approx 65% of the known mutations in DMD and Becker 
Muscular Dystrophy (19). The location of the deletion in the proband can be deter­
mined by multiplex PCR, but carrier status of female relatives cannot be assigned by 
this method. Dosage analysis by densitometric evaluation of an ASO signal intensity 
can be used to determine carrier status (20). Amplification of the target sequence must 
be limited to the exponential phase of the PCR reaction for accurate quantification of 
the product. A nondeleted exon is also amplified, and the ratio of the signal intensities 
from a control individual and the individual in question is compared. The signal inten­
sity ratio of a carrier is approximately half that of a control individual. 

When developing an ASO procedure, both sense and antisense oligonucleotides 
should be evaluated. A significant difference in signal intensity was observed when 
differentiating between the pA and ps alleles of the p-globin gene using sense or 
antisense oligonucleotide probes (21). It was determined that more sense strand formed 
during alI).plification, resulting in a stronger signal from the antisense probe. This asym­
metric amplification ofPCR products was most likely the result of differences in primer 
annealing temperature. 

Modification of the oligonucleotide probes by covalent attachment of horseradish 
peroxidase has made ASO hybridization more clinically useful, since use of radio­
activity in clinical laboratories is frequently discouraged (22). The signal is visualized 
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Fig. 1. Schematic representation of reverse dot blot technique. An ASO probe is joined to a 
nylon membrane by either a deoxyribothymidine tailor an amine group (linker) . The biotin­
labeled complementary PCR product hybridizes to the membrane-bound probe and is detected 
by a colorimetric reaction catalyzed by horseradish peroxidase (HRP). The HRP is attached to 
streptavidin (SA), which binds with the biotin of the PCR product. 

as a blue precipitate, but is less intense than that seen with radioactive probes. How­
ever, the enzymatic probes are stable for up to 1 yr, and with good amplification of the 
target DNA, they produce an easily visualized signal. 

4.2. Detection of Known Mutations 
and Sequence Variants by Reverse Dot Blot 

Although the ASO/PCR method is a powerful technique for the detection of sequence 
variants, screening individual samples for multiple allelic variants requires multiple 
hybridization reactions. The reverse dot blot method eliminates this disadvantage by 
bonding multiple ASOs to a nylon membrane as individual spots (23,24). Both the 
mutant and wild-type oligonucleotides are immobilized on the solid support, which is 
then hybridized with the target peR product (Fig. 1). Each sample produces at least 
one signal indicating homozygosity (two identical alleles) or two signals for heterozy­
gosity (two different alleles). 

The oligonucleotides may be bound to the membrane by adding long 3'-deoxyribo­
thymidine tails (poly[ dT]) using terminal deoxyribonucleotidyltransferase. The 
poly( dT) tails bind the oligonucleotides to the membrane by forming crosslinks to the 
nylon when exposed to UV light. However, variable sensitivity of the signal owing to 
variable length of the poly(dT) tail has been reported (25). Alternatively, a primary 
reactive amine group with a linker that can be covalently attached to the membrane is 
added to the 5'-end of the oligonucleotide (24,26). Although multiple ASOs are 
attached to a single membrane and hybridized in one reaction with the target DNA, to 
maintain the efficiency of the assay, the oligonucleotides must be designed to hybrid­
ize under the same temperature and salt conditions. Factors affecting hybridization 
stability include length of the oligonucleotide, the type of mismatch, and the position 
of the mismatch. Better discrimination is achieved with shorter probes, when the mis­
match is in the middle of the probe, and by avoiding G . T mismatches. It is also pos­
sible to pool several probes in one spot when screening for many possible alleles (26). 

Detection of prob~target duplexes is accomplished using biotinylated primers or 
biotinylated dUTP in the PCR reaction (25). When hybridization of the PCR product 
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Fig. 2. Reverse dot blot analysis for 16 CF mutations. The father (I: 1,5537) is a carrier of 
the LlF508 mutation, the mother (1:2,5538) is a carrier of the G551D mutation, and the affected 
child (11:1, 5539) carries both the LlF508 and G551D mutations. The unaffected child (11:2, 
5540) carries only the LlF508 mutation. Pos indicates the positive control; neg indicates the 
negative control (courtesy of Sarah Adkins, Molecular Genetics Laboratory, University of North 
Carolina Hospitals). 

has occurred, the biotin binds streptavidin-horseradish peroxidase, which converts a 
colorless substrate, tetramethylbenzidine, to a visible chromagen. Biotin will also bind 
avidin-alkaline phosphatase, which converts nitroblue tetrazolium salt to a blue pre­
cipitate or reacts with adamantyl 1,2-dioxetane phosphate to produce light (25). 

The reverse dot blot is particularly suited for diagnostic screening when many 
different mutations produce disease, each at a relatively low frequency, as in CF and 
~-thalassemia. Cuppens et al. amplified six CFTR exons in one multiplex PCR reac­
tion and hybridized the products to 21 different oligonucleotides representing 11 dif­
ferent mutations (27). Using this analysis, they were able to detect 85% of all the CF 
mutations in the Belgian population. A reverse dot blot in a strip format has been 
developed by Roche Molecular Systems (Somerville, NJ) and is under evaluation at 
the University of North Carolina Hospitals Molecular Genetics Laboratory. Eight dif­
ferent regions of the CFTR gene are amplified in a single PCR reaction and then 
hybridized to 16 CF mutation ASOs, which are bound to a nylon membrane. Figure 2 
shows results from a family with one child who is affected with CF and one who is a 
carrier. The father (1:1) carries the ~F508 mutation and the mother (I:2) the G551D 
mutation. The affected child (II:l) has received one mutation from each parent. (Two 
mutated alleles are necessary in order to be affected with CF). The unaffected brother 
(II:2) has only the ~F508 mutation and is a carrier. Similarly, 95% of the ~-thalassemia 
mutations worldwide can be detected by amplifying four regions of the ~-globin gene 
followed by reverse dot blot analysis of the products using probes specific for 42 muta­
tions (28,29). Furthermore, in addition to diagnosis of inherited disease, the reverse 
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dot blot technique has proven sensitive and specific enough to detect fewer than 100 
mycobacteria in a clinical sample and to differentiate five different mycobacterial 
species (30). 

Allele-specific hybridization techniques are useful for the identification of previ­
ously characterized mutations and sequence variants. Other techniques for the identifi­
cation of specific alleles utilize electrophoretic separation of peR products. Many 
electrophoretic applications have also been developed to scan entire genes for previ­
ously uncharacterized mutations and sequence variants. 

5. FUNDAMENTALS OF ELECTROPHORESIS 

Electrophoresis refers to the migration of charged molecules through a liquid or gel 
medium under the influence of an electric field. Zone electrophoresis, or the migration 
of macromolecules through a porous support medium or gel, is almost universally used 
in molecular biology laboratories today. Electrophoresis (all discussion in this chapter 
will involve zone electrophoresis, but will be referred to as electrophoresis for brevity) 
is a powerful separation tool, being able to detect the differential migration of macro­
molecules with only subtly different structures. 

The rate of migration of a macromolecule through a gel matrix is dependent on 
several factors, including: 

1. The net charge on the molecule at the pH at which the assay is conducted; 
2. The size and shape of the molecule; 
3. The electric field strength or voltage drop; 
4. The pore size of the gel; and 
5. Temperature. 

The forces acting on the analyte to drive it through the gel are the charge on the 
molecule and the electric field strength. Equation (3) describes the electrophoretic driv­
ing force (Table 1). The forces acting to retard the movement of the molecule are the 
frictional forces, determined by the velocity of the analyte, the pore size of the gel, and 
the size and shape ofthe molecule. The opposition of the acceleration ofthe analyte by 
the frictional forces is described by Stokes' Law, as shown in Eq. (4) (Table 1). When the 
electrophoretic driving force equals the frictional force (F = F'), the result is a constant 
velocity of the analyte molecule through the gel matrix (Eq. [5], Table 1). The term v/X 
describes the velocity of the analyte through the gel matrix (cmls) per unit field strength 
(V/cm) under constant conditions (i.e., the same buffer conditions and the same gel 
viscosity). This term (given by the symbol ).t) is defined as the electrophoretic mobility 
of the analyte (expressed as cm2/V . s). From the units of the electrophoretic mobility, 
it can be seen that if the gel is run under constant voltage conditions (V/cm constant) 
for a given period of time (seconds), then (cm2/V· s) (V· s/cm) = distance of migration 
(in cm). Thus, if gels are run such that the product of the voltage and the time are 
constant, the same analyte will migrate the same distance into the gel. For convenience, 
this is typically expressed as volt-hours. For example, if one gel is run at 50 V for 10 h 
(500 Vh) and an identical gel (constant length, viscosity, and buffer concentration) is 
run at 100 V for 5 h (500 Vh), the same analyte will appear at the same position on both 
gels. This ability to reproduce gel profiles is one of the principal reasons that constant 
voltage run conditions are preferred for DNA analysis. An exception to this is the pre-
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Fig. 3. Agarbiose molecule. Structure of agarbiose, the repeating subunit of agarose. 
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ferred conditions for DNA sequencing. Although a full discussion of sequencing tech­
nology is beyond the scope of this chapter, it should be pointed out that sequencing 
gels are run at elevated temperature to ensure the adequate denaturation of the single­
stranded DNA molecules; in this case, running the gel at constant watts is helpful in 
maintaining an even heating of the gel. 

In protein analysis, the pH of the electrophoresis buffer can be a powerful tool in 
optimizing specific separations. This is because the type (acidic or basic) and number 
of ionizable groups found on proteins are variable. However, for DNA analysis, it is 
the charge of the phosphate backbone that is dominant. Therefore, DNA electrophore­
sis is typically performed at a slightly alkaline pH to ensure full ionization of the phos­
phate residues. 

5.1. The Gel Matrix: Agarose 

There are two types of gel matrix in common use in DNA laboratories: agarose and 
polyacrylamide. Agarose is a polysaccharide commercially derived from seaweed. The 
agarose polymer consists of multiple agarbiose molecules linked together into linear 
chains with an average mol wt of 120 kDa. The agarbiose subunit is a disaccharide 
consisting of ~-D-galactose and 3,6-anhydro-a-L-galactose. (Fig. 3) (31). The par­
tially purified material, agar, consists of noncharged polymer chains, agarose, and 
negatively charged chains. The negative charges are typically owing to sulfate (S04) 
residues. In general, the more highly purified the agarose, the lower the sulfate 
concentration, the higher the quality of the separation, and the higher the price. Agar­
ose is supplied as a white, nonhydroscopic powder. A gel is prepared by mixing agar­
ose powder with buffer, boiling the mixture, pouring the molten gel into a casting tray, 
and cooling. During this process, the agarose chains shift from existing in solution as 
random coils to a structure in which the chains are bundled into double helices. The 
average pore size for agarose gels is typically in the range of 100-300 nm3. Agarose 
gels are used at concentrations near 1 % (w/v) for separating DNA fragments in 
the 1-20 kb size range. Examples of applications common in the DNA diagnostic labo­
ratory include restriction digestion analysis of large plasmids and Southern transfer 
analysis of genomic DNA. 
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Recently, a series of chemically modified agaroses with smaller pore sizes have been 
developed by scientists at FMC BioProducts (Rockland, ME). These modified gel 
matrices are prepared by melting and casting similarly to unmodified agarose, but 
owing to the smaller pore sizes, are very useful for DNA separations in the 100--1 OOO-bp 
size range. These products are marketed under the trade names NuSieve and MetaPhor 
Agaroses (FMC BioProducts). 

5.2. The Gel Matrix: Polyacrylamide 

The advent of PCR has had profound effects on the clinical laboratory's ability to 
use the tools of molecular biology for clinical diagnostic testing. However, it is impor­
tant to understand the effect that PCR technology has had on the availability and choice 
of electrophoretic techniques in the clinical laboratory . The principal effect of PCR on 
the practice of electrophoresis has been to shift the size of the analytes from large 
fragments of DNA, as used in the Southern transfer, to small fragments of DNA, typi­
cally from 100--1000 bp in length. The chemically modified agaroses (which have been 
optimized for the separation of low-mol-wt DNA fragments) are the most commonly 
used matrices for the analysis ofPCR products. For very high resolution, it is necessary 
to use polyacrylamide gels. 

Polyacrylamide gels are prepared from a monomer, acrylamide, and a crosslinker, 
typically bis-acrylamide. (Note: Acrylamide is a potent neurotoxin and is readily 
absorbed through the skin. When using acrylamide in aqueous solution, wear gloves 
and a lab coat. When weighing powdered acrylamide, wear goggles and perform the 
weighing operation in a chemical hood.) The first step in preparing a polyacrylamide 
gel is to add a free radical initiator to a solution of monomer and crosslinker. The most 
commonly used initiator system is TEMED and APS (Fig. 4). APS reacts with the 
TEMED to form a TEMED derivative with a free, or unpaired electron. This type of 
molecule is termed a free radical and is highly reactive. The TEMED radical reacts 
with an acrylamide molecule, forming a TEMED-acrylamide radical. This first step of 
the polymerization process is termed chain initiation. The next step is chain elongation, 
in which the polymer chain grows by repetitive addition of acrylamide monomers to 
the growing chain with the free radical terminus. Chain branching occurs when a bis­
acrylamide molecule is added to the end of the chain. Chain termination occurs when 
two free radicals react, giving a stable compound with paired electrons. In order to 
achieve complete polymerization, it is important that compounds that quench free radi­
cal reactions, such as alcohols or oxygen, be excluded from the reaction mixture. Oxy­
gen is typically removed from the acrylamide/bis-acrylamide solution by degassing 
under vacuum for 15-30 min prior to the addition of the initiators. To avoid oxygen 
contact during the polymerization process, the gel is generally cast between two glass 
plates. After polymerization, the gel is run in a vertical format. 

The pore size of the final polyacrylamide gel is determined by the concentration of 
the acrylamide monomer and the ratio of the crosslinker to monomer. These param­
eters are referred to as % T and %C, respectively, and are defined as follows: % T = mass 
of all monomers and crosslinkers/lOO mL vol, and %C = mass of the crosslinker/mass of 
all monomers and crosslinkersll 00 mL volume. The pore sizes in polyacrylamide gels 
are typically much smaller than those in agarose gels. Thus, they are used for DNA 
fragments of smaller size. Gels with %C of appro x 3-5% and %T ranging from 5-15% 
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Fig. 4. Schematic demonstrating the polymerization ofacrylamide and bi -acrylamide mono-
mers. TEMED is represented by . ; acrylamide is represented by ; bis-acrylamide mono-
mer is represented by ; and tbe unpaired electron in free radicals is represented by·. 

are the most often used gels in the DNA laboratory, giving superior separations in the 
100-1000 bp size range. 

A series of gel products with improved performance for specific applications were 
developed by scientists at AT Biochem (Malvern, PA). These materials use acrylamide 
as a monomer, but incorporate proprietary co-monomers and novel crosslinkers. 
Recently, this line of products has been acquired by FMC BioProducts_ A gel matrix 
offering longer reads for DNA sequencing and a matrix optimized for the detection of 
conformational changes in single-strand conformation polymorphism or heteroduplex 
analysis are currently marketed under the trade names Long Ranger and Mutation 
Detection Enhancement Gel (or MDE gel), respectively. 

6. APPLICATIONS OF ELECTROPHORESIS 
IN THE DNA DIAGNOSTIC LABORATORY 

There are two general types of problems that are readily solved by electrophoretic 
techniques in the molecular laboratory. The first is the need to assess the size of DNA 
fragments accurately; the second is the need to identify both characterized and 
uncharacterized mutations or sequence variants. 

6.1. Sizing of DNA Fragments by Electrophoresis 

The need to determine the size of DNA fragments is a common occurrence in the 
molecular laboratory. Examples include verification of the identity of cloned DNA 
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fragments by restriction enzyme digestion, determination of the size of a band detected 
by Southern transfer, and verification of the size of a PCR product. 

The size range of DNA fragments separable by any gel system is a function of the pore 
size of the matrix (this parameter is related to the viscosity of the matrix shown in Eq. [4], 
Table 1). The pore size is primarily a function of concentration in agarose gels and % T 
and %C in acrylamide gels. Even though the optimum separation ranges for different gels 
vary widely, they all have the same general profile. For all gels, there will be a region of 
optimal separation that is proportional to the log of the size of the DNA fragment. Simi­
larly, there will be a point at which all DNA fragments are smaller than the effective pore 
size and will be not be retarded by the gel matrix, and a point at which all DNA fragments 
are too large for any of the gel pores. At these two points, mobility is independent of 
molecular size and all DNA fragments above or below these limits comigrate. In the 
laboratory, size determinations are typically made by comparison to a size marker that 
has been run on the same gel as the unknown sample. A variety of size markers contain­
ing DNA fragments of known length are commercially available. A standard curve is 
prepared by plotting the log of the migration distance of each band in the size marker vs 
its size in base pairs. The migration distance of the unknown band is plotted and the size 
of the fragment read off the graph. 

6.2. Single-Stranded Conformational Polymorphism (SSCP) Analysis 
for Detection of Mutations and Sequence Variants 

SSCP analysis is one of the most widely used mutation scanning systems. The rea­
sons for its popularity are its high sensitivity to the presence of sequence variations and 
its technical simplicity. The technique, developed in Hayashi's laboratory and first 
reported in 1989, involves PCR amplification of the region of the gene to be studied, 
denaturation of the double-stranded PCR product by heat, and electrophoresis on a 
nondenaturing polyacrylamide gel (32). During the electrophoresis, the single-stranded 
DNA fragments fold into a three-dimensional shape according to their primary 
sequence. The separation then becomes a function of the shape of the single-stranded 
molecules. Ifwild-type and mutant PCR products differ in their sequence, even by only 
a single nucleotide, they will likely adopt different three-dimensional structures and 
exhibit different electrophoretic mobilities (Fig. 5). Figure 6 shows SSCP analysis of 
three breast tumor cell lines with mutations in ex on 8 of the p53 gene (33,34). 

In order to prevent the two single strands from reannealing to form double-stranded 
DNA, the concentration of DNA in the loading buffer is kept very low. Thus, in order 
to visualize the bands, radioactive labeling of the DNA is typically required. However, 
as an alternative, silver staining seems to give adequate sensitivity and is increas­
ing in popularity. 

The issue of sensitivity of mutation scanning methods is a difficult one. Sensitivity 
is likely to be influenced by many factors, including, but not limited to, type of base 
substitution, length of the fragment examined, the local base sequences, the G + C 
content of the DNA fragment, and the location of the sequence variation relative to the 
ends of the fragment. For each of the mutation scanning methods, with the sole excep­
tion of denaturing gradient gel electrophoresis, there is no precise theory that can be 
used to predict whether a given method will detect a particular mutation. Thus, the only 
determinations of sensitivity of mutation scanning methods have been empirical. Typi-
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Fig. 5. Schematic representation of SSCP analysis. In SSCP analysis, the electrophoretic 
mobilities of the single-stranded DNA species are a function of their three-dimensional confor­
mation. This conformation is determined by the most thermodynamically favored intrastrand 
base-pairing, which, in turn, is directly determined by the primary sequence. Thus, if two DNA 
fragments differ in sequence, they will fold into different conformations and exhibit different 
electrophoretic mobilities. 
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Fig. 6. Detection of p53 sequence variants by SSCP analysis. A 183-bp fragment of exon 8 
ofthe p53 gene was amplified from DNA extracted from four different breast tumor cell lines 
and human placenta (wild-type control). 32p labeled dATP was included in the PCR to label the 
products that were separated by electrophoresis through a O.5X MDE gel at room temperature. 
Lane I, wild-type control; lane 2, MDA-MB-231 cells; lane 3, MDA-MB-468 cells; lane 4, 
Bt-474 cells; lane 5 SkBr3 cells. The cell lines in lanes 2-4 contain mutations in ex on 8 result­
ing in aberrant migration of the PCR products (courtesy of Lori Terry and J. Carl Barrett, 
Laboratory of Molecular Carcinogenesis, NIEHS). 

cally, studies of sensitivity have used a set of previously characterized mutations found 
in the gene that the author is studying. Few of the variables listed above are addressed 
in most studies, and no study to date has addressed them all. 
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The reported sensitivity of SSCP has ranged from 35 to near 100%. Sheffield and 
colleagues used a set of artificial mutants originally created by Myers et al. to study the 
effect of sequence variation on the promoter region of the mouse ~-globin gene (35,36). 
They demonstrated a pronounced effect of fragment length on sensitivity. At low frag­
ment sizes (100--150 bp), SSCP had a sensitivity approaching 100%; however, when the 
length increased to 500 bp, the sensitivity dropped to approx 50%. Running theSSCP 
gels under different conditions has been reported to increase sensitivity, as has running 
the gels on specialty matrices, such as MDE (37). Approximately 20% of recent SSCP 
reports have used MDE instead of standard formulations ofacrylamide. Currently, many 
large laboratories run SSCP gels under several electrophoretic conditions (e.g., at room 
temperature and at 4°C, and with gels containing zero or 10% glycerol) The use ofmul­
tiple run conditions can raise the sensitivity of the technique to virtually 100% (38). 

6.3. Heteroduplex Analysis (HA) in Mutation Detection 

HA is a mutation scanning method based on the electrophoretic resolution of wild­
type double-stranded DNA fragments from fragments of identical length and sequence, 
but having one base-pair mismatch. The mismatch is formed when a wild-type DNA 
fragment is mixed with a mutant DNA fragment. When the mixture is heated to dena­
ture the double-stranded material and allowed to cool and reanneal the single-stranded 
molecules, four types of molecules result: 

1. Wild-type DNA-formed when the Watson strand of the wild-type reanneals with the 
Crick strand of the wild-type; 

2. Mutant DNA-formed when the Watson strand of the mutant reanneals with the Crick 
strand of the mutant; and 

3. Two heteroduplex species, formed when the Watson strand of the wild-type reanneals 
with the Crick strand of the mutant and when the Watson strand of the mutant reanneals 
with the Crick strand of the wild-type (Fig. 7). 

Two types of heteroduplexes exist, the structures of which have been predicted by 
Bhattacharyya and Lilley (39). The first type is formed when the sequence difference 
between the two DNA fragments is one or more point mutations; the resulting hetero­
duplex is termed a "bubble" type heteroduplex. The second type is formed when the 
sequence difference between the two fragments is a small insertion or deletion; the 
resulting heteroduplex is termed a "bulge" type heteroduplex. Although "bulges" result 
in a large structural perturbation from the double-stranded homoduplex and are readily 
resolvable on polyacrylamide gels, the change in overall structure owing to a "bubble" 
is much more subtle, and these heteroduplexes typically are not resolvable from the 
homoduplexes on agarose or polyacrylamide gels. 

In 1991, a communication from Bhattacharyya's laboratory reported the superior 
separation ofheteroduplex species on Hydrolink D-5000 (AT Biochem) (40). (Note: 
This gel matrix is no longer commercially available). Since the proprietary formulation 
of D-5000 had not been developed for increased resolution of heteroduplexes, the 
results were a surprise to the scientists at AT Biochem who developed it. However, 
they quickly responded to the challenge of reformulating the material for optimum 
heteroduplex resolution. The resulting product, MDE, has made HA a viable technique 
for mutation detection. The development and properties ofthe Hydrolink series of gel 
matrixes have been described (41). Figure 8 shows HA of ex on 10 of the CFTR gene. 
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Fig. 7. Schematic representation ofHA. In HA mutations are detected by structural perturba­
tions in the double-stranded DNA duplex owing to the presence of one or more mismatches. Hetero­
duplexes owing to single-base mismatches are not detected with high sensitivity on agarose or 
polyacrylamide, but are typically resolved on specialty matricies, such as MDE (FMC BioProducts). 

The samples with mutations and sequence variants are characterized by the presence of 
extra bands with aberrant migration. 

Although no comprehensive analysis of the sensitivity of the technique has been 
published, a recent study by Pignatti's laboratory is typical (42). In this study, the 
authors compared the rate of detection of SSCP and HA using a set of known muta­
tions. Although neither technique was 100% sensitive, HA detected slightly more 
mutations (14 of 15) than did SSCP (10 of 15 using two electrophoretic conditions) 
using the same templates. The authors note that the combination of SSCP and HA 
detected all of the known mutations. Thus, these authors suggest using both techniques 
for maximum sensitivity. A bibliography ofHA and SSCP analysis using MDE gels is 
available from FMC BioProducts. 

6.4. Mutation Detection Using Denaturing Gradient Gel Electrophoresis (DGGE) 

DGGE was one of the first scanning methods used for the identification of mutations 
in DNA (43). The method is based on the principle that the denaturation, or melting, of 
double-stranded DNA, by heat or denaturants, such as hydroxide ion, urea, or by 
formamide, does not occur in a single step. Rather, DNA melts in domains. As the 
temperature or the denaturant concentration rises, the region or domain with the high-
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Fig. 8. Detection of mutations and sequence variants by HA of the CFTR gene. Exon 10 of 
the CFTR gene was amplified by PCR for HA. The gel is 1.5 mm thick by 40 cm long, IX MDE 
(FMC BioProducts) containing 15% urea. The gel was run for 21,000 Vh in 0.6X Tris-borate­
EDT A buffer and stained with ethidium bromide. Lanes 1 and 13 are size markers (100 bp 
ladder); lane 2 is an MM homozygote at position 470; lane 3 is a VV homozygote at position 
470; lane 4 is a heterozygote for the M470V polymorphism; lane 5 is a homozygote for the 
i1F508 mutation; lane 6 is a M507/wild-type heterozygote; lane 7 is a compound heterozygote 
for i1F508 and I506V; lane 8 is compound heterozygote for i1F508 and F508C; lane 9 is a 
compound heterozygote for i1F508 and Q493X; lane 10 is an I506V/wild-type heterozygote; 
lane 11 is a F508C/wild-type heterozygote; lane 12 is a i1F508/wild-type heterozygote. 

est A + T content will melt first. If the temperature or the denaturant concentration is 
kept constant, the DNA structure composed of double-stranded DNA and a single 
region of single-stranded character will be stable. If the temperature is increased again, 
the region with the next highest A + T content will melt next. This melting by domain 
continues until the region with the highest G + C content is melted and the character of 
the DNA is completely single-stranded. Since the identity of the melting domains is a 
function of the base sequence, a change in the base sequence (i.e., a mutation) will 
likely change the melting profile (Fig. 9). If the mutation does not alter the melting 
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Fig. 9. DNA melts in domains. When treated with heat or chemical denaturants (urea or 
formamide), double-stranded DNA does not melt all at once; rather it melts in domains. 

profile, it will not be detected. However, if a heteroduplex is fonned and then subjected 
to melting analysis, a change in melting profile will almost certainly be seen. Thus, for 
maximum sensitivity, DNA heteroduplexes are fonned between a control DNA frag­
ment of known sequence and the test DNA. 

The melting profile ofheteroduplex DNA is observed by electrophoresis on a transverse 
denaturing gradient gel. In this system, a polyacrylamide gel is poured containing a gradient 
of denaturant, typically urea and formamide. After polymerization, the gel is rotated 90°, 
the DNA heteroduplex sample is applied to a single trough-like well, and the electrophore­
sis is carried out. The DNA migrating through the region of the gel with the lowest denatur­
ant concentration migrates as typical double-stranded (DNA); the DNA migrating through 
the denaturant concentration corresponding to the first melting domain will migrate with 
significantly lower mobility; the DNA migrating through the region corresponding to the 
next melting domain will migrate more slowly still. This step function of decreasing 
mobility continues until the highest melting-point domain denatures, yielding rapidly 
moving single-stranded DNA. After visualization of the DNA with ethidium bromide or 
silver, a stair-step pattern is seen. In the case of a heteroduplex sample, the domain con­
taining the mismatch will melt early, yielding a characteristic doublet pattern. (Fig. 10). 

Clearly, pouring gradient gels and analyzing samples one at a time is labor-intensive 
and time consuming. Fortunately, the melting profile of any DNA fragment can be 
modeled mathematically. Computer programs are commercially available that calcu­
late the melting profile for PeR-amplified DNA (44). Using this tool, gradients can be 
optimized for each piece of DNA. Using optimized gradients, gels can be run in a more 
conventional manner, i.e., with the electrophoresis driving the DNA into ever higher 
denaturant concentrations. In this fonnat, a sample bearing a low melting domain, such 
as a heteroduplex, will exhibit a band of slower mobility (Fig. 11). 

In theory, mutations in the highest melting domain will not be detected by DGGE 
because it is difficult to determine electrophoretically the exact point at which the transi­
tion from the slow migrating species (with the last melting domain intact) to the rapidly 
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Fig. 10. Schematic representation of a transverse denaturing gradient gel experiment. The 
direction of electrophoresis is from top to bottom and the denaturant concentration increases 
from left to right. Shown is the melting profile of the DNA fragments represented in Fig. 9. The 
first domain in the mutant peR product melts at a lower denaturant concentration than the first 
domain of the wild-type product. Thus, the mobility transition occurs further to the left (lower 
denaturant concentration) for the mutant product, giving the characteristic "cat's eye" pattern. 

Fig. 11. Example of an actual DGGE analysis. 
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migrating single-stranded species occurs. In order to eliminate this caveat to the tech­
nique, a "GC clamp" is typically added to the amplified product by preparing one of the 
PCR primers with a 5'-tail of30-50 nucleotides of 100% G + C content. Thus, the artifi­
cial "GC clamp" becomes the highest melting domain, and mutations in all of the original 
domains can be detected (45). Although the sensitivity of DGGE for the detection of 
unknown mutations approaches 100%, the popularity of the method seems to be decreas­
ing because of the expense of PCR primers that are 70-80 nucleotides in length, the 
difficulty in amplification with primers of such high melting temperatures, and the 
difficulties associated with the need to prepare reproducible gradient gels freshly. 

6.5. Mutation Detection by Chemical Cleavage 
of Mismatched Nucleotides (CCM) 

The CCM technique, described by Cotton et al. in 1988, takes advantage of the differen­
tial reactivity of perfectly paired and mismatched bases to chemical-modifying reagents 
(46). In heteroduplex species in which a thymine nucleotide is mismatched, the T-residue is 
hypersusceptible to chemical modification by osmium tetroxide (OS04, a commonly used 
shadowing reagent for electron microscopy) (46). Similarly, mismatched cytosine nucle­
otides are hypersusceptible to attack by hydroxylamine (HONH2). DNA strands containing 
either a modified T - or C-nucleotide are then cleaved with piperidine (CSHjj N). In practice, 
the DNA to be screened for mutations is amplified then mixed with a 5 to lO-fold molar 
excess of wild-type amplicon. This control DNA, referred to as the probe, is typically labeled 
on one strand with 32p. After mixing, melting, and reannealing, the resultant heteroduplexes 
are divided into two aliquots. One aliquot is treated with osmium tetroxide and the other 
with hydroxylamine. After treatment with these reagents, the samples are treated with pip­
eridine and separated by electrophoresis on a sequencing-type polyacrylamide gel. If a 
mutation is present, it will be detected as an extra band after autoradiography. If the sample 
is tested twice, once with each strand of the probe DNA labeled, virtually 100% of all 
mutations will be detected. Furthermore, the exact position of the mutation can be defined 
by sizing the cleavage product. Although the sensitivity of CCM for the detection of 
mutations is very high, 95-100%, the toxicity of the reagents, the large number of steps 
and manipulations, and the high background seen with many templates has limited the 
number oflaboratories that have used this technique (reviewed in refs. 47,48). 

6.6. Mutation Detection by Ribonuclease Cleavage 
of Mismatched RNA:DNA Duplexes 

Mutation detection based on ribonuclease cleavage was developed when it was recog­
nized that ribonucleases could cleave single-stranded RNA and that it was possible to syn­
thesize radioactive RNA probes (49). RNA probes, or riboprobes, are synthesized using 
wild type genomic DNA as a template with 32p incorporated as a label. The probe is hybrid­
ized to denatured target DNA to produce RNA:DNA hybrids. When there is a mismatch 
between the wild type RNA probe and the DNA owing to a mutation, the base or bases that 
have not annealed to the DNA are cleaved by RNase A. The products of the digestion are 
denatured and separated by gel electrophoresis. A mutation is indicated by the presence of 
cleavage fragments of lower molecular weight than the full length-probe. The size of the 
cleavage products is used to determine the location of the specific mutation. Although this 
technique has been used to detect mutations in the hypoxanthine phosphoribosyltransferase, 
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Fig. 12. Schematic representation ofNICRA. The DNA or cDNA is amplified using primers 
with 5' T7 or SP6 promoter sequence to generate a template for in vitro transcription. The 
template, or target RNA, is hybridized with wild-type RNA to produce RNA:RNA duplexes. 
When a mismatch is present because of a mutation in the target RNA, the duplexes are cleaved 
by RNase. The digested products are separated by gel electrophoresis and visualized by stain­
ing with ethidium bromide (courtesy of Ambion, Inc., Austin, TX). 

type I collagen, and K-ras genes, it has not been widely employed partly because of the 
inability of RNase A to cleave completely all mismatches (50-52). Single-stranded RNA 
resulting from mismatches involving the purines adenine and guanine are not efficiently 
recognized by RNase A. However, mismatches involving the pyrimidines cytosine and 
uracil or larger areas of single-stranded RNA (owing to two mismatched sites in close 
proximity, a deletion, or an insertion) are effectively cleaved. Modification and improve­
ment of this method was made by incorporating PCR amplification of the target sequence 
and use of RNase I (53). The starting template is either mRNA or genomic DNA. It is 
advantageous to use mRNA as a template, since there are no intron sequences present. 
RNase I recognizes all four bases when they are present at the site of a mismatch. However, 
like the original RNase cleavage mismatch protocols, incomplete digestion of the hybrid 
molecules makes it difficult to distinguish between homozygotes and heterozygotes. 

A nonisotopic RNase cleavage assay (NIRCA) for mutation detection has recently 
been developed by Ambion, Inc. (Austin, TX) (54). Beginning with DNA or cDNA, 
the sequence to be screened is amplified using a forward primer with a T7 bacterial 
promoter sequence and a reverse primer with an SP6 bacterial promoter sequence 
(Fig. 12). Target segments up to 1.0 kb long may be amplified and screened in one 
reaction. The added bacterial promoter sequences allow the PCR products to be tran-
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Fig. 13. Detection of mutations in the BRCAI gene using NIRCA. Target regions of the BRCAI 
gene were amplified by nested PCR from genomic DNA from at-risk relatives of a familial breast 
cancer patient and from a normal control. The primers had promoter (T7 and SP6) sequences on the 
5'-ends. Crude PCR products (21JL) were transcribed with T7 and SP6 RNA polymerase. Comple­
mentary normal and test transcripts were mixed, heated briefly, and cooled to make double-stranded 
RNA targets. Targets were treated with RNase for 45 min at 37°C, separated by electrophoresis 
through a 2% agarose gel, and then stained with ethidum bromide. Samples in lanes marked EB were 
scored as positive for a putative mutation. WT lane shows wild-type control sample. DNA size 
markers are indicated at the left margin (courtesy of Marianna M. Goldrick, Ambion, Inc. Austin TX). 

scribed in an in vitro system to produce large quantities of target RNA. The target RNA 
is hybridized with wild-type RNA to form RNA:RNA duplexes. Since both template 
strands are transcribed, reciprocal mismatches (i.e., A . C and G . U) are created when 
each strand hybridizes to the wild-type RNA. This increases the likelihood that a mis­
match will be cleaved since all sites are not cleaved with equal efficiency. 

The hybrids are treated with RNase and any unpaired mismatched residues accessible to 
the enzyme are cleaved. The cleavage products are stained with ethidium bromide, sepa­
rated by gel electrophoresis, and compared to the wild type homoduplex, which was also 
treated with enzyme. The wild-type homoduplex should be a single band of the highest 
molecular weight, since it is resistant to cleavage. Although it is not possible to determine if 
the cleavage is at the 5'- or 3'-end of the target segment without rescreening, the size of the 
cleavage product does give a good estimation of the position of the mutation. A significant 
advantage of this method is the visualization of the cleavage products without radioactive 
probes. As shown in Fig. 13 this method can be used to screen for germline mutations in the 
breast and ovarian cancer susceptibility gene BRCAI. In addition to the detection of muta­
tions, NIRCA can also identifY the genotype of a sample by hybridization of the sample to 
its own RNA transcripts. If a sample is heterozygous for a mutation, self-hybridization 
results in mismatched hybrids, which are cleaved. However, if a sample is homozygous, 
self-hybridization results in completely matched duplexes that are resistant to cleavage. 

7. TECHNIQUES FOR DETECTION 
OF KNOWN MUTATIONS AND SEQUENCE VARIANTS 

Restriction endonucleases have proven to be extremely useful in the analysis and 
characterization of PCR products. Digestion of PCR products with endonucleases can 
be used to confirm the amplification of desired sequences when the size of the frag­
ments can be predicted from known restriction sites. In addition, it can be used to 
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identify sequence variants and provide linkage information for pedigree analysis when 
a mutation has not been identified or before a gene is cloned (55,56). 

Restriction endonucleases protect bacteria from invasion by foreign DNA by recog­
nizing and cleaving specific sequences in double stranded DNA (57). The bacteria's 
own DNA is protected from digestion through methylation or modification of the re­
striction sites, so they are not recognized by the enzyme. There are three classes of 
endonucleases with different cofactor requirements and different DNA recognition 
abilities. The class II enzymes are most commonly used in molecular biology applica­
tions. They require only the presence of Mg2+, recognize DNA sequences approx 4-8 
bases long, and cleave at or near the recognition site. Many of these sites are 
palindromic and when cleaved result in "blunt" or "sticky" ends. These new ends are 
extremely advantageous for ligation of the fragment into vectors for further manipula­
tion. The appropriate digestion conditions and buffer for each enzyme are usually sup­
plied by the manufacturer. Since most enzymes are active at 37°C, several can be 
combined in one reaction if a single product is to be cut at several sites or if a multiplex 
reaction contains several different products with different restriction sites. The result­
ing fragments are separated on an agarose or acrylamide gel, depending on the required 
resolution and stained with ethidium bromide for visualization. 

There are numerous restriction sites throughout any region of DNA. Some of these sites 
are polymorphic in that on a given allele, the site may be present or absent. This may be part 
of normal variation and not cause disease. The presence or absence of the site affects whether 
the DNA fragment is cleaved by an endonuclease. If the polymorphism is closely linked to 
a disease locus, in some families it may be used as a marker to follow inheritance of the 
mutant (disease-producing) allele. Prior to the development of direct detection methods to 
identify CF mutations, analysis oflinked RFLPs was used for prenatal diagnosis (56) and is 
still useful when both mutations in the parents have not been determined. This type of 
analysis requires that an affected individual and both parents are available for testing to 
ascertain which parental alleles carry the mutant genes. DNA obtained from chorionic villus 
sampling or amniocentesis is the template for PCR amplification of the region encompass­
ing the polymorphism. Based on the restriction fragment patterns resulting from digestion 
of the PCR products, the genotype of the fetus is determined. Linkage marker analysis for 
prenatal diagnosis is not 100% accurate owing to the possibility of recombination between 
the alleles during meiosis. Therefore, it is desirable to analyze several markers to increase 
the certainty of the diagnosis. 

Once a mutation has been detected and characterized by methods that screen for novel 
mutations, RFLP analysis may be used to screen samples for the same mutation if it 
creates or destroys a restriction site. The sequence flanking the mutation is amplified, 
digested with the appropriate enzyme, and the fragments are resolved by gel electro­
phoresis. For example, the CF mutation 2789 + 5G>A creates an SspI cutting site. When 
a 305-bp region of the gene that encompasses this mutation is amplified and digested, 
three fragments result. (One additional fragment results from a constitutive site present in 
both alleles). The wild-type allele is cut only once at the constitutive site to produce two 
fragments (Fig. 14) (58). Mutations and sequence variants that alter restriction sites have 
been identified in all genes studied. A short list includes genes coding for low-density 
lipoprotein receptor (59), fumarylacetoacetase (60), cystic fibrosis transmembrane 
receptor (61), apolipoprotein E (62), and phenylalanine hydroxylase (63). 
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Fig. 14. RFLP analysis of the CF mutation 2789 + 5G >A. (A) The wild-type PCR product 
is digested with SspI to two fragments owing to the presence of a constitutive restriction site 
not associated with the mutation. When the G (surrounded by a small box) is mutated to an A, 
an additional SspI site is created to yield three fragments. The SspI site is indicated by the 
shaded box and the cutting site is indicated by the arrows. (B) A 305-bp region of the CFTR 
gene that flanks the 2789 + 5G >A mutation was amplified and digested with Ssp!. The PCR 
products were separated by electrophoresis through a 4% agarose gel and then stained with 
ethidum bromide. Lane 1, ~X174 DNA size markers; lane 2, individual heterozygous for the 
2789 + 5G >A mutation (265- and 217-bp fragments); lane 3, normal individual (265-bp frag­
ment); lane 4, water blank. The 40- and 48-bp fragments migrate quickly through the gel and 
are not visible (courtesy of Michelle L. Blalock, Molecular Genetics Laboratory, University of 
North Carolina Hospitals). 

Unfortunately, it is only occasionally that a sequence variant changes a restriction 
site. Therefore, in order to preserve the simplicity of mutation detection by peR! 
restriction digestion, PeR-mediated site-directed mutagenesis can be applied (64). This 
technique creates or destroys restriction sites in the peR product by introduction of a 
base substitution near the mutation by modifying the primers. This allows the detection 
of point mutations as well as small insertions and deletions that cannot be resolved 
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through gel fractionation of the PCR products. A polymerase must be used that does 
not have exonuclease activity, or the mismatched primer will be corrected. The mis­
matched base may be several bases from the 3'-end of the primer to stabilize the primer­
template hybrid without decreasing the efficiency of the polymerase or the specificity 
of the amplification. Several CF mutations can be detected by introduced restriction 
sites with mismatches 1,2, or 3 bases from the 3'-end (65,66). 

Failure of the endonuclease to digest a PCR product can lead to misleading results. 
Control samples, homozygous and heterozygous for both alleles, should be amplified 
and digested at the same time as the unknown. Additional endogenous or engineered 
restriction sites within the PCR product can act as an internal control for complete 
digestion. When an 87-bp PCR product that spans the IVS-l-ll 0 mutation in the ~-globin 
gene is digested with MboI, two fragments are produced. When the same product from 
a wild-type allele is digested with MboI, three fragments are generated. In this proto­
col, a primer with three mismatched bases creates only one MboI site in the mutant 
allele, but two in the wild-type allele acting as an internal control for digestion effi­
ciency (67). In some instances, such as the G542X and 2789 + 5G>A CF mutations, an 
additional constitutive site will be present within the PCR product, which will also act 
as an internal control for digestion (65) (Fig. 15). 

Although the previous examples have described analysis of missense mutations, the 
PSM method can also be applied to detect small insertions and deletions. The CF inser­
tion mutation 2869insG and the .1.F508 deletion mutation can be detected by PSM 
(65,66). The .1.F508 mutation is detected by creating a DpnII site in the wild-type allele. 
When an individual is heterozygous for this mutation, pairing of the single-stranded 
wild-type and mutant products occurs following PCR. This hybrid molecule or hetero­
duplex produces a third band characteristic of heterozygosity after gel electrophoresis 
(Fig. 16). The decision to introduce a restriction site into either allele is usually based 
on the location of the mismatch from the 3'-end of the primer and the commercial 
availability of the enzyme. However, the assay is more specific for a particular muta­
tion when the primers are designed to introduce a cutting site into the mutant allele 
(66,67). If the restriction site is introduced in the wild-type allele, any mutation in that 
region can prevent the digestion of the PCR product and therefore is more sensitive, 
but not as specific. 

8. OTHER PCR-BASED MUTATION DETECTION TECHNIQUES 

8.1. Allele-Specific peR 

Allele-specific PCR (68), also referred to as amplification refractory mutation sys­
tem (69) or PCR amplification of specific alleles (70), is based on the observation that 
under certain conditions when there is mismatch between the 3'-end of a primer and the 
DNA template, elongation by Taq polymerase will not occur. Therefore, when a single 
base change, small deletion, or insertion results in a 3 '-mismatch, absence of amplifica­
tion indicates the presence of a mutation. This method was first used to detect the A to 
T transversion in the human ~-globin gene, which is responsible for sickle cell anemia 
(68). Two different primers, one specific for the wild-type allele and one specific for 
the mutant allele, are used in combination with the same second primer (Fig. 17). Each 
sample is analyzed using both sets of primers to distinguish heterozygotes from 
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Fig. 15. PSM analysis of the CF mutation G542X. (A) A BstNI site is introduced into the 
wild-type PCR product by changing the T (indicated by an asterisk) to a C during PCR ampli­
fication using mismatched primers. The new BstNI site is indicated by the shaded box and the 
cutting site is indicated by the arrows. BstNI digestion produces three fragments owing to the 
presence of the introduced restriction site and a constitutive restriction site not associated with 
the mutation. When the wild-type G (surrounded by a small box) is mutated to a T, a BstNI site 
is not created by the mismatched primers. The PCR product with the mutation is cut only once 
at the constitutive restriction site to produce two fragments. (B) A 295-bp region of the CFTR 
gene that flanks the G542X mutation was amplified and digested with BstNI. The PCR prod­
ucts were separated by electrophoresis through a 10% acrylamide gel and then stained with 
ethidum bromide. Lane 1, normal individual (170- and 101-bp fragments); lane 2, individual 
heterozygous for the G542X mutation (195-, 170-, and 10 I-bp fragments); lane3, water blank; 
lane 4, ~X174 DNA size markers. The 24-bp fragment migrates quickly through the gel and is 
not visible (courtesy of William G. Learning, Molecular Genetics Laboratory, University of 
North Carolina Hospitals). 
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Fig. 16. PSM analysis of the CF mutation L1F508 . (A) A DpnII site is introduced into the 
wild-type PCR product by changing the C (indicated by an asterisk) to a G during PCR 
amplification using mismatched primers. The DpnII site is indicated by the shaded box and 
the cutting site is indicated by the arrows. DpnII digestion produces two fragments from 
the wild-type PCR product. When the CTT is deleted in the mutant, a DpnII site is not 
created by the mismatched primers . (B) A 219-bp region of the CFTR gene that flanks the 
L1F508 mutation was amplified and digested with DpnII. The PCR products were separated 
by electrophoresis through a 10% acrylamide gel and then stained with ethidum bromide. 
Lane 1, ~X174 DNA size markers; lane 2, normal individual (202-bp fragment); lane 3, 
individual heterozygous for the L1F508 mutation (219-bp, heteroduplex, and 202-bp frag­
ments); lane 4, individual homozygous for the L1F508 mutation (219-bp fragment); lane 5, 
water blank. The 17-bp fragment migrates quickly through the gel and is not visible (cour­
tesy of William G. Learning, Molecular Genetics Laboratory, University of North Carolina 
Hospitals ). 
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Fig. 17. Schematic representation of allele-specific peR. Primers I and 2 differ by only the 
3'-base and are specific for either the wild-type or mutant allele. When the primer binds to the 
complementary target sequence, amplification occurs. Amplification cannot result from non­
specific binding of the primers, since the 3'-base does not hybridize to the target preventing 
elongation by Taq polymerase. The third common primer is not allele-specific. 

homozygotes of either the wild-type or mutant allele. The primer design and reaction 
conditions are critical to prevent amplification from the mismatched primer. Wu et al. 
obtained discrimination between alleles using 14 base primers with A . A and T . T 
mismatches that were annealed at a relatively high temperature of 55°C (68). However, 
any combination of mismatched primers and template will work with a mismatch at, or 
one base from, the 3'-end (70, 71). When primer destabilization is not achieved with the 
terminal mismatched base, an additional mismatch can be added three bases from 
the 3'-end (69). Standard magnesium and oligonucleotide titrations determine appro­
priate conditions for amplification. Specificity can also be increased by decreasing the 
concentration of DNA, deoxynucleotides, Taq polymerase, and the number of PCR 
cycles, and by increasing the annealing temperature and length of the primers (71,72). 
An internal control, which mayor may not be from the gene of interest, should be 
coamplified along with the target sequence to demonstrate that the lack of product is 
not the result of a technical error. The PCR products are fractionated on an agarose gel 
followed by ethidium bromide staining to visualize the bands. No isotopes or restric­
tion enzyme digestion is required. It is absolutely necessary that the polymerase, such 
as Taq polymerase, lack 3' to 5' exonuclease activity otherwise the mismatched base 
will be corrected (4). The two allele-specific primers and one common primer can be 
used in the same reaction when one allele-specific primer is longer than the other (73). 
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Fig. 18. Analysis of the CFTR intron 8 poly thymidine tract by allele-specific PCR. A 136-
140 bp region of the CFTR gene was amplified using forward primers specific for each 
poly thymidine tract of 5, 7, or 9 T's. A 290-bp region of the dystrophin gene was coamplified 
as a control. The PCR products were separated by electrophoresis through a 4% agarose gel and 
then stained with ethidum bromide. The first and last lanes are <\IX174 DNA size markers. The 
numbers along the top indicate the allele-specific primer used in the PCR reaction. The num­
bers along the bottom indicate the genotype (courtesy of Kenneth 1. Friedman, Molecular 
Genetics Laboratory, University of North Carolina Hospitals). 

The alleles are then distinguished based on the size ofthe product after electrophoresis. 
This modification eliminates the need for an internal control and eliminates decreased 
specificity of the reaction from higher concentrations of DNA template. 

An allele-specific PCR protocol has been designed to detect variable numbers of 
thymi dines present in intron 8 of the CFTR gene (74) (Fig. 18). The primers are spe­
cific for each poly thymidine tract of 5, 7, or 9 Ts. They are identical except for the 
number of As that are located at the 3 '-end of the primer followed by a single C. Each 
sample to be analyzed is amplified in three separate reactions using each allele-specific 
primer and a common forward primer. At a relatively high annealing temperature of 
66.5°C, the primers only anneal to the complementary allele. The 7A and 9A primers 
will not anneal to a 5T allele, presumably because of a looping out of the extra two or 
four As, respectively, resulting in primer destabilization. Because of the 3'-terminal C, 
the 5A primer will not anneal to either a 7 A or 9T allele. 

Allele-specific amplification has been applied to detection of single base changes 
and small deletions and insertions in a number of clinically applicable situations. It is 
used to detect mutations in genes that are associated with inherited disease, including 
aI-antitrypsin (69), phenylalanine hydroxylase (70), factor IX (71), and steroid 21-
hydroxylase (75). It has also been employed in human platelet alloantigen typing by 
discriminating between alleles that encode the six major human platelet alloantigens (76). 

8.2. COP 

COP is based on competition between primers in which one primer is completely 
complementary to the DNA template and the other is not (77). Unlike allele-specific 
PCR, the mismatch is located in the middle of the primer and both primers are present 
in the same reaction. However, under the appropriate conditions, only the perfect match 
will anneal and, along with a common reverse primer, produce a PCR product. The 
competition between primers increases with increasing primer concentration and 
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Fig. 19. Schematic representation of COP. Allele-specific primers are labeled with either 
fluorescein-5-isothiocyanate (F) or dansylchloride (D) and the common reverse primer is 
labeled with biotin. All three primers are present during the PCR in order to amplify the two 
possible alleles. To detennine which allele-specific PCR products have been amplified, the 
reactions are immunochromatographed across a membrane that has bound antifluorscein and 
antidansyl antibodies. The bound products are visualized by addition of a blue latex conjugate 
that binds biotin (B). 

decreasing primer length (77). In addition, the most effective competition that pro­
duces correct primer matching occurs with small primers (l2-16-mers) present in 
excess of the template and when the stringency of the annealing is low. In the initial 
report, COP was shown to discriminate between the normal human hypoxanthine 
phosphoribosyltransferase allele and the G to A transition mutant (77). The amplifica­
tion was visualized by autoradiography using one labeled and one unlabeled primer in 
the same reaction. Two reactions were needed in order to detect both alleles. 

Modification of the COP system was made to detect five mutations in the p-globin 
gene that account for 90% of the p-thalassemia cases in Greece. A fluorescein-5-
isothiocyanate label was attached to the wild-type allele-specific primer and a 
dansylchloride label to the mutant allele-specific primer (78) (Fig. 19). The common 
reverse primer was labeled with biotin to provide colorimetric detection of the PCR 
products. All three primers were included in the reaction to amplify the two possible 
alleles. The PCR products were immunochromatographed across a membrane with 
antifluorescein and antidansyl antibodies attached at discrete locations. The products, 
with their allele-specific labels, bound to the appropriate antibody and then were 
detected by addition of a blue latex conjugate that binds biotin. Therefore, the genotype 
was determined by the presence of a blue color in which a single spot indicated 
homozygosity and two spots indicated heterozygosity. A similar color complementa­
tion assay using allele-specific fluorescent oligonucleotide primers has been used to 
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Fig. 20. DMD/Becker Muscular Dystrophy multiplex to detect deletions in the dystrophin 
gene. Nineteen exons of the dystrophin gene were analyzed for deletions in five multiplex PCR 
reactions (A-E). The exons amplified in each multiplex and the size ofPCR products are listed 
in Table 2. The PCR products were separated by electrophoresis through a 4% agarose gel and 
then stained with ethidium bromide. Lanes 1 and 11, <l>XI74 DNA size markers; lanes 2, 5, 8, 
12, and 15, normal male; lanes 3, 6, 9,13, and 16, affected male; lanes 4,7, lO, 14, and 17, 
water blanks. The affected male has a deletion of exon 52, indicated by the asterisk. This is 
diagnostic of DMD (courtesy of Kenneth. J. Friedman, Molecular Genetics Laboratory, Uni­
versity of North Carolina Hospitals). 

detect a 4-bp deletion and a missense mutation in the B-globin gene (79). The two 
allele-specific forward primers were conjugated to different dyes and the common 
reverse primer was unlabeled. Once the unincorporated primers were removed from 
the reaction mixture by centrifugation, the color of the PCR products indicated the 
genotype. The heterozygote genotype produces a color complementary to the individual 
fluorescent dyes. 

8.3. Multiplex peR 

Multiplex PCR is the simultaneous amplification of multiple loci in one reaction 
using several primer pairs. This technique was initially developed to identify deletions 
in the dystrophin gene (80), but has been expanded to include any PCR reaction involv­
ing amplification of multiple loci, whether for ASO (81), reverse dot blot (27), PSM or 
restriction digestion (82), sequencing (83,84), or allele-specific PCR (85). As a result, 
it has been employed in a multitude of clinical and research investigations in which 
multiple sequence variations exist at a single locus. 

Multiplex PCR analysis is particularly suited for analysis of the dystrophin gene 
since deletions account for approx 65% of the mutations in DMD and Becker Muscular 
Dystrophy (19). The multiple PCR products produced in a single reaction serve as 
internal controls for amplification when an ex on or exons are deleted. Chamberlain et 
al. used nine primer sets in one multiplex reaction to amplify nine commonly deleted 
exons to detect approx 80% of the deletions in DMD (86). The combination of this 
multiplex with one that amplifies eight exons plus the muscle promoter of the 
dystrophin gene detects 98% of the deletions found in patients with DMD or Becker 
Muscular Dystrophy (87). Figure 20 shows five multiplex PCR reactions for 19 
dystrophin exons. The size of the products range from 100-547 bp, which allow 
them to be individually resolved on a single agarose gel (Table 2). This patient has a 
deletion of exon 52. When combining multiple primer sets in one reaction, the primers 
should be designed to anneal at a similar temperature and the reaction conditions, 
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Table 2 
Multiplex peR for Detection of Deletions in the Dystrophin Gene 

Multiplex reaction 

A B C D E 

Exon bp Exon bp Exon bp Exon bp Exon bp 

45 547 prJ 1 535 51 388 19 459 42 155 
49 439 17 416 54 329 8 360 
43 357 12 331 6 202 55 303 
16 290 50 271 53 100 13 238 
47 181 52 113 

including extension time, free nucleotide concentration, and polymerase concentration 
should be carefully adjusted to amplify all areas of interest successfully (80, reviewed 
in ref. 88). 

Numerous mutations in the CFTR gene cause CF, which encourages its frequent 
analysis using multiplex systems. For example, a multiplex reverse dot blot detects 11 
mutations (27), a 1 O-mutation multiplex uses naturally occurring restriction sites, PCR­
generated restriction sites, and differences in product size to differentiate wild-type 
and mutant alleles (82), and a 12-mutation multiplex reaction is followed by ASO 
analysis (81). Genes associated with carcinogenesis are also typically mutated in many 
locations with many different types of mutations. Amplification of all or part of the p53 
gene in a multiplex format screens for insertions or deletions (89), followed by direct 
sequencing of the PCR products to detect other less apparent changes, such as point 
mutations (84). The APe gene, which is frequently mutated in individuals with famil­
ial adenomatous polyposis coli, can also be analyzed for deletions by multiplex allele­
specific PCR (85). 

8.4. Protein Truncation Test 

The PrTT is a multifaceted methodology with three components: cDNA synthesis 
by reverse transcription, PCR, and protein synthesis (Fig. 21). This assay is relatively 
complex and most useful as a tool for screening genes that have been shown to contain 
primarily nonsense or frameshift mutations. As a group, these types of mutations are 
referred to as truncating or translation terminating mutations. Proteins synthesized from 
such mutant alleles are abnormally shortened or truncated, if they are produced at all. 
PrTT has the distinct advantage of analyzing only coding sequence, which is particu­
larly important for large genes with numerous exons. In addition, larger PCR products 
than those used for SSCP can be used; hence, fewer reactions are required for analysis 
of the entire gene. Since the end point of the assay is a protein product, silent changes or 
polymorphisms will not be detected, yet at the same time neither will missense 
mutations. PrTT was first applied to analysis of mutations in the dystrophin gene (90) 
and in the APC gene in families with familial adenomatous polyposis (F AP) (91). 

The PrTT method is based on RA WTS as described by Sarkar and Sommer (92) for 
rapid and sensitive direct sequencing from RNA. For the RA WTS technique, which is 
not commonly used today, RNA was purified from white blood cells or tissues and 
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Fig. 21. Schematic representation of PrTT. RNA or DNA (prepared from tissue such as 
lymphocytes) is the starting material for PrTT. RNA is reverse transcribed into cDNA prior 
to PCR. The PCR reaction generates the template for in vitro transcription and translation 
(see Fig. 22) and the protein products that are produced are separated by SDS-PAGE and 
visualized by autoradiography. 

reverse transcribed using an oligo(dT) primer to generate nonspecific cDNA. The 
cDNA was then amplified using a gene-specific primer with a T7 bacterial promoter 
sequence on the 5'-end. This assay was designed to obtain sequence information, but it 
was also observed that the peR products could be used to generate protein products by 
in vitro translation (or insertion into an expression vector) when the primer also con­
tained a translation initiation signal and an initiation codon (ATG). Like RA WTS, PrTT 
begins with total RNA prepared from any source, such as peripheral blood lympho­
cytes, and is followed by cDNA synthesis using an oligo( dT) primer or random hexamer 
primers. peR products are amplified from the cDNA using overlapping primer sets 
specific for the gene of interest. A gene that is expressed at very low levels in the tissue 
of interest may be difficult to screen by this technique. A solution to this problem is 
to perform nested peR (i.e., two rounds of peR, the first with primers outside the 
target sequence). 

For example, to scan the entire APe coding sequence the cDNA is amplified in five 
overlapping segments (91). Approximately 24% of the coding sequence, which includes 
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Fig. 22. Generation of in vitro transcription/translation template for PrTT using specialized 
forward primer. The forward primer is composed ofT7 bacterial promoter sequence, a transla­
tion initiation site, an initiation codon (ATG), and target specific sequence. Only the target­
specific sequence anneals to the DNA or cDNA template. However, the extra sequence is 
incorporated into the products in subsequent cycles when the products also serve as a template 
for peR. 

the mutation cluster region, can also be analyzed in one 2-kb segment directly from 
genomic DNA (93,94). It is estimated that analysis of this region will detect up to 50% 
of the germline mutations in FAP and 75% of the mutations in colorectal tumors. Since 
the dystrophin gene coding sequence is larger, it is amplified in 10 segments. The num­
ber of segments is based on amplification efficiency and the ability to resolve the pro­
tein products by gel electrophoresis. Data indicate that PrTT can analyze products up 
to at least 2.5 kb (95). The overlapping segments also allow truncating mutations 
present at either end of the segment, which are therefore more difficult to resolve, to be 
detected twice (90). 

In order to generate a template for in vitro protein synthesis, the forward primer has 
a T7 bacterial promoter sequence, a translation initiation site, and an A TG initiation 
codon on the 5'-end (Fig. 22). Although only the sequence specific portion ofthe primer 
anneals to the template DNA or cDNA, the extra sequence is fully incorporated into the 
products when they serve as template in subsequent cycles. The peR products are the 
template for the coupled in vitro transcription and translation assay. These assays 
are commercially available from a number of manufacturers as a kit. The reactions 
contain 35S-methionine to produce labeled peptides, which are separated by SDS-poly­
acrylamide gel electrophoresis (SDS-PAGE), dried, and autoradiographed. When a 
shortened or truncated protein is identified, the size of the protein is determined to 
provide an estimation of the location of the corresponding mutation. The indicated 
portion of the genomic DNA is sequenced to determine the precise mutation. 

The efficiency of the assay relies on the interpretation of the protein gels. In most 
cases, there are several bands present of varying intensity, which may be owing to 
alternative splicing, internal methionines that are acting as additional start sites, or 
incomplete transcription or translation. Despite the need for careful interpretation of 
the protein gels, the PrTT assay has been used successfully to identify mutations in a 
number of genes with a high incidence of truncating mutations. For example, 22 DMD 
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Fig. 23. Segregation of a truncated polypeptide in a family with NFL The autoradiograph 
shows translation products synthesized in vitro from segment 2 of the NFl transcript following 
electrophoresis through a 12.5% SDS-polyacrylamide gel. Each lane contains a sample from 
the individual in the pedigree above. The bracket indicates the wild-type polypeptide which is 
present in every lane. The arrow indicates truncated polypeptides that are seen in the proband, 
her affected father, and her affected son, but not her husband. The truncated protein is the result 
of a nonsense mutation Q 1 0 l7X, which encodes a premature translation termination signal (97) 
(courtesy of Oxford University Press and Ruth A. Heim, Molecular Genetics Laboratory, Uni­
versity of North Carolina Hospitals). 

patients who did not have a deletion in the dystrophin gene by multiplex peR or South­
ern blotting were analyzed, and 12 truncated proteins were detected. The correspond­
ing truncating mutations were confirmed by sequencing (96). Five of the patients had 
small deletions or rearrangements that produced aberrant RT -PCR products. The cod­
ing sequence of the remaining five samples was analyzed by chemical cleavage mis­
match, but no mutations were found. Based on this study, the combination ofRT-PCR 
and PrTT detected approx 77% of the mutations in DMD patients. The NFl gene has 
also been analyzed by PrTT, with mutations identified in 14 of 21 individuals with 
neurofibromatosis type 1 (NFl) (97). Figure 23 shows segregation ofa truncated pro­
tein in family members diagnosed with NFl. PrTT analysis has the potential to be an 
important tool for diagnosing mildly affected NFl patients or presymptomatic indi­
viduals. PrTT has also been used to analyze patients for germline mutations in the 
breast and ovarian cancer susceptibility gene BRCAI. Analysis of 45 affected individu­
als using this technique detected eight patients with germline mutations (98). 

9. CONCLUSION 

The peR and other molecular biology techniques have revolutionized analysis of 
the human genome. This is most striking in the rapid development of techniques that 
use peR for the detection of mutations that cause inherited genetic disease. Advances 
in technology have allowed physicians to confirm difficult clinical diagnoses, and to 
offer prenatal diagnosis and carrier detection, as well as susceptibility testing. It is 
expected that with further developments in automation and technological advances, 
many of the techniques described in this chapter (which are still relatively costly and 
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labor-intensive) will contribute to the routine use of molecular diagnostic testing in 
clinical practice. 

ABBREVIA TIONS 

APS, ammonium persulfate; ASO, allele-specific oligonucleotide; CCM, chemical 
cleavage of mismatches; CF, cystic fibrosis; CFTR, cystic fibrosis transmembrane con­
ductance regulator; COP, competitive oligonucleotide priming; DGGE, denaturing gra­
dient gel electrophoresis; HA, heteroduplex analysis; NIRCA, nonisotopic RNase 
cleavage assay; MDE, mutation detection enhancement; PSM, PCR-mediated site­
directed mutagenesis; PrTT, protein truncation test; RA WTS, RNA amplification with 
transcript sequencing; RFLP, restriction fragment length polymorphism; SDS, sodium 
dodecyl sulfate; SSCP, single-strand conformational polymorphism; TEMED, 
tetramethylethylenediamine; TMACl, tetramethyl-ammonium chloride. 
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Nucleic Acid Hybridization 

and Amplification In Situ 

Principles and Applications in Molecular Pathology 

Matthew S. Cowlen 

1. INTRODUCTION 

The ability of pathologists to diagnose disease has been enhanced significantly by 
the application of nucleic acid technologies, such as Southern blot hybridization and 
the polymerase chain reaction (PCR). These techniques are used routinely in clinical 
molecular diagnostic laboratories to detect and analyze genetic alterations associated 
with human disease. However, the ability to associate the nucleic acid sequence of 
interest with histopathologic or cytogenetic abnonnalities directly is lost when tissue is 
destroyed during the extraction of nucleic acids. The analysis of nucleic acids in situ 
overcomes this limitation. ISH* offers the combined advantages of molecular biology, 
analytical morphology, and cytogenetics by facilitating the analysis of DNA or RNA in 
tissues and chromosomes. ISA of nucleic acid sequences using PCR is a developing 
technology that offers increased sensitivity compared to conventional ISH for detect­
ing low-copy sequences. In situ nucleic acid techniques are discussed in detail in this 
chapter, with emphasis on the principles and clinical relevance of each technique. 

2. ISH 

ISH uses labeled nucleic acid probes to detect specific DNA or RNA targets in tis­
sue sections, intact cells, or chromosomes. ISH combines the remarkable specificity 
and sensitivity of nucleic acid hybridization with the ability to obtain cytogenetic and 
morphologic infonnation. The basic principle underlying ISH is the intrinsic ability of 
single-stranded DNA or RNA to anneal specifically to a complementary sequence and 
fonn a double-stranded hybrid. The same principle is the foundation of Southern and 
Northern blot hybridization of extracted nucleic acids, in which a labeled probe is 
used to visualize target sequences bound to a membrane support. With ISH, nucleic 
acid targets remain localized in tissue sections, intact cells, metaphase chromosomes, 
or interphase nuclei attached to glass slides. Hybrids between the target sequence and 

* See page 186 for list of abbreviations used in this chapter. 
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labeled probe are detected by microscopy and can be viewed in relation to chromo­
somal 'structure or tissue morphology. 

3. FISH IN THE CYTOGENETIC ANALYSIS 
OF CHROMOSOMAL ABNORMALITIES 

FISH uses fluorescent probes for the detection of genetic aberrations in metaphase 
chromosomes and interphase nuclei. The use ofFISH in the detection of chromosomal 
abnormalities has several advantages over traditional cytogenetic techniques, includ­
ing the ability to perform cytogenetic analysis on interphase cells, which eliminates the 
need for in vitro cell culture, thereby reducing turnaround time and facilitating the 
analysis of a wide range of cell· types; and the ability to analyze complex rearrange­
ments and other alterations that are difficult to assess by chromosome banding tech­
niques. Several variations of FISH have been developed, including comparative 
genomic hybridization (1), the simultaneous analysis of multiple probes by digital 
imaging (2), and the enumeration of cells containing specific DNA sequences by flow 
cytometry (3). FISH has applications in the molecular diagnosis of cancer, including 
the detection of gene amplification, deletions, rearrangements, aneuploidy, marker 
chromosomes, residual disease, and recurrence, particularly in hematological malig­
nancies (4-7). FISH provides a rapid and sensitive method for the detection ofprena­
tal and postnatal chromosome aberrations (8), and is an important tool used in 
positional cloning of the human genome (9). The basic steps involved in FISH for 
molecular cytogenetics are: 

1. Prepare metaphase chromosomes or interphase nuclei; 
2. Denature target DNA and double-stranded probes; 
3. Hybridize hapten-labeled or fluorescent probes to target DNA; 
4. Wash to remove probe bound to nontarget sequences; 
5. Incubate with fluorescent ligand for detection of hapten-labeled probes; and 
6. Detect hybrids by fluorescence microscopy. 

Metaphase chromosomes for FISH are isolated by blocking the progression of mitosis 
from metaphase to anaphase in rapidly dividing cells. This usually requires culturing 
cells in vitro in the presence of growth factors or other mitogens to stimulate cell growth 
(10). Progression from metaphase to anaphase is blocked by adding an agent, such as 
colchicine, that disrupts the mitotic spindle. Cells are then lysed on a microscope slide, 
leaving metaphase chromosomes attached to the surface. Chromosome structure is clearly 
visible in metaphase spreads and can be analyzed in relation to fluorescence hybridiza­
tion signals. However, it is difficult to obtain metaphase spreads from cells that respond 
poorly to cell culture, since the isolation of metaphase chromosomes requires actively 
dividing cells. Obtaining high-quality metaphase chromosomes that are representative of 
solid tumors in vivo is particularly problematic. The need for rapidly dividing cells for 
FISH can be eliminated by isolating nuclei from cells in interphase. Because cell culture 
is not required, interphase cytogenetics offers greatly reduced turnaround times and 
extends the availability ofFISH analysis to archived blood smears (11,1 2) and paraffin­
embedded tissue sections, including solid tumors (13). Interphase nuclei can be isolated 
from cells in suspension by fixing cells in methanol:acetic acid (3: 1) and lysing in 
hypotonic buffer on microscope slides. Slides can be used immediately for FISH or 
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Fig. 1. Schematic representation of hybridization signals (black shading) observed with FISH 
probes in metaphase chromosomes and interphase nuclei. Satellite probes display two fluores­
cence signals in normal diploid cells near the centromeres of homologous chromosomes. In 
contrast, monosomy would appear as one signal, and trisomy as three signals (not shown). 
Unique sequence probes display two signals on each homologous chromosome in metaphase, 
representing individual sister chromatids that are present following DNA replication, whereas 
interphase nuclei display one signal for each chromosome. Chromosome-specific DNA librar­
ies hybridized to sequences throughout the chromosome and are generally referred to as chro­
mosome paints. 

can be stored for future use after dehydration in graded alcohols. Deparaffinized tissue 
sections require protease treatment to increase probe accessibility. 

The three general types of nucleic acid probes used for FISH are satellite probes, 
whole chromosome paints, and unique sequence probes (Fig. I). Satellite probes 
hybridize to chromosome-specific, repetitive DNA sequences located near the cen­
tromeres in metaphase spreads or interphase nuclei. These probes are particularly use­
ful in detecting the loss or gain ofa chromosome (aneuploidy). Satellite probes are also 
used as controls in mixtures with other probes to ensure proper chromosome identifica­
tion. This can be especially important when analyzing deletions and translocations. 
Chromosome-specific telomere probes can be used to detect terminal deletions and 
translocations. Chromosome paints contain chromosome-specific DNA libraries that 
hybridize to sequences throughout the entire chromosome and can be used to analyze 
structural rearrangements, including translocations (Figs. 2 and 3). Chromosome paints 
are best suited for analysis of metaphase chromosomes owing to the diffuse nature of 
the signal in interphase nuclei. Unique sequence probes are genomic clones that are 
complementary to single-copy loci and can be used with either metaphase spreads or 
interphase nuclei to detect translocations (Fig. 4), gene amplification (Fig. 5), and dele­
tions (Fig. 6). FISH probes are commercially available from several commercial sources 
(including Oncor [Gaithersburg, MD], Boehringer-Mannheim [Indianapolis, IN]). 
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Normal Translocation 

Fig. 2. Schematic representation of the detection of a reciprocal translocation by FISH using 
a chromosome-specific DNA library. Chromosome translocations (breakpoint represented by 
dashed lines) can be detected using DNA libraries to paint (black shading) the entire chromo­
some. The identity of the unpainted chromosome involved in the translocation can be ascer­
tained using either paints or satellite probes, or by chromosome banding techniques. 

Fig. 3. Identification of a chromosome translocation by FISH using DNA library probes. A 
biotin-labeled DNA library specific for chromosome 18 was used with an avidin/fluorescein 
detection system to elucidate a translocation involving chromosome 18 and chromosome 21 in 
metaphase chromosomes. The translocation created a derivative chromosome, der(21 )t( 18;21). 
The translocated portion of chromosome 18 is visible on the short arm of chromosome 21 (open 
arrow). The normal chromosome 18, and the remainder of the translocated chromosome are 
also visible (closed arrows). The identity of chromosome 21 was determined in a separate 
hybridization using chromosome 21-specific probes (not shown) (photomicrograph contributed 
by Kathleen Kaiser-Rogers and Kathleen Rao, University of North Carolina at Chapel Hill). 
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Fig. 4. Schematic representation of the detection of a reciprocal translocation by FISH using 
unique sequence probes. Translocations can be detected by FISH using differentially labeled 
probes that hybridize to unique sequences flanking the translocation breakpoint (dashed lines). 
The translocation results in the juxtaposition of the probes in the derivative chromosome, which 
is visible in both metaphase chromosomes and interphase nuclei. 

Probes for FISH are usually labeled with nonfluorescent haptens that can be 
detected through their ability to bind fluorescent ligands (Fig. 7). The most com­
mon haptens used to label FISH probes are biotin and digoxigenin. Biotin has high 
affinity for avidin and streptavidin, which can be conjugated with fluorescent mol­
ecules and used to detect biotin-labeled probes. Fluorescent antidigoxigenin anti­
body conjugates are used to detect digoxigenin-Iabeled probes. Weak signals can 
be amplified by using a fluorescence-labeled secondary antibody. Ligands are con­
jugated with fluorescent dyes such as fluorescein and rhodamine. Fluorochromes 
with distinct excitation and emission wavelength maxima can be used in combina­
tion with different ligands to detect multiple hapten-labeled probes simultaneously 
(2,14). The identification of multiple chromosomal aberrations by multicolor FISH 
analysis can be enhanced by using probes that are directly labeled with fluorescent 
nucleotide conjugates (4,15). Probes that are directly labeled have several advan­
tages over hapten-labeled probes, including shortened protocols and reduced num­
ber of required reagents. Moreover, the number of fluorescent labels that can be 
visualized simultaneously is not limited by the number of available haptenlligand 
pairs. Propidium iodide or DAPI is used as a counterstain to provide contrast with 
probe fluorescence and to visualize chromosomes or nuclei. DAPI is particularly 
useful in metaphase chromosomes, because it creates a banding pattern that is 
identical to G-banding. Therefore, fluorescence signals from locus-specific probes 
can be viewed in relation to chromosome bands, which is important for positional 
cloning. 
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Fig. 5. Detection ofN-myc gene amplification in a neuroblastoma by FISH. A digoxigenin­
labeled N-myc probe was used with an anti-digoxigenin antibodylfluorescein detection system. 
Two copies ofN-myc are visible (arrows) in normal cells (A), whereas numerous intense fluo­
rescence signals are evident in neuroblastoma cells containing amplified N-myc sequences (B) 
(photomicrographs contributed by Peter Ferlisi and Georgette Dent, University of North 
Carolina at Chapel Hill). 

Hybridization of FISH probes requires that double-stranded DNA be denatured to 
form single-stranded targets. Denaturation can be accomplished by placing slides con­
taining metaphase spreads or interphase nuclei in a solution containing 300 mMNaCI, 
30 mM sodium citrate, pH 7.0, and 70% formamide, incubating at 70°C, and dehydrat­
ing in ice-cold graded alcohols. A small volume of hybridization mixture containing 
labeled probe is placed on the slide and a coverslip is sealed onto the slide with rubber 
cement to prevent evaporation. Slides are then incubated at a temperature based on the 
melting temperature for the probe. Melting temperature is dependent on the salt and 
formamide concentrations of the hybridization buffer, and on the length and GC content 
of the hybrid. Posthybridization washes reduce background fluorescence by removing 
any probe that is bound to nontarget sequences. The stringency of the hybridization 
reaction and posthybridization washes can be modified by altering the temperature or 
the salt concentration and/or formamide concentration of the buffer. Following 
posthybridization washes, slides are incubated with a solution containing fluorescent 
ligands, washed to reduce nonspecific ligand binding, and covers lipped for fluores-
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Fig. 6. Detection of a deletion in the DiGeorge region of chromosome 22 by FISH. A unique 
sequence probe labeled with digoxigenin was used with an antidigoxigenin antibodylfluores­
cein detection system in metaphase chromosomes. The normal copy of chromosome 22 exhib­
its two fluorescence signals. The DiGeorge probe can be seen in the central portion of the 
chromosome corresponding to 22q 11, and a distal chromosome 22 control probe is visible in 
the telomeric region. The copy of chromosome 22 containing the DiGeorge deletion exhibits a 
signal from the control probe only (photomicrograph contributed by Kathleen Kaiser-Rogers 
and Kathleen Rao University of North Carolina at Chapel Hill). 
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Fig. 7. Schematic representation of the detection of hapten-labeled FISH probes. In this 
example, a probe labeled with biotin (designated BIO) is detected with a conjugate of avidin 
and fluorescein isothiocyante (designated FITC). Fluorescein emits light at 525 nm during 
excitation by 490 nm light. 
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cence microscopy using an aqueous mounting medium. An antifade additive, such as 
phenylenediamine dihydrochloride, will reduce photobleaching during microscopy. 

FISH images are obtained and analyzed using fluorescence microscopy, using either 
single or multiple band pass filters to obtain the appropriate excitation and emission 
wavelengths. A triple band pass filter can be used with some dye combinations, such as 
fluorescein, rhodamine, and DAPI, to view multiple fluorescent signals simultaneously. 
The quantification and analysis ofFISH signals are enhanced substantially through the 
use of a digital imaging system, which is comprised of a fluorescence microscope with 
a cooled CCD camera interfaced with image analysis computer software. This technol­
ogy provides increased sensitivity and flexibility for FISH, and has been used to ana­
lyze seven DNA probes simultaneously (2,4). Chromosomes are labeled with multiple 
fluorescent dyes, and each dye is imaged individually. Then, a composite image is 
generated digitally to visualize all targets simultaneously. Fewer fluorescent dyes are 
required for techniques, such as ratio coding and combination coding, in which each 
chromosome is detected by one or more dyes (4). Composite images blend the different 
colors associated with a particular chromosome, thereby increasing the number of 
detectable targets. Digital imaging microscopy was essential in the development of 
comparative genomic hybridization, in which a quantitative digital image processing 
system calculates ratios of fluorescence intensities generated by differentially labeled, 
competing DNA probes (1). Regardless of the specific technique used, digital imaging 
is an ideal way to manipulate, enhance, analyze, and store microscopic images obtained 
by FISH. 

4. APPLICATIONS OF FISH 
4.1. FISH Applications in Tumor Pathology 

The clinical applications of FISH include the diagnosis, prognosis, and monitoring 
of human malignancies (4-7). Cytogenetic alterations associated with neoplastic dis­
ease have been identified in solid tumors and leukemias, and offer targets for FISH 
analysis. The relationship between genetic aberrations and tumor progression is under­
stood best in human leukemias. FISH has been used to detect chromosome transloca­
tions associated with chronic and acute leukemias (7). FISH was used to detect a 
common deletion in chromosome 5 in acute myeloid leukemia (16) and to identify 
deletions in the tumor suppressor gene p53 associated with poor prognosis in chronic 
B-cellieukemias (J 7). Aneuploidy, including monosomy 7 and trisomy involving chro­
mosomes 8, 12, and 17, are associated with leukemia and are readily detected by FISH 
using chromosome-specific satellite probes (J 8-20). These studies demonstrate that 
FISH is an effective method for the analysis of chromosomal aberrations in hemato­
logic malignancies. Several reports describe the detection of minimal residual disease 
and relapse in leukemia using FISH in cases in which patients appeared to be in com­
plete remission (7,21,22), whereas patients who did not exhibit chromosomal abnor­
malities by FISH remained in remission (7,19). FISH probes specific for the X and Y 
chromosomes have been used to determine the origin of bone marrow cells following 
sex-mismatched transplantation (6), in which the detection of hematopoietic cells of 
host origin often indicates relapse of leukemia. 

The genetic abnormalities associated with solid tumors are less understood than those 
for the leukemias, because solid tumors are difficult to study by traditional cytogenetic 
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techniques using metaphase chromosomes. The use of interphase FISH has contributed 
to important advances in the understanding of solid tumor cytogenetics, and was used to 
detect monosomy 9 in neoplasms of the bladder (23), trisomy 7 in thyroid tumors (24), 
aneuploidy in breast cancer (25), and the deletion ofloci in chromosome l7p in breast 
cancer (18). A retrospective study using interphase FISH on paraffin-embedded tissues 
from patients with carcinoma of the prostate demonstrates that there is a strong corre­
lation between the presence of trisomy 7 and poor prognosis in this cancer (26). FISH 
has been used to detect gene amplification in solid tumors, including amplification of 
N-myc in neuroblastoma (Fig. 5; ref. 13), and of erbB-2 (HER-2Ineu) in cancers of the 
breast (27) and bladder (28). Translocations have been identified in solid tumors using 
FISH, which is particularly useful in the diagnosis of Ewing's sarcoma and other "small 
round cell" tumors (29). These reports demonstrate the utility of FISH for interphase 
cytogenetic analysis of chromosomal aberrations in solid tumors, which are often diffi­
cult or impossible to culture in vitro for standard karyotyping. 

The ability to identify gene amplifications and deletions in solid tumors has been 
enhanced dramatically by comparative genomic hybridization (1,30). This technique 
allows the detection of amplified or deleted sequences anywhere in the genome of 
human tumors, without prior knowledge of the aberration involved or possession of 
specific probes. Comparative genomic hybridization involves the competitive hybrid­
ization of differentially labeled tumor DNA and normal DNA to normal metaphase 
spreads. A quantitative digital image processing system calculates ratios of fluores­
cence intensities generated by the competing DNA along the medial axis of each chro­
mosome. Amplification of a locus in the tumor genome results in an increase in signal 
from tumor DNA relative to normal DNA at that locus, whereas a deletion in the tumor 
genome results in a decrease in the ratio. Comparative genomic hybridization should 
help to expand knowledge rapidly of gene amplifications and deletions associated with 
various neoplasms. However, large clinical studies are required to correlate genetic 
abnormalities with disease progression, response to therapy, and overall clinical 
outcome in order to understand the significance of chromosome aberrations detected 
by FISH. 

4.2. FISH Applications in the Prenatal 
and Postnatal Diagnosis of Genetic Disease 

Traditional cytogenetic karyotyping of banded metaphase chromosomes provides a 
highly accurate method for detecting aneuploidies and gross structural rearrangements 
of chromosomes in amniocytes and chorionic villi. However, turnaround time is usu­
ally 1-2 wk, since cells must be cultured to generate metaphase chromosomes. FISH 
eliminates the need for cell culture in cases where interphase nuclei are suitable. Triso­
mies involving chromosomes 13 and 18 (multiple severe congenital malformations and 
rapid death in liveborn infants; in utero demise), trisomy 21 (Down's syndrome), and 
sex chromosome aneuploidies, such as XO (Turner's syndrome), XXY (Klinefelter's 
syndrome), XYY, and trisomy X, are readily detected in interphase nuclei by FISH 
using satellite probes (8). Unbalanced translocations, complex rearrangements, dupli­
cations, and defects that fail to provide a distinct banding pattern are often difficult to 
ascertain by traditional karyotyping. These aberrations are detectable in prenatal stud­
ies by FISH, using chromosome-specific DNA libraries (paints), alone or in combina-
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tion with karyotype analysis. (Fig. 3; ref. 8). Unique sequence probes are available 
(Oncor) for the identification of deletions associated with several disorders with cyto­
genetic etiology, including Prader-Willi and Angelman syndromes, Cri-du Chat syn­
drome, X-linked ichthyosis, X-linked ocular albinism, Smith-Magenis syndrome, 
Elastin Williams syndrome, and DiGeorge syndrome (Fig. 6). These probes are pre­
pared premixed with chromosome-specific control probes to assist in target chromo­
some verification. 

5. LIMITATIONS OF FISH 

There are several limitations associated with FISH technology. The use of FISH in 
monitoring minimal residual disease is limited, despite the success of some studies. 
For example, the false-positive rate can be as high as 5-10% when determining chro­
mosome loss, making the analysis of minimal residual disease very difficult in leuke­
mia characterized by a monosomy. Furthermore, because of technical artifacts, and the 
fact that some nonleukemic cells may be aneuploid, the overall sensitivity of FISH for 
the analysis of minimal residual disease is only about 1% (31). FISH is far less sensi­
tive than quantitative PCR methods, which can detect one residual disease cell in 106 

normal cells (32). Analysis of single-copy sequences requires specific probes, which 
may not be available for the locus of interest. This problem will become less relevant 
as the Human Genome Project progresses and makes available increasing numbers of 
newly cloned sequences. Cytogenetic analysis using FISH is limited to detecting aber­
rations that involve the target chromosomes. For example, unique sequence probes 
used to detect a translocation may not detect an accompanying aneuploidy, and chro­
mosome-specific satellite probes will not detect aneuploidies involving other chromo­
somes. In contrast, traditional karyotyping displays all chromosomes for cytogenetic 
analysis. Comparative genomic hybridization and other multicolor techniques have 
increased the number of abnormalities that can be detected by FISH in a single assay. 
FISH is well suited to compliment standard cytogenetics in many situations, and may 
replace traditional techniques in specific circumstances, such as the detection of com­
mon aneuploidies. 

6. ISH IN THE HISTOLOGICAL LOCALIZATION OF NUCLEIC ACIDS 

ISH is used in combination with histochemical staining techniques to detect DNA or 
RNA targets in tissue sections or intact cells. Specific nucleic acid sequences can be 
analyzed in the context of morphologic information available from the analysis of spec i­
mens obtained by surgical biopsy. Tissue that has been properly fixed and embedded 
can be sectioned and analyzed immediately or can be archived for future analysis, 
including retrospective studies. The detection of mRNA by ISH is feasible in some cases 
in which immunohistochemical staining fails to detect protein. ISH has become 
an important method in molecular pathology (33,34), with applications that include the 
cellular localization of viral nucleic acids (5,35-38) and the detection of tumor-spe­
cific gene expression in neoplasia (5,37,39). The basic steps involved in ISH for the 
histological localization of nucleic acids in tissue sections are: 

1. Fix tissue to preserve morphology and retain target nucleic acids; 
2. Cytospin suspended cells onto slides or embed tissues in paraffin, cut sections, attach to 

slides, and deparaffinize; 
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3. Digest tissue with protease to render target sequences accessible to probe; 
4. Denature double-stranded targets and probes; 
5. Hybridize hapten-labeled probes to target DNA; 
6. Wash to remove probe bound to nontarget sequences; and 
7. Detect hybrids microscopically by immunohistochemical staining. 

Morphology is best preserved by immersing fresh tissue in a chemical fixative. Tis­
sue fixatives can be broadly classified as either crosslinking or precipitating. 
Crosslinking fixatives include buffered formalin, paraformaldehyde, and glutaralde­
hyde. Ethanol and acetic acid in a 3:1 mixture is a common precipitating fixative. In 
general, crosslinking fixatives are superior for ISH because they are more effective 
than precipitating fixatives for the preservation of tissue morphology. In addition, etha­
nol/acetic acid may be ineffective at retaining RNA in some tissues (40). Crosslinking 
fixatives preserve RNA by limiting diffusion and by providing some protection from 
degradation by RNases. Buffered formalin is an excellent fixative for obtaining strong, 
reproducible ISH signals and maintaining morphology (41), and is widely used in sur­
gical pathology laboratories. Tissues can be fixed for several hours to several days. 
However, over-fixation can result in decreased adherence oftissue to slides and reduced 
accessibility of probes to nucleic acid targets, and should be avoided. 

To ensure the best possible morphology, tissues are fixed in buffered formalin and 
embedded in paraffin prior to cutting sections. Surgical biopsy specimens are routinely 
prepared in this manner in most pathology laboratories, making formalin-fixed, paraf­
fin-embedded tissues readily available for ISH. Paraffin blocks are cut with a micro­
tome into sections 3-10 f..UI1 in thickness, which are attached to coated glass slides that 
promote adherence of tissue. Silane-coated slides can be prepared in the lab, but it is 
probably more time- and cost-effective to purchase pretreated slides. Vectabond (Vec­
tor Labs) and Superfrost/Plus slides (Fisher Scientific) performed well in tests of tissue 
adhesion (42). Slides containing adhered tissue are deparaffinized in xylene and dehy­
drated in graded ethanols prior to protease digestion and ISH. Successful ISH is pos­
sible using fixed frozen tissue, without paraffin embedding, in some tissues (42). In 
this case, tissues are immersed in a buffered solution of 15% sucrose, after fixation, to 
reduce freeze artifacts. Certain tissues, such as lung, are not appropriate for frozen 
sections and must be embedded in paraffin to maintain morphology. 

Most tissues that are fixed in formalin or other crosslinking fixatives must be 
digested with a protease prior to ISH. Crosslinks between cellular macromolecules 
impede the penetration of probes and reduce accessibility to target nucleic acids. Opti­
mal protease digestion will result in the degradation of enough crosslinks to allow 
penetration of probe while retaining acceptable morphology. Commonly used proteases 
for ISH include proteinase K and pepsin, which have different specific activities and 
pH optima. Pepsin is active at pH 2.0 and can be inactivated efficiently by washing in 
a neutral or slightly basic buffer. Proteinase K can be difficult to wash out of some 
tissues and can be heat-inactivated in formalin-fixed tissues if washing is insufficient. 
Different tissues exhibit distinct sensitivities to digestion with proteases. Therefore, 
protease concentration and time of treatment must be determined empirically for each 
tissue and protease used. Different lots of the same protease may also exhibit activity 
different from a previous lot and should be tested prior to use. In general, longer fixa­
tion times will require greater digestion with protease to obtain an optimal hybridiza-
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Fig. 8. Schematic representation of the detection of hapten-labeled ISH probes by immuno­

histochemistry. In this example, an oligonucleotide probe is end-labeled with digoxigenin (des­
ignated Dig) and detected with an antidigoxigenin antibody conjugated with alkaline 
phosphatase (designated AP). A chromogenic mixture of nitroblue tetrazolium salt (designated 
NBT) and 5-bromo-4-chloro-3-indolyl phosphate (designated BCIP) is converted to a dark pre­
cipitate by alkaline phosphatase. 

tion signal. Tissues can be viewed microscopically during protease treatment so that 
morphology can be monitored during digestion. The best indication of optimal pro­
tease treatment is a strong hybridization signal along with good tissue morphology. 

Probes for ISH include: 

1. Double-stranded genomic DNA cloned in a plasmid vector or amplified by PCR; 
2. Single-stranded oligonucleotide DNA produced using a DNA synthesizer; 
3. Single-stranded DNA cloned in a M13 bacteriophage vector or amplified by asymmetrical 

PCR; and 
4. Single-stranded antisense RNA transcribed from DNA cloned in an expression vector 

(riboprobe ). 

Genomic probes can be labeled to a greater extent than oligonucleotide probes but 
do not necessarily increase sensitivity owing to reduced penetration compared to small 
oligonucleotide probes. The sensitivity of oligonucleotide probes can be increased by 
using multiple oligonucleotides specific for different regions of the same target. Oligo­
nucleotide probes specific for short, unique sequences are useful for distinguishing 
targets with a high degree of homology. Detection of RNA targets is very sensitive 
using riboprobes because of the high thermal stability of RNA-RNA hybrids. Single 
stranded probes have advantages over double-stranded probes in that denaturing prior 
to use is unnecessary, and because the potential problem ofreannealing to the comple­
mentary strand is eliminated. 

Probes for ISH were originally labeled radioisotopically with 35S, 32p, or 1251. How­
ever, probes labeled with the nonisotopic hapten digoxigenin are equally as sensitive, 
exhibit lower background, and provide greater resolution than radiolabeled probes (43). 
Moreover, the use of non isotopic labels eliminates the health hazards and disposal prob­
lems associated with radioactive probes. Digoxigenin-Iabeled probes are detected 
enzymatically with antidigoxigenin antibodies conjugated with alkaline phosphatase 
or horseradish peroxidase (Fig. 8). These enzymes convert soluble substrates into 
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Fig. 9. Detection of HPV type 6 in a low-grade squamous intraepitheliallesion by in situ 
hybridization. A biotin labeled probe was used with an avidin/alkaline phosphatase conjugate 
to detect HPV 6 in a genital wart biopsy. Darkly stained cells containing HPV 6 are present 
near the surface ofthe lesion (photomicrograph contributed by Gerard Nuovo, State University 
of New York at Stony Brook). 

insoluble precipitates, which appear as dark, localized cellular or subcellular stain­
ing when viewed microscopically (Fig. 9). Biotin is another popular nonisotopic label 
that can be detected with enzyme conjugates of avidin, streptavidin, or antibiotin 
antibodies. Endogenous biotin can cause high background staining in some tissues, 
particularly liver, kidney, and lymphoid tissues. Background signal is less likely with 
antidigoxigenin antibodies, because digoxigenin is not synthesized in mammalian 
tissue. Antibodies to digoxigenin and biotin can be labeled with gold particles and 
used for immunogold-silver staining, which has proven to be a very sensitive and 
reliable means to detect hapten-labeled probes in formalin-fixed, paraffin-embed­
ded tissues (44). 

Labeled nucleotides, such as digoxigenin-ll-dUTP or biotin-16-dUTP, are incorpo­
rated into double-stranded genomic probes by DNA polymerases using nick transla­
tion, random primed labeling, or peR. Oligonucleotide probes are 3'-end-Iabeled using 
terminal deoxynucleotidyl transferase and a labeled dideoxynucleotide (digoxigenin­
I1-ddUTP), which prevents tailing of the probe with multiple labels. 3 '-tailing enhances 
sensitivity by increasing the number of labels per probe molecule and can be accom­
plished by using terminal deoxynucleotidyl transferase with labeled dUTP. However, 
tailing may also increase background. Riboprobes are labeled during in vitro transcrip­
tion by RNA polymerase. Nonisotopic labeling and detection kits are commercially 
available (Genius™ System, Boehringer Mannheim; BioProbe® and DETEK®, Enzo 
Diagnostics, Farmingdale, NY). 

Hybridization is performed by transferring a small aliquot of a solution contain­
ing labeled probe (denatured in the case of double-stranded probes) to protease-
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digested tissue sections. A coverslip is then placed over the specimen to prevent 
evaporation. Double stranded targets must be denatured prior to hybridization, and 
denaturation enhances hybridization in mRNA by eliminating secondary structures. 
As with other forms of nucleic acid hybridization, the stability of the hydrogen bonds 
between probe and target molecules is dependent on temperature, salt, and formamide 
concentration, and the length and GC content of the hybrid. The hybridization reac­
tion must be done at an optimal temperature relative to the target hybrid, yet higher 
than the melting temperature of potential nonspecific hybrids. The melting temperature 
of a given hybrid can be determined mathematically (see Chapter 6), however, the 
optimal hybridization temperature should be determined in the laboratory to maxi­
mize hybridization to target sequences and reduce nonspecific hybridization. Posthy­
bridization washes of appropriate stringency (determined by temperature and 
concentrations of salt and formamide) further reduce nonspecific hybridization. Opti­
mal stringency is particularly important for short probes, such as oligonucleotides. 
Following hybridization and washes, samples are incubated with ligand--enzyme con­
jugates, washed to reduce nonspecific ligand binding, and incubated with the appro­
priate enzyme substrates. The development of localized precipitate is monitored 
microscopically. When color development is sufficient, tissues are washed and coun­
terstained to provide contrast for the visualization of morphology, or may be left 
without counterstain if morphology is visible. Detailed procedures and optimization 
protocols for ISH are available in the literature (33,42,45,46) and from companies 
that market ISH probes. 

Controls are essential for the accurate interpretation of ISH data. Nonspecific 
signals from the hybridization of probe to nontarget sequences, or from the non­
specific binding of enzyme-antibody conjugates, produce false-positive signals 
which must be identified. Tissue specimens that are known to be positive or nega­
tive for the target nucleic acid are important controls that should be probed along 
with unknown samples. Probes should be used in Southern or Northern blot hybrid­
ization assays to demonstrate that the probes bind specifically to the target of inter­
est. Probes that are noncomplementary to target sequences can be used as negative 
controls for ISH. For example, sense RNA probes are homologous to mRNA in 
tissue and should yield negative results, whereas antisense probes are complemen­
tary to mRNA and should be positive. Omission of probe will reveal nonspecific 
binding of the ligand--enzyme conjugate and exposes the presence of endogenous 
biotin when using avidin--enzyme conjugates. Omission of the ligand--enzyme con­
jugate exposes the presence of endogenous alkaline phosphatase or peroxidase, 
depending on the detection system. The preservation of RNA in paraffin-embed­
ded tissue sections can be demonstrated by hybridization of a poly( dT) oligonucle­
otide probe (33) or by hybridization of a probe complementary to conserved 
sequences within 28S ribosomal RNA (47). Moreover, these techniques are useful 
for optimizing ISH parameters, such as fixation and protease digestion, prior to the 
use of specific probes for mRNA. Treatment of specimens with RNase or DNase 
abolishes signal from RNA and DNA, respectively, and demonstrates the nature of 
the target sequence. Running the appropriate controls with each hybridization will 
ensure that the signals detected are a result of the specific hybridization of probe to 
the target sequence. 
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7. APPLICATIONS OF ISH 
IN THE HISTOLOGIC LOCALIZATION OF NUCLEIC ACIDS 

7.1. Detection and Localization of Viral Nucleic Acids 

ISH is an important technique for identifying and localizing viral nucleic acids asso­
ciated with infectious disease and cancer (5,35-39,48). ISH has been used to determine 
the intracelluar localization of the hepatitis viruses, human papillomaviruses (HPV), 
and herpes simplex viruses (HSV) (38), and to detect these viruses, as well as adenovi­
rus, cytomegalovirus, and JC virus, in clinical specimens (48). ISH was used to detect 
HSV in a duodenal biopsy in a patient described as having "nonspecific" inflamma­
tion, and to diagnose cytomegalovirus (CMV) infection in a patient originally sus­
pected of being infected with HSV (48). These cases demonstrate the ability oflSH to 
provide an unequivocal diagnosis in difficult clinical situations. Epstein-Barr virus 
(EBV)-encoded RNAs are expressed abundantly in latent EBV infections and are ideal 
ISH targets for detection and localization of EBV in a variety of malignancies (37). 
ISH is particularly useful for the diagnosis of nasopharyngeal carcinoma: in patients 
with neck metastases of unknown origin (49). ISH can also provide important diagnos­
tic information in equivocal cases ofHPV, where it can be difficult to distinguish HPV­
induced low-grade squamous intraepithelial lesions (condyloma) from non-HPV 
conditions in the lower genital tract (Fig. 9; ref. 48). Complete ISH assay systems for 
HPV, EBV, hepatitis B virus, HSV, adenovirus, and CMV are available from Enzo 
Diagnostics. 

7.2. Detection and Localization of Gene Expression in Human Tumors 

Carcinogenesis is a complex, multistep process in which the normal control of gene 
expression is altered, resulting in uncontrolled cell growth and metastatic neoplasia. 
ISH has been used to detect oncogene expression in neoplastic tissue (5,39), including 
aberrant expression of c-myc in multiple myeloma and chronic lymphocytic leukemia 
(50). Non-Hodgkin's lymphoma was typed based on oncogene expression as deter­
mined by ISH, which revealed a correlation between high-grade T-cell phenotype and 
Ki-ras expression (51). c-erbB-2 mRNA was detected by ISH in paraffin-embedded 
sections of biopsies from patients with carcinoma of the breast in cases where cytosolic 
and immunohistochemical analyses of c-erbB-2 oncoprotein were negative (33). ISH 
was used to analyze expression of insulin-like growth factor type II in hepatocellular 
carcinoma (52), platelet-derived growth factor and platelet-derived growth factor 
receptor expression associated with primary human astrocytomas (53), and epidermal 
growth factor receptors in colon carcinoma (54). ISH has also been used to demon­
strate a reduction in tumor suppressor gene expression. For example, ISH analysis of 
retinoic acid receptor mRNA revealed a significant reduction in retinoic acid receptor 
j3 expression in paraffin-embedded sections of human head and neck squamous cell 
carcinoma (55). 

Tumor-specific mRNAs are important markers in endocrine neoplasms, which have 
been studied extensively using ISH. Lactotrophic adenomas were shown to express 
prolactin mRNA, whereas somatotrophic adenomas expressed plurihormonal genes, 
including adrenocorticotropic hormone, follicle-stimulating hormone, and luteinizing 
hormone mRNAs (56). These pituitary hormones were undetectable by immunohis-
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Fig. 10. Detection of an adenovirus DNA gene therapy vector by in situ hybridization. HeLa 
cells were grown in culture on glass microscope slides and exposed to replication-defective 
adenovirus. Cells were washed, fixed in 10% buffered formalin, permeabilized with pepsin, 
and probed with a digoxigenin-Iabeled oligonucleotide specific for adenovirus DNA. Dark 
staining nuclei indicate the subcellular localization of adenovirus DNA in transduced cells. 

tochemical staining for protein in some cases in which mRNA was detected by ISH. 
mRNA for parathyroid hormone-related protein produced a strong hybridization signal 
in squamous cell carcinoma, but was not detected in basal cell carcinomas, demonstrat­
ing the tumor-specific expression of this peptide (57). Chromogranin A has been used 
extensively as a marker for the diagnosis of neuroendocrine tumors, but is difficult to 
detect immunohistochemically in tumors with few secretory granules, such as neuroblas­
tomas and small cell carcinoma of the lung. However, the chromogranin A gene is tran­
scribed in these tumors, and chromogranin A mRNA is readily detectable by ISH (58). 

7.3. Cellular Localization of Expression Vectors for Gene Therapy 

Diseases that result from mutations within the human genome are potentially cur­
able by transducing effected cells with expression vectors containing a normal copy of 
the altered gene. Similarly, cancers might be cured by expressing, in tumor cells, for­
eign genes with therapeutic activity, such as tumor suppressor genes or genes that 
encode cytokines. The cellular location of trans genes and trans gene expression must 
be ascertained for successful development of gene therapy vectors and protocols. ISH 
is an excellent method for localization of gene therapy vectors (Fig. 10) and has been 
used to detect transgene mRNA from a variety of expression vectors in transduced 
tissue. ISH detected neuron-specific expression of the lacZreporter gene in a study that 
demonstrated the advantage of ISH over traditional X-gal staining for localization of 
gene therapy expression vectors (59). Transgene expression has been detected by ISH 
in other systems, including vectors designed to express genes specifically in the 
hypoxic, glucose-deprived environment of solid tumors (60), to treat cystic fibrosis 
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Fig. 11. Detection of HIV DNA in macrophages by peR in situ hybridization. HIV DNA 
was readily detectable (dark staining) by PCR in situ hybridization using primers and a 
digoxigenin-Iabeled probe specific for the gag region of the HIV genome (A). HIV DNA was 
undetectable in macrophages by standard ISH without prior amplification by PCR (B) (photo­
micrograph contributed by Gerard Nuovo, State University of New York at Stony Brook). 

(61), and to inhibit the replication of human immunodeficiency virus (HIV) type I (62). 
These investigations demonstrate the utility of ISH for sensitive detection of foreign 
gene expression in the development of gene therapy regimens for the treatment of 
human disease. 

8. LIMITATIONS OF ISH 
IN THE HISTOLOGICAL LOCALIZATION OF NUCLEIC ACIDS 

Although ISH is a sensitive technique for detecting nucleic acids in tissues, there is 
a lower limit to the copy number of mRNA or viral nucleic acid molecules detectable 
by this technique. It is generally accepted that approx 10 copies of RNA or foreign 
DNA/cell are required for successful detection by standard ISH methods (48). Latent 
viral infections and low-level gene expression can be difficult, if not impossible, to 
detect if target copy number is below the detection threshold for ISH. This is evident in 
the difficulty encountered when one attempts to detect latent or occult viral infections 
by ISH (Fig. lIB). SiHa cells, a cervical carcinoma cell line latently infected with one 
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integrated copy of HPV type 16/cell, typically do not exhibit a hybridization signal 
with standard ISH (48,63). The HPV copy number is often below the detection thresh­
old for ISH in invasive cancers and cannot be detected by ISH in occult HPV infections 
(48). The general failure of ISH to detect DNA from HSV (64) and HIV (65,66) in 
latent infections has been a major impediment to understanding the pathogenesis of 
these diseases. However, studies of latent viral infections also demonstrate that low­
level nucleic acid targets can be visualized by ISH following amplification of target 
sequences in situ by PCR. Low-level targets also may be detectable using recently 
developed signal amplification technology (Renaissance TSA Kit, Dupont NEN). 

9.ISA 

ISA was first reported in 1990 for the amplification and detection of viral DNA 
within intact cells (67). Amplification of the target sequence in situ by PCR (48,68) or 
by other amplification techniques, such as 3SR (69), can increase the target copy num­
ber to detectable levels in tissues with starting copy number below the detection thresh­
old for ISH (Fig. IIA). ISA has been used to detect viral DNA in cells with only one 
copy per cell (70,71), and was indispensable in studies describing the cell-specific dis­
tribution of proviral DNA in latent HIV infections (65,66,72). ISA is, however, a tech­
nically demanding procedure that is difficult to standardize because of the large number 
of variables that can affect the final result. Numerous protocols for ISA have been 
published and the importance of certain steps have been debated, reflecting the lack of 
standardized procedures. However, ISA has great potential, which is becoming more 
apparent as the technical requirements for successful ISA are defined and new proto­
cols are developed (48,68). Applications of ISA include the elucidation of the 
histopathology of viral infections (48,64--68,70-72), the diagnosis and prognosis of 
human malignancies (73,74), and the localization of transgenes in the development of 
gene therapy protocols (75). 

The basic principles ofISA are similar to ISH, with the addition of the amplification 
step. Tissues must be fixed in a crosslinking fixative and digested with a protease prior 
to amplification. Crosslinking fixatives are required for successful ISA, because they 
promote the retention of amplification products within the tissue, whereas precipitat­
ing fixatives allow products to diffuse into the reaction mixture during amplification 
(48). As with ISH, 10% buffered formalin is an excellent fixative for ISA. Some proto­
cols include an additional fixation step following amplification (postfixation) to help 
localize the product (76). Protease digestion is a critical step for successful ISA. Target 
sequences remain sequestered and unavailable for amplification in underdigested tis­
sue, whereas overdigestion results in loss of tissue morphology and ISA signal. Pepsin 
and proteinase K are suitable proteases for tissue digestion. The extent of tissue diges­
tion required for optimal signal is a function of the extent of tissue fixation, with longer 
fixation times requiring longer protease treatment (48). Protease concentration and time 
of treatment must be optimized for each type of tissue owing to the individual sensitiv­
ity of different tissues to protease digestion. 

The amplification step ofPCR-based ISA is identical in principle to solution-based 
PCR in that one needs forward and reverse primers that are specific for the target 
sequence, an equimolar mixture of dNTPs, a thermostable DNA polymerase (for 
example Taq), and amplification buffer containing magnesium, which is required for 
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Taq polymerase activity. The reaction mixture is subjected to thermal cycling, during 
which double-stranded DNA denatures, primers anneal, and primer extension occurs 
by DNA synthesis. It is important to realize that amplification of nucleic acids in situ is 
much less efficient than solution-based PCR. The degree of amplification during ISA 
has been estimated to be from 50-200 copies after 30 cycles, compared with 1,000,000 
after only 20 cycles in solution. Therefore, optimizing ISA reactions is critical for suc­
cess. Optimal Mg2+ concentration for ISA is reported to be 4.5 rnM for a wide range of 
tissues and targets (48). This concentration of magnesium ion is higher than that 
required for most solution-based assays. Second, the concentration of Taq polymerase 
required for ISA is higher than that necessary for solution PCR, unless bovine serum 
albumin (BSA) (1 mg/mL) is added to the reaction. Maximum ISA signal was shown 
to require 2.0 U of Taq polymerase/1l1 of reaction volume, which is about 10 times the 
concentration required for solution-based amplification. However, the addition of 
2 mg/mL BSA to the reaction mixture reduced the Taq requirement to 0.2 U/Il1 (48). 
This effect is apparently the result of the ability of BSA to block the binding of Taq 
polymerase to the glass slide. The optimal magnesium ion and Taq polymerase con­
centration should be confirmed empirically to ensure that maximum amplification is 
obtamed. 

One of the main differences between solution-based PCR and ISA is in the method 
of thermal cycling and containment of the amplifying solution to prevent evaporation. 
Original methods of thermal cycling include the use of an aluminum foil boat to hold 
slides (48). The amplification reaction mixture is transferred onto specimens and a 
coverslip is anchored over the tissue with nail polish to the corners. This allows bubbles 
to escape from under the coverslip during thermal cycling. A layer of mineral oil is 
added to the boat to prevent evaporation of the reaction solution, and the boats are 
placed on the heating block of a conventional thermal cycler. Another method, called 
localized ISA, employs tissue-culture cloning rings and a mineral oil overlay to contain 
reactants over the desired area of tissue, leaving areas outside the ring to serve as an 
unamplified control (77). Several companies now manufacture thermal cyclers and con­
tainment vessels for ISA, including Perkin Elmer/Applied Biosystems (Foster City, CA). 

Mispriming and DNA repair are two nonspecific pathways for DNA synthesis that 
may occur during PCR, and that can interfere with the specific amplification of the 
target sequence during ISA. Mispriming results from nonspecific annealing of primers 
to nontarget nucleic acid sequences and provides a starting point for nonspecific ampli­
fication. DNA synthesis resulting from mispriming competes with target-specific 
amplification and, thereby, reduces the sensitivity of the reaction. Mispriming can be 
decreased by optimizing the primer annealing temperature of the reaction. However, 
nonspecific primer annealing can occur during the setup of the reaction, and extension 
can occur as the reaction temperature increases during the first cycle. Mispriming can 
be eliminated by using the "hot-start" technique, in which DNA synthesis is blocked 
until the temperature of the reaction mixture reaches a level at which nonspecific primer 
annealing is eliminated. Hot starts are accomplished by withholding Taq polymerase 
until the reaction reaches 80°C, by using an anti-Taq antibody (Clonetech) that inhibits 
polymerase activity until the antibody is heat-denatured during the first cycle of the 
reaction, or by using a thermostable polymerase that remains inactive until the reaction 
obtains high temperature (AmpliTaq Gold, Perkin Elmer/Applied Biosystems). The 
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hot start maneuver greatly increases the specificity and sensitivity of ISA, and is 
required for amplification of DNA targets. One copy of HPV DNA was detectable 
using a single primer pair in SiHa cells only when the hot-start technique was used 
(48). The second nonspecific pathway for DNA synthesis during ISA is the result of 
primer-independent filling of nicks and large gaps in fragmented DNA by Taq poly­
merase. This is not a problem when amplification products are detected indirectly using 
labeled ISH probes, but is the primary obstacle to the use of direct labeling for in situ 
peR of DNA targets in paraffin-embedded tissue. 

Two basic methods have been described for the detection of ISA products. The first 
is direct incorporation of labeled nucleotides, such as digoxigenin-ll-dUTP, into peR 
products during the amplification reaction. Labeled amplification products are detected 
by antibody-enzyme conjugates as described for ISH. This method was originally 
described as a rapid, sensitive method for detection of DNA amplified in situ. How­
ever, numerous studies have shown that the direct detection method commonly results 
in false positive signals in cell nuclei caused by nonspecific incorporation of labeled 
nucleotides into genomic DNA (63,78). Primer-independent labeling is especially prob­
lematic in paraffin-embedded tissues and results from the heat-induced damage of DNA 
during the embedding process (78). Therefore, direct labeling of amplification prod­
ucts is not appropriate for the detection of DNA targets by ISA in paraffin-embedded 
tissues. The second method of detection is indirect, using ISH with labeled probes, and 
is the detection method of choice for DNA targets. This technique, called peR ISH, 
combines the sensitivity ofPCR with the specificity ofISH. Oligonucleotides or larger 
genomic probes are labeled with digoxigenin or biotin and detected immuno­
histochemically as described above in detail for ISH. Probes that are internal to the 
primer sequences will provide the most specific signal, since they are less likely to 
anneal to any misprimed sequences. 

Reverse transcriptase in situ PCR can be used to detect mRNA in tissues in which 
low-level gene expression results in a target copy number below the detection thresh­
old for ISH. Prior to the amplification reaction, cDNA is synthesized by reverse tran­
scriptase using mRNA as template. The reverse transcription reaction and amplification 
of the resulting cDNA can be accomplished with separate enzymes (RT and Taq poly­
merase), or by using one enzyme with both activities, such as the polymerase from 
Thermus thermopolis (rTth, Perkin Elmer/Applied Biosystems). In paraffin-embedded 
tissue, products from R T in situ PCR can be detected by direct incorporation oflabeled 
nucleotides, provided that specimens are treated with DNase prior to reverse transcrip­
tion and amplification (48). DNase treatment results in the digestion of genomic DNA 
and thereby eliminates nonspecific incorporation of labeled nucleotides and the false 
positive signals associated with direct detection of DNA targets in paraffin embedded 
tissue. However, DNase treatment may not be required for direct labeling with 
cytospins or tissue samples that have not been paraffin-embedded (Fig. 12). 

The following positive and negative control reactions should be run on each slide to 
establish the specificity of direct labeling during RT in situ PCR in paraffin-embedded 
tissue (48). The RT step is excluded in both controls to eliminate primer-specific sig­
nal. In the positive control, the DNase step is omitted, which should result in a strong 
nonspecific signal when the sample is subjected to thermal cycling. This reaction will 
demonstrate that the Taq polymerase and the detection system are functioning properly 
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Fig. 12. Detection of bcr-abl mRNA in chronic myelogenous leukemia by reverse tran­
scriptase in situ peR and direct labeling. K562 cells containing the Philadelphia chromosome 
were fixed in 4% paraformaldehyde, centrifuged onto microscope slides, and permeabilized by 
proteinase K treatment. RT in situ peR was performed using bcr-abl-specific primers, and 
digoxigenin was included in the peR reaction. Intense cytoplasmic staining indicates the 
detection ofbcr-abl mRNA. Genomic bcr-abl does not amplify in nuclei, because the peR primers 
flank a large intron in the DNA. Specificity of the amplification reaction for mRNA target 
sequences could be verified by omitting the RT enzyme prior to the peR reaction (not shown). 

and have access to genomic DNA. In the negative control, the specimen is treated with 
DNase and thermal cycled. No signal should be associated with this sample owing to 
the effects of DNase treatment, if the protease treatment was optimal. However, if the 
protease treatment was suboptimal, then a nonspecific signal will be evident owing to 
gap filling in undigested genomic DNA. DNase apparently has limited accessibility to 
DNA under conditions of suboptimal protease digestion. Therefore, protease treatment 
must be optimized until the DNase treatment is capable of eliminating nonspecific 
signals in the negative control. Then, a specific primer-dependent signal is detectable 
when R T in situ peR is performed. The hot start technique, which is required for peR 
ISH to eliminate mispriming, is not required for RT in situ peR providing that genomic 
DNA is adequately degraded by the DNase treatment. 

Proper controls are essential for accurate interpretation ofISA because ofthe preva­
lence of false-positive and false-negative results. False positives occur owing to 
mispriming and gap filling during direct labeling as well as nonspecific binding of 
labeled probes or antibody-enzyme conjugates when detecting amplification products 
by ISH. False negatives can occur as the result of failure of any basic step in the proce­
dure, from tissue fixation to product detection. Diffusion of amplification products can 
cause false negative results in cells that contain the target sequence, and can result in 
false positive signals in cells that did not originally contain the target. Therefore, the 
following controls should be run during the development of ISA protocols. Solution­
based peR or RT -peR coupled with blot hybridization of nucleic acids extracted from 
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the tissue of interest demonstrates the specificity of the reaction. Solution-based PCR 
is also useful to expose false negative results from ISA. Additional controls include 
tissue known to be positive and negative for the target nucleic acid, which provide 
information regarding the sensitivity and specificity of ISA reactions. The absence of a 
signal in the negative control tissue demonstrates the absence of mispriming, nonspe­
cific annealing of probe, and nonspecific antibody binding in PCR ISH. Omission of 
Taq polymerase or magnesium exposes nonspecific hybridization of probes and non­
specific antibody binding. The latter is also revealed by omission of probes. Omission 
of antibody/enzyme conjugates reveals the presence of endogenous enzyme, which can 
cause false-positive staining in some tissues. Coamplification of known positive and 
negative control tissues in the same reaction exposes the presence of diffusional arti­
facts, which can cause staining in the negative control tissue. Amplification of endog­
enous control sequences serves as a positive control in negative tissue. Most tissues 
have internal negative controls, because in general, not all cells within the tissue will 
express the mRNA or contain the foreign DNA target of interest. Therefore, a general­
ized signal in most or all cells may indicate a nonspecific reaction. The failure to run 
appropriate controls will undoubtedly result in misinterpretation of ISA results. 

10. APPLICATIONS OF ISA 

10.1. Detection and Localization of Latent and Occult Viral Infections 

ISA has been invaluable in elucidating latent HIV infections in helper T -lympho­
cytes and macrophages during the incubation period of AIDS. Early investigations 
using solution-based PCR greatly underestimated the number of cells containing provi­
ral DNA in patients with latent HIV infections, because the destruction of cells during 
DNA extraction made direct association of viral DNA with individual cells impossible. 
Later, studies using PCR ISH demonstrated that the percentage of mononuclear cells 
and T-Iymphocytes harboring HIV proviral DNA is much higher than was initially 
suspected (65,66,72,79). HIV DNA was detected in activated macrophages in cervical 
biopsy specimens, suggesting that these cells may be a primary route of infection in 
women (48). Muscle biopsies exhibited the presence of HIV DNA in patients with 
myopathy, as did CNS tissue from patients with AIDS dementia, only when specimens 
were subjected to ISA prior to hybridization (48). HIV was also discovered in placental 
cells, which were not previously known to harbor HIV, suggesting a potential mode of 
mother-fetus transmission (80). The combination ofISA and flow cytometry has been 
used to quantitate the number of peripheral blood mononuclear cells (PBMC) and CD4+ 
T -cells harboring latent and active virus in patients infected with HIV (71,81). These 
studies collectively demonstrate the utility ofISA to elucidate the histopathogenic pro­
gression of HIV infection. 

ISA has also been used to detect HPV infection in genital tract lesions that are diffi­
cult to analyze by ISH without amplification (48). HPV DNA is readily detectable by 
standard ISH in low grade squamous intraepitheliallesions, which typically have about 
1000 copies of viral genome/cell (Fig. 9). However, ISA is more sensitive than ISH for 
the detection ofHPV in invasive cancers, and is required for in situ detection of occult 
HPV infections, which are associated with from 1-<10 copies ofHPV DNA/cell. PCR 
ISH was capable of detecting JC virus DNA in archival specimens from patients with 
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leukoencephalopathy associated with chronic lymphocytic leukemia and AIDS, includ­
ing an index case over 30 yr old (82). RT ISA was used to demonstrate hepatitis C 
infection in hepatectomy specimens, which rarely show a positive signal with ISH (83), 
and to detect RNA from polio, measles, influenza, and HTL V -1 in paraffin-embedded 
archival brain tissue, some of which were over 25 yr old (84). RT ISA was used in lung 
autopsy specimens to ascertain parvovirus infection in a deceased child and to estab­
lish measles pneumonitis as the probable cause of death in a woman originally sus­
pected to have died from CMV pneumonia (48). The investigations described above 
demonstrate that ISA is capable of cell-specific localization of viral nucleic acids in 
retrospective studies, and in cases where insufficient sensitivity or destruction of cell 
morphology limits the ability of other techniques to detect low numbers of viral nucleic 
acids in a cell-specific manner. 

10.2. Detection and Localization of Low-Level Gene Expression in Human Tumors 

Several studies demonstrate the great potential value of ISA for the diagnosis and 
prognosis of human malignancies, based on the inherent sensitivity of ISA for the 
detection of tumor-specific transcripts. A case report describes a 63-yr-old female with 
a history of breast carcinoma who presented with symptoms of lung disease (73). 
Adenocarcinoma of unknown origin was identified in pleural fluid from a thoracentesis. 
Estrogen and progesterone receptors were analyzed based on the patient's history of 
breast cancer, but the results were equivocal. RT ISA was performed using primers 
specific for surfactant protein A, based on the suspicion that the tumor might be a 
primary adenocarcinoma of the lung rather than metastic breast cancer. The results 
from RT ISA indicated the presence ofmRNA for surfactant protein A, supporting the 
diagnosis of primary lung cancer. 

ISA has also proven useful in elucidating the mechanisms of neoplastic progression. 
Gelatinases are potent metalloproteinases involved in the degradation of extracellular 
matrix proteins and endothelial cell basement membranes during the process of tumor 
metastasis. The relative level of expression between gelatinases and metalloproteinase 
inhibitors is thought to be either permissive or inhibitory to the development of meta­
static tumors, depending on the balance between the two in the microenvironment of 
the tumor. The prognostic value of analyzing the relative expression of gelatinases and 
their inhibitors, by RT ISA, was examined in a retrospective study of surgical biopsy 
specimens from 23 women with cervical carcinoma (74). In highly invasive tumors 
with poor prognosis, the gelatinase:inhibitor ratio was markedly greater than in well­
differentiated, minimally invasive cancers with good prognosis. The two studies 
described above demonstrate the usefulness of ISA in the diagnosis and prognosis of 
human tumors. 

10.3. Detection and Localization of Transgenes in Gene Therapy 

Monitoring the cellular location and expression of trans genes is critical for the 
development of procedures for gene therapy. ISA offers a sensitive technique for 
the detection of vector nucleic acid sequences and reporter gene expression in trans­
duced tissue. Primers specific for the bacteriallacZ gene have been used to detect viral 
transgene DNA by ISA in rat brain (75). ISA has also been used to monitor trans­
planted cells in the development of ex vivo gene therapy protocols (85), and a clinical 
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protocol describes the use ofISA to monitor the fate of donor cells for autologous bone 
marrow transplantation (86). RT ISA provides a sensitive method to detect mRNA 
from reporter gene expression in transduced tissues that do not exhibit a positive signal 
by less sensitive methods, such as colorimetric ~-galactosidase assays and ISH. Thus, 
ISA has the potential to become an important method for the cell-specific localization 
of transgene DNA, and of mRNA from transgene expression in target tissues during 
the development of new gene therapy protocols. 

11. LIMITATIONS OF ISA 

The routine use of ISA for clinical diagnostic purposes is severely limited by the 
lack of established laboratory standards with respect to this technique and by the large 
number of variables that affect the final outcome, and is not recommended at this time. 
Leading investigators in the field use markedly different protocols, and debate persists 
regarding the significance and necessity of various steps of the procedure (87). How­
ever, some limitations are clear. The use of direct incorporation of labeled nucleotides 
for the detection of ISA products is strictly limited to situations in which DNA repair 
mechanisms are inoperative, as described above. Amplification products can diffuse 
out of cells during thermal cycling, which leads to false-positive staining in cells that 
were previously target-negative (88). Because of the relative difficulty in performing 
ISA, this technique should be avoided in circumstances where standard ISH, solution­
phase peR, or other techniques will suffice. However, the publication of detailed 
protocols greatly enhances the ability to perform ISA successfully (48,68), and demon­
strates the enormous potential of ISA for detecting nucleic acids present in low copy 
numbers in situations where cell-specific association of the target sequence is required. 

ABBREVIATIONS 

DAPI, 4,6-diamidino-2-phenylindole; FISH, fluorescence in situ hybridization; ISA, 
in situ amplification; ISH, in situ hybridization; peR, polymerase chain reaction; RT, 
reverse transcriptase. 
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Gene Therapy 

Jeffrey S. Bartlett 

1. INTRODUCTION 

Genetic disorders account for a significant amount of human disease. About 4% of 
all infants born in the United States and Canada are affected by a birth defect. Approxi­
mately I in 200 births is affected by a chromosomal abnormality, whereas between 
I and 2 in 100 births are affected by a single gene disorder, most often recessive in 
character. The remainder of the disorders are presumed to be multifactorial in etiology, 
that is, involve more than one gene or are influenced by external factors. Although 
most genetic disorders are quite rare, there are several thousand of these disorders that 
are known, or suspected, to result from single gene defects. Many of these disorders are 
well known, such as sickle-cell anemia, CF*, muscular dystrophy, ~-thalassemia, and 
PKU. Others are less common, but no less devastating to their victims; for example, the 
SCID syndromes, Lesh-Nyhan syndrome, and the various lipid and carbohydrate storage 
diseases. 

Current therapy for genetic disease is terribly inadequate. This is largely because 
most current therapies only attempt to correct the symptoms or secondary biochemical 
effects of the primary disorder. In fact, such diseases as CF and sickle cell anemia can 
only be treated symptomatically. CF patients suffer from pancreatic exocrine insuffi­
ciency and develop frequent pulmonary infections because of thick mucus secretions 
in their lungs. This results from an impaired ability to regulate water balance across the 
airway epithelium. Pulmonary arrest is the major cause of death among these patients. 
During the last two decades, improved treatment has extended the average life expect­
ancy of CF patients to 28 yr of age. However, a "cure" remains a challenge to be 
accomplished. Sickle cell anemia patients suffer from painful crises essentially owing 
to poor circulation. These individuals produce malformed red blood cells that are unable 
to oxygenate their tissue adequately. Such patients can benefit from antibiotics, hydration, 
and analgesia. However, this symptomatic therapy is not curative, and patients usually 
succumb to this disorder at a young age as well. These two examples serve to illustrate 
the need for new genetic disease therapy. 

Gene therapy encompasses a broad range of technologies that are being applied to 
the clinical treatment of genetic diseases. Gene replacement therapy is the most com-

* See page 211 for list of abbreviations used in this chapter. 

From: Molecular Diagnostics: For the Clinical Laboratorian 
Edited by: w. B. Coleman and G. J. Tsongalis Humana Press Inc., Totowa, NJ 

193 



194 Bartlett 

mon type of gene therapy. This form of therapy involves the transfer of genetic mate­
rial to correct a patient's genetic defect. Essentially, this therapy involves the delivery 
to target cells of an expression cassette made up of one or more genes and the sequences 
that control their expression. This can be carried out ex vivo in a procedure in which the 
cassette is transferred to cells in the laboratory and the modified cells are then admin­
istered to the patient. Alternatively, human gene therapy can be done in vivo, in a 
procedure in which the expression cassette is transferred directly to cells within an 
individual. In both strategies, the transfer process is usually aided by a vector that helps 
deliver the therapeutic gene cassette to the desired target cells. Gene replacement 
therapy has theoretical appeal, since it is directed at the mutant gene itself rather 
than the symptoms or secondary events in the pathogenesis of the disease. It is antici­
pated that the diseases most amenable to gene therapy will be those in which a single 
gene product is missing (recessive inheritance) and where normal expression is consti­
tutive. The majority of gene therapies fall into this classification 

Any tissue is potentially amenable to genetic manipulation, although technical con­
siderations suggest that those tissues with a high capacity for growth or self-renewal 
will have the best chance of permanently incorporating and expressing the exogenous 
genetic material. The targets of the gene therapies are the defective genes, which, of 
course, are present in every cell of the patient's body. However, gene transfer tech­
niques for most disorders do not need to be 100% efficient to have a significant benefit. 
The diseases and tissues that will prove treatable by gene therapy can only be deter­
mined by an in depth study of the specific diseases and the techniques available for 
carrying out the genetic manipulations that are needed to treat these diseases, as dis­
cussed in more detail in the remainder of this chapter. 

2. GENE TRANSFER AND EXPRESSION 

In order to understand the methodology of human gene therapy, it is important to 
have an understanding of the components involved-genes, chromosomes, and cells­
and the ways each is related to the other. Also important is an understanding of differ­
entiation and development, and the way cells interact with each other to form tissues, 
organs, and entire organisms. Although a detailed discussion of these concepts is out­
side to scope of this chapter, several very good reviews on these subjects have appeared. 
Since gene therapy entails the molecular manipulation of cells at the DNA level, a 
short discussion of the basic fundamentals of molecular biology and gene expression, 
as they relate to human gene therapy, is presented here. 

2.1. Eukaryotic Control Elements 

As one attempts to express genes transferred into cells or into a patient, one must 
take into consideration the vast amount of information dealing with the various cis­
acting DNA elements that either directly or indirectly affect gene expression. Each 
gene has not only a promoter, but often a matched enhancer, as well as splice signals, 
polyadenylation signals, and sequences that determine the stability of the messenger 
RNA. These elements exert their influence in a cooperative and tissue-specific manner, 
and serve to determine where in an organism the gene is expressed. These elements can 
be experimentally mixed and matched, leading to novel recombinant constructs with 
new patterns of gene expression that aid the development of gene-based therapeutics. It 
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is important to recognize that promoters, enhancers, splice signals, and other cis-acting 
elements do not act as fully independent elements. It appears that there are preferred 
and nonfunctional combinations. In several cases, the appropriate tissue-specific 
expression is dependent on the assembly of a matched set of individual elements. There­
fore, the selection and assembly of the correct elements in a recombinant gene cassette 
are critical in achieving the desired expression phenotype on transfer into the patient. 
The information that follows is provided to illustrate the range and behavior of cis­
acting elements available to the gene therapist and the practical considerations involved 
in the construction of an appropriate transgene cassette for gene transfer experiments. 

2.2. Promoters and Enhancers 

Promoters are DNA sequence elements that control the initiation of transcription. 
Promoters for protein-encoding genes commonly contain two types of DNA sequence 
elements. These are core elements, which alone can support gene expression, and regu­
latory elements, which are recognized by gene-specific regulatory proteins and func­
tion to modulate the level of transcription initiated at the core element. Two types of 
core elements have been identified; the TAT A box, which is found 25-30 bp upstream 
of the start site of transcription, and the initiator (1), which fits a loose consensus 
sequence that overlaps the transcription start site (2). Enhancers represent a second 
class of cis-acting sequences that modulate gene expression. Enhancers can not initiate 
transcription. Rather, they activate transcription from a linked promoter element. 
Enhancers are characterized by their ability to activate transcription in any orientation 
and at variable distances upstream or downstream of the promoter. 

With few exceptions, the most critical variable in the design of a recombinant 
expression cassette is the selection of an enhancer and promoter element. Enhancers 
have been identified in association with both viral and cellular genes, and both are 
routinely included in gene transfer vectors. Viral enhancers, as a group, are the most 
active transcriptional enhancing elements. For this reason, they have been used in 
majority of human gene therapy vectors. However, recent evidence suggests that these 
viral elements may not be very good at driving transgene expression in vivo. Presum­
ably the host cells have a mechanism by which they are able to recognize the viral 
sequences as foreign and downregulate their expression (3,4). In studies using a viral 
L TR driving traJlsgene expression in mouse liver, the mouse cells were able to shut off 
gene expression from this element completely, although the DNA remained intact (5). 
Observations of this type have led to the use of eukaryotic enhancers or recombinant 
eukaryotic/viral enhancers as the elements of choice for modulating gene expression 
for gene therapy. 

2.3. Inducible and Tissue-Specific Promoters and Enhancers 

Genes that are not constitutively expressed in all cell types must possess a mecha­
nism for regulating induction or repression of gene expression in response to physi­
ological signals. The cis-acting sequences that control these effects reside in either the 
enhancer, promoter, or both elements. Tissue-specific control elements are attractive 
from a gene therapy point of view, because they can provide targeted expression of 
the therapeutic gene product. In addition, tissue-specific regulatory elements allow a 
greater latitude in the delivery of the vector, since only those vectors that are delivered 
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to the appropriate cell type will become transcriptionally active. Similarly, inclusion of 
an inducible regulatory element in a transgene cassette may allow the trans gene to 
respond to external stimuli. 

2.4. Factors Influencing Transgene Expression 

One of the peculiarities of the recombinant gene cassettes used for gene therapy is 
the observation that certain promoters function better if provided with a functional 
intron. Although this effect is promoter- and tissue-dependent, it can be tremendously 
important to include an intron in some vector constructions. 

The stability ofmRNAs in cells appears to vary widely, and it now appears that the 
rates ofmRNA decay are important control points in the regulation of gene expression. 
The factors governing mRNA stability are structural in nature and are often contained 
within discrete sequence elements linked to the RNA transcript. An example of such a 
sequence is the 3'-noncoding region of ~-globin mRNA, which is highly stable. These 
elements are often linked to protein coding sequences within the RNA component of 
gene expression cassettes to provide greater message stability. The role of poly­
adenylation in mRNA stability is not quite as clear. However, it never appears that 
polyadenylation has a negative effect on gene expression, and in some instances, 
polyadenylation may be absolutely required for efficient transport and processing of 
the transcripts. Therefore, recombinant gene cassettes should carry polyadenylation 
signals to facilitate gene expression. 

Several types of cis-acting elements that affect the efficiency of translation of 
mRNAs are used in expression constructs for gene therapy. These are of two main 
types: sequences based on the Kozak translation initiation signal sequence spanning 
the ATG start codon (6), and sequences that function as IRES that facilitate the trans­
lation of two or more coding sequences within a multicistronic mRNA (7). Deviation 
from the Kozak consensus translation initiation sequence can have a profound effect 
on the quantity of therapeutic gene product produced. This effect is especially appar­
ent when genes from lower eukaryotic, or prokaryotic, organisms are expressed in 
mammalian cells. Often the translation start codons within these genes are poorly 
recognized by the translational machinery of the mammalian cells and must be 
replaced by sequences more closely resembling the consensus Kozak sequences in 
order to be sufficiently expressed in human cells. IRES are based on adaptations 
from viral sequences. The insertion of an IRES into a recombinant DNA molecule at 
the appropriate location will allow the efficient translation of two or more genes 
from a single mRNA. Since only one enhancer and/or promoter is used to drive the 
expression of the multicistronic mRNA, this approach can be used when more than 
one gene is desired, but size constraints preclude the inclusion of a second set of 
transcriptional elements. 

2.5. Assays for Gene Transfer and Expression 

There are several methods that may be employed to monitor and quantitate success­
ful gene transfer and determine the efficacy of gene therapy. Each disease will, of 
course, have its own clinically determinable therapeutic efficacy. However, short of an 
easily discernible clinical effect, it is often difficult to determine the true efficiency of 
gene transfer. One can assay for the presence of transferred DNA by Southern hybrid-
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ization or PCR using genomic DNA obtained from a patient biopsy or blood sample. 
Additionally, it is possible to monitor successful gene transfer by examining mRNA 
expression from the exogenous transgene through northern analysis of cellular RNA or 
by RT-PCR. Similarly, protein production can be monitored through the application of 
either immunoprecipitation or Western blotting techniques, as well as immunofluores­
cence analysis or bioassay where appropriate. 

3. METHODS OF GENE TRANSFER 

Before describing the collection of gene transfer vectors available, it is important to 
discuss the two fundamentally different approaches to gene therapy and the desired 
expression characteristics of the transferred gene. When cells are removed from a 
patient and genetic material is transferred into these cells in the laboratory prior to their 
introduction back into the patient, this is referred to as ex vivo gene therapy. When 
gene transfer is accomplished directly within the patient, it is referred to as in vivo gene 
therapy, or gene transfer having taken place in situ. These are two fundamentally dif­
ferent approaches to gene therapy, and the methods used for each differ significantly. 
For example, the ex vivo approach allows for selection of a particular cell type prior to 
gene transfer as well as selection of transduced cells prior to introduction back into the 
patient. In vivo gene therapy, on the other hand, has a whole host of other obstacles 
associated with its success. These include immune response against the gene transfer 
vector, targeted delivery of the vectors to the appropriate cell/tissue type, and high 
enough frequency of gene delivery to be of therapeutic value. 

In the laboratory, the experimental introduction of DNA into cells is accomplished 
by methods that: 

1. Form DNA precipitates that can be internalized by the target cell, such as the calcium 
phosphate transfection method (8,9); 

2. Create DNA-containing complexes whose charge characteristics are compatible with DNA 
uptake by the target cell, like the DEAE dextran transfection method; or 

3. Result in the transient formation of pores in the plasma membrane of a cell exposed to an 
electric pulse which allow DNA to enter the target cell. 

However, the introduction of DNA into the cells of a patient for therapeutic pur­
poses is accomplished by different methods that must speak to the inherent difficulties 
and requirements of this type of gene transfer. There are two major classes of tech­
niques for introducing DNA into cells: those utilizing physical or chemical methods to 
transfect DNA and those utilizing biological-viral vectors to introduce foreign DNA. 
In addition, some methods have been optimized for transient expression, whereas oth­
ers are preferred for the stable expression required for gene therapy in vivo. 

3.1. Physical Methods at Gene Transfer 

3.1.1. Direct Injection of DNA 

One of the most straightforward ways of introducing DNA into cells is to inject the 
sequences of interest directly into a target tissue. Direct gene transfer has been achieved 
in vivo by appropriately engineered circular plasmid DNA in skin, striated muscle, and 
myocardium, as well as in several other less well-studied tissues. Different tissues have 
different abilities to take up naked DNA. However, in some instances, only a small 
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number of cells are needed to take up and express the transferred gene. This technique 
is currently being used for the purposes of vaccination and cancer immunotherapy. 
Direct intramuscular or intradermal injection of naked DNA-encoding microorgan­
ism-derived antigens can result in a specific, potent, and lasting immunity of both 
humoral and cell-mediated type. Particle bombardment with DNA bound to 
microparticles represents an analogous method for directly introducing genes into 
cells. Particle bombardment involves precipitating DNA onto microparticles that are 
projected into cells using explosive or gas-driven ballistic devices. When DNA­
coated particles land within the cell, the DNA is gradually released from the particle 
leading to gene expression. 

3.1.2. Liposome-Mediated Gene Transfer 

Cationic lipids have become important reagents for gene transfer. The prototype 
cationic lipid for gene transfer is DOTMA (10,11). Formulations of DNA with cationic 
lipids, such as DOTMA, and a neutral phospholipid, commonly DOPE, produce lipid­
DNA complexes that are capable of introducing DNA into cells at high efficiency. 
These methods provide transfection efficiencies of >90% in some cell lines and pri­
mary cells in vitro. Commercially available cationic lipid mixtures, such as Lipofectin 
and Lipofectamine (Gibco-BRL, Gaithersburg, MD), are used routinely in basic research. 
The lipid-DNA complex in these formulations is not a true liposome in which com­
pounds are encapsulated within a lamellar lipid structure. Rather, the cationic lipid 
forms a particle by condensing DNA through the ionic interactions between the cat­
ionic lipid and DNA, and form a particulate complex that may contain several plasmids 
through the hydrophobic interactions among the bound lipids. The size and charge of 
the lipid-DNA complex and the efficiency of gene delivery can be optimized by alter­
ing the composition oflipids and DNA within the complex. A variety of cationic lipids 
have been synthesized and used for gene transfer. These include cationic lipids with 
struct).lres analogous to DOTMA, such as DMRIE (12) and DOTAP (13), as well as 
cationic lipids containing poly lysine (14,15), cholesterol (16), lipopolyamides (17,18), 
and quaternary ammonium detergents (19). Although various cationic lipids and lipid 
combinations exhibit quantitatively different gene delivery efficiencies in different 
cells, no clear patterns have emerged concerning features of the lipid carriers that are 
necessary for optimal gene delivery. 

Plasmid-liposome complexes have several advantages as gene transfer vectors, in 
that they can be used to transfer expression cassettes of varying size, do not replicate or 
recombine to form infectious agents, and generally provoke less immune response than 
viral vectors because of the lack of protein components (Fig. 1). The disadvantage of 
these vectors is that they are very inefficient in vivo and often require thousands of 
plasmid molecules per target cell to achieve successful gene transfer. Nonetheless, cat­
ionic lipids have been used to deliver genes to several tissues in vivo. Successful 
expression of aI-antitrypsin and CFTR transgenes in animal lungs has led to clini­
cal trials of gene therapy for genetic deficiencies of these proteins in humans. Several 
other studies have employed cationic lipid-DNA complexes administered directly into 
tumor masses for anticancer gene therapy. Initial studies were aimed at expressing a 
foreign antigen within tumor cells to enhance the immunogenicity of tumor or presen­
tation of tumor-specific antigens. 
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Fig. 1. Gene transfer with plasmid-liposome complexes. Although the lipid components of 
these complexes can have different compositions, the general scheme is consistent. The positively 
charged lipid is complexed to the negatively charged plasmid DNA containing the desired 
trans gene cassette, and the complexes enter the cell by an unknown mechanism. Genetic material 
that is able to avoid degradation in cytoplasmic vesicles reaches the nucleus and is expressed. 

3.1.3. Molecular Conjugates 

Another method for introducing genes into cells is to complex DNA with ligands 
able to bind to the surface of a target cell. Such complexes are commonly prepared by 
covalently coupling the ligand to poly lysine and then condensing the poly lysine to 
DNA by the ionic interaction between the positively charged polylysine and the nega­
tively charged DNA (20-23). The resulting complexes retain their ability to interact 
specifically with the receptors on the target cell leading to receptor-mediated internal­
ization of the complex into the cell. One of the factors that limits the efficiency of 
receptor-mediated gene delivery, as well as lipid-mediated gene delivery, is the rapid 
degradation of DNA within the endosome. Several methods have been described for 
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enhancing the release of DNA from endosomes. One approach has been to include 
adenoviral particles in the transfection mixture. This is based on the observation that 
adenoviral particles are capable of inducing endosomallysis during the process of adeno­
viral infection (24). Adenovirus-enhanced gene delivery is most effective when the 
DNA is complexed to the adenoviral particles. This is accomplished by covalently 
binding polylysine to the surface of adenovirus, which allows binding of the DNA, and 
the ligand-polylysine components of the molecular conjugates by ionic attraction. 
Despite the importance of enhancing endosomal release to improve the efficiency of 
gene transfer in vitro, methods for enhancing endosomal release have not been effec­
tively employed in vivo. This may be because of the large size of the adenoviral-DNA­
ligand complexes or because of the concentration of these conjugates in vivo cannot 
approach that commonly used in vitro. 

3.2. Gene Transfer Using Biological Vectors 

Biological vectors are constructed from naturally occurring DNA molecules, for 
example, animal viruses. The ideal vector will carry a therapeutic gene of interest into 
a high percentage of target cells and facilitate integration and expression of the gene. 
The development of biological vectors is a field that has received a great deal of atten­
tion lately, and future vectors may be able to deposit the gene of interest in a tissue­
specific manner and impart either the normal physiologic or regulatable expression of 
the transferred gene. 

3.2.1. Retrovirus-Mediated Gene Transfer 

Retroviruses contain single-stranded RNA genomes and replicate in animal cells via 
DNA intermediates called proviruses. Because of their unique lifestyles, retroviruses 
can be used to shuttle genetic material into cells. After infecting a susceptible cell, the 
retrovirus begins to replicate in the cytoplasm where a viral encoded enzyme, reverse 
transcriptase, synthesizes a DNA copy of the single-stranded RNA genome. Subse­
quently, the viral DNA is transferred to the nucleus, where it becomes integrated ran­
domly into the host genome as a provirus. L TR sequences contained in the genome of 
a retrovirus are important for virus replication and expression of viral genes. The inte­
grated provirus utilizes regulatory elements contained within the L TR sequence to 
direct host enzymes to make new retroviral particles. These regulatory elements include 
a strong promoter, an enhancer, and sequences for the addition of a 5'-CAP and 3'­
polyadenosine tail to viral RNAs. In addition there is a packaging sequence that is 
required for the incorporation of viral RNA genomes into new virion particles. An 
infectious retrovirus has three translation units: 

1. gag, encoding the group-specific antigen internal structural proteins; 
2. pol, encoding reverse transcriptase and viral integrase, which facilitates proviral insertion 

into the host cell genome; and 
3. en V, encoding the envelope glycoproteins essential for the entry of virus particles into cells. 

Mature retroviral particles bud from the cell surface without killing the cell in which 
they were produced. 

The DNA form of the retroviral genome does not appear to have any preference 
regarding where it integrates in the cellular genome. This random entry into the host 
cell chromatin can have serious consequences for the cell. It is well known that some 
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types of neoplasia are caused by integration of proviral DNA adjacent to cellular proto­
oncogenes. The proximal integration of proviral DNA adjacent to a proto-oncogene 
can result in enhanced proto-oncogene expression owing to the presence of retroviral 
control elements. This insertional oncogenesis is a potential stumbling block for the 
safe use of retroviral vectors in human gene therapy. 

A number of features make retroviruses attractive candidates to carry DNA into 
cells for gene therapy. Retroviruses converted into vectors offer the potential for effec­
tive introduction, integration, and expression of new genes. In addition, tissue specific­
ity may be determined at several levels. First, viruses gain entry into only those cells 
bearing specific receptors, and second, viral RNA is transcribed in a tissue-specific 
manner, since transcription is regulated by specific enhancer and promoter elements in 
the L TR. Potentially these characteristics offer a way of targeting genes to affected 
tissues for gene therapy. To exploit retroviruses as vectors for therapeutic purposes, it 
has been necessary to delete essential viral structural genes to make room for exog­
enous genetic material. This also renders these viral vectors replication-defective. 
Defective replication means that these viruses are not infectious in the absence of a 
helper virus that can supply the missing viral genes required to complete the viral life 
cycle. However, the viral RNA must be "packaged" within an infectious virion to capi­
talize on the capacity of the virus to transfer and express a gene of interest efficiently. 
There are two solutions to the problem of propagating replication-defective retroviruses 
bearing foreign genes. In nature, similar viruses propagate by means of helper viruses. 
For gene therapy, viral structural genes are best supplied by means of helper cell lines. 
Helper cell lines contain integrated provirus sequences that supply viral structural pro­
teins (Fig. 2). Such lines do not produce progeny virus independently, because the 
RNA they produce is defective for packaging because of the deletion of necessary 
sequence elements. When a helper cell line is infected with a replication-defective 
retroviral vector carrying a foreign gene, the vector RNA is copied into DNA by the 
host cell reverse transcriptase, and the host cell integrase facilitates integration at a 
random site. The vector RNA is transcribed from its own LTR. Since the vector RNA 
contains the necessary packaging sequences, it is able to form viable infectious virions 
utilizing the structural proteins provided in trans by the helper cell line. When such 
particles infect a normal cell, they are able to reverse transcribe their RNA into DNA 
because of the reverse transcriptase supplied by the packaging cell line and carried 
along in the viral particle, and efficiently integrate into the genomic DNA of recipient 
cells using the supplied integrase. Integrated provirus DNA presumably will express 
mRNA because it has functional LTR or alternative promoter sequences (Fig. 2). Trans­
missible viral particles will not be produced, however, because the target cells lack the 
structural genes for gag, env, and pol, and so forth. Theoretically, the target cells for 
gene therapy receive a cloned replacement gene regulated by its own promoter carried 
to recipient cells by a defective retrovirus vector packaged in a helper cell line. To 
increase the efficiency of ret rovira I-mediated gene transfer, a major aim of recent work 
has been to increase the viral titer of the producer cell lines. Typical helper cell lines 
produce 1 OC 106 CFU/mL. In practice, it has proven difficult to concentrate virus-con­
taining cell supernatants to increase their titers additionally. High-titer vectors are 
important for efficient infection of most cell types. The highest titers have been obtained 
with small retroviral constructs, whereas retrovirus vectors that contain larger exog-
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Fig. 2. Gene transfer with recombinant retrovirus vectors. The gag, pol, and env sequences 
are removed from the virus, rendering it replication-defective. These functions are supplied in 
trans by a packaging cell line. A recombinant transgene cassette is inserted in place of these 
sequences in the virus. When the recombinant virus is transfected into the packaging cell line, 
replication-defective retroviral vectors are produced. The vectors, with their transgene cas­
settes, enter target cells via a specific receptor. In the target cells, the viral RNA is converted to 
DNA and integrated into the target cell genome, where the transgene cassette makes its product. 

enous gene cassettes are not packaged as efficiently by helper cell lines. Vectors that 
contain long gag sequences also are produced at higher titer, perhaps because they 
contain more of the natural packaging signal. 

The majority of retroviral vectors currently in use are derived from murine 
retroviruses, most commonly the Mo-muLV. The types of cells a retrovirus can infect 
(called its tropism) are determined by the envelope glycoprotein that facilitates attach­
ment of the virus to cell-surface receptors and the viral LTR, in particular, the enhancer 
sequences that determine in which tissues viral genomes can be expressed. The enve­
lope protein can be manipulated by introducing the appropriate env sequences into 
helper cell "packaging" cell lines. Three categories of viruses can be distinguished: 
Ecotropic viruses infect murine and some other rodent cells, xenotropic viruses infect 
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nonrodent cells, and amphotropic viruses infect both rodent and nonrodent cells, 
including human cells. A prototypic retroviral vector, N2, developed by Gilboa and 
coworkers at Sloan Kettering Memorial Cancer Center in New York, NY, contains the 
bacterial neomycin resistance gene derived from the TN5 transposon cloned into a 
skeleton Mo-MuLV virus consisting of the 5'- and 3'-LTR sequences, the packaging 
signal, and a small portion of the viral gag sequences. N2 has been used as a basis for 
the construction of many vectors expressing a variety of human and other vertebrate genes. 

Vectors with internal promoters can utilize the viral L TR to express one gene, 
whereas a second promoter can be linked to a second gene in cis directs its expression. 
The second promoter unit may be in either orientation with respect to the L TR if the 
second gene is a cDNA. Genomic DNA (containing introns) placed in the 5' to 3' orien­
tation will lose its introns via splicing during propagation in the helper cell lines and 
therefore must be inserted in the 3' to 5' orientation. Examples of internal promoters 
include certain viral derivatives (e.g., the SV40 early promoter), the HSV-tk promoter, 
the early promoter of cytomegalovirus, and promoters derived from human or other 
vertebrate genes (e.g., histone H4 or, p-actin promoters). An advantage of internal pro­
moter vectors over the L TR expression vectors is that control over exogenous gene 
expression may be obtained by varying the nature of the second promoter. Additional 
modifications of retroviral vectors include: 

1. Exchange of enhancer sequences; for example, exchange of the Mo-MuL V -enhancer or 
Friend LV enhancer sequences for those from a murine myeloproliferative sarcoma virus 
can increase expression of exogenous genes in murine hematopoietic cells; 

2. Use of a polyoma early region to amplify transient expression after transfection; 
3. Employment of alternative eukaryotic promoters, i.e., those from avian p-actin, human 

histone H4, or phosphoglycerate kinase genes to attempt to increase expression of intro­
duced genes in murine bone marrow cells in vivo. 

Retroviral vectors have been used successfully to introduce and express diverse 
genes in a wide variety of cells in vitro and in many in vivo systems. General problems 
that have arisen include: 

I. Far better expression of introduced genes in vitro than in vivo; 
2. No single retroviral vector is universally useful for introducing genes into a variety of cell 

types; and 
3. In some cases, when two genes are expressed from the same vector, there is interference 

with expression of the LTR-driven gene by the second promoter (and vice versa). 

It appears that each application of gene therapy will require a distinct retroviral vec­
tor that can optimally introduce and express the therapeutic gene in the particular cells 
to be repaired. 

3.3. Adenovirus-Mediated Gene Transfer 

Adenoviruses are widespread in nature. Clinical illness associated with adenovirus 
infection depends on the serotype of virus, but is usually mild and is rarely life-threat­
ening. For this reason, adenovirus-based vectors are good candidates for human gene 
therapy. Adenovirus contains a double-stranded linear DNA genome of about 36 kb 
packaged into a rigid protein capsid with a diameter of about 6(}-90 nm (the size of the 
capsid depends on the serotype of adenovirus). The capsid is icosahedral in shape and 
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Fig. 3. Gene transfer with adenovirus vectors. The El region (and E3 region if space is 
needed) of the adenovirus genome is removed to accommodate the transgene cassette. Deletion 
of the El regions makes the vector replication-defective, and it must be grown on a El-expressing 
cell line. When the virus genome containing the transgene cassette is transfected into the comple­
menting cell line, adenovirus vectors containing the foreign gene are produced. The vectors 
probably enter cells through a specific receptor and deposit their DNA into the nucleus, where 
it functions in an epichromosomal fashion to direct the synthesis of the therapeutic gene product. 

has protein fibers protruding from each vertex that are responsible for attachment of 
the virus to cells. Each viral chromosome has a 100-140 bp long-terminal redundancy, 
the ITR, which is necessary for viral replication. Adjacent to the ITR are several spe­
cific sequences that direct the packaging of the viral DNA into the protein capsids. The 
requirement for these encapsidation signals makes adenovirus virion assembly specific 
and precludes entry of cellular DNA into adenovirus capsids. 

Our understanding of the molecular genetics of adenovirus has allowed us to use 
adenovirus as a cloning vector for the transfer of genes in cell culture and in vivo. In 
order to block the genetic program of the virus so that the targeted cells do not die, the 
ElA region of the virus is removed (Fig. 3). This deletion renders the vectors replica­
tion-defective. The adenovirus ElA gene is located in the left-most end of the adenovi­
rus genome adjacent to the packaging signals and left ITR. This region is transcribed 
by cellular factors immediately after infection (also called the immediate early gene 
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[lEG] region), and codes for two related, multifunctional proteins. These proteins are 
responsible for the transcriptional activation of several other adenovirus genes. There­
fore, without E 1 A, the adenovirus is unable to go through a productive infection. In 
this case, the propagation of recombinant adenovirus vectors requires the use of an 
El-complementing cell line, such as the 293 cell line, which is a human embryonic 
kidney cell line expressing the El gene functions. High-titer stocks of E1A-deleted 
viruses can be obtained by propagation in 293 cells and purification by centrifugation 
through CsCl buoyant density gradients (Fig. 3). Replication-defective adenovirus vec­
tors typically have additional deletions to provide room for cloning foreign DNA. At a 
minimum, the El, E3, and part of the E4 regions of the adenoviral genome can be 
replaced by a foreign gene cassette. Adenovirus vectors in current use accommodate 
expression cassettes up to about 7.5 kb. 

Adenovirus vectors are well suited for in vivo applications, because they efficiently 
transfer genes to nonreplicating and replicating cells. The transferred genetic material 
remains extrachromosomal, thus avoiding the risk of insertional mutagenesis common 
to the retrovirus vectors. However, the recombinant adenovirus genomes are, by the 
same mechanism, unstable and eventually lost from the target cell population. There­
fore, adenoviral vectors have to be repeatedly administered to patients, which is prob­
lematic because of antivector immunity and nonspecific vector-mediated inflammatory 
responses. Nonetheless, adenovirus vectors have been used extensively for in vivo 
human gene therapy trials (25-29). 

3.3.1. AAV-Mediated Gene Transfer 

The development of gene transfer vectors from the human parvovirus, AAV, has 
provided yet another way of delivering genes into mammalian cells. The AA V genome 
is encapsidated as a single-stranded DNA molecule of plus or minus polarity. Strands 
of both polarities are packaged, but in separate virus particles, and both strands are 
infectious. The genome of AAV is 4675 bp in length and is flanked by ITR sequences 
of 145 bp each similar to the adenovirus ITR. However, the AA V ITR sequences fold 
back on themselves to form "T"-shaped hairpin structures that are used to initiate DNA 
replication. The terminal repeats also contain the sequences necessary to package the 
viral DNA into virions. Early characterization of AA V replication, latent viral chromo­
somes, and defective interfering particles all point to the viral terminal repeats as key 
cis-acting elements required for the AA V life cycle. 

AA V is a defective member of the parvovirus family. AA V can be propagated as a lytic 
virus or maintained as a provirus that is integrated into the host cell genome. In a lytic infec­
tion, replication requires coinfection with either adenovirus or herpes simplex virus, hence the 
classification of AA Vasa "defective" virus. The requirement of a helper virus for a produc­
tive infection has made understanding the AA V life cycle more difficult. However, from a 
vector point of view, it has added a level of control when generating nonreplicative vectors, 
in that they can be propagated under controlled conditions, thereby reducing unwanted 
spread, and providing a margin of safety. One of the most interesting aspects of the AA V 
life cycle is the virus' ability to integrate into the host genome in the absence of helper virus. 
When AA V infects cells in the absence of helper virus, it establishes latency by persisting in 
the host cell genome as an integrated provirus. It is this aspect of the AA V life cycle that is 
exploited to provide long-term stable transfer of exogenous genes for gene therapy. 
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The first use of AA V as a vector for the transduction of a foreign gene into the host 
chromosome was demonstrated by Hermonat and Muzyczka in 1984 (30). An rAAV 
viral stock was produced using an infectious plasmid vector containing a double­
stranded version of the virus cloned into a plasmid backbone in which the neomycin 
resistance gene was substituted for the AA V capsid genes. The ability to generate large 
quantities of plasmid DNA, which is basically inert until introduced into adenovirus­
infected human cells, provides a safe and efficient way of manipulating this system. 
This rAA V was able to transduce neomycin resistance to both murine and human cell 
lines (30). Since these first studies, AAV has been used as a viral vector system to 
express a variety of genes in a number of different eukaryotic cells (31-33). All of 
these experiments have used plasmid vectors in which portions of the AA V genome 
were replaced by a foreign gene of interest. However, the size of the inserted foreign 
DNA is limited by the ability ofthe rAA V vector to be packaged into infectious virions 
(4.7 kb), which depends on the size of the retained AA V sequences. 

The present method for producing stocks of recombinant AA V utilizes a two-com­
ponent plasmid system: AA V plasmid vector, which contains little more than the AA V 
ITR flanking the desired trans gene cassette, and AA V helper plasmid, which provides 
the necessary AA V capsid and replication proteins in trans (Fig. 4). An important con­
sideration is that the vector and helper plasmid DNAs should be sufficiently non­
homologous to preclude homologous recombination events between the two that could 
generate wild-type AAV. By cotransfecting the helper plasmid and the recombinant 
vector plasmid in the presence of adenovirus, rescue, replication and packaging of the 
foreign gene into AA V particles occur. The result of such a packaging scheme is an 
adenovirus helper and AA V particle carrying the recombinant expression cassette. The 
adenovirus helper can be removed by a number of physical and genetic techniques. 

rAAV is among the newest of the gene therapy vectors. This once obscure virus 
possesses several properties that distinguish it from other vectors. Its advantages 
include the ability to integrate into the host cell genome and the lack of any known 
pathogenicity. In addition, its ability to carry regulatory elements (i.e., tissue-specific 
enhancers/promoters, splice sites, and so on) without interference from the viral 
genome allows for greater control of transferred gene expression (34,35). In vitro 
experiments demonstrate that rAA V vectors can transduce a number of different pri­
mary cell types and support the development of this vector system for gene therapy 
(36,37). However, no human gene therapy protocols using AAV are currently being 
conducted. One reason for this has been the inferior packaging systems, which yield low 
numbers of recombinant virions that are often contaminated with wild-type adenovi­
rus. Fortunately, this difficulty does not seem to be an insurmountable technical prob­
lem, and AA V may be in routine clinical use as a gene therapy vector in the near future. 

3.3.2. Other Viral Vectors for Gene Delivery 

Other viruses being studied for use as gene transfer vectors include herpes virus, 
HDV, and poxvirus. Although the development of these viruses for use in gene therapy 
has not progressed as far as that of the viruses discussed above, there may be distinct 
advantages to the development of these viruses for human gene therapy. For example, 
the recombinant viral genomes ofHDV vectors are self-replicating and could facilitate 
the delivery of very high copy numbers of biologically active sequences. Additionally, 
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Fig. 4. Gene transfer with AA V vectors. The AA V genome is divided into two components. 
The trans-acting AA V function is supplied by a "helper" plasmid, whereas the cis-acting AA V 
ITRs flank the transgene cassette in a second AA V plasmid. When these two plasmids are 
transfected into cells, in conjunction with adenovirus infection, progeny adenovirus and rAA V 
vectors are produced. The adenovirus must be physically removed from the preparation. The 
AA V vectors containing the transgene cassette are internalized by the target cells, and the for­
eign DNA is inserted into the genome where the therapeutic gene product can be expressed. 

human herpes viruses are very large viruses, and offer the potential of transferring very 
large genes or entire chromosomal regions into a patient. Of course, the complex biol­
ogy of these viruses and the poorly understood pathology of HDV and herpes viral 
infection necessitate additional research in order to construct safe and efficient virus 
vectors for gene therapy. 
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The components necessary for successful gene therapy include choice of an appro­
priate disease and knowledge of the molecular defect involved, as well the cloning of 
the normal gene needed to correct the disorder, development of an appropriate vector 
system, and adequate expression of the transferred gene. It is also useful if the patho­
genesis of the disease is well understood and an appropriate animal model is available. 
Human diseases that are amenable to gene therapy can be grouped into two main cat­
egories. The first grouping includes the inherited genetic diseases characterized by 
single gene defects, and the second category is made up of acquired and infectious 
diseases. Although these diseases may not be considered truly genetic in origin, their 
genetic components allow them to be treated by gene therapy. 

4.1. Inherited Genetic Diseases Involving Single-Gene Defects 
Inherited genetic diseases caused by single-gene defects were among the first to be 

considered for gene therapy. Of these, the scm syndromes characterized by an auto­
somal-recessive deficiency of the purine catabolic enzyme ADA were the first inher­
ited human genetic diseases treated by gene transfer. About 25% of SCID cases are 
caused by a defect in the gene for ADA, and another small percentage are the result of 
another purine metabolic disorder caused by PNP deficiency. These deficiencies were 
the perfect candidates for the initial trials of human gene therapy for a number of rea­
sons. First, ADA and PNP deficiencies are fatal in all untreated cases, and alternative 
therapies are inadequate. Bone marrow transplantation can be curative for these defects. 
However, few patients are treated in this manner because of either clinical deteriora­
tion or lack of suitable sibling or histocompatible donors. Second, it has been shown 
that enzyme replacement therapy could correct the clinical manifestations of disease 
during the time that the enzyme is present. Therefore, a case could be made that trans­
fer of the genes encoding these enzymes should also be able to correct the disorder. 
Additionally, it had been shown that individuals could tolerate a wide range of ADA or 
PNP activity, such that even modest gene transfer that provided only 5-10% of the 
normal enzyme activity should be curative. Finally, gene transfer vectors carrying 
the ADA or PNP gene could be constructed and tested for their ability to transfer these 
genes in tissue-culture systems that were defective in these enzyme activities. The origi­
nal gene therapy experiments for the treatment of ADA deficiency were carried out ex 
vivo using autologous bone marrow cells that had been removed from individual 
patients. These cells were separated and incubated with recombinant retrovirus carry­
ing the normal ADA gene. Following infection and removal of excess virus, cells were 
infused intravenously back into the patient. The ex vivo approach allowed for the 
selection of the appropriate target cell, controlled administration of the gene transfer 
vectors, and selection and expansion in vitro of the transduced cells prior to reintroduc­
tion into the patient. Diseases of hematopoietic cell lineages are particularly amenable 
to this type of gene therapy, since the technology for removing, cultivating, and 
reinfusing these cells back into patients is already part of routine medical practice. 
Other single-gene disorders that can be treated by ex vivo gene therapy include the 
hemoglobinopathies, sickle cell anemia, and B-thalassemia, as well as some plasma 
protein deficiencies, such as the hemophilia and a I-antitrypsin deficiency. Some of 
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the storage diseases that are recessively inherited single-gene defects resulting in the 
inability to degrade complex carbohydrates and lipids have also been treated by ex 
vivo gene transfer into blood cell lineages. These include the glycogen storage dis­
eases, mucopolysaccharidoses, and Gaucher's disease. 

Other inherited single-gene defects cannot be treated ex vivo. Of these, CF is a good 
example. CF is an autosomal-recessive disorder and one of the most common genetic 
ailments among Caucasians. Mutations in the CFTR gene result in the clinical manifes­
tation ofCF. The major cause of morbidity and mortality in CF patients is respiratory 
disease. Thus, the lung is the principal target for gene therapy in CF patients. It is the 
lung airway epithelium that must be transduced with the CFTR gene to provide an 
effective therapy. Since this tissue is not amenable to transplantation, gene transfer 
must be carried out in situ within the patient's lung. The natural tropism of adenovirus 
vectors for respiratory epithelia and the ability of adenovirus to enter quiescent cells 
make them attractive candidates for gene therapy of CF. Currently, several clinical 
gene transfer studies in CF patients utilizing recombinant adenovirus vectors are being 
conducted. In the present human studies, preparations of the viral vector are adminis­
tered directly to small areas of the airway epithelium. However, in the future it may be 
possible to aerosolize the vector and have the patient inhale the vector preparation. 
This should result in a substantially larger surface area being treated and better chance 
of achieving a therapeutic level of gene transfer. 

4.2. Cancer 

Several gene therapy strategies dealing with the study or treatment of cancer are 
currently being developed and have already entered into clinical trials. In general, these 
clinical trials can be divided into two types: gene-marking and gene therapy protocols. 
All of the gene-marking studies to date have been accomplished using replication­
defective retroviruses. Gene-marking protocols are intended to determine the in vivo 
fate of the genetically marked cells, whereas other protocols have genetically modified 
cells with a therapeutic intent. 

The number of gene therapy protocols for the treatment of human cancer has grown 
rapidly since gene therapy was first applied to the treatment of brain tumors (38,39). A 
survey of the treatments currently being pursued reveals five general approaches. The 
first approach involves the insertion of a cytokine gene into tumor cells ex vivo. This is 
basically a tumor vaccination in which the transduced gene increases the immunoge­
nicity ofthe tumor cells on autologous transplantation back into the affected patient. At 
least five cytokine genes are presently under active clinical study: interleukin-2, 
interleukin-4, tumor necrosis factor, granulocyte-macrophage colony-stimulating fac­
tor, and interferon-y (4{}-43). A variation on this approach as proposed by Rosenberg 
and colleagues (44,45) has been to insert a cytokine gene into tumor-infiltrating lym­
phocytes in order to make these cells more effective in destroying tumors. Of the 
approved cancer gene therapy protocols, approximately halffall into this first category. 

The second approach has been the insertion of a "suicide" gene into tumor cells in 
situ, with subsequent activation by prodrug therapy. The strategy here is that the trans­
ferred gene will confer susceptibility to a drug that will then kill the tumor cells. The 
therapeutic gene that is most widely used is the HSV-tk gene (39,46,47), although 
several other genes, including the bacterial genes encoding cytosine deaminase, PNP, 
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and xanthine/guanine phosphoribosyltransferase, have been proposed (48-51). Each 
of these genes provides activities not present in mammalian cells that are capable of 
converting relatively nontoxic prodrugs to toxic substances. A important phenomenon 
here is the "bystander effect." It has been observed by several investigators studying 
different kinds of tumors that not all of the tumor cells need to be transduced with the 
suicide gene for the tumor cells to be killed. In some cases, tumors can be completely 
eliminated if only 1 (}-20% of the tumor cells carry the transduced gene. In the case of 
the HSV -tk gene, it has been suggested that the toxic metabolites might cross gap junc­
tions to kill neighboring cells that are not transduced. 

The third approach has been the in situ insertion of an HLA gene into a tumor that is 
negative for the inserted HLA gene (38,52,53). The objective here has been to induce 
an immune response to the foreign HLA antigen with hope that tumor-surface antigens 
will also be recognized and illicit a simultaneous immune response. 

The fourth approach has relied on the use of tumor suppresser genes, antioncogenes, 
or oncogene-directed ribozymes (54-56). Although it seems like an attractive strat­
egy to inactivate expression of an oncogene in tumor cells, or replace a functioning 
tumor suppresser gene, the effectiveness of this approach depends on the transduc­
tion of all or most of the cells of a tumor, a goal not readily achievable using current 
vector delivery systems. However, a similar form of bystander effect may be active 
in this strategy also. 

The final category has involved the use of a drug resistance or multidrug resistance 
gene to protect bone marrow cells, facilitating the use of higher doses of chemotherapy 
in the treatment ofthe primary tumor (57,58). One concern with this approach has been 
that metastatic tumor cells present in the bone marrow could acquire the transferred 
gene and become drug-resistant. This will be especially relevant to vectors that require 
cell division, since they would be expected to transduce the actively dividing tumor 
cells at a much higher efficiency than nondividing bone marrow cells. 

4.3. Infectious Disease 

A number of infectious diseases have recently been proposed to be candidates for 
treatment by gene therapy. Of these, the diseases caused by HIV and hepatitis viral 
infection are examples. In these cases, gene therapy will not be curative. However, the 
transfer of genetic material can still be used to combat infection. In some instances, the 
transferred genes can provide immunizing antigen, so that the patient is protected from 
subsequent exposure. Other approaches attempt to overexpress gene products that will 
interfere with the biological processes of the infectious agent. Such as overexpression 
of the HIV transdominant rev protein or antisense TAR elements. 

4.4. Other Acquired Diseases 

Still other acquired diseases have been proposed to be treatable by gene transfer. 
Although several ethical questions remain to be addressed concerning the use of gene 
transfer for the treatment of nonlife-threatening afflictions, a number of such uses 
are the subject of recent clinical trials. These include arterial gene transfer for thera­
peutic angiogenesis in patients with peripheral artery disease, and transfer of a 
potentially antiarthritic cytokine gene to human joints for the treatment of rheuma­
toid arthritis. 
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5. V ACCINA TION 

One of the more promising applications of gene therapy is vaccination. The in vivo 
delivery of antigen-encoding expression vectors can result in de novo antigen produc­
tion in the target tissue and development of specific antibody responses. The target 
tissues for this type of gene therapy are usually the skin or muscle. However, the high­
est levels of both protein expression and antibody production have been correlated 
with delivery to the epidermis, whereas deliveries extending into the dermis, or under­
lying muscle, typically result in decreased protein and antibody production. Optimal 
immune responses have been shown to be dependent on the delivery of a sufficient 
number of DNA molecules, indicating that a dose-response relationship exists between 
the number of genes delivered and the resultant levels of protein expression and anti­
body production. Further, maximal protein expression and associated antibody titers 
have been elicited with surprisingly small amounts of gene transfer. The practicality of 
targeting skin demonstrates the potential utility of this emerging technology for devel­
opment of a new class of human clinical vaccines based on direct DNA delivery. 

ABBREVIATIONS 

AAV, adeno-associated virus; ADA, adenosine deaminase; CF, cystic fibrosis; 
CFTR, CF transmembrane conductance regulator; HDV, hepatitis delta virus; HSV-tk, 
herpes simplex virus thymidine kinase; IRES, internal ribosome entry site; ITR, inverted 
terminal repeat; LTR, long-terminal repeat; Mo-MuLV, Moloney murine leukemia virus; 
PGK, phosphoglycerate kinase; PKU, phenylkentonuria; PNP, purine nucleoside phos­
phorylase; rAAV, recombinant AAV; scm, severe combined immunodeficiency. 
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An Overview of Molecular Genetics 

Gregory J. Tsongalis 

1. INTRODUCTION 
Sir Archibald Garrod concluded in the early 1900s that predisposition to disease is 

dependent on each individual's chemical composition (1). Beadle later described the 
one gene--Dne enzyme concept, which emphasized the genetic control of biochemical 
processes and theorized that mutations in any given gene would result in a defective 
biochemical reaction (2). In 1953, Watson and Crick described for the first time the 
structure of the DNA molecule, which is now recognized as the "blueprint" of all living 
things (3). As part of their report, they described in detail the nature of complementary 
base pairing as part of the stoichiometry necessary for this structure to maintain its 
integrity. The current concepts of molecular mechanisms of disease have evolved from 
these early observations. Our ability to detect various alterations, both intra- and extra­
chromosomal, at the molecular level has led to a revolution in laboratory medicine 
giving way to our understanding of molecular mechanisms of disease processes or 
molecular pathology. The fact that these alterations play significant roles in disease 
inheritance and that many human diseases can now be associated with defects at the gene 
level has expanded our knowledge ofthe mechanism of inheritance based on the acqui­
sition of half of our genetic makeup from each parent. Thus, molecular genetics pro­
vides an avenue for examining inheritance patterns at the level of nucleic acids and 
provides a vehicle for dissecting complex pathophysiological processes into gene defects. 

2. THE HUMAN GENOME 
Biological information exists as three fundamental forms: DNA, RNA, and protein. 

Each is accompanied by a wide degree of structural and functional complexity. In part 
because of the major strides made by researchers in the development of recombinant 
DNA technologies and the unprecedented successes of the Human Genome Project, we 
are now capable of providing direct and indirect molecular diagnostic assays for many 
human diseases at the level of the nucleic acid. It is estimated that the human genome is 
comprised of between 50,000 and 100,000 genes neatly packaged into a total of 46 
chromosomes; 22 pairs of autosomes and one pair of sex chromosomes (X or Y). A 
haploid genome (23 chromosomes) containing only half of the total genetic material, 
as in sperm and egg cells (gametes), contains approx 3 x 109 bp. On average, each 
chromosome will then contain 2000--5000 genes dispersed within 1.3 x 108 bp. 
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Table 1 
Types of Noncoding "Junk" DNA Sequences 

Intron 

Satellite 

Minisatellite 

Microsatellite 

3'-Untranslated regions 

Short interspersed elements 
(SINEs) 

Long interspersed elements 
(LINEs) 

DNA sequences that interupt the coding (ex on) 
sequences of a gene 

Short repetitive DNA sequences that occur at the ends 
(telomeres) and centers (centro meres) of a chromosome 

Repetitive sequences that are shorter than satellites and 
found throughout the genome (VNTRs) 

Even shorter repetitive sequences; di-, tri-, 
and tetranucleotides (STRs) 

DNA that is transcribed into RNA at the end of a gene 
but is not translated into protein; function in regulation 
of gene expression 

These repetitive sequences are well represented by the 300-
bp Alu repeat that occurs approx 500,000 times 
within the genome 

Up to 700 bp in length and scattered throughout the 
genome 

The majority of human DNA exists within the nucleus of the cell. Through interac­
tions with specific histone and other nuclear proteins, DNA is condensed into chromo­
somal structures. The packaging efficiency provided by these DNA:protein interactions 
is analogous to the packaging efficiency necessary to place approx several hundred 
miles of cable wire (DNA) into the center of a basketball (nucleus). Some of these 
specific protein-DNA interactions function in structural roles, whereas others regulate 
expression of genes. Of the 3 x 109 bp of genomic DNA, only 3-5% account for coding 
sequences (exons) that result in protein. The remaining 95-97% has been termed "junk" 
DNA and consists of intervening sequences (introns), of which 75% is unique and 25% 
is repetitive (Table 1) (4). Another source of human DNA resides within the cell's 
mitochondria. The mitochondrial DNA consists of approx 16,500 bp that are unique to 
this organelle. 

DNA is considered the "blueprint" of living organisms, because it contains the 
information needed to construct the vast array of proteins needed for cellular function 
and vitality. The ultimate result, therefore, of an alteration to DNA sequences (geno­
type) in many cases results in an alteration to the amino acid sequence of the protein, 
which renders it nonfunctional (phenotype). As the continuous discovery of new genes 
and proteins becomes a routine segment of the medical and scientific communities, so 
too will the application of nucleic acid technologies to diagnostic laboratory medicine. 

3. CATEGORIES OF GENETIC DISORDERS 

Currently there is an enormous amount of information with respect to numbers of 
and characteristics of various genetic diseases and syndromes. To this list are added the 
growing numbers of diseases for which genetic mechanisms of disease are being iden­
tified almost daily. Genetic diseases can be categorized into three major groups, which 
include chromosomal disorders, monogenic, or single-gene disorders, and polygenic 
or multifactorial disorders. 
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Fig. 1. A human female karyotype showing the 22 pairs of autosomes and the two sex chro­
mosomes (X) (courtesy of Peter Benn, University of Connecticut Health Center). 

Chromosomal disorders are the result of the loss, gain, or abnormal arrangement of 
one or more chromosomes, which results in the presence of excessive or deficient 
amounts of genetic material. Syndromes characterized by multiple birth defects and 
various forms of hematopoietic malignancy are examples of chromosomal disorders. 
An individual's karyotype (number and structure of chromosomes) contains 46 chro­
mosomes, 44 of which are the autosomes and designated by number from 1-22 and two 
are sex chromosomes designated X or Y (Fig. 1). The individual chromosomes can be 
distinguished from one another by size, location of centromere, and unique banding 
patterns after special staining methods. These types of alterations usually involve large 
segments of DNA containing numerous genes and can be classified into four groups: 

1. Aneuploidy refers to excess or loss of one or more chromosomes; 
2. Deletion owing to breakage and/or loss of a portion of a chromosome; 
3. Translocation refers to breakage of two chromosomes with transfer of broken parts to the 

opposite chromosome; and 
4. Isochromosome formation results from the splitting at the centromere during mitosis so 

that one arm is lost and the other duplicated to form one chromosome with identical arms. 

Monogenic disorders are the result of a single mutant gene and display traditional 
Mendelian inheritance patterns, including autosomal-dominant or -recessive and 
X-linked types. The overall population frequency of monogenic disorders is thought to 
be approx 10/1 000 live births. The impact of modern molecular technologies and the 
Human Genome Project on molecular genetic testing for single gene disorders is well 
appreciated with the discovery of increasing numbers of disease-associated genes. Bio­
chemical lesions characteristic of monogenic disorders result from defects in a wide 
array of proteins, many of which are not yet characterized. 

Polygenic or multifactorial disorders consist of chronic diseases of adulthood, con­
genital malformations, and dysmorphic syndromes. These disorders result from mul­
tiple genetic and/or epigenetic factors that do not conform to traditional Mendelian 
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Fig. 2. Schematic representation of chromosomes differentiating a genetic locus from 
homozygous and heterozygous genetic alleles. 

inheritance patterns. Such diseases as hypertension, ischemic heart disease, 
Alzheimer's disease, diabetes mellitus, and cancer develop from the interaction of 
numerous altered genes and environmental factors. The molecular dissection of the 
genetic complexity of most polygenic disorders is only in its infancy. 

4. DNA SEQUENCE VARIATIONS: 
MUTATION AND/OR POLYMORPHISM 

It has been suggested that only 5% of the appro x 3 billion base pairs that constitute 
the human genome codes for proteins. Only recently have scientists begun to under­
stand the significance of the sequences that comprise the remaining 95%. 

One interesting aspect of these noncoding repetitive sequences is the amount of 
interindividual variation that they exhibit. In some instances, these variants are the 
result of mutation, the permanent alteration of DNA sequences. However, when two or 
more variants are present in a given population with a frequency of> I %, then they are 
said to be polymorphic. At the molecular level, DNA polymorphism refers to differ­
ences in nucleotide sequences between two chromosomes at a similar locus. A genetic 
locus designates the position or location of a particular sequence on a chromosome, 
whereas different sequences that are present at the same locus are called alleles. 
Homozygosity, then, refers to having the same allele present on each of two chromo­
somes, and heterozygosity refers to different alleles at the same locus (Fig. 2). 

Genetic polymorphism most often is a normal occurrence without grave conse­
quences, except defining those traits that establish our individuality. Common muta­
tions can be classified as polymorphisms. However, many mutations are not 
polymorphic, by virtue of the fact that they represent a rare genetic event. The first 
types of polymorphisms to be described were those that resulted in fragment length 
variations when DNA was digested with restriction endonucleases (5,6). These enzymes 
cleave DNA at specific recognition sites so that smaller DNA fragments are produced. 
Restriction fragment length polymorphisms (RFLPs) occur when a restriction endonu­
clease recognition sequence varies between alleles at the same locus within the same 
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Fig. 3. RFLP analysis for alleles I and 2 of a given genetic sequence. Allele I has restriction 
enzyme recognition sequences, which are invariant (A) and variant (B). This variant site is the 
site ofthe sequence polymorphism. When digested with the enzyme, 2.5- and 1.0 kb-fragments 
are detected by gel electrophoresis. In contrast, allele 2 contains only the two invariant sites. 
Thus, after restriction enzyme digestion, only a 3.5-kb fragment is detected. 
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Fig. 4. Schematic diagram describing length polymorphisms of VNTR sequence. Alelel I 
contains 7 VNTR repeats (open boxes), whereas allele 2 only contains two repeats. These result 
in different size fragments, 900 or 400 bp, being detected by gel electrophoresis. 

individual or between individuals at the same locus (Fig. 3). These are commonly 
referred to as sequence polymorphisms. A second type of polymorphism is based on 
sequence length and consists ofhypervariable regions of DNA characterized by many 
copies ofthe same DNA sequence. Minisatellite sequences were the first of these types 
of polymorphisms to be identified and are referred to as variable numbers of tandem 
repeats (VNTRs) which can be from 10-100 bp in length (Fig. 4) (7). Microsatellites or 



222 Tsonga lis 

small tandem repeats (STRs) consist of di-, tri-, and tetranucleotide repetitive 
sequences, which are distributed throughout the genome with a frequency of approx 1 
locus/l 0 kb of sequence (8,9). Polymorphic DNA sequences can be used as markers for 
determining allelic inheritance of disease causing genes and for identity testing. 

Mutations represent permanent alterations to a DNA sequence. The clinical signifi­
cance of a mutation is determined by the type of mutation, its location within the gene, 
and the tissue involved, since not all tissues express all genes. Germline mutations are 
those that occur in germ cells, and are thus inheritable and present in every cell of the 
body. In contrast, an acquired mutation by a cell other than a germ cell is referred to as 
a somatic mutation. These mutations are only passed on to daughter cells and are not 
inheritable. Transition and transversion refer to the general category of point mutations 
that result in purine to purine or pyrimidline to pyrimidine substitutions and purine to 
pyrimidine substitution, respectively. 

5. GENE INHERITANCE PATTERNS 

Inheritance patterns of single-gene disorders are based on traditional Mendelian laws 
of segregation and independent assortment. The following assumptions are made as a 
result of these laws: 

1. An offspring inherits one autosomal chromosome from each parent and thus one of any 
given allele from each parent; 

2. Both alleles, regardless of inheritance are equally expressed and heterozygotes can trans­
mit equally either allele to their offspring; and 

3. The phenotypic pattern of inheritance is dependent on the type of chromosome, autosome 
or sex chromosome, the allele in question is located on. 

The latter is also dependent on which category of expressivity the phenotype is 
attributed to, dominant or recessive. 

Dominant phenotypes are those in which the mutated allele is expressed over the 
normal allele in heterozygotes. Both heterozygotes and homozygotes of an autosomal­
dominant disorder express the disease phentoype. However, individuals homozygous 
for a dominant disorder are relatively rare. Recessive phenotypes, on the other hand, 
are those in which heterozygotes are indistinguishable from normal. It is important to 
note that in recessive disorders, heterozygotes may have subtle phenotypic differences 
at the biochemical level that often go unnoticed. 

A mutant allele, dominant or recessive, results from the effect of the mutation on the 
role of a gene product associated with any given biological system. Disease pheno­
types can be caused by the total loss or gain of protein function as a result of a single 
base mutation. In some cases a total or partial loss of protein function is observed, 
whereas in others, there is a retention of abnormal or gain in excessive normal func­
tion. Most mutant alleles whose phenotype is expressed because of a loss of protein 
function are recessive in origin. A dominant allele typically results in a gain of func­
tion, either abnormal or normal. In addition, dominant negative phenotypes have been 
described that refer to a mutant protein interfering with the normal function of the 
protein produced by the normal allele in heterozygotes. 

The typical patterns of autosomal-dominant and recessive inheritance are depicted 
in the following pedigrees. Autosomal-dominant disorders are characterized by verti-
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AUTOSOMAL DOMINANT DISORDERS 

Dd Dd 

Fig. 5. Family pedigree showing autosomal dominant inheritance pattern of a genetic dis­
ease. Examples include Huntington's disease, neurofibromatosis, myotonic dystrophy, familial 
hypercholesterolemia, Marfan syndrome, adult polycystic kidney disease, and multiple endo­
crine neoplasia (MEN). Circle, female; square, male; open, unaffected; solid, affected; D, domi­
nant mutant allele; d, normal allele. 

cal transmission of the disease from generation to generation, equal expressivity in 
males and females, an affected individual having a 50% chance of offspring being 
affected or unaffected, lack of affected children from unaffected parents, and most 
affected individuals having an affected parent, except in the case of a new mutation 
(Fig. 5). In contrast, autosomal-recessive disorders are characterized by horizontal pen­
etrance, affected homozygous individuals having unaffected heterozygous parents, and 
heterozygous parents having a 25% chance of offspring being affected (Fig. 6). 

Several exceptions to these classic, Mendelian rules of inheritance have been recog­
nized, and include recently described unstable mutations, uniparental disomy, and 
genetic imprinting (9-11). Unstable mutations refer to the trinucleotide repeat expan­
sions responsible for such disorders as Fragile X syndrome, myotonic dystrophy, and 
Huntington's disease. The identification of this type of mutation at the molecular level 
helped to define the phenomenon of anticipation, in which there is an increase in sever­
ity of a disease phentoype from one generation to the next. Premutations or a slight 
increase in trinucleotide repeat number exist without phenotypic expression. However, 
these premutations are prone to further expansion, which then results in a full mutation 
and the disease phenotype. Uniparental disomy and genetic imprinting contradict 
assumptions that each individual inherits one copy of a single chromosome from each 
parent. Uniparental disomy refers to the inheritance of two copies ofa chromosome from 
one parent and none from the other parent. This can result from differential expression 
of genes in one or the other parent, in which only the expressed genes are inherited 
(imprinting). Parental dependency, however, can also result from the normal distri­
bution of genetic material in male and female gametes (i.e., X vs Y chromosomes, 
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AUTOSOMAL RECESSIVE DISORDERS 

Rr RR Rr RR 

RR Rr Rr Rr RR 

RR rr rr RR Rr 

Fig. 6. Family pedigree showing autosomal recessive inheritance pattern of a genetic dis­
ease. Examples include cystic fibrosis, Tay-Sachs disease, phenylketonuria, a I-antitrypsin 
deficiency, and sickle-cell anemia. Circle, female; square, male; open, unaffected; solid, 
affected; half-shaded, carrier; R, normal allele; r, recessive mutant allele. 

Table 2 
Human Genes Exhibiting Differential Parental Expression (10) 

Gene 

WT-I (Wilms' tumor suppressor) 
INS (insulin) 
IGF2 (insulin-like growth factor) 
SNRPN (small nuclear riboprotein particle) 
IGF2R (insulin-like growth factor receptor) 

Expressed allele 

Maternal 
Paternal 
Paternal 
Paternal 
Maternal 

mitochondrial genes). More commonly, parental-dependent traits are the result of 
genetic imprinting in which male and female alleles are present, but not equally 
expressed. Several human genes exhibit parental-dependent expression or imprint­
ing which is thought to be the result of methylation patterns of specific alleles 
(Table 2) (10). 

Other patterns of inheritance include those for X-linked disorders and mitochondrial 
disorders. Genes responsible for X-linked disorders are located on the X chromosome. 
Because females have two X chromosomes and males only one X chromosome, the 
severity and risk for developing these disorders are different for the two sexes. Females 
can be heterozygous or homozygous for a mutant X-linked gene, so that the associated 
trait can be either dominant or recessive. Males, on the other hand, express the mutant 
gene whenever they inherit it. As seen in the pedigree for X-linked disorders, there is 
absence of male-to-male transmission, and all daughters of an affected male inherit the 
mutant gene. If the disorder is X-linked recessive, then affected individuals are prima­
rily male (Fig. 7). In X-linked dominant disorders, all daughters of affected males are 
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X-LINKED RECESSIVE DISORDERS 

XV Xx 

xX xV xX 

Fig. 7. Family pedigree showing X-linked recessive inheritance pattern of a genetic disease. 
Examples include muscular dystrophy and retinitis pigmentosa. Circle, female; square, 
male; open, unaffected; solid, affected; circle with dot, carrier female; X, normal allele; x, 
recessive mutant allele. 

X-LINKED DOMINANT DISORDERS 

XV XX 

Fig. 8. Family pedigree showing X-linked dominant inheritance pattern of a genetic disease. 
Examples include several mental retardation syndromes. Circle, female; square, male; open, 
unaffected; solid, affected; X, dominant mutant allele. 

affected, an affected female has a 50% chance of having an affected offspring, and 
affected individuals have an affected parent (Fig. 8). X-inactivation or Lyonization 
refers to the expression of X-linked genes in females. One X chromosome is irrevers­
ibly inactivated in females early in embryonic development, and thus genes on only 
one X chromosome are expressed. Thus, expression of a mutant allele is dependent on 
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MITOCHONDRIAL - ASSOCIATED DISORDERS 

Fig. 9. Family pedigree showing mitochondrial DNA inheritance pattern of a genetic dis­
ease. Examples include Leber's hereditary optic neuropathy and Kearn-Sayre syndrome. Circle, 
female; square, male; open, unaffected; solid, affected. 

its location on either an active or inactive X chromosome. Unlike X-linked disorders, 
inheritance of mitochondrial associated disorders is strictly maternal (Fig. 9). Thus, 
females transmit these traits to all of their offspring. 

6. DIRECT VS INDIRECT MOLECULAR DIAGNOSTIC TESTS 

Chapters 3-9 of this textbook describe the many molecular tools used in the analysis 
of nucleic acids. Many procedures can be used in either a direct or indirect mutation 
analysis. In so doing, it has become very common for analyses to rely on some form of 
in vitro amplification before proceeding with the actual analysis. Direct analysis refers 
to those procedures that detect the specific disease-causing mutations or foreign DNA 
sequence. These assays are dependent on the mutation and/or the gene sequence being 
known. In such cases, allele-specific oligonucleotide probes, DNA sequencing, and a 
wide array ofPCR-mediated procedures can be employed. 

Indirect detection methods, on the other hand, are utilized when the sequence of a 
disease-associated gene or disease-causing mutation is not known. Thus, polymorphic 
markers or gene sequences closely associated with the disease-causing gene are used to 
assess whether an individual has inherited the gene responsible for the disease phenotype. 
This is commonly referred to as linkage analysis. Linkage analysis is based on tracking 
the inheritance of polymorphic markers in a family with a genetic disease. If the marker 
and disease-associated gene are in close proximity, then the likelihood of a recombina­
tion event occurring between them is minimal. Thus, it is more likely that the marker 
and gene are inherited together. The advantage of linkage analysis is that the gene of 
interest needs only to be mapped to a chromosomal location, but not sequenced. Limi­
tations to this technology include increased labor and turnaround times, the need to 
obtain samples from many family members, and the possibility of having to use numer­
ous markers to obtain information. 
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7. CONCLUSION 

This chapter was intended to provide the reader with some of the basic concepts of 
molecular genetics. One should keep in mind not only the applications of this technol­
ogy, which will be discussed in the following chapters, but also the "nonscience" con­
sequences that arise because of genetic disease testing. Nucleic acid-based laboratory 
testing can be performed as a diagnostic procedure, for carrier testing, as a prenatal 
diagnostic test, or for presymptomatic and susceptibility testing. As more of these: 
diagnostic tests become available for genetic diseases, the laboratorian must also 
be aware of patterns of inheritance, risk assessment, family counseling issues, and the 
ethical issues associated with genetic testing. It is imperative, therefore, that the 
molecular genetics diagnostic laboratory function in close association with certified 
medical geneticists and genetics counselors. This will ensure the proper dissemination 
and interpretation of test results as well as maximize the benefits of such testing to 
family members. 

As the identification of disease-associated mutations and genetic sequences contin­
ues to increase, so does the potential for clinicallaboratorians to apply the discussed 
technologies to the diagnosis and monitoring of the resulting pathology in a traditional 
clinical laboratory fashion. Health care professionals must become familiar with the 
advantages, disadvantages, and limitations of molecular genetic technologies when 
applied to the diagnosis of disease. The following chapters discuss the current applica­
tions of molecular techniques to the diagnosis of human diseases. It would be impos­
sible, even at this early stage of molecular diagnostics, to cover all of the possibilities 
for molecular diagnostic testing in an up-to-date fashion. As clinicallaboratorians, we 
must not only be aware of these rapid advances, but embrace these new technologies as 
the "next generation" of assays we will be performing. Rapid advances in automation 
promise to make in vitro amplification, probe assays, and sequencing as routine in the 
clinical laboratory as the once not so popular immunoassay. 
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Genetic Basis of Neurologic 

and Neuromuscular Diseases 

Myra J. Wick, Pamela A. Crifasi, Zhenyuan Wang, 
and Stephen N. Thibodeau 

1. INTRODUCTION 

Traditionally, the diagnosis of neurological and neuromuscular disorders was based 
on patient history, clinical findings, and pedigree analysis. As the result of the Human 
Genome Project and advances in the fields of cytogenetics and molecular genetics, 
genes involved in both normal and pathologic processes have been mapped, cloned, 
and characterized. The types of DNA mutations that have been implicated in neuro­
logical diseases include trinucleotide repeat expansions, point mutations, insertions, 
deletions, and duplications. This chapter describes selected disorders that exemplify 
the types of mutations and molecular mechanisms involved in neurological and neuro­
muscular disorders that have been identified to date. 

2. TRINUCLEOTIDE REPEAT DISORDERS 

Trinucleotide repeat expansions, initially described in 1991 (1,2), are responsible 
for a number of neurological diseases, including Fragile X syndrome (FRAXA), 
myotonic dystrophy (DM), spinal and bulbar muscular atrophy (SBMA), Huntington 
disease (HD), spinocerebellar ataxia type 1 (SCA1), Machado-Joseph disease (MJD)/ 
spinocerebellar ataxia type 3 (SCA3), and dentatorubral-pallidoluysian atrophy 
(DRPLA) (3-5). Clinical and molecular features of these disorders are described in the 
following section and are summarized in Table 1. 

2.1. Clinical Features 

2.1.1. FRAXA 

FRAXA is the most frequent form of inherited mental retardation, with an incidence 
of about I in 1500 males and 1 in 2500 females. It is associated with a fragile site on 
Xq27.3. FRAXA syndrome exhibits X-linked dominant inheritance with reduced pen­
etrances of 80% in males and 30% in females. Dysmorphic features associated with 
FRAXA include large ears, a long and narrow face, and moderately increased head 
circumference. Macro-orchidism is a common finding in postpubescent affected males. 
Other common features include hyperactivity, attention deficit disorder, and autism. 

From: Molecular Diagnostics: For the Clinical Laboratorian 
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2.1.2. DM 
DM is the most common form of adult muscular dystrophy, with a prevalence of 1 in 8000. 

DM is characterized by progressive muscle weakness, myotonia, cataracts, cardiac 
arrhythmia, and diabetes. Phenotypic expression ofDM is variable both within and between 
families. Individuals who have the congenital form ofDM display myopathic facial appear­
ance, hypotonia, feeding difficulties, delayed motor development, and mental retardation. 

2.1.3. HD 

HD is a progressive neurodegenerative disorder affecting 1110,000 individuals, and 
is characterized by choreic movements, impaired cognition, and personality changes. 
This disorder is inherited as an autosomal-dominant trait with complete penetrance and 
variable age of onset, with a mean age of onset at approx 40 yr. Personality changes 
and dementia, followed by chorea, are the presenting symptoms of the disease. Minor 
motor abnormalities, including clumsiness, hyperreflexia, and eye movement distur­
bances, are also early manifestations of HD. As the disease progresses, features of 
bradykinesia, rigidity, dystonia, and epilepsy may become evident. 

2.1.4. SeAl 

The autosomal dominant spinocerebellar ataxias currently comprise a group of six sepa­
rate neurodegenerative disorders. Two ofthe SCAs (SCAI and SCA3) have been identified 
as trinucleotide repeat disorders. SCAI is an autosomal-dominant, progressive neuro­
degenerative disease of the cerebellum, brainstem, and spinal cord. SCAI typically begins 
in adulthood and progresses over 10-20 yr. Its clinical features include ataxia, ophthal­
moparesis, and weakness. The clinically distinct MID and SCA3 are both characterized by 
ataxia with ophthalmoparesis and variable pyramidal-extrapyramidal findings. However, 
dystonia and facial fasciculations, which are present in MJD patients, are rarely observed in 
SCA3 patients. The recent identification of a CAG repeat expansion within the same gene 
in both MJD and SCA3 patients suggests that these two disorders are allelic. 

2.1.5. X-Linked SBMA 

The X-linked recessive disorder SBMA (Kennedy disease) is a rare neuromuscular 
disorder affecting approx 1150,000 males. The disease is characterized by the adult 
onset of proximal muscle weakness, atrophy, and fasciculations. Affected males often 
have signs of androgen insensitivity, such as gynecomastia, reduced fertility, and tes­
ticular atrophy; female carriers have few or no symptoms. The pathological findings in 
SBMA include degeneration of anterior hom cells and bulbar motor neurons. SBMA 
progresses slowly and is complicated by the involvement of the bulbar muscles. 

2.1.6. DRPLA 

DRPLA is a rare neurodegenerative disorder characterized by ataxia, choreo­
athetosis, myoclonus, epilepsy, and dementia. This disease demonstrates anticipation 
and has a variable age of onset that ranges from the first to the seventh decade. 

2.2. Genetics 
2.2.1. Repeat Instability 

Each of the disorders described above is characterized by the presence of a trinucle­
otide repeat within the gene responsible for that disorder. For FRAXA, the trinucle­
otide repeat is localized to the 5'-untranslated region. For SBMA, HD, SCA1, SCA3/ 
MJD, and DRPLA, on the other hand, the repeat is within the coding region, and for 
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DM, it is present in the 3'-untranslated region. Common to each of these is that the 
trinucleotide repeat is polymorphic within the normal population, with alleles stably 
inherited from one generation to another (6). Also common to each of these is that 
expansion of the repeat beyond the normal range results in either abnormal gene func­
tion or abnormal levels of gene product, and ultimately disease. 

In the disease state, the trinucleotide repeat for each ofthese disorders demonstrates 
instability when transmitted from parents to offspring. Expansion of unstable trinucle­
otide repeats during transmission is most often the case, although contractions have 
also been documented. In general, instability of trinucleotide repeats is directly related 
to their size, i.e., the longer the repeat, the more likely it is to undergo expansion (1,6,7). 
This is particularly well documented for FRAXA and DM. Stability of repeats also 
appears to be related to the primary sequence. In FRAXA and SCA1, for example, the 
trinucleotide repeat sequences are not perfect sequences, but are interrupted: inter­
spersed AGG (rather than CGG) for FRAXA and 1-3 CAT repeats within the CAG 
repeat for SCAI (8,9). Absence of these interruption sequences appears to render 
the resulting repeat to greater instability with minimal expansion. However, when a 
repeat reaches a critical size threshold, the repeat becomes very unstable. For example, 
a repeat size of 100 or greater in FRAXA almost always leads to a full mutation 
(>200 repeats) in subsequent generations (10). 

2.2.2. Genotype and Phenotype Correlation 
For each of the trinucleotide repeat disorders, there is a correlation between increas­

ing repeat size and disease severity (1,11,12). Anticipation (worsening of disease 
severity and decreasing of age of onset over successive generations) is well documented 
and correlates with increasing expansion size (1,6,1 1-13). For example, both congeni­
tal DM patients and the most severely retarded FRAXA patients nearly always have 
dramatic repeat expansions, whereas those with smaller expansions typically have 
milder disease (1,6,14). In the five CAG repeat disorders, increasing repeat length cor­
relates with earlier disease onset (11-13,15,16). This correlation is strongest for SCAI, 
for which approx 70% of the variability in age of disease onset is accounted for by 
repeat length (15). Although strong correlations exist in all triplet repeat diseases, other 
factors apparently also influence the severity and age onset of the diseases (11,14,16). 
For example, in SBMA and HD, it has been reported that affected siblings with very 
similar repeat lengths have had onset of symptoms at very different ages (11,16). 

FRAXA and DM also have repeat sizes considered to be in a "premutation" range. 
The premutation, which is intermediate between normal repeat and "full mutation", 
usually causes minimal (if any) phenotypic abnormalities. However, the premutation is 
unstable and often leads to further expansion and full phenotypic expression in subse­
quent generations (1). In addition, there is evidence for the existence of a "gray zone" 
in which normal and abnormal repeat sizes may overlap. The stability of repeats in this 
range differs between families, and thus for a particular family, repeat stability cannot 
be determined until other generations are evaluated. Stability of gray zone repeats can 
be affected by interruption of the trinucleotide repeat sequence. 

2.2.3. Bias of Parental Transmission 
Interestingly, parental bias has been observed with respect to expansion in subse­

quent generations. For several disorders (SBMA, HD, SCA1, SCA3/MJD, and 
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DRPLA), paternal transmission of an abnormal allele often produces expansions that 
are relatively large, whereas maternal transmission may result in expansions of only a 
few repeats (11,13,17,18). Hence, affected males are more likely to transmit a greatly 
expanded repeat, which may cause juvenile-onset disease. On the other hand, the 
untranslated CTG and CGG repeats ofDM and FRAXA tend to have maternal bias of 
transmission (19,20). Almost all cases of congenital DM are maternally transmitted 
and, in FRAXA, the expansion from premutation to full mutation occurs through a 
female. The mechanism responsible for transmission bias of trinucleotide repeat dis­
eases has not yet been elucidated. 

2.2.4. Molecular Mechanisms 

The five CAG repeat neurodegenerative disorders (SBMA, HD, SCAI, SCA3/MJD, 
and DRPLA) are caused by modest expansions ofCAG repeats, which are subsequently 
translated into enlarged polyglutamine tracts (21-23). It has been proposed that these 
mutations result in an abnormal protein that is directly responsible for the observed 
neuronal toxicity. This "gain of function" hypothesis is supported by the finding that 
mutations other than (CAG) repeat expansions within the androgen receptor gene result 
in phenotypes (i.e., testicular feminization and androgen insensitivity syndrome) dis­
tinct from the SBMA phenotype (24). Additionally, the "gain of function" hypothesis 
is consistent with the dominant pattern of inheritance that is observed for these diseases. 

Altered protein function is unlikely to be the underlying mechanism for those tri­
nucleotide repeat diseases in which the repeat is not translated (FRAXA and DM). 
Rather, (CGG)n repeat expansion in the FMR-I gene is associated with decreased 
mRNA and protein levels. These decreases are often accompanied by increased DNA 
methylation of an adjacent CpG island (1,25). Increased methylation itself may cause 
decreased transcription of the FMR-I gene. In DM, it is generally believed that repeat 
expansion results in a reduction of steady-state Mt-PK mRNA and protein (26-28). 

2.3. Molecular Diagnosis 

The understanding of trinucleotide repeat diseases at the molecular level has had a 
major impact on the laboratory diagnosis of these diseases. Molecular testing has 
greatly improved the accuracy of the diagnosis, and has allowed for accurate 
presymptomatic testing of at-risk family members and for the differential diagnosis of 
those diseases with overlapping clinical features. Laboratory diagnosis of the trinucle­
otide repeat diseases generally involves two approaches, polymerase chain reaction 
(PCR) and Southern blot analysis. 

Primers flanking the region of DNA that contains the trinucleotide repeat are used to 
amplify that region by PCR. The PCR product is analyzed by gel electrophoresis, and the 
size of the product is determined by comparison with a standardized sizing ladder. Utiliz­
ing this approach, one can accurately determine numbers of repeats up to 200 (Fig. I). 
This includes both normal and abnormal alleles ofCAG repeat disorders (SCAI, MJDI 
SCA3, SBMA, HD, and DRPLA), and normal alleles and premutations in FRAXA and 
DM. Because the efficiency ofPCR is inversely correlated with the number of repeats in 
each allele, alleles with more than 200 repeats (including full mutations in FRAXA and 
DM) are more difficult to amplify and may yield no PCR products. PCR analysis, how­
ever, is simple and inexpensive, and quickly provides accurate sizing of most alleles. 
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Fig. 1. Example of Southern blot and peR analysis of DNA from individuals of a Fragile X 
family. Left: Southern blot of DNA digested with EcoRI and NruI, and hybridized with the 
DNA probe StBI2.3; right: PCR amplification ofCGG repeat followed by denaturing gel elec­
trophoresis. Lane numbers on the right panel correspond to those on the left. Numbers below 
the pedigree correspond to the eGG repeat number. The great grandmother in lane 5 has two 
normal alleles (eGG repeat sizes of 23 and 32). Her daughter (lane 4) has a normal allele of 23 
and an expanded allele of 57. In subsequent transmissions, the abnormal allele of 57 expanded 
to 65 in one generation (lane 3) and then to 110 and >200 in the next generation (lanes 2 and 1, 
respectively). 

Southern blot analysis, on the other hand, allows detection of full mutations in those 
diseases with large repeat expansion (FRAXA and DM) (Fig. 1). Additionally, for 
FRAXA, Southern blot analysis provides information concerning the methylation sta­
tus of an abnormal allele. The methylation status may be of diagnostic importance 
when the number of repeats is near the upper end of the premutation range (29,30). 
Southern blot analysis is more labor-intensive than PCR and requires larger quan­
tities of genomic DNA. Southern blot can detect alleles in most size ranges, but 
does not allow for precise sizing of trinucleotide repeats in the normal and premu­
tat ion range. 

For diseases with small repeat expansions (SBMA, SCAI, HD, SCA3/MJD, and 
DRPLA), PCR analysis alone is generally adequate for diagnosis. However, for those 
disorders with larger repeat expansions (FRAXA and DM), combined Southern blot 
and PCR analysis are most often used. For some of the trinucleotide repeat disorders, 
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additional studies may be recommended. For example, the stability of an SCAI allele 
with CAG repeats at the upper end of the normal range can be assessed by SriflI restric­
tion endonuclease digestion, which detects the presence of CAT interruptions. In SCA 1, 
the normal-sized (CAG) alleles are nearly always interrupted by 1-3 CAT trinucle­
otide repeats, whereas the expanded or unstable gray zone SCAI repeat is an uninter­
rupted sequence ofCAG repeats (9). Routine cytogenetic analysis is recommended as 
part of a comprehensive genetic evaluation of patients referred for FRAXA testing. 
This testing strategy enables detection of constitutional chromosome abnormalities that 
may have overlapping phenotypic features of FRAXA. 

Finally, it should be realized that disease-causing mutations other than trinucleotide 
repeat expansion may occur within the aforementioned genes. Thus, the absence of 
trinucleotide repeat amplification does not necessarily rule out the diagnosis. This 
implies that for pre symptomatic testing, it is important first to document the presence 
of a repeat amplification in an affected family member, which then verifies the under­
lying mechanism of disease. 

3. SMA 

SMA is an autosomal-recessive disorder that affects 116000-1110,000 live-born chil­
dren. Thus, SMA is the second most common autosomal-recessive lethal disease after 
cystic fibrosis. In this disorder, anterior hom cells degenerate, resulting in hypotonia, 
symmetrical muscle weakness, and wasting of voluntary muscles. The childhood spi­
nal muscular atrophies, which will be discussed here, are divided into three types (I, II, 
III) according to age of onset, rate of progression, and age at death. Historically, the 
diagnosis and classification have been made on clinical and pathological findings. 
Recent advances in the understanding of the genes responsible for SMA may allow 
confirmation of the diagnosis of SMA in symptomatic individuals, and prenatal or 
pre symptomatic diagnosis in family members. 

SMA I or Werdnig-Hoffman disease represents 25% of all SMA cases (31). Onset 
occurs prenatally or in early infancy, with the mean onset at 1.5-3 mo. Muscle weak­
ness and hypotonia are severe and reflexes are absent. The disease progresses rapidly 
with death occurring between 9 mo and 3 yr. 

SMA II is an intermediate form; infants usually develop normally for 6 mo before 
onset disease. These infants may learn to sit alone, but do not walk unassisted. Survival 
into adulthood has been reported. 

SMA III, Kugelberg-Welander juvenile spinal muscular atrophy, has onset between 
the ages of 3 and 18 yr or later, and has a slower clinical course (32). Atrophy and 
weakness of proximal muscles occur first, and may be followed by distal involvement. 

3.1. Genetics 

All three forms of SMA are linked to 5q12-13 and may be allelic (33,34). Two 
genes, the survival motor neuron gene (SMN) (35) and the neuronal apoptosis inhibi­
tory protein (NAIP) (36), are mapped to this region. Both have been shown to be deleted 
in affected patients. Single-strand conformation polymorphism (SSCP) analysis of the 
SMN gene has shown that approx 96% of SMA type I, 94% of type II, and 82% of 
type III patients have homozygous deletions of exons 7 and/or 8 (37). However, there 
have been reports of asymptomatic parents of affected children who have the same 
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homozygous deletions in this region (37). Additionally, there has been a report of 
one member ofa sibpair having SMA type I and the other having SMA type III (38). 
This implies that there may be other modifying genes involved in the expression of 
SMA. NAIP, which is located in the proximal portion of the SMA region, is reported to 
have deletions in 67% of type I SMA chromosomes, but only 2% of non-SMA chromo­
somes (36). NAIP is more commonly deleted in SMA I than in types II or III (39). The 
role of these two genes in the development of SMA is not yet clearly defined, although 
it has been postulated that a mutation in NAIP could lead to a failure of normally 
occurring inhibition of motor neuron apoptosis (36). 

3.2. Molecular Diagnosis 

Historically, linkage analysis has been utilized for prenatal diagnosis of SMA in 
affected families (40). Currently, a testing strategy using SSCP analysis to screen for 
abnormalities of exons 7 and 8 in the SMN gene followed by confirmatory sequencing 
studies is being developed (41). These studies will detect homozygous deletions in the 
SMN gene and so can be used to confirm the diagnosis in affected individuals, but 
cannot be used for carrier testing. Use of this assay for prenatal detection of SMA is 
currently hampered by reports of asymptomatic individuals with homozygous dele­
tions (41). Improved molecular diagnosis of this disorder will require elucidation of 
the molecular mechanisms of SMA. 

4. NEUROFIBROMATOSIS 1 (NF 1) 

NF 1 is an autosomal-dominant disorder affecting approx 113500 individuals. It is 
characterized by tumors of neural crest origin. Predominant manifestations include cafe 
au lait spots and cutaneous or subcutaneous neurofibromas (benign tumors of periph­
eral nerves). Other findings include axillary freckling, Lisch nodules (iris hamartomas), 
scoliosis, plexiform neurofibromas, macrocephaly, short stature, seizures, and local­
ized hypertrophy. Over half of individuals report learning problems. Patients are at 
increased risk for malignant tumors, including neurofibrosarcoma, astrocytoma, 
pheochromocytoma, embryonic rhabdomyosarcoma, and leukemia. Malignancy risk is 
currently estimated to range from 2-5% (42). Affected individuals may have cafe au 
lait spots at birth, and 97% of these individuals are symptomatic by age 20. Cutaneous 
neurofibromas appear in the second decade. 

Neurofibromatosis 2 (NF 2) or central NF is a separate disorder, which is mapped to 
22q 12. It is characterized by acoustic neuromas and meningiomas. Cafe au lait spots 
and neurofibromas are not prominent features ofNF 2. This discussion will focus on NF 1. 

4.1. Genetics 

The gene for NF I, which has been localized to 17ql1.2 (43), is extremely large, span­
ning 350 kb and containing at least 51 exons (44). The introns range in size from 6 bp to 
more than 40 kb. Intron 27 contains genes for three other proteins whose role in NF 1, if 
any, has not been determined (45). The mutation rate for the NF 1 gene is approx 1 x lQ-4/ 
generation (approx 50% of the affected individuals have a new mutation). 

Neurofibromin, the 2818 amino acid protein encoded by NF 1, contains a domain 
that shares sequence homology with mammalian Ras p21 GTPase-activating protein 
(GAP) (45). This domain is denoted NFIGRD for GTPase-activity protein related 
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domain of the humanNFtype I protein. GAP functions to stimulate the conversion of the 
active GTP-bound form of Ras (P21 ras-GTP) to the inactive GDP bound form (p21 ras­
GDP) (46), Rasp21 proteins stimulate DNA synthesis and changes in cell morphology in 
response to mitogenic growth factors (47). Thus, NFIGRD is believed to act as a tumor 
suppressor gene by stimulating the conversion of p21 ras to its inactive form. 

4.2. Molecular Diagnosis 

Screening the neurofibromin gene from affected patients has resulted in detection of 
a limited number of mutations. The mutations include translocations, deletions, inser­
tions, and nonsense and missense mutations (48). "Hot spots" for mutagenesis have not 
been identified. A consortium was formed in 1993 to consolidate NF I mutation data 
(45). In 1994, the consortium reported only 45 mutations detected in screening over 
500 NF I patients. This low detection rate may be the result of several factors, includ­
ing mutations outside the exons or inability to pick up subtle mutations (45). The size 
of the NF I gene has hindered development of direct mutation analysis for use in the 
clinical setting. 

Recently, laboratories have focused on the protein truncation test (PTT) for the 
molecular diagnosis of NF I. The PTT assay involves generation of NF I cDNA from 
cellular mRNA. This is accomplished through the use of overlapping primer sets. 
Coupled in vitro transcription/translation reactions generate a protein product that is 
then analyzed by electrophoresis. The location of the protein truncation can be esti­
mated by comparing the migration patterns of the aberrantly migrating polypeptides 
with proteins of known molecular weight. Subsequent sequencing of the cDNA can be 
done through the use of primers designed for the region of the suspected mutation. 
Heim et al. (49) reported a 60% mutation detection rate with the NFl PTT assay. 

Linkage analysis is available for those individuals who are part of an NF 1 pedigree. 
However, for the 50% of affected individuals representing sporadic cases, linkage 
analysis cannot be utilized. New techniques and technologies will hopefully allow for 
the efficient and accurate detection of mutations in affected and at-risk individuals, as 
well as assist in the understanding of the function and regulation of the NFl gene. 

5. ATAXIA TELANGIECTASIA (AT) 

AT is an autosomal recessive disorder that affects 1140,000 to 11100,000 individu­
als. It is characterized by cerebellar ataxia, oculocutaneous telangiectasias, immune 
defects, endocrine abnormalities, sensitivity to ionizing radiation, chromosome rear­
rangements, and a predisposition to malignancy. The thymus may be embryonic or 
hypoplastic in appearance. Defects in both humoral and cellular immunity are present 
and may be responsible for severe morbidity. Although prenatal growth retardation 
may occur, the usual onset of symptoms occurs in early childhood. Progressive ataxia 
is generally the first symptom, followed by choreiform movements (in approx 90% of 
patients) and conjunctival telangiectasias, which usually appear between 3 and 5 yr of age. 
AT results in a decreased life expectancy, with few patients reaching the age of 5 0 (50). 

The predisposition to malignancy, primarily B-celllymphomas and chronic T-cell 
leukemias, is well described (51). Approximately one-third of patients will develop a 
malignancy in their lifetime with 15% of these cases resulting in death (52,53). AT 
patients are also more sensitive to radiotherapy used in treatment of cancer, and are at 
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risk for early and late complications (54,55). Interestingly, heterozygotes are also at 
increased risk for malignancy (56); increased rates of breast cancer in mothers of 
affected individuals have been noted (56,57). 

Cytogenetic evaluation provides evidence for a high degree of chromosome break­
age, trans locations, and inversions involving regions other than the gene locus. The 
translocations often involve chromosomes 7 and 14 at the sites ofT -cell receptor genes 
and immunoglobulin heavy-chain genes (58). Defective DNA repair mechanisms, 
including abnormal progression through cell-cycle checkpoints, are thought to be 
responsible for the chromosome rearrangements (59). 

5.1. Genetics 

In the late 1970s, complementation studies demonstrated the existence of at least 
four AT complementation groups, which suggested the possible involvement of four 
distinct genes (60). Linkage analysis, which mapped AT to 1 1 q22-23 , indicated that 
all four complementation groups were linked to the same locus (61). The gene respon­
sible for AT, ataxia telangiectasia mutated (ATM), has recently been identified and 
A TM mutations have been found in all four complementation groups, suggesting a 
single AT gene (62). ATM encodes a l2-kb transcript that has sequence homology to 
mammalian and yeast cell regulatory proteins (62). Although these proteins appear to 
playa part in the cellular response to DNA damage, the specific function of the A TM 
gene product has not yet been elucidated. 

5.2. Molecular Diagnosis 

Historically, confirmation ofa clinical diagnosis of AT has been done in the cytoge­
netics laboratory. Bleomycin or radiation stress tests have been utilized to demonstrate 
the abnormal response of AT chromosomes. Karyotypes are analyzed for increased 
numbers of chromosome rearrangements, with particular attention paid to the chromo­
some 7; 14 translocations commonly seen in AT. Prenatal diagnosis in affected families 
has traditionally been done by linkage analysis using a fetal sample collected by 
amniocentesis or chorionic villi sampling (54). The recent identification of the putative 
AT gene, however, will likely result in the development of direct molecular analyses in 
the future. 

6. CMT1A AND HEREDITARY NEUROPATHY WITH LIABILITY 
(OR TENDENCY) TO PRESSURE PALSIES (HNPP) 

In 1886, two reports published simultaneously by Charcot and Marie, and by Tooth 
described a hereditary disorder known as peroneal muscular atrophy (63,64). Charcot­
Marie-Tooth (CMT) disease, as it is now known, encompasses a group of adolescent to 
late-onset, slowly progressive peripheral neuropathies. Patients have peripheral nerve 
and spinal cord abnormalities, including axonal degeneration and gliosis. There are a 
number of forms of CMT; all share the basic features of distal limb muscle atrophy and 
pes cavus. Patients with CMTl tend to present with gait abnormalities in adolescence 
or early adulthood, whereas CMT2 patients have later onset of symptoms. The disor­
ders are distinguished by slow nerve conduction velocities in CMTl and normal nerve 
conduction velocities in CMT2. This discussion includes only CMTlA, an autosomal 
dominant form of CMT that has been mapped to l7p 11.2-12. 
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HNPP, a second type of peripheral neuropathy that also mapped to l7pl1.2-12, is 
distinguished from CMTlA based on clinical features and electrophysiological and 
pathological findings. HNPP patients have episodes of prolonged weakness following 
minor pressure on peripheral nerve tracks. Recovery usually requires weeks to months, 
but patients do not manifest major neurologic deficit. HNPP patients also have normal 
to moderately decreased nerve conduction velocity, with areas of focal slowing. 
Pathologically, segmental nerve demyelination and focal thickening of the myelin 
sheath are common. 

6.1. Genetics 

Approximately 70% ofCMT patients (65) have a 1.5-Mb duplication of the l7p 11.2-
12 region, whereas patients with HNPP have a deletion of this same 1.5-Mb region. 
Unequal meiotic crossing-over, mediated by two low-copy-number repeat elements, is 
the mechanism believed to be responsible for the duplication and deletion (66). The 
crossover event results in a 500-kb SadI junction fragment (67), which, to date, has 
been detected in the DNA of all CMTlA duplication patients (65). Experimental evi­
dence suggests that duplication or deletion (i.e., dosage imbalance) of the peripheral 
myelin protein 22 gene (PMP22), which maps to l7p 11.2, is responsible for CMT and 
HNPP, respectively (68,69). Although the mechanism by which dosage imbalance of 
the PMP22 gene results in two distinct peripheral neuropathies has not yet been eluci­
dated, it is believed that CMTlA mutations result in gain of protein function, whereas 
HNPP mutations result in loss of protein function. 

6.2. Molecular Diagnosis 

Currently, the most efficient method for the detection of duplication in CMTlA 
patients appears to be Southern blot analysis in which MspI-digested DNA is hybrid­
ized with the probe VA W 409R3a, which maps to 17p 11.2 (D 17S 122) (70). This probe/ 
enzyme combination detects three polymorphic restriction fragments and has a het­
erozygosity of 70%. It is interesting to note that approx 8% of CMTlA duplication 
patients have all three fragments (65). Duplication is detected as a dosage difference 
between restriction fragments. A second method which offers definitive detection of 
CMTlA duplications, is pulsed-field gel electrophoresis (PFGE) of SacII-digested 
DNA followed by hybridization with the VAW409R3a probe. Although this method 
detects the previously described 500-kb fragment in all CMTlA duplication patients, it 
is much more time- and labor-intensive than routine Southern blot analysis. PCR analy­
sis utilizing simple sequence repeats in the CMTlA region is a third method for the 
detection of duplications. This method is informative in 80% of duplication cases, and 
46% of these patients are fully informative, having three detectable alleles (65). How­
ever, because it is difficult to detect duplications by PCR analysis, PCR is not the 
preferred method for the molecular diagnosis of CMTlA. Another method for the 
detection of duplications of the CMT I A locus is by fluorescent in situ hybridization 
(FISH) analysis with the VAW409R3a probe in combination with a control probe. 
Currently, the most commonly used testing strategy for detection ofCMTIA duplica­
tions is Southern blot analysis followed by PFGE in those cases in which the patient is 
uninformative for the MspI polymorphism (71). FISH analysis, on the other hand, is 
recommended for the molecular diagnosis of HNPP (72,73). Molecular diagnosis of 
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CMT I A and HNPP patients with alterations other than duplication or deletion requires 
alternative testing strategies (74). 

7. DUCHENNE MUSCULAR DYSTROPHY (DMD) 

DMD is a neuromuscular disorder that also involves gene deletion and duplication. 
DMD is a devastating, progressive, muscle-wasting disorder that is 110t usually diag­
nosed before 3 yr, but often results in wheelchair confinement by 12 yr, and death in the 
early 20s (75). Manifestations of this disease include pseudohypertrophy of muscles, 
joint contractures, scoliosis, respiratory compromise, cardiomyopathy, and markedly 
increased serum creatine kinase (CK) levels owing to leakage ofCK from diseased muscle 
into the bloodstream. The brain is also affected, and as a consequence, the IQ range of 
DMD patients is approx 20 points below average. Aggressive symptom management 
may extend the survival of DMD patients into their mid-20s. It was once believed that 
patients with a milder form of the disease were affected with a distinct disorder, Becker 
Muscular Dystrophy (BMD). However, molecular analysis has demonstrated that muta­
tions in the same gene are responsible for both disorders. BMD patients may remain 
ambulatory through adulthood. Individuals with phenotypes intermediate to DMD and 
BMD have also been described (76). The DMD gene has been mapped to Xq21, and 
although DMD is an X-linked recessive disorder, studies have demonstrated that 8% of 
DMD carrier females are mildly affected owing to skewed X-inactivation (75). 

7.1. Genetics 

The DMD gene was one of the first genes to be cloned by positional cloning (77). 
The gene is extremely large, spanning approx 2300 kb, and contains 79 exons. The 
gene encodes the protein dystrophin. The normal protein product is not expressed in 
DMD patients. In skeletal muscle, dystrophin is located in the sarcolemma membrane, 
where it is believed to playa crucial role in linking the contractile apparatus of myocytes 
to the sarcolemma membrane (78). Isoforms of dystrophin, produced by the use of 
alternative splice sites and alternative promotors, are expressed in cardiac muscle and 
in the brain. The finding that dystrophin is expressed in the brain offers a possible 
explanation for the mental subnormality that is often present in DMD patients (79). 
Approximately 60% ofDMD patients have deletions and 6% have duplications within 
the DMD gene. Although the deletions are distributed throughout the DMD gene, two 
deletional "hot spots" have been identified. One of these regions extends over the first 
20 exons and the second region includes exons 45-53 (80). Although regions of clus­
tered deletions suggest the presence of specific sites of breakage and recombination, 
such sites have not been identified. There is no correlation between the size of deletion 
and severity of disease. However, deletions resulting in frameshift mutations are gen­
erally associated with a severe phenotype, and most nonframeshift mutations are asso­
ciated with a BMD phenotype (81). Duplications are associated with severe phenotypes, 
since they often result in frameshift mutations or protein truncation. Point mutations 
that have been identified in DMD patients are distributed throughout exons 8-70 (82). 

7.2. Molecular Diagnosis 

Prior to cloning of the DMD gene and identification of the protein product, diagno­
sis of DMD was based primarily on clinical features, muscle biopsy, and CK levels. 
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Fig. 2. Southern blot analysis of a DMD patient (P) and a normal control (C). The probe 
cDMD 5b-7 in combination with the BglII digest (A) shows absence of the 2.8-, 3.3-, and 
3.5-kb bands, consistent with the deletion of exons 45-47. The probe cDMD 8 with either the 
BglII or the HindIII digest (B) shows the absence of all bands, consistent with the deletion of 
exons 48-52. The probe cDMD 9/BglII digest shows absence of the 16 kb band, and cDMD 
9/HindIII digest shows the absence of the 7.8- and 8.3-kb bands (C); both are consistent with 
the deletion of exons 53 and 54. These results indicate that the deletion spans exon 45-54. 

Carrier testing involved examination ofCK levels, which is often equivocal in carriers, 
and linkage analysis. Current diagnostic and carrier testing strategies include direct 
examination of the DMD gene and/or dystrophin analysis. Direct analysis of the DMD 
gene is accomplished by PCR or Southern blotting techniques. The Southern-based 
assay typically utilizes both HindIII and BglII restriction enzyme digestion and hybrid­
ization with the following cDNA probes: 1-2a (exons 1-9), 2b-3 (exons 10-20), 4-5a 
(exons 21-33), 5b--7 (exons 34-48), 8 (exons 47-52), and 9 (exons 53-59). Each exon 
is represented by a specific band on the autoradiogram (Fig. 2) (76). The 3'-end of each 
exon has been characterized with regard to whether the exon ends with the first, sec­
ond, or third nucleotide of a codon (83). This information, along with Southern blot 
results for an individual patient, can be used to determine whether a particular deletion 
will cause a shift in the translational reading frame. Southern blot detection of carrier 
females and patients with duplications is based on dosage differences and usually 
requires quantitative analysis. In a small percentage of DMD patients, the junction of 
the deletion or duplication creates a novel restriction fragment. Carrier status determi­
nation is easily accomplished in these families. 

PCR analysis typically involves multiplex reactions in which the promoter region 
and multiple exons are amplified (Fig. 3). The multiplexes described by Chamberlain 
et al. (84) and Beggs et al. (85) are commonly used in the clinical laboratory . PCR detects 
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Fig. 3. PCR analysis of the DNA from a normal control (C) and the DMD patient (P) 
described in Fig. 2. The PCR results indicate deletion of exons 45 and 48. 

approx 98% of the deletions detected by Southern blot analysis. However, PCR-based 
detection of duplications and of carrier females is difficult, and PCR analysis cannot be 
used to distinguish between frameshift and nonframeshift deletions. It should be noted 
that in the prenatal setting, the speed and smaller specimen requirements of PCR may 
render it the method of choice for the evaluation of at risk male fetuses. For males with 
a suspected diagnosis ofDMD, many molecular genetics laboratories begin the analy­
sis with the PCR-based assay. IfPCR fails to detect a deletion, Southern analysis can 
be used for further investigation. If a deletion is detected by PCR, Southern analysis 
with the appropriate probes can be used to confirm the extent of the deletion, as well as 
to distinguish between frameshift and nonframeshift mutations. The information derived 
from the molecular analysis can subsequently be utilized by at-risk family members. 

Approximately 35% ofDMD patients have no detectable deletions or duplications. 
F or families of these patients, linkage analysis can often be used for prenatal evalua­
tion and to determine the carrier status of at-risk females. Linkage analysis can involve 
a number of approaches; the most informative are PCR-based assays in which 
extragenic (CA)n repeats on the 5'- and 3'-ends of the DMD gene, as well as intragenic 
(CA)n repeats are utilized (86). Although linkage analysis is highly accurate, it requires 
the participation of key family members, which may eliminate its utility for certain 
families. At risk females who are in this situation will require alternative testing strat­
egies for the evaluation of carrier status. This testing may include determination of CK 
values and dystrophin analysis. It should be noted that dystrophin analysis offers the 
advantage that it is not dependent on the type of mutation present in the DMD gene 
(82). For additional information concerning DMD testing strategies, a reference by 
Beggs and Kunkel (87) is recommended. 

8. SUMMARY 

Representative neurologic and neuromuscular genetic disorders, the disease-caus­
ing mutations, and current molecular testing strategies were discussed. The ongoing 
progress and ultimate completion of the human genome project will undoubtedly iden­
tify additional genes involved in neurological function. Characterization of newly iden-
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tified genes, further analysis of previously identified genes, and improved technologies 
will allow for the design of improved molecular diagnosis and the understanding of 
genotype/phenotype correlations. 
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12 
Molecular Mechanisms of Endocrine Disorders 

Bruce F. Bower and Carl D. Malchoff 

1. INTRODUCTION 

Molecular biologic methods and findings have had a major impact in clinical endo­
crinology. As a result, new concepts of hormone action have developed, major disease 
mechanisms have been defined, and new diagnostic strategies and therapies have been 
made possible. This chapter will summarize this rapidly evolving field with particular 
emphasis on clinical understanding and the application of molecular biologic techniques to 
clinical endocrine diagnosis. As a result of the pace of development, this chapter and 
any review will necessarily be selective, and will provide at best a window into a rapid 
and dynamically evolving area of clinical interest and increasing molecular understanding. 

2. HYPOTHALAMIC PITUITARY DISORDERS 

A number of independent endocrine disorders involving the hypothalamic-pituitary 
axis have been defined. These defects include hypothalamic neuronal abnormalities, 
hypothalamic-posterior pituitary diabetes insipidus syndromes, and heritable growth 
hormone-deficiency disorders. Included as a result of clinical similarity and molecular 
insight are both central and nephrogenic variants of diabetes insipidus. 

2.1. Kallman's Syndrome (1) 

Kallman's syndrome is a familial X-linked disorder of congenital hypogonadotropic 
hypogonadism, anosmia, or hyposmia, and scattered midline facial defects with occa­
sional unilateral renal aplasia. The disorder arises from a failure of development of 
neural tracts from the olfactory placode through the cribriform plate to the olfactory 
bulb. There is associated failure ofGnRH neurons to migrate along the olfactory nerves 
to the hypothalamus. Laboratory findings include hypo gonadotropic hypogonadism 
in the male with low serum testosterone and low serum gonadotrophins, FSH and 
LH. There are no associated anterior pituitary functional abnormalities. Clinical 
recognition is achieved by recognition of anosmia/hyposmia in the setting of 
hypo gonadotropic hypogonadism. Diagnostic olfactory gyri aplasia and absent 
olfactory bulbs may be seen on MRI scan. Testosterone replacement therapy corrects 
defective male secondary sexual maturation. Fertility is possible with menopausal 
gonadotrophin replacement therapy. 
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The molecular defect of this syndrome includes variable deletions of the KAL 
gene located at the Xp22.3 locus of the X chromosome. The presumptive gene prod­
uct is a 680 amino acid peptide implicated in neuronal migration and axonal growth 
and guidance. 

2.2. Diabetes Insipidus (Familial Hypothalamic Diabetes Insipidus (2) 

The clinical manifestations of diabetes insipidus include variable onset of thirst and 
polyuria typically in the first few months to the first year following birth, often in a 
setting of a family history of autosomal-dominant central diabetes insipidus. Labora­
tory findings include elevated serum sodium and osmolality with inappropriately 
low urine osmolality and failure of increase in plasma arginine vasopressin (AVP) 
levels following dehydration. Urinary concentration occurs following exogenous 
desamino-D-arginine vasopressin (DDA VP) administration. The thirst and polyuria are 
responsive to administration of exogenous intranasal DDAVP. 

Molecular defects have been identified in the prepro-arginine vasopressin-neuro­
physin II (AVP-NPII) secretory complex responsible for single-chain biosynthesis of 
neurophysin and A VP leading to accumulation and ultimate destruction of hypotha­
lamic magnocellular neurons by accumulation of mutant proteins. The molecular alter­
ations result in several defects in prepro-neurophysin II (not AVP) biosynthesis (Gly57 
~ Ala, GIyl7 ~ Val; Alal9 ~ Thr; Glu47 deletion). The disorder is analogous to 
diabetes insipidus in the Brattleboro rat (autosomal-recessive DI secondary to base 
deletion in Exon 2 leading to frameshift error in NPII synthesis). 

2.3. Familial Nephrogenic Diabetes Insipidus (3) 

This is a familial X-linked (male) disorder characterized by neonatal thirst, 
polyuria, and severe dehydration ifnot recognized and treated early. The defect is in 
renal tubule response to antidiuretic hormone (AD H) rather than defective ADH 
secretion, but may easily be confused clinically with hypothalamic diabetes insipidus. 
The renal-collecting duct basolateral medullary AVP-R2 receptor, which is normally 
coupled through a guanosine triphosphate (GTP) transmembrane signaling complex, 
is defective. The AVP-Rl receptor mediating vascular blood pressure response 
remains normal. Laboratory findings include an elevated serum sodium and osmola­
lity following dehydration with an inappropriately low urine osmolality. A VP levels 
are elevated, indicating normal hypothalamic-pituitary response to dehydration. 
There is absence of urinary concentration following DDAVP administration indicat­
ing a defect at the renal tubule level. 

The molecular defects are localized to Xq28. There are multiple nonsense, missense, 
and frameshift mutations in the A VP-R2 receptor gene. Therapy is difficult, and efforts 
should be made to maintain hydration and high sustained levels of fluid intake. Dehy­
dration should be avoided, particularly during infancy, when recognition of dehydra­
tion is clinically difficult and effective water-seeking by infants is not possible. 

3. GROWTH AND GROWTH HORMONE (GH) ABNORMALITIES 

There are multiple etiologies for growth failure, most of which are nonendocrine in 
nature. Of the endocrine etiologies of growth failure, several involve GH abnormali­
ties, both growth hormone deficiency and GH resistance. 
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3.1. Familial Isolated GH (4) 

Type IA familial isolated GH deficiency is an autosomal-recessive disorder character­
ized by profound growth failure. Basal serum GH levels are absent and fail to respond to 
stimulation with hypoglycemia, arginine infusion, DOPA, or clonidine. Serum insulin­
like growth factor (IGF)-I levels are also low. Clinical features include growth failure, 
hypoglycemia, and micropenis associated with short stature and facial abnormalities, such 
as large forehead, small nose, retracted nose bridge, and truncal obesity. Laboratory find­
ings include isolated undetectable serum GH levels (Type IA) or low serum GH and IGF-I 
levels (Type IB, Type II, Type III). The disorders are familial with neonatal onset. Type IA 
patients who are treated with recombinant GH rapidly develop antibodies to rhGH, requir­
ing discontinuation of therapy. There are several additional variant familial growth hor­
mone deficiency disorders characterized by both inheritance patterns and laboratory 
variance. Type IB families have an autosomal-recessive disorder. Serum GH levels are low 
but detectable, particularly following stimulation, and IGF-I levels are also low. These 
patients respond to recombinant human growth hormone (rhGH) therapy. Type II families 
display an autosomal-dominant inheritance pattern with low serum GH and IGF-I levels. 
Type III is an X-linked disorder. Serum GH and IGF-I levels are also low, but measurable. 

Variable deletions in the pituitary h-GH-N growth hormone and associated pituitary 
somrnamotrophin hCS sequences have been identified (5' hGH-N,hCS-L,hCS-A,hGH­
V,hGS-B 3'). There are no associated anterior pituitary abnormalities. The molecular 
defect in these disorders include: 

1. Type IA: deletions in hGH-N locus on chromosome 17 secondary to anomalous crossing 
over between homologous sequences, (5' hGH-N,hCSL,hCS-A,hGH-V,hGS-B 3'), and a 
G ~ C transversion at intron IV causing activation of a cryptic splice site and splicing out 
half of exon IV and a frameshift in exon V; 

2. Type II: T ~ C transition in donor splice site of intron III; 
3. Type III: unknown abnormality. 

Therapy includes rhGH therapy for Type IB, II, and III disorders. Rapid development of 
high-titer GH antibodies to rhGH therapy in type IA precludes continued rhGH therapy. 

3.2. PIT-I Deficiency (5) 

Pit-l is a 33-kDa, pituitary-specific, transcription factor that is required for anterior 
pituitary somrnatotroph, lactotroph, and thyrotroph differentiation and secretion. Defi­
ciency of Pit-l results in combined neonatal growth hormone, prolactin, and TSH-~ 
deficiencies leading to short stature and secondary hypothyroidism with pituitary 
hypoplasia. Adrenocorticotropin (ACTH) and gonadotrophin pituitary function are 
intact. Clinical and laboratory findings include short stature, neonatal hypothyroidism, 
and variable mental retardation. GH secretion is unresponsive to DOPA, hypoglycemia, 
and amino acid stimulation. The decreased serum thyroid-stimulating hormone (TSH) 
is unresponsive to thyrotropin-releasing hormone (TRH) administration, and decreased 
serum prolactin is unresponsive to TRH or chlorpromazine administration. Therapy 
includes both GH (rhGH) and thyroid replacement therapy. 

The molecular defect has been identified in the activation domain of this transcrip­
tion factor as well as POD and Homeo DNA binding domains. These alterations result 
in the following amino acid substitutions: Arg 172 ---+ Ter; Ala 158 ---+ Pro; Pro 24 ---+ 
Leu; Arg 143 ---+ GIn; and Arg 271 ---+ Trp. 
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3.3. GH Resistance Syndrome (Laron's Syndrome) (6) 

The clinical manifestations of Laron's syndrome include growth failure, hypo­
glycemia, micropenis associated with short stature, and facial abnormalities, such as 
large forehead, small nose, and retracted nose bridge. Truncal obesity and hypo­
glycemia characteristic of severe neonatal GH deficiency are also characteristic of this 
syndrome. The disorder results from a defective GH receptor (GHR) protein. Labora­
tory findings include normal to elevated serum GH levels, but low serum IGF-I levels. 
In addition, there are low levels of circulating GH binding protein, which has been 
identified as the soluble extracellular domain of the GHR. There is no response to 
exogenous GH therapy. Recently, the spectrum of more subtle growth abnormalities 
secondary to GHR binding, dimerization or transmembrane signaling have been defined. 

In classic Laron's syndrome, five molecular defects of the GHR gene have been identi­
fied in different families, all resulting in absent GH binding. A T to C transition results in 
Phe96 being substituted by Ser in the extracellular GHR. Large gene deletions in the extracel­
lular domain of the GHR have also been described. There is no therapeutic response to exog­
enous rhGH therapy. There is both an anabolic response and clinical growth response to 
rhIGF -I therapy. In the recently described more subtle GHR disorders, defects include prema­
ture stop codons and missense mutations in the GH binding domain and other portions of the 
GHR. Partial growth response to pharamacologic GH therapy has been suggested (7). 

3.4. African Pigmy Short Stature (8) 

Short stature in these individuals represents a form of tribal short stature. Serum 
GH-binding protein (GHBP) levels are borderline low normal in childhood, but fail to 
rise normally at puberty. At puberty, serum GH-BP levels are only 30% of normal 
African controls. Laboratory findings include low normal GHBP, which is the result of 
low levels ofIGF-I and failure of normal pubertal increase in IGF-I. There is no known 
molecular defect and no effective therapy. 

3.5. Pituitary Neoplasia-GH-Producing (9) 
Pituitary adenomas present with clinical evidence of excess hormone production 

and/or complications of their mass. Most pituitary tumors are clonal and can develop 
from the different cell types of the anterior pituitary gland. In general, their etiology is 
unknown. The exception is GH-producing pituitary tumors. These tumors arise from 
somatotrophs. In acromegaly, the serum GH concentration cannot be suppressed by a 
glucose challenge, and there is persistent elevation of circulating IGF-I concentration. 

About one-third of GH secreting pituitary tumors have a somatic activating muta­
tion of the a subunit of Gs. This is a GTPase that couples cell membrane receptors to 
adenyl ate cyclase. The activating mutations occur at Arg20 I and at Gln227. Activating 
mutations of Gsa actually inhibit the GTPase activity ofthis protein, so that it remains 
in its GTP-bound form, which is capable of activating adenylate cyclase. This gives 
rise to constitutive activation of adenylate cyclase, and the increased cAMP concentra­
tion stimulates somatotroph cell division. Should the mutant Gsa occur early in devel­
opment, then the affected individuals are mosaics and develop the McCune Albright 
syndrome, of which acromegaly is one clinical feature. The presence of the activating 
mutation of Gsa does not alter prognosis or direct therapy. Tumor size, concomitant 
prolactin secretion, and octreotide sensitivity are independent of these mutations. 
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3.6. Achondroplasia (10) 

Chondrodystrophy results in short stature with disproportionate short extremities. 
Epiphyses are abnormal on radiologic examination. The disorder is the result of an 
abnormal fibroblast growth factor receptor-3 (FGFR-3) on chromosome 4 (4pI6.3). A 
G ~ A transition at nucleotide 1138 has been reported in 15/16 patients and a G ~ C 
at nucleotide 1138 in 1116 patients, both resulting in Gly ~ Arg 380 substitution. 

The CpG is a mutational "hot spot" secondary to C methylationldeamination and 
results in a T ~ C on the antisense DNA strand and a G ~ A on the sense strand. 
Nucleotide 1138 is the most highly mutable nucleotide in the human genome. There is 
no effective therapy for achondroplasia or any of the related chondrodystrophies. 

4. THYROID DISORDERS 

Most thyroid disease arises as a result of acquired abnormalities of function, 
hypothyroidism, or hyperthyroidism, or as a result of benign or malignant neoplasia. 
Several molecular abnormalities have been described. 

4.1. Thyroid-Stimulating Hormone (TSH) Receptor Mutations­
Activating Mutations (11) 

Activating mutations of the TSH receptor result in neonatal hyperthyroidism in the 
absence of maternal Graves' disease. Later delayed pediatric and adult recognition of 
hyperthyroidism may also occur. The disorder results from a gain of function mutation 
in the sixth transmembrane region of the TSH receptor leading to constitutive activity, 
increased serum T4 and T3 secretion, and subsequent hyperthyroidism with appropri­
ately suppressed serum TSH levels. 

There is a gain of function mutation (TTC ~ CTC, Phe 631 ~ Leu) in the sixth 
transmembrane region of the TSH receptor leading to constitutive activity. An addi­
tional Cys 672 ~ Tyr in a second family has also been documented. In some hyper­
functional thyroid nodules, tissue-specific Ala 623 ~ lIe and Asp 619 ~ Gly have also 
been identified, which lead to autonomous functional thyroid nodules. Therapy of the 
hyperthyroidism requires surgical thyroidectomy or 1311 therapy. 

4.2. TSH Receptor Mutations-Inhibiting Mutations (12) 

Mutations of the TSH receptor result in elevated serum TSH usually detected on near 
universal neonatal serum TSH screening for neonatal hypothyroidism. Thyroid function 
studies are usually normal apparently as a result of the compensatory serum TSH hyper­
secretion. The molecular abnormality consists of a series of inactivating mutations in 
exon 6 of the extracellular domain of the TSH receptor. lIe 167 ~ Asn and Pro 162 ~ 
Ala have been identified on paternal and maternal alleles, respectively. The compensated 
state of thyroid hormone production does not require treatment. 

4.3. Generalized Thyroid Hormone Resistance (GTHR) (13,14) 

The clinical manifestations of GTHR include variable goiter, growth impairment, 
and thyroid function abnormality. Variations include selected pituitary resistance with 
resultant hyperthyroidism and a single case of isolated partial thyroid peripheral resis­
tance. The disorders result in elevated thyroid function studies with inappropriately 
normal or elevated serum TSH levels. 
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GTHR results from mutations in the c-erhA B thyroid hormone receptor on chromo­
some 3. A dominant negative effect leads to functional receptor abnormality when only a 
heterozygote mutant is present, possibly as a result of disruption of dimer needed for 
binding of the receptor complex to the DNA thyroid response element (TRE) domain. 
Multiple mutations have been identified in different families with GTHR. These 
mutations are located in the thyroid binding domain of the receptor. Included are 
CCT ~ CAT mutation at 1643 Pro ~ His (codon 453), CGC ~ CAC mutation at 
1598 Arg ~ His (codon 438), CAG ~ CAC mutation at 1305 GIn ~ His (codon 340), 
GGT ~ CGT mutation at 1318 Gly ~ Arg (codon 345), and GGG ~ GAG mutation 
at 1325 Gly ~ Glu (codon 347). The mutations are usually inherited in a dominant 
fashion (dominant negative). However, in the original family described the disorder was 
inherited as a recessive trait owing to a 244-1704 deletion, which led to total absence of 
the c-erhA B receptor. 

4.4. Selective Pituitary Thyroid Resistance (13,14) 

Selective pituitary TSH resistance is infrequently described. The patients are 
hyperthyroid as a result of nonsuppressed TSH secretion and unimpaired peripheral 
thyroid hormone responsiveness. The disorder may result from a possible intrapituitary 
T4 ~ T3 conversion defect. Thyroxine (T4) serves as a precursor for the active intrac­
ellular thyronine, tri-iodothyronine (T3) derived from enzymatic mono-deiodination 
ofT4. Hyperthyroidism secondary to selective TSH resistance requires therapy of the 
resultant peripheral hyperthyroidism. 

4.5. Thyroid Neoplasms (15) 

Thyroid. neoplasms may be benign or malignant. Both present as thyroid nodules, 
and the clinical challenge is to distinguish these two types of neoplasms preoperatively. 
The etiology of thyroid neoplasms is generally not well understood. Prolonged TSH 
stimulation and radiation exposure predispose to thyroid neoplasm. Most thyroid neo­
plasms do not cause hyperthyroidism. It can occur with multinodular goiters and soli­
tary hot thyroid nodules, but rarely with thyroid carcinoma. 

About one-third of solitary hot thyroid nodules are caused by somatic activating 
mutations of the thyrotropin receptor, as has been discussed, and about one-third are 
caused by activating mutations of the a subunit ofGs. The latter mutations occur at 
Arg 201 or GIn 227 and are the same mutations that cause GH secreting pituitary 
tumors, when they occur in somatotrophs. The molecular abnormalities of papillary 
thyroid carcinoma are largely unknown. There is somatic rearrangement of the papil­
lary thyroid cancer gene (RET) in about one-fourth of papillary thyroid carcinomas, 
which is presumably etiologic. Genomic activating mutations of RET are etiologic for 
multiple endocrine neoplasia type 2 (MEN 2). It is, anticipated that analysis of the 
oncogene and suppressor gene mutations that distinguish benign from malignant neo­
plasms will be of future clinical utility. 

5. CALCIUM DISORDERS 
5.1. Hyperparathyroidism (16) 

Hyperparathyroidism is often asymptomatic and is discovered when serum calcium is 
noted to be elevated. Features include kidney stones, osteoporosis, and confusion. The 
disorder is caused by a parathyroid adenoma in about 85% of subjects, by hyperplasia 
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involving all four glands in about 15% of subjects, and rarely by parathyroid carcinoma. 
When associated with the syndromes of multiple endocrine neoplasia, the relative frequency 
of hyperplasia is increased. Hyperparathyroidism is characterized by elevated serum 
calcium concentrations and increased parathyroid hormone concentrations. It occurs in 
almost all subjects with MEN 1 and in about 20% of subjects with MEN 2a. The molecular 
basis of these disorders is understood in only a few cases. In about 5% of parathyroid 
adenomas, there is a rearrangement of the Prad-l gene that is now more appropriately termed 
cyelin Dl. Deletions of the retinoblastoma gene have been detected in parathyroid car­
cinoma. Activating mutations of the RET proto-oncogene occur in MEN 2. 

5.2. Jansen-Type Metaphyseal Chondrodysplasia (17) 

This is a form of short-limbed dwarfism characterized by high serum calcium, low 
serum phosphorous, and undetectable parathyroid hormone concentrations. The disor­
der is the result of constitutive activation ofthe parathyroid hormone signaling mecha­
nism. Heterozygous activating mutations of the parathyroid hormone-parathyroid 
hormone-related peptide (PTH-PTHrP) receptor cause this disorder. 

5.3. Familial Hypocalciuric Hypercalcemia (FHH) (18) 

FHH is a rare dominantly inherited disorder characterized by hypercalcemia, a non­
suppressed parathyroid hormone concentration and low urine calcium. It is usually a 
benign disorder that should be distinguished from primary hyperparathyroidism. FHH 
cannot be treated by parathyroidectomy. 

Parathyroid hormone secretion is regulated by the circulating calcium concentra­
tion, which is detected by a calcium sensitive seven transmembrane domain receptor. 
Mutations that reduce the function of this receptor cause the calcium sensor of the 
parathyroid glands to be reset to a higher than normal calcium concentration. The 
decreased urinary excretion of calcium is probably related to the presence of calcium 
receptors in the kidney. Once the etiologic mutation in a given family is identified, a 
genetic screening test will identify affected family members. 

5.4. Williams Syndrome (19) 

Williams syndrome is characterized by a variable combination of congenital heart 
defects, connective tissue disorders, distinctive facial features, mental retardation, and 
infantile hypercalcemia. Hemizygosity of the elastin gene at 7q 11.23 was identified in 
1993 in patients with Williams syndrome. Fluorescence in situ hybridization (FISH) is 
commercially available to detect this disorder. 

5.5. Familial Hypoparathyroidism (18,20) 

Rarely hypoparathyroidism is inherited as an autosomal-dominant disorder either 
by itself or associated with thymic aphasia immune deficiencies, and cardiac malfor­
mations. The latter is referred to as the DiGeorge syndrome. In both circumstances, the 
calcium concentrations are low and phosphate concentrations are high. The subject 
may present with seizures as an infant, and vitamin D therapy is required. Isolated 
inherited hypoparathyroidism may be caused by an activating mutation of the seven 
transmembrane domain calcium receptor. These must be identified by DNA sequenc­
ing. In the DiGeorge syndrome, there is a deletion of part of chromosome 22. FISH is 
commercially available to detect this disorder. 
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5.6. Multiple Endocrine Neoplasia Type 1 (MEN 1) (21) 

MEN 1 is characterized by hyperparathyroidism in almost all subjects and variable 
frequency of other endocrine tumors, including pancreatic tumors, gastrinoma, and 
pituitary tumors. It is inherited in an autosomal-dominant fashion with nearly complete 
penetrance. The molecular abnormalities are incompletely understood. It is presum­
ably caused by a tumor suppressor gene that has been localized to llq13.l. Linkage 
analysis is available from research laboratories for analysis oflarge kindreds to predict 
which members will be affected. 

5.7. Multiple Endocrine Neoplasia Type 2 (MEN 2) 

This disorder is discussed extensively in the context of DNA analysis with current 
clinical applications. See Section 11.1. 

5.B. Pseudohypoparathyrodism (22,23) 

Pseudohypoparathyroidism (PHP) la is a rare autosomal-dominant disorder charac­
terized by hypocalcemia, elevated parathyroid hormone concentration, short stature, 
and shortening ofthe metacarpals and metatarsals. It is caused by decreased activity of 
the a subunit of Gs. There is not only resistance to parathyroid hormone, but also mild 
resistance to other hormones, such as thyroid hormone and adrenocorticotropin. An 
interesting variant ofPHP la is associated with male sexual precocity owing to periph­
eral hypergonadism. 

Other variants of PHP occur, and their etiology is not well understood. Isolated 
resistance to parathyroid hormone resistance with normal Gsa activity is called PHP 
lb. PHP II is characterized by the low serum calcium, elevated serum PTH concentra­
tion, and normal urinary cAMP. Resistance to parathyroid hormone is believed to be 
distal to the generation of cAMP, but has not yet been localized. 

In PHP la, multiple mutations of Gsa have been identified. Most commonly these 
are missense mutations, but can also include deletions. Once the mutation for a given 
family has been identified, then the disorder can be predicted in other family members. 
The variant of PHP la with peripheral hypergonadism is the result of a mutation that 
inactivates the GTPase activity of Gsa and renders Gsa unstable at 37°C. Since the 
testes are maintained at a lower temperature, this Gsa is stable in the testes only and, 
therefore, activates adenylate cyclase in the Leydig cells. This results in production 
of testosterone and subsequent peripheral hypergonadism (23). The molecular bases of 
PHP Ib and PHP II are unknown. 

5.9. Vitamin D Resistance (24) 

Generalized hereditary vitamin D resistance is an autosomal recessive disorder that 
presents with partial or total alopecia, elevated concentrations of parathyroid hormone 
and vitamin D, but with low concentrations of calcium and phosphorous. Rickets 
develops between the ages 4 to 12 mo. The disorder is caused by abnormalities of the 
vitamin D receptor, so that it is analogous to other disorders caused by abnormalities of 
steroid hormone receptors, such as thyroid hormone resistance and androgen resis­
tance. Missense mutations of the vitamin D receptor cause this disorder. These are 
identified by DNA sequencing. Heterozygote carriers can be identified by similar analy­
ses, but this usually is of limited clinical utility. 
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6. ADRENAL DISORDERS 

Adrenal insufficiency can be caused by mutations of critical enzymes in the ste­
roidogenic pathways. The defect can be as early as the adrenocorticotropin receptor 
itself or it may be a late step in cortisol synthesis. These disorders are organized roughly 
in order from the initial step of adrenal stimulation to the final enzymatic step in corti­
sol production, and finally the effect of cortisol on end organs. Other adrenal disorders 
result in the actual or apparent increase in aldosterone. The apparent increase in aldos­
terone is caused by a molecular abnormality in other tissues. Because of the large num­
ber of adrenal disorders, this section is not inclusive, but is directed toward some of the 
more common and more instructive disorders. 

6.1. Inherited Autosomal-Recessive ACTH Insensitivity (25) 

Adrenal insufficiency caused by resistance to adrenocorticotropin is inherited in an 
autosomal recessive fashion. ACTH is high and both cortisol and its precursors are 
low. A variety of mutations in the ACTH receptor sequence have been identified as the 
cause of this disorder. 

6.2. 17a-HydroxylaseI17,20-Lyase Deficiency 
and 3f3-Hydroxysteroid Dehydrogenase Deficiency (26,27) 

These rare enzyme deficiencies result in both defective cortisol and gonadal hor­
mone production, since common steroidogenic pathways are involved. Since the defi­
ciencies can be variable, the clinical presentations are diverse. 17a-Hydroxylasel 
17,20-lyase deficiency is owing to homozygous compound heterozygous mutations in 
the gene for that enzyme. 3~-Hydroxysteroid dehydrogenase deficiency is the result of 
mutations in the type II gene for that enzyme. 

6.3. 21-Hydroxylase Deficiency (Deficiency of P-450C-21) (28) 

This autosomal recessive disorder is the most common form of congenital adrenal 
hyperplasia and is characterized by virilization in neonates. In the more severe forms, 
there is significant salt losing, and in the less severe forms (nonclassic form), the disorder 
may manifest only as androgen excess after puberty. The serum concentration of 
17a-hydroxyprogesterone is elevated, since P-450C-21 is responsible for converting this 
steroid to 11-deoxycortisol. There are two P-450C-21 genes. The P-450C-2IA gene is a 
pseudogene, and the P-450C-21B gene codes for the enzyme. The disorder is caused by 
deletions, missense mutations, and gene conversions of the P-450C-21 gene. It is cur­
rently possible to diagnose the disorder prenatally and institute dexamethasone therapy 
prior to birth to prevent virilization in the females. The diagnosis can be made by molecu­
lar methods. However, these are not essential, since the P-450C-2IA gene is tightly linked 
to the HLA locus. HLA analysis of previous affected individuals and parents allows the 
clinician to predict which SA allele is linked to the mutant P450C-21 A gene. 

6.4. llf3-Hydroxylase Deficiency (CYPllBl or P-450Cll Deficiency) (29) 

In this autosomal recessive form of congenital adrenal hyperplasia, there is 
virilization of female infants and hypertension with hypokalemia. The former is the 
result of excess androgen production, and the latter owing to overproduction of 
deoxycorticosterone. Mutations of the CYP IIBI gene give rise to this disorder. 
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6.5. Aldosterone Synthetase Deficiency (CYPllB2 Deficiency) (29) 

In this autosomal recessive disorder, there is hypotension, hyperkalemia, and in 
infancy, failure to thrive and hypovolemic shock. Aldosterone concentrations are very 
low, whereas plasma renin activity is high. The disorder is caused by mutations of 
aldosterone synthetase (CYPIIB2). 

6.6. Glucocorticoid Resistance (30,31) 

Glucocorticoid resistance is a rare disorder that is characterized by hypercortisolism 
in the absence of Cushing's syndrome. Patients may present with hypertension and 
hypokalemia or precocious pseudopuberty. These manifestations are caused by 
increased adrenal production of mineralocorticoids and androgens, respectively. This 
disorder is caused by mutations in the glucocorticoid receptor. 

6.7. Glucocorticoid Suppressible Aldosteronism (29) 

Glucocorticoid suppressible hyperaldosteronism is an autosomal-dominant cause of 
hypertension. It is caused by increased aldosterone production and often, but not 
always, is associated with the expected hypokalemia. Aldosterone production can be 
suppressed by dexamethasone therapy. This disorder is caused by an unequal crossover 
event, so that aldosterone synthetase (CYPIIB2) comes under the control of an ACTH 
sensitive promoter. The genes for aldosterone synthetase (CYPIIB2) and II ~-hydroxy­
lase (CYPIIBI) are located close together on the same chromosome and are very simi­
lar in structure. Normally the former is under the control of an angiotensin II responsive 
promoter, whereas the latter is under the control of an ACTH-dependent promoter. 
When the unequal crossing over event occurs, the aldosterone synthetase gene 
(CYPIIB2) comes under control ofthe promoter for II~-hydroxylase (CYPIIBI), 
and aldosterone is made in response to ACTH. Therefore, it is not surprising that aldos­
terone production can be suppressed by dexamethasone therapy. 

6.8. Syndrome of Apparent Mineralocorticoid Excess (32) 

In this rare disorder, inherited in an autosomal-dominant fashion, there is volume­
dependent hypertension and hypokalemia with suppression of plasma renin activity 
and aldosterone production. The disorder is caused by decreased activity of the 
II~-hydroxysteroid dehydrogenase (11~HSD) enzyme that converts cortisol to corti­
sone in the kidney tubule. Cortisol, but not cortisone, is a potent stimulator of the min­
eralocorticoid receptor. The molecular abnormality of this disorder was initially 
confusing. There was biochemical evidence for abnormal enzyme activity, but the 
initial molecular analysis suggested that the sequence was normal. It is now understood 
that there are at least II ~HSD enzymes, and it is the type 2 enzyme that carries mutations in 
this disorder. 

6.9. Liddle's Syndrome (33) 

This disorder presents with volume-dependent hypertension and hypokalemia with­
out an identifiable etiologic mineralocorticoid. It differs from the syndrome of miner­
alocorticoid excess in that hypokalemia is not reversed by spironolactone, which blocks 
the mineralocorticoid receptor. However, like the syndrome of apparent mineralocorti­
coid excess, the hypokalemia responds to triamterene. The disorder is caused by muta-
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tions in the 0 subunit of the amiloride-sensitive epithelial sodium channel, which is 
located in the distal convoluted tubule. This suggests that this subunit serves a regula­
tory function. When the regulatory function is lost, the channel is activated and sodium 
is reabsorbed and potassium excreted. 

7. TESTICULARIOV ARIAN DISORDERS 

7.1. Androgen Resistance (34) 

Generalized resistance to androgens is characterized by variable degrees offemini­
zation. There may be complete feminization with female breast development and a 
female external genitalia, but without internal female organs. Alternatively, the only 
manifestation of this disorder may be infertility in a phenotypically normal male. An 
entire gradation of phenotypes has been observed between these two extremes. Test­
osterone is normal to high and gonadotropins are mildly elevated. The disorder is 
caused by inherited androgen receptor abnormalities. In general, greater degrees of 
androgen resistance are associated with more severe defects in the androgen receptor. 
Since the gene for this receptor is on the X chromosome and since heterozygous women 
are unaffected, the disorder is X-linked. Since affected males are most often infertile, 
they cannot pass the disorder on to subsequent generations. 

The most common androgen receptor mutations are missense mutations that occur 
in the ligand binding domain of the molecule and interfere with binding of androgens. 
Missense mutations also occur in the DNA binding domain of the receptor and inter­
fere with the ability of the activated receptor to modify gene transcription. Occasion­
ally, partial or complete deletion of the androgen receptor gene has been identified. An 
unusual form of mild androgen resistance occurs in the syndrome of X -linked spinal 
muscular atrophy and is caused by lengthening of the glutamine polymeric region found 
in the amino terminus of the molecule. 

7.2. Estrogen Resistance (35) 

A single male subject with complete estrogen resistance has been identified. This 
subject presented with severe osteoporosis and failure of epiphyses to close. The disor­
der in its complete form was caused by a homozygous mutation of the estrogen recep­
tor that left it functionless. 

7.3. Hereditary Hypergonadotropic Ovarian Dysgenesis (36) 

Occasionally hypergonadotropic ovarian dysgenesis can be inherited in an autoso­
mal-dominant fashion. This disorder was initially linked to chromosome 2p and subse­
quently shown to be owing to mutations of the follicle stimulating hormone (FSH) 
receptor. The mutant receptor no longer binds FSH with high affinity and is incapable 
of stimulating cAMP production. 

7.4. Male Familial Precocious Puberty (37) 

Families with gonadotropin-independent precocious puberty limited to the male off­
spring of affected fathers have been known for many years. The precocity is gonadot­
ropin independent in that testosterone is produced in the absence ofFSH and luteinizing 
hormone (LH). The disorder is now recognized to be caused by activation of the LH 
receptor. This is insufficient to result in female precocity, since both the LH and FSH 
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receptors must be activated for estrogen production to be stimulated. Missense muta­
tions have been identified in the third intracellular domain of the LH receptor. The 
mutant receptor constitutively activates adenylyl cyclase. DNA sequencing is neces­
sary to identify the mutation. 

7.5. Sex Reversal Syndromes (38,39) 

Rarely phenotypic women will be found to have an XY karyotype. In some, the 
short arm of the Y chromosome is missing, and in others there is a mutation of the SRY 
gene, which codes for a testis determining factor (tdf) and is located on the short arm of 
the Y chromosome. Without an active tdf, the gonads develop into ovaries, not testes. 

7.6. McCune-Albright Syndrome (40,41) 

This is a sporadic disorder characterized by polyostotic fibrous dysplasia and pri­
mary endocrine overactivity. This includes hyperthyroidism, precocious puberty, 
Cushing's syndrome, and acromegaly. Although the precocious puberty is a common 
presenting feature, most subjects have polyostotic fibrous dysplasia that can be detected 
by its classic appearance on radiologic evaluation The endocrine abnormalities are the 
result of primary end organ activity. The disorder is caused by activating mutations of 
Gsa. The mutation presumably occurs in a single cell early in development, so that the 
affected subjects are mosaics. 

The disorder is caused by the substitution of either His or Cys for Arg at amino acid 
201 of Gsa. These mutations can be detected by DNA sequencing or restriction enzyme 
analysis. Since the subjects are mosaics, affected tissue must be analyzed, because 
unaffected tissues, such as skin fibroblasts and mononuclear leukocytes, do not carry 
the mutation. The availability of affected tissue limits the molecular diagnosis. If bone 
is biopsied, a sample should be saved frozen for DNA analysis. DNA is destroyed by 
the usual decalcification procedure utilized to prepare it for pathologic analysis. 

8. HYPERLIPEMIA-DYSLIPIDEMIA 

The hyperlipemias represent a large, heterogeneous group of disorders character­
ized by excessive serum cholesterol and triglyceride elevations. Many factors are con­
tributory, and the implications for atherosclerosis are substantial. Several of the 
hyperlipemias are related to molecular abnormalities in (apo )lipoproteins, which are 
important components of the lipoprotein particles responsible for circulating lipids, 
their metabolic targeting, and ultimate clearance and metabolism. This section will 
touch on two lipoprotein disorders in which well defined molecular abnormalities give 
rise to significant lipid disorders. 

8.1. Familial Hypercholesterolemia (FH) (42) 

FH is an autosomal-dominant disorder related to a series of apoprotein B receptor 
abnormalities. Homozygotes have serum cholesterol concentrations >700 mg/dL, mul­
tiple cutaneous and tendon xanthomas, and premature vascular disease often in child­
hood. Heterozygotes have serum cholesterol of 300-400 mg/dL, tendon xanthoma, and 
coronary artery disease in their 30s-50s. Mutations occur in several domains of the low­
density lipoprotein (LDL) apolipoprotein B-lOO (apo B-lOO) receptor located on chro­
mosome 19 p13.l-p13.3. These interfere with clearance ofthe cholesterol rich LDL apo 
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B-100 particles, resulting in both failure of clearance of exogenous cholesterol and fail­
ure of downregulation of endogenous cholesterol synthesis. Pharmacologic therapy for 
heterozygotes includes reductase inhibitors, bile sequestrates, nicotinic acid, and diet. 
Therapy for homozygotes is much more complex and includes ileal bypass surgery, 
serum LDL apheresis, and liver transplantation. A second less frequent abnormality in 
apo B-1 00 itself as opposed to the B-1 00 receptor produces a similar clinical picture. 

Class 1 mutations or null alleles result in absence of the LDL B-1 00 receptor pro­
tein. These consist of multiple stop codons or small deletions, resulting in frame shift 
mutations and occasional upstream promotor defects. Class 2 mutations or transport­
deficient alleles result in defective transport of mutant LDL receptor protein from 
endoplasmic reticulum (ER) to Golgi site for glycosylation and secretion. Class 3 
mutations or binding-deficient alleles result in a mutant LDL receptor that does not 
bind apo B-1 00. Class 4 mutations are characterized by internalization defects, which 
result in defective receptor transport to the cell surface. The receptor binds normally, 
but fails to localize in coated pits and thus to internalize. In class 5 mutations, the 
defective receptor-B-100 complex internalizes normally but fails to dissociate in the 
endosome. The apo B-100 defect is related to a G --)0 A mutation in the B-100 
apoprotein, leading to Glu --)0 Arg mutation at amino acid 3500. 

8.2. Familial Dyslipidemia, Type III Hyperlipidemia (43) 

Atherosclerosis, tendon, and palmar xanthoma secondary to heritable apolipoprotein 
E polymorphism are characteristic of Type III hyperlipidemia. Elevated serum choles­
terol and triglycerides related to remnant triglyceride-rich chylomicra and hepatic very 
low density lipoprotein (VLDL) particles are among the laboratory findings. Apolipo­
protein E (apo E) is a ligand for hepatic clearance by both apo E and apo B-1 00 recep­
tors. The E3/E3 is the most common phenotype in the population. The E2/E2 results 
in Type III hyperlipemia, although the gene frequency of 1 % suggests that factors in 
addition to the molecular abnormality are necessary to produce clinical dyslipidemia. 
Therapy includes diet, nicotinic acid, and fibric acid derivatives (gemfibrozil, 
clofibrate) to decrease hepatic production of VLDL precursors. There is additional 
recent interest in the E4/E4 phenotype associated with Alzheimer's disease as a result 
of increased membrane transport of amyloid-~ protein leading to earlier onset of 
Alzheimer's disease in both sporadic and familial cases. 

Three alleles of apo E, E2, E3, and E4 give rise to six phenotypes (E-4/4, E-3/3, E-2/2, 
E-4/3, E-3/2, E4/2)1. Additional variability occurs related to variable sialylation of 
apoproteins. The genetic variability is related to the Cys --)0 Arg 112 and Cys --)0 Arg 
158 (E2 Cys/Cys, E3 Cys/ Arg, E4 Arg/ Arg) amino acids. 

8.3. Apo C-II Abnormality (43) 

Apo C-II, an apolipoprotein that is required for activation of lipoprotein lipase, is 
required for triglyceride clearance from dietary chy10micra and endogenous VLDL. 
Patients who are homozygous for an apo C-II abnormality present at an early age with 
recurrent abdominal pain, eruptive xanthoma, hepatospleomegaly, and profound 
hypertriglyceridemia. The molecular defects that lead to apo C-II deficiency include 
missense mutations and amino acid substitutions, donor splice site mutations, and pre­
mature stop codons, which prematurely terminate C II synthesis. 
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9. DIABETES MELLITUS 

Diabetes mellitus represents a group of disorders characterized by and sharing 
hyperglycemia. Approximately 10% of patients have Type I, insulin-dependent diabe­
tes mellitus (IDDM), an autoimmune disorder characterized by progressive loss of pan­
creatic islet cells and insulin secretion. The majority of the remainder have Type II, 
noninsulin-dependent diabetes (NIDDM), a more complex disorder with elements 
of both relative insulin secretory failure as well as cellular resistance to insulin action. 
A few patients have defined molecular abnormalities leading to diabetes mellitus. 
Although few in number these patients are quite instructive. 

9.1. Diabetes Mellitus, Secondary to Mitochondrial DNA Abnormality (44) 

This rare disorder includes hyperglycemia, sensorineural hearing loss, and maternal 
transmission as a result of mitochondrial DNA as opposed to nuclear DNA abnormal­
ity. Clinically the diabetes may be either IDDM or NIDDM. The syndrome mitochon­
drial myopathy-encephalopathy-lactic acidosis-stroke (MELAS) and ophthalmoplegia, 
which is common in related mitochondrial disorders, is not seen in patients with this 
disorder. There is a heteroplasmic A ~ G point mutation in the tRNA gene at nucle­
otide 3243 in mitochondrial, as opposed to nuclear DNA. Mitochondrial DNA is 
exposed to a high concentration of oxygen-free radicals generated by oxidative phos­
phorylation, mutates at 10 times the rate of nuclear DNA, has no introns, and has nei­
ther protective histones nor an effective repair system. Insulin replacement therapy is 
usually necessary to correct the hyperglycemia. 

9.2. Maturity-Onset Diabetes of the Young (MODY) (45) 

MODY refers to an autosomal-dominant inheritance of Type II NIDDM in a younger 
population than the typically over age 40 NIDDM population. Clinical onset of 
hyperglycemia occurs in the second decade. Treatment requires control of hyper­
glycemia by diet and sulfonylurea therapy. Insulin therapy is usually not necessary, in 
contrast to the more frequent IDDM at this age. Multiple mutations of the glucokinase 
gene on chromosome 7, including stop mutations (3), missense mutations leading to 
amino acid substitutions (10) and altered RNA processing (3), have been identified. 

9.3. Diabetes Mellitus, Glycogen Synthetase Deficiency (46) 

Patients with IDDM, decreased skeletal muscle glycogen content, and decreased 
glycogen synthetase activity on muscle biopsy respond to conventional therapy for 
NIDDM. Unknown decrease in glycogen synthetase gene activity is located on chro­
mosome 19 q 13.3. The coding region is normal, suggesting a possible decrease in pro­
moter region activity. 

9.4. Diabetes Mellitus Secondary to Insulin Receptor Abnormalities (47) 

Clinical manifestations include hyperglycemia, insulin resistance with or without 
phenotypic abnormalities including acanthosis nigricans, polycystic ovary syndrome, 
connective tissue disorders, and leprechanism. Insulin resistance is secondary to insu­
lin receptor mutations. There is both clinical hyperglycemia and variable insulin resis­
tance to administered insulin, which at times can be extreme. Multiple mutations of the 
insulin receptor gene have been identified. Loss of the receptor owing to major dele-
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tions or stop mutations (6), delayed receptor transport to surface (3), defective insulin 
binding (4), defective internalization of insulin/insulin receptor complex, defective 
recycling of insulin receptor to plasma membrane (1), and defective tyrosine kinase 
and signaling (4) have all been described. 

9.5. IDDM Secondary to Mutant Insulin Biosynthesis (48) 

This is characterized by elevated serum insulin levels as measured by RIA, second­
ary to several mutant insulin molecules with decreased biologic activity. These mutants 
include insulins Chicago, Los Angeles, and Wakayama as well as hyperproinsulinemia. 
There is a resultant hyperglycemia despite hyperinsulinemia as measured by RIA. 
Hyperglycemia responds readily to exogenous (nonmutant) insulin. Insulin Chicago 
results from a C ~ G leading to Leu 25 ~ Phe substitution in the ~ chain of human 
insulin. Insulin Los Angeles results in a Phe 25 ~ Leu substitution in the ~ chain. 
Insulin Wakayama results in a Val 3 ~ Leu substitution. Hyperproinsulinemia has an 
Arg 65 ~ His substitution preventing processing of proinsulin to insulin and C peptide. 

9.6. Familial Persistent Hyperinsulinemic Hypoglycemia of Infancy (49) 

This syndrome is characterized by neonatal hypoglycemia and hyperinsulinism in 
the setting of an autosomal-recessive family history of hypoglycemia. Therapy is sup­
portive for hypoglycemia followed by definitive subtotal pancreatectomy. A loss of 
function mutation in the NBF-2 region of the sulfonylurea receptor gene, analogous to 
the cystic fibrosis transmembrane regulator (CFTR), leads to persistent insulin secre­
tion despite hypoglycemia. The sulfonylurea receptor gene located on chromosome 
11 p 14-15.1 is a putative subunit of the ~ cell ATPase potassium channel. Mutations of 
a 3'-splice site preceding the second nuclear binding fold region, NBF-2, results from a 
G ~ A mutation with subsequent 7-, 20-, and 30-bp deletions. Potassium channel 
activity is decreased, leading to membrane depolarization, the opening of vo1tage­
dependent calcium channels, and increased insulin secretion. 

10. OBESITY (50-52) 

Obesity is a common, multifactorial disorder in developed societies characterized 
by increased adipose tissue stores. As a result of the increase in body fat stores, there is 
secondary hyperinsulinemia and often hyperglycemia. Family histories, including twin 
studies, indicate a strong genetic component to obesity. There has been recent focus on 
an ob gene product (leptin) identified in normal mice, which is mutated in the ob/ob 
genetically obese mouse, and a second db/db heritable strain of diabetic obese mice in 
which the ob gene product is intact, but the ob receptor is deficient. In common obesity 
in humans, as in the db/db mouse, there is increased circulating leptin produced by 
adipose tissue. The full clinical significance of this finding is indeterminate at present. 
The ob/ob gene product, leptin, has been cloned and is under intensive clinical and 
laboratory evaluation. In both normal and ob/ob mice who are administered the ob 
gene product, there is decreased calorie intake, increased activity with resultant caloric 
utilization, and weight loss. In the ob receptor deficient db/db mouse leptin administra­
tion has no effect. Clinical trials in humans have just begun. 

The ~radrenergic receptor is selectively expressed in brown fat, and activation of 
this receptor increases metabolic rate. A relatively common polymorphism of this 
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receptor has been associated with earlier onset of NIDDM, decreased metabolic rate, 
obesity, and insulin resistance. 

In normal mice, there is a 650-kb DNA sequence on chromosome 6 coding for a 
167 amino acid gene product, which is deleted in the genetically obese ob/ob mouse. 
The comparable human gene is 84% homologous with the mouse ob/ob gene product. 
The polymorphism of the ~radrenergic receptor codes for an arginine in place of a 
tryptophan at amino acid 64 of this receptor. This can be identified relatively simply by 
restriction enzyme analysis. 

11. CURRENT CLINICAL APPLICATIONS 

Most assays for DNA abnormalities remain experimental. They have not been pur­
sued by commercial laboratories for three reasons. The disorders are very rare, identi­
fication of the gene abnormality has limited clinical utility, and the gene abnormalities 
are difficult to identify. Certain disorders represent exceptions and as such are avail­
able through commercial laboratories. These include assays of the RET proto-oncogene 
in multiple endocrine neoplasia type 2A (MEN 2A) and multiple endocrine neoplasia 
type 2B (MEN 2B), and disorders of apolipoprotein E. The 21-hydroxylase deficiency 
has been discussed under adrenal disorders. Although the assays remain experimental, 
an important therapeutic intervention was discussed to prevent virilization of affected 
newborns. Not discussed here is the classic karyotype analysis, which represents one 
of the first clinically useful DNA analysis procedures and remains clinically useful. 
The clinician can often gain access to experimental assays by contacting the appropri­
ate research laboratories. Many of these laboratories are registered with Helix (Seattle, 
W A, 206-528-2689), which is a national directory of DNA diagnostic laboratories. 
Helix can provide the names of research laboratories investigating specific disorders. 

11.1. MEN 2A and 2B (53) 

MEN 2A is an autosomal-dominant disorder characterized by medullary thyroid 
carcinoma (MTC), bilateral pheochromocytoma, and hyperparathyroidism. The pen­
etrance of MTC is nearly 100% by age 45, but the penetrance of the other manifesta­
tions is more variable. Some families may manifest only MTC (fMTC). MEN 2B is 
characterized by MTC, bilateral pheochromocytoma, marfanoid habitus, mucosal 
neuromas, and intestinal ganglioneuromatosis. Again MTC is the most common neoplasm. 

Both disorders are caused by localized activating mutations of the RET proto­
oncogene. Activation of this proto-oncogene gives the cells of affected tissues a greater 
than normal capacity for cell division. Increased cell division is seen as pathologically 
as hyperplasia, and gives rise to a greater opportunity for replication errors in other 
proto-oncogenes and suppressor genes. When enough changes have occurred, a neo­
plasm develops. The RET proto-oncogene is a tyrosine kinase with extracellular, trans­
membrane, and intracellular domains (Fig. 1). 

Both disorders are identified by the presence of the indicated endocrine tumors in 
members of a kindred. Hyperparathyroidism is diagnosed by a high serum calcium and 
high plasma parathyroid hormone concentration. Pheochromocytoma is most fre­
quently diagnosed by the presence of elevated urinary catecholamine metabolites. MTC 
is diagnosed by elevated basal or stimulated serum calcitonin concentrations. 
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Fig. 1. RET proto-oncogene. A schematic representation of the RET proto-oncogene is 
shown. This protein resembles tyrosine kinase transmembrane receptors. The majority of the 
mutations that cause MEN 2A are located at cysteine residues in the extracellular domain near 
the transmembrane domain. Mutations that cause MEN 2B are in the second tyrosine kinase 
domain at amino acid residue 918. 

About 95% of both MEN 2A and fMTC are caused by germline missense muta­
tions of the RET proto-oncogene at cysteine residues at the following positions: 609, 
611, 618, 620, or 634. The first four residues are in exon 10, and residue 634 is in 
exon 11. In the protein these positions are all in the extracellular domain just adja­
cent to the transmembrane domain. There seems to be no difference in the mutations 
leading to MEN 2A and fMTC. In over 90% of cases, MEN 2B is caused by germline 
mutations, which predict the substitution of a threonine for a methionine at amino 
acid residue 918 (exon 16), which is located in the putative second tyrosine kinase 
domain. Since most of the mutations causing these disorders are within a limited 
region of the molecule, DNA analysis to predict affected individuals is relatively 
straightforward. The mutation is identified in an affected individual, and a restriction 
enzyme assay is developed to screen other family members at risk. An example of 
this analysis from the authors' laboratory is shown in Figs. 2 and 3. A clinically 
related syndrome of Familial Pheochromocytoma is related to mutations in the von 
Hippel Lindau gene located on chromosome 3p25-26, not to RET proto-oncogene 
abnormality (54). The DNA sequence that predicts the substitution ofTrp for Cys at 
amino acid 934 of the RET proto-oncogene is shown in Fig. 2. Figure 3 shows the design 
of a restriction enzyme analysis for this mutation, which was then used to screen 
family members. The use of a nearby restriction site that is present in both the wild­
type and mutant sequence acts as an internal control. Similar assays are now avail­
able in a number of commercial laboratories. Identification of both affected and 
unaffected family members carries important clinical implications. Those who are 
unaffected need not undergo routine screening for the development of endocrine neo­
plasms, and they can be reassured that they will not pass the disorder on to their 
children. For those that are affected, it is often recommended that total thyroidectomy 
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Fig. 2. RET proto-oncogene mutation. This autoradiograph of a DNA sequencing gel shows 
the region of a C to G substitution in genomic DNA from a subject who is part of a kindred with 
MEN 2A. The subject is heterozygous for this mutation, which predicts the substitution of a 
Trp for Cys at position 634 of the RET proto-oncogene. 
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Fig. 3. Restriction enzyme analysis of a RET proto-oncogene mutation. This diagram 
describes a restriction enzyme analysis that is used to screen family members of the patient 
described in Fig. 2 for that family's mutation of the RET proto-oncogene. 

be performed when the subject is still a child to prevent development of MTC. These 
individuals must be screened routinely for the development of the other indicated 
endocrine neoplasm. 
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1. INTRODUCTION 

Cardiovascular disease (CVD) is a major public health problem in many societies. 
Several types of CVD have a genetic basis or at least a genetic component. It has been 
estimated that about 50% of the variability of the major risk factors for coronary artery 
disease (CAD) is genetic. Environmental factors, such as diet, also influence CVD, and 
may in fact interact with genetic factors to modulate risk. The genes encoding the 
majority of structural and enzymatic proteins involved in lipid and lipoprotein metabo­
lism have been cloned and characterized, permitting the use of molecular biology tech­
niques to further our understanding of lipid and lipoprotein disorders. Coagulation 
factors have been implicated in thrombosis and thrombolysis, and a number of muta­
tions and polymorphisms have been described that predispose to vascular disease. The 
focus of this chapter is to discuss these genetic factors related to atherosclerosis and 
hemostasis. The laboratory currently plays an important role in the battle against CVD 
by providing accurate and reliable measurement oflipids, lipoprotein cholesterols, and 
coagulation factors. With these important new discoveries, it is evident that the labora­
tory ofthe future will playa major role in screening, diagnosis, and treatment offamil­
iallipoprotein abnormalities and CVD. 

Very few phenotypes related to CVD are entirely determined by a single genetic 
locus. These monogenic disorders are diseases caused by a single mutant gene and 
show simple Mendelian patterns of inheritance. The basic biochemical lesions in 
monogenic disorders related to CVD involve defects in enzymes, receptors, transport 
proteins, and coagulation factors. The overall population frequency of monogenic dis­
orders is about 10/1 000 live births. Interestingly, the most common monogenic disor­
der (affecting about I in 500 individuals) is a defect affecting cholesterol metabolism, 
familial hypercholesterolemia (FR) (1). 

CVD is usually not monogenic, but polygenic and multifactorial. A multifactorial 
etiology implies the interaction of multiple genes with multiple environmental factors. 
Some genes act in a cumulative fashion. Individuals with a particular combination of 
genes acting in concert with environmental factors mayor may not express a certain 
phenotype. Although atherosclerosis and CVD are largely multifactorial, a small per­
centage of cases are in fact the result of a monogenic component. About 5% of subjects 
suffering a premature myocardial infarction are heterozygotes for FR, a single-gene 
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Table 1 
Major CAD Risk Factors as Identified 
by the NCEP Adult Treatment Panel II LDL-C 

160 mg/dL (4.2 mmollL) 
HDL-C <35 mg/dL (0.9 mmol/L) 
Hypertension 
Cigaret smoking 
Diabetes 
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Family history ofMI or sudden death prior to 55 yr of age in a male parent 
or sibling and prior to 65 yr of age in a female parent or sibling 

Male 45 yr of age 
Female 55 yr of age or postmenopausal 
Subtract one risk factor ifHDL-C 360 mg/dL (1.6 mmollL) 

Table 2 
Potential Lipid and Lipoprotein Markers for CAD 

Elevated triglycerides 
Elevated total cholesterol/HDL cholesterol ratio 
Elevated apo B/apo A-I ratio 
Elevated non-HDL cholesterol 
Elevated VLDL cholesterollplasma triglyceride ratio 
Elevated apo B 
Elevated lipoprotein(a) 
Decreased LDL particle size (pattern B) 
Susceptibility ofLDL particles to oxidation 
Decreased apo A-I 
Decreased HDL2 cholesterol 
Decreased LpA-I (HDL particles that contain apo A-I and not apo A-II) 
Decreased HDL particle size 

disorder affecting binding of low-density lipoprotein (LDL) to the LDL receptor and 
producing atherosclerosis. However, even in a single-gene disorder, other genetic loci 
and environmental factors, such as diet, can influence phenotypic expression. The 
molecular basis of many disorders related to CVD is unclear at present, and this remains 
an important area for clinical research. 

CAD is the predominant form ofCVD, and is, in fact, the most common cause of death 
in both men and women in the United States. Accepted and potential CAD risk factors are 
listed in Tables 1 and 2, respectively. Atherosclerosis is the underlying condition associated 
with CAD, stroke, and peripheral vascular disease, but thrombosis appears to be the precipi­
tating event causing acute myocardial infarction (AMI). Atherosclerosis is a progressive 
disease of the large arteries that begins with the accumulation of cholesterol-laden foam 
cells and leads to increasingly complex lesions, which can reduce blood flow to major 
organs. As a consequence of atherosclerosis and thrombosis, 1.5 million Americans suffer 
an AMI every year, and more than half of these patients will die. The remainder will 
suffer the debilitating effects of cardiac damage, including tachycardias, cardiogenic shock, 
reinfarction, heart failure, and sudden cardiac death. Two out of every three AMI survivors 
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Table 4 

Table 3 
Potentially Important Mutations for CAD and MI 

Key enzymes and transfer proteins 
Lipoprotein lipase (LL) 
Hepatic lipase (HL) 
Lecithin:cholesterol acyl transferase (LCAT) 
Cholesterol ester transfer protein (CETP) 

Lipoprotein receptors 
LDL (apoB/E) receptor 

Apolipoproteins 
Apo A-I 
Apo B-48 
Apo B-lOO 
Apo C-II 
Apo C-III 

Apo A-II 
Apo A-IV 
ApoD 
ApoE 
Apo(a) 

Hemostasis and coagulation factors 
Protein C Factor VII 
Protein S 
Fibrinogen 
Factor V 

Antithrombin 
Heparin cofactor II 
Factor VIII 

Plasminogen activator inhibitor 

Monogenic Disorders of Plasma Lipoproteins 

Apo(a) 
Apo A-I 

ApoB 

Apo C-II deficiency 
ApoE 
Enzymes 

Receptors 
Transfer proteins 

Familiallipoprotein(a) excess 
A-I Milano 
Tangier's disease 
Apo A-I deficiency 
Abetalipoproteinemia 
Familial hypobetalipoproteinemia 
Familial defective apo B-lOO 
Multiple mutants 
Multiple mutants 
Lipoprotein lipase deficiency 
Lipoprotein lipase inhibition 
Hepatic lipase deficiency 
Lecithin:cholesterol acyl transferase deficiency 
Fish eye disease 
Familial hypercholesterolemia 
Cholesterol ester transfer protein deficiency 
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will not make a complete recovery; one in five is disabled with heart failure (2). Contrary to 
popular notion, about half (48%) of AMI cases occur in women. 

Most cases of CAD are apparently the result of environmental factors, such as an 
atherogenic diet, but premature CAD and family history of cardiac death prior to age 
65 indicate the presence of a genetic component (see Tables 3 and 4). It is clearly 
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established that an elevated plasma cholesterol concentration predisposes an individual 
to an increased risk of CAD. Lipoprotein metabolism is quite complex, and lipoprotein 
disorders are related to a variety of factors, including (apo )lipoprotein gene mutations, 
enzyme activity involved in lipid transport, and lipoprotein receptor binding defects. 

2. LIPOPROTEINS 

Lipoproteins are specialized complexes that transport cholesterol, triglyceride (TG), 
and other lipids in the bloodstream. Different classes oflipoproteins share a number of 
features. They are typically spherical structures that contain varying amounts of lipid 
and protein, with a core that is predominantly composed of TG and cholesteryl esters 
(CE), and an outer shell made up of amphipathic lipids, such as phospolipids, free 
cholesterol, and proteins. These proteins are called apolipoproteins or apoproteins 
(apo). Lipoproteins have traditionally been classified on the basis of their buoyant den­
sity, which is dependent on the proportion of lipid in the lipoprotein. The least dense 
particles are chylomicrons (CM). CM are made up ofTG formed by intestinal cells from 
dietary lipid sources. These are lipid-rich particles, as large as 1 )..l in diameter. These 
particles are secreted into the lymphatics and enter the bloodstream through the thoracic 
duct, where they are rapidly catabolized by several tissues, including adipose tissue. The 
major enzyme involved in CM catabolism is lipoprotein lipase (LPL), an enzyme located 
on the endothelial surface, that hydrolyzes TG to its constituent fatty acids and other 
products. The major protein of CM is apo B-48. Without the synthesis of apo B-48 by 
intestinal cells, CM cannot be formed. The protein apo C-II is also required to activate 
LPL. CM may also contain apo A-IV, apo C-III, and apo E. Because of the activity of 
LPL, CM typically have a very short half-life. After the removal of significant amounts 
of TG through the action of LPL, CMs become smaller, denser particles referred to as 
CM remnants. The so-called remnant receptor or LDL receptor-related protein (LRP) 
recognizes apo E and removes these remnant particles from the circulation. 

Very low density lipoprotein (VLDL) particles are similar to CM in that they con­
tain predominantly TG. Although CM transports exogenous TG, VLDL transports 
endogenous TG synthesized and stored in the liver. Similar to CM, VLDLs undergo 
hydrolysis through the action of LPL into smaller, less dense remnant particles. These 
remnant particles are further metabolized into LDL or are cleared from the circulation 
via interaction with the LRP or LDL receptor. 

LDL particles contain proportionately more cholesterol than TG and function to 
supply cholesterol to peripheral tissues. LDL uptake by tissues is mediated by interac­
tion of LDL apo B with its specific cell-surface receptor, the LDL receptor. 

High-density lipoproteins (HDLs) are the smallest, densest lipoproteins, and are 
involved in transport of cholesterol from peripheral tissue and endothelial cells back to 
the liver for reuse or excretion, so called reverse cholesterol transport. The packaging 
of cholesterol into the core ofthe HDL requires the activity oflecithin:cholesterol acyl 
transferase (LCAT) and an activator, such as apo A-I, or possibly apo A-II or apo A-IV. 
Exchange of CE and TG between VLDL or LDL and HDL may also help remove 
cholesterol from the circulation. This process is aided by cholesteryl ester transfer pro­
tein (CETP). The uptake ofHDL and LDL by the liver appears to be supported by the 
activity of hepatic lipase (HL), which hydrolyzes CE, TG, and phospholipid. Apo E 
also appears to be involved in HDL removal by the liver. 
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Table 5 
H yperli poproteinemias 

Frederickson type Common name Known primary disorder 

Type I Chylomicronemia Familial LPL deficiency 
apo C-II deficiency 

Type IIa Hypercholesterolemia Familial hypercholesterolemia 
(increased LDL) 
(LDL receptor) Polygenic hypercholesterolemia 

Type lIb Combined hyperlipidemia 
(increased LDL and/or VLDL) 

Type III Remnant hyperlipidemia Familial dysbetalipoproteinemia 
(apo E defect) 

Type IV Endogenous hyperlipidemia Familial hypertriglyceridemia 
(increased VLDL) 

Type V Mixed hyperlipidemia Familial hypertriglyceridemia, 
(increased CM and VLDL) familial LPL deficiency 

apo C-II deficiency 

Lipid disorders can be categorized a number of ways. Typically, classification 
involves cut points based on the concentrations of the major lipids, such as hyper­
cholesterolemia only (240 mg/dL), mild hypertriglyceridemia (200-1000 mg/dL), 
severe hypertriglyceridemia (1000 mg/dL), and combined hypertriglyceridemia and 
hypercholesterolemia. These categories overlap with the Frederickson classifications 
(see Table 5). Hypercholesterolemia alone is generally the result of an elevated LDL 
cholesterol. Combined hypercholesterolemia and hypertriglyceridemia is often caused 
by elevated levels ofVLDL and LDL (type lIb), increased VLDL alone (type IV), or 
increased CM and VLDL remnant particles (type III). Mild hypertriglyceridemia is 
generally owing to an increase in VLDL (type IV), whereas severe hypertriglyceridemia 
is often the result of increased CM alone (type I) or CM and VLDL (type V). Although 
lipoprotein phenotyping with the Frederickson classification system is useful in classi­
fying lipoprotein abnormalities, a given phenotype does not necessarily correspond to 
a specific genetic disorder. As knowledge of the genetic basis of dyslipidemias 
progress, it is likely that lipid and lipoprotein disorders will be increasingly classified 
by their unique molecular defects. 

3. FAMILIAL DISORDERS OF TRIGLYCERIDE METABOLISM 

Clinicians usually classify hypertriglyceridemia as moderate or severe. Severe hyper­
triglyceridemia, classified on the basis of a fasting TO concentration of 1000 mg/dL 
(type I), is usually the result ofCM, and patients with this disorder are at increased risk 
of pancreatitis. Endogenous hypertriglyceridemia (type IV) is frequently seen in 
patients with hypertriglyceridemia, but without LPL or apo C-II abnormalities. These 
patients appear to have increased VLDL production and frequently a defect in CM 
catabolism. This disorder generally occurs in adulthood, and frequently the patients are 
obese or diabetic. Elevated TO is clearly associated with CAD risk, but it is unclear 
whether this association is owing to the correlation of elevated TO with other lipopro-
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tein abnormalities, including a decreased HDL cholesterol concentration. Specific dis­
orders of TO metabolism, both rare and common, are discussed below. 

3.1. LPL 

LPL resides on the luminal surface of capillary endothelial cells and is responsible 
for the hydrolysis of di- and triglycerides in CM and VLDL. The human LPL gene has 
been extensively studied and characterized. It is a relatively large gene located on chro­
mosome 8, and it is composed of 10 exons, which span approx 30 kb. It is expressed 
mainly in fat and muscle tissue. Numerous mutations at the LPL gene locus have been 
described. Inheritance of defective LPL genes is associated with severe hyper­
triglyceridemia (fasting chylomicronemia), pancreatitis, and lipid deposition in 
macrophages. Patients with LPL deficiency cannot catabolize CM and VLDL. Het­
erozygotes generally have half-normal LPL activity and moderately elevated serum 
TO, especially if secondary factors, such as obesity, diabetes, or lipid-increasing medi­
cation use, are also involved. Associated lipoprotein disorders may include low HDL 
cholesterol, cholesterol-enriched VLDL, and small, dense LDL. This disorder usually 
presents in children and young adults as recurrent abdominal pain and pancreatitis. In 
adulthood, the disorder is less severe, and is usually the result of partial LPL defi­
ciency. The presentation in adulthood may include pancreatitis and vascular disease. 

3.2. Apo C-II Deficiency 

A defective apo C-II gene results in the functional equivalent of LPL deficiency, 
since apo C-II serves as a cofactor for LPL activity. In general, however, hyper­
triglyceridemia associated with apo C-II deficiency is less severe and occurs later in 
life. With both LPL and apo C-II deficiency, the accumulation ofCM and VLDL occurs 
in conjunction with a decrease in LDL and HDL. The patient usually presents with type 
IV hyperlipoproteinemia (increased CM and VLDL). 

3.3. Inhibitor of LPL Activity 

A single family has been described with chylomicronemia and low postheparin LPL 
activity, but without any apparent LPL or apo C-II abnormality. The presence of an 
LPL inhibitor was discovered by adding the suspected plasma to a sample containing 
normal LPL with a resultant loss in LPL activity. This inhibitor was nondialyzable, 
heat-stable, sensitive to freeze/thawing, and not associated with plasma lipoproteins (3). 

3.4. Hepatic Lipase 

HL catalyzes the hydrolysis of TO, phospholipid, and CE primarily in LDL and 
HDL, which presumably facilitates the uptake of these particles by the liver. HL defi­
ciency usually manifests itself as type III hyperlipoproteinemia, but unlike typical type 
III HLP, VLDL ate not cholesterol enriched and the VLDL cholesterol/plasma TO 
ratio is normal. 

3.5. Familial Combined Hyperlipidemia (FCH) 
and Familial Hypertriglyceridemia (FHTG) 

The vast majority of patients with hypertriglyceridemia do not have one of these 
relatively rare genetic disorders described above. Instead, they appear to have disor-
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ders of TG metabolism associated with more common genetic defects occurring with 
or without secondary abnormalities, such as obesity. Two genetic disorders, FHTG and 
FCH, are commonly seen in patients with chylomicronemia and/or endogenous 
hypertriglyceridemia. 

Hypertriglyceridemia often occurs in conjunction with hypercholesterolemia. Often, 
type III hyperlipoproteinemia (type III HLP), an increase in p-VLDL is the underlying 
abnormality. The primary abnormality in these patients is typically a defect in apo E. 
This is discussed in more detail in Section 6. FCH is characterized by the finding of 
hypercholesterolemia and hypertriglyceridemia within the same kindred, with some 
members having one or the other or both abnormalities. FCH is present in about 10% of 
AMI survivors under age 60, using concentrations above the 95th percentile for total 
cholesterol (TC) and TG as criteria (4). These patients have increased VLDL, LDL, or 
both, and may also have decreased HDL cholesterol levels as well. Unlike FH, FCH 
appears in only 10-20% of patients in childhood, and patients usually present with 
elevated TG and without xanthomas. The primary defect appears to be overproduction 
of apo B-I00, but the molecular defect or defects have not yet been characterized. 
Secondary factors, such as obesity, hypertension, gout, and diabetes, also appear to 
contribute to the phenotypic expression ofFCH. FCH is at least five times more preva­
lent than FH, affecting about 1 % of the North American population, which makes FCH 
the most common metabolic cause of premature atherosclerosis. 

FHTG is a relatively common disorder characterized by the presence of a fasting TG 
greater than the 90th percentile in at least two kindred members. It was estimated that 
5-15% of CAD kindreds have this disorder (4). Many members of these kindreds also 
have low HDL cholesterol levels, diabetes, obesity, insulin resistance, and hyperten­
sion. The primary genetic defect(s) is not known, but patients have increased hepatic 
TG secretion and enhanced HDL apo A-I catabolism. 

4. FAMILIAL DISORDERS OF LDL METABOLISM 

An LDL cholesterol concentration <130 mg/dL is considered desirable, and between 
130 and 159 mg/dL borderline high risk for CAD. LDL cholesterol ~160 mg/dL is 
considered a high-risk category. Greatly elevated LDL cholesterol levels and family 
history of elevated LDL cholesterol concentrations and/or history of premature CAD 
suggest a genetic abnormality. Elevated LDL cholesterol concentrations may involve 
defects in the LDL receptor or apo B genes. 

The apo B gene, located on the short arm of chromosome 2, is 43 kb long with 28 introns 
and 29 exons. Apo B mRNA contains 14,112 nucleotides, including untranslated 
regions totaling 429 nucleotides. The protein itself is made up of 4536 amino acids 
with a mol wt of 513 kDa. A single apo B associates with a single lipoprotein particle. 
The primary sites of apo B synthesis are liver and intestine. Two forms of apo B exist. 
Posttranslational processing of the apo B mRNA accounts for the apo B-48 synthesized 
by the intestine. A C to T substitution at nucleotide 6666 inserts a stop codon into the 
intestinal apo B mRNA. The intestinal form of apo B, therefore, shares the same N-termi­
nal sequence with the liver form, but is only 48% the size of the liver apo B protein. 

The LDL receptor gene, located on the short arm of chromosome 19, spans 45 kb 
with 18 exons and 17 introns. The receptor binds two apolipoproteins, apo B-1 00 and 
apo E. As stated previously, mutations in the LDL receptor gene account for FH. 
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4.1.FH 

Thanks to the pioneering research of Goldstein and Brown, we have a thorough 
understanding of the role of LDL receptors in normal cholesterol homeostasis and in 
FH (5). Originally, the metabolic abnormality in FH patients was described as a delayed 
clearance of LDL apo B. Subsequently, various mutations have been described at the 
LDL receptor gene locus, which result in a lack of expression or expression of defec­
tive LDL receptors. To date, more than 30 separate mutations have been described. 
Additionally, some patients with phenotypic FH have a defect in the receptor binding 
domain of apo B. Clinically, the heterozygous FH patient typically presents with an 
LDL cholesterol concentration >250 mg/dL and xanthomas, but normal TG and HDL 
cholesterol levels. Individuals heterozygous for an LDL receptor mutation express half 
the normal number ofLDL receptors on their cell surfaces, resulting in a reduced clear­
ance of LDL particles and an increased serum LDL cholesterol concentration. This 
excess cholesterol deposits in tissues (forming xanthomas) and arterial wall (forming 
atherosclerotic plaques). The average age at onset of CAD in untreated heterozygous 
men and women is 45-55 yr. Individuals homozygous for an LDL receptor mutation 
are very rare (one person in a million), and have little or no functioning LDL receptors 
and markedly increased LDL cholesterol concentrations (600-1200 mg/dL). They fre­
quently suffer an AMI before the age of 20. 

4.2. Polygenic FH 

Despite the relatively common prevalence of the FH mutation, only 3% of CAD 
patients are true FH heterozygotes with LDL receptor defects (6). More commonly, 
patients present with xanthomas and elevated cholesterol concentrations owing to poly­
genic factors without any clear genetic defect. A great deal of research in the future 
will be directed toward delineating and sorting the genetic factors that contribute toward 
this familial disorder. 

4.3. Familial Hyperapobetalipoproteinemia (FHB) 

FHB is characterized by apo B concentrations above the 90th percentile in the 
absence of other lipid abnormalities in the kindred. Genest et al. found this disorder to 
be present in 5% of the CAD kindreds studied. These authors suggest that FHB is 
simply a variant ofFCH (6). 

4.4. Abetalipoproteinemia 

This rare disorder is characterized by fat malabsorption, acanthocytosis, anemia, 
retinopathy, and progressive neurological disease, and results from the absence of apo 
B-containing lipoproteins, including CM, VLDL, and LDL. Plasma levels of TG and 
cholesterol are dramatically decreased, and plasma TG fails to increase after ingestion 
of a fatty meal. Cholesterol delivery to peripheral tissues is apparently mediated by 
HDL particles containing apo E. However, the uptake of cholesterol by cells is insuffi­
cient to support steroid biosynthesis. The genetic defect has not yet been elucidated, 
but appears to involve microsomal triglyceride transfer protein (MTP) (7). Recent stud­
ies have identified mutant alleles for MTP by restriction fragment length polymor­
phism (RFLP) and direct sequencing techniques in abetalipoproteinemic patients. The 
apo B gene is apparently normal, but lipoprotein secretion is inhibited. 
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4.5. Familial Hypobetalipoproteinemia 

This disorder is characterized by abnormally low levels of cholesterol and apo B, 
but usually without the classical symptoms associated with abetalipoproteinemia. In 
the heterozygous state, total cholesterol concentration ranges from 40-180 mg/dL with 
a mean of 90 mg/dL; TG concentration is normal. Unlike abetalipoproteinemia, the 
ratio of free to esterified cholesterol is normal. It is likely that different mechanisms are 
responsible for phenotypic expression of hypobetalipoproteinemia in different 
kindreds. In many cases, hypobetalipoproteinemia is owing to various mutations in the 
apo B gene that result in a truncated form of the protein. Most of these mutations are 
single nucleotide deletions or transitions that introduce a premature stop codon (7). 
Clinical manifestations range from essentially asymptomatic to severe. Severe 
hypobetalipoproteinemia may be clinically indistinguishable from abetalipopro­
teinemia. Apo B-37 is an example of a truncated apo B associated with low levels of 
LDL cholesterol, normal TG, and mild fat malabsorption. HDLs were noted to contain 
apo B. The defect results from a deletion in the apo B gene, which produces a prema­
ture stop codon (8). Various other truncated forms of apo B have been reported that 
appear to influence both LDL and HDL cholesterol concentrations. 

A specific hypobetalipoprotein disorder that results from the specific deletion of apo 
B-48 is known as CM retention disease. This disorder is associated with low plasma 
concentrations ofLDL and HDL, fat malabsorption, growth retardation, and malnutri­
tion. Some patients have acanthocytosis and neurological symptoms. 

4.6. Familial Defective Apo B-I00 

Unlike the apo B mutations described above, familial defective apo B-100 is associ­
ated with an elevated LDL cholesterol concentration. The mutation is a single base 
transition that results in the substitution of glutamine for arginine at position 3500. 
This mutation occurs in the LDL receptor binding domain of the protein, and results in 
reduced binding of LDL to its receptor. Clinically, these patients are similar to FH 
heterozygotes, with elevated LDL cholesterol, xanthomas, and premature CAD. 

4.7. LDL Particle Size 

LDL particle size is another genetic factor of interest as a potential marker for CAD 
risk. Studies have shown that LDL size is heterogeneous and patients with CAD tend to 
have lower mol-wt particles than control subjects. At least seven discrete LDL size 
bands have been documented by electrophoresis, with most individuals having a single, 
dominant band (size) with smaller adjacent bands. Austin et al. have dichotomized 
LDL particle size electrophoretic patterns into pattern A (large LDL) and pattern B 
(small, dense LDL); pattern B LDL was associated with CAD (9). LDL particle size 
pattern was highly heritable. LDL particle size is highly correlated with other lipid and 
nonlipid risk factors, including TG, and appears to be metabolically interrelated with 
other familial lipid disorders. 

5. FAMILIAL DISORDERS OF HDL METABOLISM 

A low HDL cholesterol concentration is considered a major risk factor for CAD, but 
relatively little is known about the genetic control of HDL cholesterol levels. Several 
inborn errors of metabolism affect HDL levels, including apo A-I deficiency, LCAT 
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deficiency, and fish eye disease. Population studies suggest that about 50% of HDL 
cholesterol variability is genetic (10). The genetic variability is largely polygenic. The 
common mutations affecting HDL cholesterol concentration have not yet been identi­
fied, although certain loci, including the apo A-I, apo C-III, apo A-IV, and LCAT 
genes, are candidates. 

The apo A-I gene is 1863 bp long with three introns and four exons. The protein is 
synthesized as a preproprotein that undergoes intracellular cleavage to proapo A-I and 
extracellular hydrolysis to the mature protein with a mol wt of 28,000 Dalton. Apo A-I 
synthesis is essential for the formation of HDL particles. Certain mutations in the apo 
A-I gene have profound effects on HDL cholesterol levels and risk of CAD. 

5.1. Apo A-I Deficiency 

Apo A-I deficiency is a rare disorder involving at least three genetic loci. Two sis­
ters were described with a deficiency of apo A-I and apo C-III, which are coded for by 
loci on the same gene complex. Both had barely detectable concentrations of HDL 
cholesterol and both developed atherosclerosis at a young age. An unrelated patient 
with a different mutation in the apo A-IIC-III gene complex (type 2) also had athero­
sclerosis and heart failure by age 45. An additional mutation (type 3) was detected in 
an individual with corneal clouding and premature CAD. All these patients had HDL 
cholesterol concentrations between 0 and 7 mg/dL and all had premature CAD. Type 1 
apo A-I deficiency is caused by an inversion in the apo A-IIC-III gene complex; the 
genetic defect responsible for types 2 and 3 has not been elucidated. 

5.2. Apo A-I Polymorphism 

A number of apo A-I variants have been described based on isoelectric focusing 
techniques. With the exception of apo A-IMilano, none has been consistently associated 
with alterations in HDL cholesterol concentrations. Apo A-IMilano was discovered in a 
large kindred from an Italian village and is characterized by a low HDL cholesterol 
concentration, but apparently no increased risk of atherosclerosis. The primary gene 
defect results in a cysteine for arginine substitution at amino acid 173, which changes 
the physical properties of an amphipathic, helical region involved in lipid binding. 

5.3. Tangier Disease 

Tangier disease is also a rare apo A-I deficiency state, but it differs from the others 
in certain respects. Clinically, the patients present with hyperplastic, orange tonsils, 
splenomegaly, and neuropathy. HDL are completely absent, and CM are present in 
fasting plasma. CE accumulate in tissues throughout the body. There does not appear 
to be a striking predisposition to premature vascular disease among these patients. The 
precise genetic defect is unknown, although it does involve the homozygous expres­
sion of mutant autosomal allele (11). 

5.4. Familial Hypoalphalipoproteinemia 

The apo A-I deficiency states described above are rare, whereas familial hypoalphali­
poproteinemia is common. This disorder is distinguished clinically by an HDL choles­
terol concentration less than the 10th percentile of normal. It was reported that 
hypoalphalipoproteinemia is present in 4% of CAD kindreds (4). The exact molecular 
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defect is not yet known. It has been suggested that FCH, FHTG, FHB, and familial 
hypoalphalipoproteinemia may be variants of the same disorder (4). 

5.5. LCAT Deficiency 

Familial disorders of LCAT are rare. These disorders result from a failure of LCAT 
to esterify cholesterol in plasma. Clinically, the patients present with corneal opacities, 
anemia, and in many cases, proteinuria and renal failure. Interestingly, abnormalities 
involve all lipoprotein classes. The disorder results from a functionally defective 
enzyme, low levels of normal enzyme, or complete absence of enzyme. 

The LCAT gene is located on chromosome 16 and contains six exons. The enzyme 
is a glycoprotein with a mol wt of63,000 Dalton, and contains regions with homology 
to both pancreatic and lingual lipase. LCA T is synthesized in the liver and circulates 
as a complex with HDL and/or CETP. It is primarily activated by apo A-I. Heterozy­
gotes are apparently healthy, but LCAT mass and activity are reduced. Heterogeneity 
exists among the mutations that have been documented. Ultimately, unesterified cho­
lesterol accumulates in tissues, leading to dysfunction. Premature atherosclerosis 
develops in many patients with familial LCAT deficiency. 

Familial partial LCAT deficiency, also known as fish eye disease, is associated with 
a decrease in plasma HDL cholesterol concentration to <10% of normal. Unlike LCAT 
deficiency, which affects all lipoproteins, patients with partial LCAT deficiency have 
normal levels of esterified cholesterol in VLDL and LDL, but decreased levels of 
esterified cholesterol in HDL. These patients have corneal opacities, which are said to 
resemble the eyes of boiled fish-hence the common name. 

5.6. CETP Deficiency 

CETP deficiency is a rare disorder that has been reported in only a few families. The 
molecular defect appears to be a point mutation in the CETP gene that prevents normal 
mRNA processing. Patients are unable to transfer TG and CE between lipoproteins, 
and have increased HDL cholesterol levels. Although an elevated HDL cholesterol 
concentration is protective, the transfer ofCE from HDL to VLDL and LDL is thought 
to contribute to reverse cholesterol transport. Therefore, it is unclear whether lack of 
CETP influences CAD risk. 

6. APO E POLYMORPHISM 

Apo E is a 299 amino acid polypeptide found in CM, VLDL, and HDL. The gene 
was localized to chromosome 19, closely linked to the apo cIIcn gene complex, and 
found to consist offour exons and three introns spanning 3597 nucleotides. The struc­
tural gene for apo E is polymorphic, with three alleles inherited in a codominant fash­
ion accounting for three isoforms and six common phenotypes. Apo E isoforms interact 
differently with specific lipoprotein receptors to alter circulating lipid levels. Specific 
apo E phenotypes or genotypes have been implicated in type III HLP, CAD, stroke, 
and late-onset Alzheimer's disease. 

The three common isoforms E2, E3, and E4 differ in their amino acid sequence at 
positions 112 and 158. Apo E3, the most common isoform with a population frequency 
of77%, contains cysteine at position 112 and arginine at position 158. Apo E2 contains 
cysteine at both these positions, and apo E4 contains arginine at both positions. These 
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Fig. 1. Polyacrylamide gel electrophoresis of common apo E genotypes. Each lane repre­
sents a different genotype as labeled (top). Molecular sizes of restriction fragments, in base 
pairs (right). (Courtesy of G. 1. Tsongalis, Hartford Hospital.) 

mutations influence lipoprotein binding to receptors and circulating levels of choles­
terol and TG. Apo E-containing lipoproteins bind to the LDL receptor and the LRP. 
Apo E4 binds to these receptors with equal or slightly greater affinity than apo E3, 
whereas apo E2 binds with only 2% of the affinity of apo E3. Apo E4 imparts a ten­
dency for moderately elevated plasma levels of total and LDL cholesterol, whereas apo 
E2 gives a predisposition for lower LDL cholesterol levels relative to apo E3. Both apo 
E2 and E4 are associated with higher plasma TO concentrations. Polyacrylamide gel 
electrophoresis of apo E genotypes is shown in Fig. 1. 

Type III HLP is a plasma lipid disorder characterized by the presence of xanthomas, 
elevated plasma cholesterol and TO concentrations, and an accumulation of CM and 
VLDL remnant particles. The majority of patients with type III HLP are homozygous 
for the apo E2 allele. Apo E2 homozygosity is present in about I % of the population, 
but type III HLP occurs in only one in 1000-5000 individuals (J 2). Other factors, such 
as FCH, hypothyroidism, and diabetes, appear to be involved in the full expression of 
type III HLP. Complete absence of apo E in humans also leads to a form of type III 
HLP. Three kindreds with apo E deficiency have been described with type III HLP and 
premature atherosclerosis. 

The association of the apo E4 allele with an increased risk of CAD has been clearly 
documented in a number of studies. Although much of the risk associated with this 
allele is attributed to its LDL elevating effect, two studies show that apo E phenotype 
remains significantly associated with CAD even after adjusting for lipid and lipopro­
teins in a multivariate model. The data linking the apo E2 allele with CAD is less clear. 
An increased risk of CAD was observed in Japanese subjects and in American subjects 
participating in the Multiple Risk Factor Intervention Trial. However, other studies 
report no significant association between apo E2 and CAD (for review, see ref. 13). 
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7. FAMILIAL LIPOPROTEIN(A) EXCESS 

Lipoprotein(a}-Lp(a}-is a unique LDL-like particle with an added apolipoprotein, 
apo(a), covalently linked to apo B. Elevated levels of Lp(a) are associated with an 
increased risk of atherosclerosis, CAD, and stroke. Lp(a) cholesterol may promote ath­
erosclerosis by delivering cholesterol to the arterial intima in much the same way as 
LDL cholesterol. Apo(a) has close homology with plasminogen, and there is evidence 
to suggest that this homology results in competitive inhibition of the fibrinolytic prop­
erties of plasminogen, which in tum results in a predisposition for thrombotic compli­
cations. Lp(a) may also promote vascular smooth muscle cell proliferation. Population 
studies have clearly identified Lp(a) as a strong, independent risk factor for CAD. 

Apo(a) is a heterogenous protein with variable numbers of a repeating protein 
domain, kringle 4, which accounts for a variable mol wt of 280-800 kDa. The apo( a) 
gene contains a DNA sequence with 91% homology to kringle 5 of plasminogen and 
multiple repeats of a sequence with 75-85% homology to kringle 4 of plasminogen. 
The number ofkringle 4 repeats is genetically determined and is inversely proportional 
to circulating Lp(a) concentration. The gene coding for apo(a) is located on the long 
arm of chromosome 6, in close proximity to the plasminogen gene. The polymorphism 
in kringle 4 repeats is believed to be the result of internal recombination. There is not 
yet agreement on the exact number of apo(a) alleles in the general population; esti­
mates range from 9-24, depending on the technology used for identification. 

8. HEMOSTASIS 

The integrity of the hemovascular system is dependent on the balance between 
thrombosis (coagulation) and thrombolysis (anticoagulation, fibrinolysis). Under nor­
mal physiological conditions, coagulant and anticoagulant mechanisms are balanced in 
favor of anticoagulation, whereas at sites of vascular lesions, the anticoagulant system 
is downregulated to favor coagulation. Defects (acquired or genetic) that disturb this 
balance will lead to an increased risk of thrombosis. The aim of this section is three­
fold. The first aim is to provide a general overview of hemovascular regulation. Sec­
ond, we wish to summarize important factors and mechanisms (factor VII, fibrinogen, 
and plasminogen activator inhibitor) that relate to familial arterial thrombosis. Finally, 
we wish to summarize significant factors and mechanisms (antithrombin III, factor V, 
protein C, and protein S) that are associated with familial venous thrombosis. 

8.1. Overview of Thrombosis and Thrombolysis 

The hemovascular regulatory system (coagulation vs anticoagulation) involves acti­
vation of zymogens to active enzymes either by conformational change or by convert­
ing enzymes in a complex cascade. As shown in Fig. 2, there are three pathways in the 
coagulation system: the intrinsic pathway, including factors VIII, IX, XI, and XII; the 
extrinsic pathway, including factors TF and VII; and the common pathway, involving 
factor X, prothrombin, and fibrinogen (14). When vascular injury occurs, thrombin 
activates factors V and VIII, stimulates platelet aggregation, and converts fibrinogen to 
fibrin to form a blood clot. The anticoagulation system (Fig. 3) is regulated by 
antithrombin III (AT -III), protein C, and fibrinolysis pathways (14). In the AT -III path­
way, factors XIIa, XI a' and IXa of the extrinsic coagulation pathway (a refers to active 
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Fig. 2. The coagulation system is subdivided into three pathways. The intrinsic pathway 
includes factors VIII, IX, XI, and XII. The extrinsic pathway includes tissue factor (TF) and 
factor VII. The common pathway includes factors V, X, prothrombin (PT), fibrinogen, plasmi­
nogen, plasminogen activator inhibitor (PAl), plasminogen activator (PA), and thrombin (Th). 
The arrow indicates the direction of the reaction. "X" indicates an inhibitory reaction and "a" 
refers to active form. 

form) and thrombin of the common coagulation pathway are inactivated. In the protein 
C pathway, factor VIlla of the extrinsic coagulation pathway and factor Va of the com­
mon coagulation pathway are inactivated by the combined effect of activated protein C 
(APC) and protein S. Fibrinolysis is regulated by 12-antiplasmin (inhibiting fibrin deg­
radation), plasminogen activators (activating plasmin formation), and plasminogen 
activator inhibitor (PAl, inhibiting plasmin formation). For a detailed review, see 
Tuddenham and Cooper (15). 

8.2. Arterial Thrombotic Disease 

PAl -1, factor VII, and fibrinogen have been implicated as risk factors for arterial 
thrombotic disease (16). Fibrinogen is a 340-kDa glycoprotein synthesized in the liver. 
Plasma concentration of fibrinogen rises sharply in response to inflammation and 
trauma. It is made up of three pairs of individual polypeptide chains I, J, and K. Each 
polypeptide chain is coded by a separate gene, located in the distal third ofthe long arm 
of chromosome 4. A number of genetic polymorphisms in the fibrinogen gene cluster 
have been reported. Two common polymorphisms, C to T substitution at nucleotide 
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Fig. 3. The anticoagulation system is subdivided into three pathways. The antithrombin III 
(ATIII) and tissue factor pathway inhibitor (TFPI) pathway includes factors VII, VIII, IX, X, 
XI, XII, and thrombin (Th). "a" Refers to active form. The protein C pathway includes 
thrombomodulin (TBM), protein C (Prot C), activated protein C (APC), and protein S (Prot S). 
The fibrinolysis pathway includes fibrinogen, plasminogen, plasminogen activator (PA), and 
fibrin degradation products (FDP). 

148 and 0 to A substitution at nucleotide 455, appear to be in complete linkage 
disequilibrium in the European population studied, with a frequency of 0.19 for the two 
rare alleles, T148 and A455. In another study, the effect of genotype on plasma fibrino­
gen concentration was much more pronounced in smokers than nonsmokers. Individu­
als with the T A genotype had higher mean plasma fibrinogen level than individuals 
with the CO genotype. The difference in fibrinogen level among genotypes may be 
explained by the variation in gene transcription through differential effects of tran­
scription factor binding. The C/T148 polymorphism affects the binding of hepatic 
nuclear proteins to the promoter region of J-fibrinogen. The O/A455 polymorphism 
affects the binding of liver nuclear proteins. Data from the Northwick Park Study 
showed an overall 1 SD variation in the population distribution of fibrinogen of 0.6 giL, 
whereas the mean difference between genotype groups varied between 0.33 and 0.6 giL 
(16). Individuals with elevated levels of fibrinogen were at increased risk of AMI. 
These data suggest that fibrinogen genotype may have a significant effect on risk of 
arterial thrombosis and AMI through its effect on plasma fibrinogen level. However, 
the effect is difficult to quantitate accurately because of the interactions between 
fibrinogen genotype and other risk factors, such as smoking. 
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Factor VII is a 50-kDa vitamin K-dependent glycoprotein synthesized in the liver. A 
study by Mede et al. showed a 45% increase in AMI risk when factor VII coagulation 
activity was 1 SD above the mean (16). The factor VII gene is located on chromosome 
13, and a common genetic polymorphism, Arg for GIn substitution at residue 353, was 
identified in the coding region. It was estimated that 20% ofthe population is heterozy­
gous for this allele. Arg3S3 homozygotes had the highest plasma concentrations of fac­
tor VII, whereas Gln353 homozygotes had the lowest concentration of factor VII. The 
substitution of Arg to GIn may influence the interaction between factor VII and lipid 
surfaces, or factor VII secretion, resulting in decreased factor VII concentration in 
Gln3s3 homozygotes. Carriers of the Gln353 allele may therefore be afforded protection 
from arterial thrombotic disease. Data from Green and Humphires show a 25-50% 
increased risk of AMI in patients with increased plasma factor VII concentration (J 6). 
The difference in factor VII concentration was much greater in the tertile with the 
highest concentration of triglyceride, suggesting that Arg3S3 homozygotes with elevated 
triglyceride levels may be at increased risk of disease. 

PAl -I is synthesized in the liver and endothelial cells. Platelets contain about 90% 
of the total amount of immunoreactive PAI-l present in blood. PAI-l concentration is 
believed to be the major determinant of fibrinolytic activity, and high PAI-l concentra­
tion is associated with various thrombotic disorders. The PAI-l gene is located on 
chromosome 7. Its genetic polymo;phisms include a two-allele HindIII RFLP, an eight­
allele dinucleotide (CA) repeat, and a four G/five G (G4/GS) polymorphism at nucle­
otide 675. CA repeats and HindIII RFLP occur in regions of the gene that are probably 
not directly related to PAI-l function. However, the G4/GS polymorphism appears to 
playa functional role. The Gs allele contains an additional protein binding site that is 
not present in the G4 allele. Dawson et al. showed that homozygosity for the G4 allele 
was associated with increased plasma PAI-I concentrations. The data suggest that 
homozygosity for the G4 allele may contribute to reduced fibrinolysis and, therefore, 
an increased risk of thrombotic disease. Since the PAl-I G4/GS genotype may affect 
PAl -I levels more strongly in an acute-phase situation, it is possible that genotype may 
be a determinant of risk in such conditions as restenosis after angioplasty or in 
patients with diabetes, although it may be less predictive for risk of a first AMI. 

Fibrinogen, factor VII, and PAI-I are three independent risk factors for arterial 
thrombotic diseases. Data suggest that it may be more predictive to determine an 
individual's genotype, rather than simply measuring protein level, in assessing future 
risk of arterial thrombosis. Individuals identified by simple genetic tests could be tar­
geted for more frequent monitoring and given appropriate advice on lifestyle changes 
(low-fat diets, smoking cessation, and exercise) that would reduce subsequent risk of 
disease. Future research should address these issues. 

8.3. Venous Thrombosis 

Individuals with defects in the genes encoding the hemostatic regulatory factors 
AT -III, protein C, protein S, and factor V are at highest risk for familial venous 
thrombosis (J 7). AT -III is a 58-kDa glycoprotein synthesized in the liver that 
strongly binds heparin. The gene is located on the long arm of chromosome 1 with 
10 Alu repetitive sequences. Three polymorphisms appear to be informative: the 
NheI RFLP (20 or 9/11 kb, frequency 0.64 and 0.36, respectively), DdeI RFLP 
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(127 or 53174 bp, frequency 0.83 and 0.17, respectively), and a variable number of 
tandem repeats in Alu 8 (ATT)w AT-III deficiencies are usually inherited in an 
autosomal-dominant fashion. 

There are two types of AT-III deficiency. Type I is classified by an equal reduc­
tion in AT-III mass and activity, whereas type II is characterized by a higher AT-III 
mass than activity. The majority of type I deficiencies are caused by short deletions 
and -insertions of 1-2 bp. Most type II deficiencies are caused by a single base-pair 
substitution. Symptomatic familial AT-III deficiency occurs at a frequency of 1 in 
2000-5000 in the general population (J 5,17). However, asymptomatic type IIC defi­
ciency (heparin binding defects) may occur as frequently as 1 in 350. About 3% of 
patients presenting with recurrent venous thrombosis have an inherited deficiency of 
AT -III. About 40 different missense mutations in the AT-III gene responsible for 
AT -III deficiency and recurrent thrombosis have been characterized. By age 50, 85% 
of heterozygous individuals will have at least one thromboembolic episode. The 
median age for onset of symptoms is approx 24 yr. Recurrent thrombosis occurs in 
60% of these patients. The search for mutations in the AT-III gene has been per­
formed either by sequencing all seven exons, by single-strand conformational poly­
morphism (SSCP) screening analysis, or by the Hydrolink heteroduplex detection 
procedure. 

Protein C is a 62-kDa glycoprotein synthesized in the liver. The protein is acti­
vated by thrombomodulin (TBM), a high-affinity endothelial receptor for thrombin. 
The protein C gene (PROC) is located on the long arm of chromosome 2. In vitro 
mutagenesis studies have shown that Gla residues at positions 6, 7, 19, and 20 are 
important for the anticoagulant properties of activated protein C (APC). A number of 
DNA polymorphisms are known within and outside the coding region of the gene. 
Po1ymorphisms inside the coding region include an AfT substitution at nucleotide 25 
and silent substitutions within codons Arg 87, Ser 99, Lys 156, and Asp 214. Poly­
morphisms outside the coding region include Mspl and Apal RFLPs located 7 kb 5' 
of the gene and a second Mspl RFLP in intron 8. Two types of protein C deficiency 
are described. Type 1 is the most prevalent and is classified by reduced protein C 
activity and mass. In type 2, there is only a loss of protein C activity. PROC gene 
defects include nonsense and missense mutations, as well as some deletions. Protein 
C deficiency is found in 2-5% of patients with thromboembolic disease. The preva­
lence may be as high as 10-15% when only young patients with recurrent thrombosis 
are considered (J 8). Heterozygous protein C deficiency is thought to have a preva­
lence of between 1 in 16,000 and 36,000 in the general population. Homozygous 
protein C deficiency was first described as a cause of neonatal purpura fulminans, 
resulting in rapid death owing to massive venous thrombosis. Severe protein C 
deficiency may also be caused by compound heterozygosity for two nonidentical 
gene lesions. The search for mutations in the PROC gene has been performed by 
sequencing all nine exons, by screening with SSCP, or by denaturing gradient gel 
electrophoresis. 

Protein S is a 72-kDa glycoprotein synthesized in liver, endothelial cells, testicular 
Leydig cells, platelets, and megakaryocytic cell lines. It is a vitamin K-dependent pro­
tein, but is not a member of the serine proteinase family. The free form of protein S is 
a cofactor for APC, but 60% is bound to C4b binding protein and is inactive (J 5). The 
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Fig. 4. RFLP analysis of factor V (codon 506) mutation. The genomic DNA is amplified by 
peR with a primer pair (1691G F and 1691G R), the 223-bp amplicon is digested with MnlI 
restriction enzyme, and fragments are separated on a 10% polyacrylamide gel and stained with 
ethidium bromide. Normal DNA will have three DNA fragments (37, 82, and 104 bp). 
Homozygotes will show two DNA fragments (82 and 141 bp). Heterozygotes will have four 
DNA fragments (37,82, 104, and 141 bp). 

protein S gene (PROS) is located on chromosome 3. Protein S deficiency appears to be 
less common than protein C deficiency; however, in cohorts of venous thrombosis 
patients, it was found to be as equally prevalent as protein C deficiency (18). There are 
three types of protein S deficiency (17). Type 1 is defined by a decreased total and 
free protein S concentration, whereas type 2 is defined by reduced protein S function. 
Type 3 is characterized by a low free protein S, but normal total protein S concentra­
tion. Five percent of patients with a history ofthrombotic disease exhibit heterozygous 
protein S deficiency. Molecular analysis of protein S deficiency is still in its infancy, 
and currently, genetic analysis relies on PCR and sequencing of all 15 exons because of 
the low yield ofmRNA associated with type I deficiency. Examples of mutations that 
have been identified include Cys 22/Stop, 82 T deletion, G to A transition at nucleotide 
5 of intron 10 (splice site mutation), A to T transversion at codon 636 (Stop/Tyr), one 
T insertion at nucleotide 25, premature stop codon at nucleotide 4, a 5.3 kb deletion in 
exon 13, and a deletion in the middle of the coding sequence. These are all type I 
deficiencies. A GI A transition at nucleotide 5 of intron E has been identified, associ­
ated with type III deficiency. 
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Fig. 5. Polyacrylamide gel of restriction fragments for factor V. Lanes l, 3, 5, and 8 are 
undigested amplicons (223 bp). Lanes 2, 4, 6, and 9 are amplicons digested with MnlI for 2 hat 
37°C. Lanes 7 and 10 are amplicons after overnight digestion with MnII. Lane 2 is a normal 
DNA pattern. Lane 4 is a homozygous pattern. Lanes 6 and 9 are heterozygous patterns. The 
37-bp fragment is not as obvious as in normal DNA because of the decrease in DNA after 
digestion. (Courtesy of G. J. Tsongalis, Hartford Hospital.) 

Factor V is a 286-kDa asymmetric glycoprotein. The factor V gene is located on 
chromosome 1. Recently, a codon 506 mutation (Arg to GIn) of the factor V gene was 
identified as a cause of APC resistance (19). The mutation affects the cleavage offac­
tor Va' which inactivates factor V, leading to a hypercoagulable state (20). The codon 
506 mutation appears to be the most common inherited factor recognized thus far pre­
disposing to venous thrombosis. The mutation can be detected by PCR, RFLP, and 
Mnii digestion (Fig. 4). The mutation destroys anMnli restriction enzyme recognition 
site in the amplified DNA. From the electrophoretic pattern (Fig. 5), the wild-type or 
normal factor V will show three bands (37, 82, and 104 bp), the homozygote will show 
two bands (82 and 141 bp), and the heterozygote will show four bands (37, 82,104, and 
141 bp). Studies show that up to 87% of patients with venous thrombosis and 7% of 
healthy individuals carry the codon 506 mutation. The relative risk of venous 
thrombosis associated with the codon 506 mutation is sevenfold for heterozygous indi­
viduals and 80-fold for homozygous individuals (21). Among the factors described, the 
codon 506 mutation of the factor V gene is probably the most common cause offamil­
ial venous thrombosis. 

9. CONCLUSIONS 
With molecular genetic techniques, we can identify a spectrum of gene mutations 

that give rise to both venous and arterial thrombosis, familial lipid disorders, and ath­
erosclerosis. However, the major challenge facing us is to relate specific gene lesions 
to the probability, severity, and frequency of atherosclerosis, thrombotic episodes, 
CVD, and other negative outcomes. 
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Molecular Mutations in Human Neoplastic Disease 

Application of Nucleic Acid Technology in Assessment 
of Familial Risk, Diagnosis, and Prognosis of Human Cancers 

William B. Coleman and Gregory J. Tsongalis 

1. INTRODUCTION 

Cancer represents a significant health problem worldwide. The successful curative 
treatment of almost every form of this disease depends on early diagnosis, and in 
the case of solid tumors, surgical resection with or without adjuvant therapy. Intensive 
research efforts during the last two decades have increased our understanding of 
carcinogenesis and have identified a genetic basis for the multistep nature of cancer 
development (1-3). In several human tumor systems, specific genetic alterations have 
been shown to correlate with well defined histopathologic stages of tumor develop­
ment and progression (4,5). Although the significance of molecular mutations to the 
etiological mechanisms of tumor development has been debated, a causal role for such 
genetic lesions is now commonly accepted for a number of human tumors. Thus, genetic 
lesions represent an integral part of the processes of neoplastic transformation and 
tumor progression, and as such represent potentially valuable markers for cancer 
detection and staging (6-9). Through the application of specific and sensitive nucleic 
acid methodologies, the clinical laboratory of the future will be able to effectively 
screen populations at high risk for the development of cancer, potentially impacting the 
early detection and diagnosis of human cancers. In addition, development of new 
molecular diagnostic assays will expand the ability of clinicians to accurately stage tumor 
development, monitor progression of metastatic disease, and evaluate therapeutic out­
come, facilitating the application of effective intervention strategies in the treatment of 
human tumors. 

2. CANCER AS A MULTISTEP GENETIC DISEASE 

Cancer represents a unique fonn of genetic disease, characterized by the accumula­
tion of multiple somatic mutations in a population of cells undergoing neoplastic trans­
fonnation (1-3,10). Various types of genetic alterations are associated with neoplastic 
development and tumor progression, including gene amplifications, deletions, rear­
rangements, and point mutations (3). Statistical analyses of age-specific mortality rates 
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Fig. 1. Clonal selection and proliferation of cell populations in neoplastic development. • , 
normal epithelial cell; ~, epithelial cell harboring a single genetic lesion; ., epithelial cell 
harboring two genetic lesions; @, epithelial cell with multiple genetic lesions. 

for different forms of human cancer predict that three to eight mutations are required 
for the genesis of most clinically diagnosable tumors (11). In accordance with this 
prediction, tumors grow by a process of clonal "expansion driven by mutation (1,10). In 
this model, the first mutation leads to limited expansion of progeny of a single cell, and 
each subsequent mutation gives rise to a new clonal outgrowth with greater prolifera­
tive potential (Fig. 1). The idea that carcinogenesis is a multistep process is supported 
by morphologic observations of the transitions between premalignant (benign) cell 
growths and malignant tumors. In some tumor systems (such as colon), the transition 
from benign to malignant can be easily documented and occurs in discernible stages, 
including benign adenoma, carcinoma in situ, invasive carcinoma, and eventually local 
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Fig. 2. Colorectal carcinogenesis: the paradigm for mutation driven multistage tumor devel­
opment. (The information contained in this schematic was adapted from refs. 4, 5, and 28) 

and distant metastasis (J 2). These definable stages of tumor progression, along with 
their underlying genetic lesions, reflect degrees of tumor behavior that impact on c1ini­
cal outcome (Fig. 2). This observation suggests that molecular analysis of specific 
genetic targets could aid in the proper staging of tumors and the accurate prediction of 
the response of specific tumors to postoperative therapy. In addition, some of the 
genetic alterations associated with neoplastic transformation can be identified in 
precancerous lesions, suggesting the possibility of premorphologic diagnosis of devel­
oping tumors and early clinical intervention. In cases of familial or inherited cancers, 
identification of specific genetic alterations in affected individuals will facilitate the 
screening of other family members that are potentially at high risk for cancer develop­
ment. This will allow the implementation of early treatment regimens in affected indi­
viduals or chemopreventative regimens in high-risk individuals prior to evidence of 
tumor development. It is of great importance to recognize that the accumulation of 
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Fig. 3. Interactions between cellular proto-oncogenes and tumor suppressor genes in normal 
and neoplastic cells. 

multiple genetic alterations, and not necessarily the order in which these changes accu­
mulate, determines tumor progression. From a clinical perspective, the process of 
accumulation of genetic alterations and molecular mutations, over time, during neo­
plastic transformation and tumor progression provides a window of opportunity for 
early detection, diagnosis, and intervention (7-9). However, the selection of appropri­
ate molecular markers will depend on the nature and temporal occurrence of the vari­
ous genetic alterations that govern the establishment of a particular tumor type, and the 
relationship between these genetic alterations and the histopathological features of the 
developing tumor. 

3. MOLECULAR TARGETS AND MECHANISMS 
OF MUTATION IN CARCINOGENESIS 

Numerous genetic targets have been implicated in the etiology of human tumors, 
including oncogenes (13,14), tumor suppressor genes (15,16), and others. Oncogenes 
were the first type of gene associated with the malignant process. Oncogenes represent 
activated forms of normal cellular genes, termed proto-oncogenes, that are normally 
expressed in proliferative cells. Proto-oncogene activation can reflect either abnormal 
regulation of gene expression (owing to gene amplification or deregulated transcrip­
tion), or expression of a mutated form of the gene with altered biologic activity 
(3,13,14). Cells that express activated oncogenes do not respond normally to the usual 
controls over cell cycle progression, resulting in the uncontrolled growth of affected 
cells through the activation of positive mechanisms governing cell proliferation (Fig. 3). 

A second type of gene associated with cancer is the so-called antioncogene, or more 
commonly, the tumor suppressor gene. Tumor suppressor genes function in a recessive 
manner, and generally mutations in tumor suppressor genes result in loss of function. 
Nonetheless, mutations resulting in gain of function have been documented for some 
tumor suppressor genes (17). Tumor suppressor genes normally function in the 
negative regulation of cell-cycle progression and cell proliferation (18,19). Thus, inac­
tivation of tumor suppressor gene function can result in the uncontrolled proliferation 
of cells through the loss of negative regulatory pathways (Fig. 3). Of note is the obser-
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vation that unlike proto-oncogenes that may be activated through very specific point 
mutations (20), tumor suppressor genes can be inactivated through various forms of 
mutational alteration over large areas of the gene coding sequence (21,22). 

In recent years, several other groups of genes have been identified that represent 
critical components of the normal mechanisms governing cell proliferation and 
homeostasis and have been associated with development of neoplastic disease, but may 
or may not fit neatly into the general classifications of oncogene or tumor suppressor 
gene. These include genes encoding proteins involved in DNA repair mechanisms, 
which ensure the fidelity of the human genome, and numerous genes associated with 
the complex signal transduction pathways, which regulate cell-cycle progression. The 
ability to repair damaged DNA is fundamental to all biological processes, since dam­
aged sites can be converted to permanent mutations during DNA replication. Suscepti­
bility to carcinogenesis is related to the ability of a cell to metabolize genotoxic 
carcinogens and to repair damaged DNA (23). DNA damage is repaired through sev­
eral pathways, including enzymatic reversal repair, nucleotide excision repair, and 
postreplication repair (24). Acquired or familial deficiency for one or more of the 
enzyme activities associated with DNA repair can predispose individuals to develop­
ment of cancer resulting directly or indirectly from an accumulation of genetic alter­
ations in proto-oncogenes and/or tumor suppressor genes (25). 

The normal control mechanisms governing cell cycle progression involve a large 
number of proteins, including the cyclins, cyclin-dependent kinases, and cyclin-depen­
dent kinase inhibitors (26,27). The levels of expression of the cyclin proteins and 
cyclin-dependent kinases have been shown to be regulated during the cell cycle, with 
transient expression of specific proteins at specific time-points in the cell-cycle (26). 
Transit of cells through the various cell cycle checkpoints requires the presence of 
sufficient levels of these regulator proteins. The escape of cells from the normal con­
trols over cell-cycle progression can be accomplished through any of several possible 
mechanisms, including overexpression or constitutive expression of cell-cycle regula­
tory proteins and loss of expression of genes encoding inhibitors of cyclin activity (27). 
Cells that transit the cell cycle in an uncontrolled manner may accumulate mutations 
because of the inappropriate replication of damaged DNA. Thus, molecular alterations 
affecting the activity of cyclins or the cyclin-dependent kinases could alter the normal 
cell-cycle regulation, contributing to carcinogenesis through indirect mutational mecha­
nisms related to increased cell proliferation and inappropriate DNA synthesis (25). 

4. COLORECTAL CARCINOMA: A GENETIC MODEL 
OF HUMAN TUMOR DEVELOPMENT AND PROGRESSION 

A tumor progression model describing the genetically defined stages of colorectal tumori­
genesis has been established (4,5,28), and has come to represent the paradigm for multi­
step tumor development. The genetic model for colorectal carcinogenesis (4) suggests that: 

1. Tumors arise as a result of mutational activation of proto-oncogenes and mutational inac­
tivation of tumor suppressor genes; 

2. Alteration of at least four or five genes is required for development of a malignant tumor; 
and 

3. The total accumulation of genetic alterations and not their relative order of appearance 
determine the biological behavior of the developing tumor. 
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Table 1 
Criteria for Identifiaction of Familial Cancer Genesa 

Mutations must be found in the constitutional DNA of affected patients, as well as in the 
tumors of these patients. 

Germline transmission of the mutated gene should be demonstrable on examination of the 
constitutional DNA of parents, offspring, or other first-degree relative; the mode ofinher­
itance should conform to autosomal-dominant. 

Segregation of the mutated gene within the family pedigree should be linked to cancer sus­
ceptibility among family members. 

Technical artifacts must be excluded by repetition and through the use of different tissue 
sources in the preparation of DNA. 

The mutation should be observed in multiple family pedigrees to eliminate the possibility of 
a linked polymorphism within any single kindred, and the mutation should not be detected 
among control populations. 

Mutations of the same gene should occur in appropriate sporadic cancers. 

a Adapted from ref. 112. 

In colorectal tumor development mutations of the K-ras proto-oncogene and the 
APC gene OCCur in early lesions, whereas alterations of the p53 and DCC tumor sup­
pressor genes represent late molecular events occurring in advanced tumors (Fig. 2). 
Approximately 50% of colorectal carcinomas and colorectal adenomas> 1 cm in size 
harbor ras gene mutations (29). The occurrence of ras gene mu!ations in early 
colorectallesions suggests that alteration of this gene may represent an initiating event 
in the development of a large percentage of colorectal tumors. Conversely, 70-80% of 
colorectal carcinomas demonstrate allelic losses at 17p and 18q (5), and significant 
numbers of tumors exhibited p53 tumor suppressor gene mutations in addition to 17p 
chromosome deletions (30). Epigenetic alterations have also been documented in 
colorectal carcinogenesis, including global hypomethylation of the genomic DNA of 
tumors early in progression (31). Accumulation of genetic alterations is associated with 
histologic progression through the dysplasia-carcinoma continuum. Greater than 90% 
of early adenomas demonstrate one or zero alterations, 25 and 49% of intermediate and 
late adenomas (respectively) demonstrate at least two alterations, and >90% of carci­
nomas exhibit two or more alterations (4). 

5. FAMILIAL CANCERS 

That familial clustering of specific cancers occurs supports a role for some common 
heritable factor among cancer-prone families (Table 1). Several familial cancer syndromes 
have been characterized through the study of rare families in which individual members are 
affected by either the same type of cancer or a variety of cancer types with an early age of 
onset and a pattern consistent with a hereditary mechanism. Several candidate cancer sus­
ceptibility genes have been identified (Table 2). When these genes are altered in the germline 
of an individual, that individual carries a higher risk for the development of neoplastic 
disease. Whereas the number offamilies affected by such familial cancer syndromes is low, 
the underlying susceptibility genes that provide the genetic basis for cancer predisposition 
are important in the development of the corresponding sporadic cancers or in cancers that 
are not associated with germline mutations. 
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Table 2 
Tumor Suppressor Genes Associated with Familial Cancers 

Gene 

APC 

ATM 

BRCAI 
BRCA2 
hMLHl 
hPMSl 
hPMS2 
MSH2 
NFl 

NF2 

plSINK4B 

p161NK4 

pS3 

RBI 

WTl 

WT2 
VHL 

Location Tumor predisposition 

Sq21 Adenomatous polyposis coli 

llq22-23 Ataxia telangiectasia 

17q21 
13q12-13 
3p21-23 
2q31-33 
7q22 
2p22 
17qll 

22q12 

9p21 

9p21 

17pl3 

13q14 

Ilp13 

IlpIS.S 
3p2S 

Breast carcinoma, ovarian carcinoma 
Breast carcinoma (female and male) 
HNPCC 
HNPCC 
HNPCC 
HNPCC, sporadic colorectal carcinoma 
Neurofibrosarcoma, schwanoma, glioma, 

pheochomocytoma 
Vestibular schwanoma, meningioma 

Melanoma? 

Melanoma? 

Rhabdomyosarcoma, breast carcinoma 

Retinoblastoma, osteosarcoma 

W AGR syndrome, nephroblastoma 

Wilms' tumor, rhabdomyosarcoma 
Von-Hippel-Lindau syndrome, 

hemangioblastoma, renal cell carcinoma 

5.1. Retinoblastoma 
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Protein function 

Cytoplasmic protein, 
function unknown 

Mitogenic signal 
transduction, mediator 
of response to DNA 
damage 

Function unknown 
Function unknown 
DNA mismatch repair 
DNA mismatch repair 
DNA mismatch repair 
DNA mismatch repair 
Protein with anti-ras 

activity 
Cytoskeleton binding 

protein 
Cyelin-dependent 

kinase 4 inhibitor 
Cyelin-dependent 

kinase 4 inhibitor 
Nuelear transcription 

factor, mediator of 
cell cycle arrest and 
DNA repair responses 

Nuelear protein, 
negative regulator of 
cell-cyele progression 

Nuelear transcription 
factor 

Function unknown 
Membrane protein, 

function unknown 

Retinoblastoma is a rare malignant tumor of the retina in infants and is the result of 
mutations in the RB tumor suppressor gene (32). Approximately 40% of retinoblastoma 
cases are familial in origin where one mutant allele of the RB gene is inherited and a 
second somatic mutation is later acquired in the other RB allele. Familial retino­
blastoma is characterized by multiple and bilateral tumors. Nonhereditary or sporadic 
retinoblastoma, which accounts for approx 60% of all cases, results from somatic 
mutation of both RB alleles. In these cases, there is usually only a single unilateral 
tumor. The early age of onset and characteristic bilaterality of familial retinoblastoma 
was explained by Knudson in 1971 (33). Knudson's model proposed a "two-hit" 
molecular mechanism for tumor development. In this model, individuals displaying a 
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genetic predisposition for developing retinoblastoma (inherited or otherwise) had 
acquired a germline mutation in one RB allele, which constituted the first "hit." The 
second "hit" represented an acquired somatic mutation inactivating the one remaining 
normal RB allele. The accumulation of two hits eliminated RB tumor suppressor gene 
function in affected cells that then proliferate to form retinoblastomas. Consistent with 
this model, individuals who inherit the first hit are more likely to develop a tumor, and 
tumor onset is more likely to occur early in life. Normal individuals are statistically 
less likely to accumulate the required number of hits, and thereby are less likely to 
form a tumor. In addition, the late onset of sporadic tumors reflects the probabilistic 
nature of spontaneous somatic mutations at a specific genetic locus. 

5.2. Li-Fraumeni Syndrome 

In a detailed study of four families in which siblings or cousins were affected by 
rhabdomyosarcoma, Li and Fraumeni described what appeared to be an inherited pre­
disposition to cancer development (34). Within these extended families there was an 
unusually high incidence of early onset cancers, including breast cancer, soft tissue 
sarcomas, brain tumors, and leukemias (34). Followup studies of members in these 
four families revealed new cancers in previously unaffected individuals, and a number 
of individuals developed second primary tumors (35). In both cases, the patterns and 
types of cancers that developed were similar to that in the original study, supporting the 
idea of genetic susceptibility (36). Segregation analysis among the individuals in these 
families demonstrated that the distribution of cancers was compatible with a rare auto­
somal gene with an approximate frequency of 0.00002 and a penetrance of50% by age 
30 yr and 90% by age 60 yr (37). The cancer susceptibility gene in Li-Fraumeni syn­
drome was subsequently suggested to be the p53 tumor suppressor gene (38). Germline 
mutations of the p53 gene were found in affected individuals ofLi-Fraumeni syndrome 
families in studies conducted by several laboratories (38,39). However, the p53 tumor 
suppressor gene is not affected in all Li-Fraumeni syndrome families (40). The genetic 
basis for the cancer-prone phenotype in Li-Fraumeni families without p53 mutations is 
not known. However, it has been suggested that the p53 protein function among indi­
viduals in this particular group of families is compromised by virtue of interactions 
with other cellular proteins (41), such as the MDM2 gene product, which negatively 
regulate p53 function (42). 

5.3. Hereditary Colon Cancers 

Genetic susceptibility to colorectal cancer can occur in association with familial 
adenomatous polyposis coli (F AP), or in the absence of F AP in a condition termed 
hereditary nonpolyposis colorectal cancer (HNPCC), also known as Lynch syndrome 
(43). Genes associated with each of these conditions have been identified and 
characterized, and have been determined to play important roles in sporadic 
colorectal tumors. 

The APC gene is responsible for F AP, and has been implicated in the development 
of sporadic colorectal cancers (44). The APC gene is located on chromosome 5q21 and 
has been cloned and sequenced (45,46). Mutational alteration of the APC gene over a 
large area of the coding region results in inactivation of the gene product. The mecha­
nism of inactivation frequently involves the generation of frameshift or nonsense 
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mutations, which lead to the production of truncated APC protein products. A correla­
tion between the location of mutations in the APC coding sequence and the F AP phe­
notype has been observed (47). Germline mutations between codons 1250 and 1464 
are associated with profuse polyps, whereas mutations occurring in other regions are 
associated with sparse polyps. In addition, it has been suggested that certain truncated 
forms of the APC protein can interact with wild-type protein, giving rise to a dominant 
negative inhibition of APC function (48). 

HNPCC is characterized by the occurrence of predominantly right-sided colorectal 
carcinoma with an early age of onset and an increased risk for the development of 
certain extracolonic cancers, including cancers of the endometrium, stomach, urinary 
tract, and breast (49,50). HNPCC is thought to account for <10% of colorectal cancers. 
However, precise determination of the contribution of HNPCC to colorectal cancer is 
difficult because of heterogeneity in the clinical features of the syndrome. Genetic 
linkage studies demonstrated a close linkage of the disease to anonymous microsatellite 
markers on chromosome 2 without allelic deletion in two large HNPCC kindreds (51). 
Tumors associated with HNPCC exhibit a unique form of genomic instability, which 
represents a unique mechanism for a genome-wide tendency for replication errors, and 
is termed the replication error phenotype (RER). The RER phenotype was first 
described in a subset of patients with colorectal carcinoma (52-54), and was shown 
to occur frequently in patients with HNPCC (52,55). The molecular defect respon­
sible for the RER phenotype in hereditary colon cancer involves genes that encode 
proteins required for normal mismatch repair (56-60). These genes are mutated in 
the germline of the majority of individuals with HNPCC. Expression of the RER 
phenotype occurs early in colorectal tumorigenesis (61), suggesting a causative role 
for this type of genetic instability in the formation of tumors of the colon. The RER 
phenotype is typically detected as instability in microsatellite repeat sequences. 
Changes in size of microsatellite length in tumor vs normal DNA from the same 
individual can involve mono-, di-, tri-, and tetranucleotide repeats (54). Although the 
expansion of micro satellite repeat sequences is used as the main criteria for identifi­
cation of the RER phenotype, the molecular defect responsible for the phenotype is 
likely to cause point mutational alterations of DNA sequences in addition to alterations 
in microsatellites (62). 

5.4. Familial Breast and Ovarian Cancer 

Hereditary predisposition to breast cancer is a causal factor in approx 5-10% of all 
cases. Recently, two genes, termed BRCAI (63) and BRCA2 (64), have been impli­
cated in the etiology of familial breast cancer, and a third breast cancer susceptibility 
gene has been suggested to exist (65). The BRCAI gene has also been implicated in a 
hereditary predisposition to the development of ovarian cancer (66). Approximately 
half of all families displaying a dominant predisposition to breast cancer and 80-90% 
of families in which multiple cases of breast and ovarian cancer occur have been sug­
gested to harbor germline mutations in the BRCAI gene (67). These mutations are 
highly penetrant, conferring a risk of about 90% of either breast or ovarian cancer by 
age 70. The actual frequencies of occurrence of breast and ovarian cancers vary among 
families. Epidemiological evidence suggests a model in which the majority offamilies 
are strongly predisposed to breast cancer, but have only a moderately increased risk of 
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ovarian cancer, with the remaining families displaying an equally strong predisposi­
tion to both breast and ovarian cancer (66). In type 1 breast/ovarian cancer syndrome, 
the life-time risk of developing breast cancer is very high (80-90%) and there is a 
moderate risk oflife-time development of ovarian cancer (30%). In type 2 breast/ova­
rian cancer syndrome, the life-time risk for breast cancer is somewhat lower (approx 
70%), whereas the risk for ovarian cancer is increased to approx 85%. 

Mutations in the BRCAI gene have been identified over a large area of the coding 
sequence of the gene, and a large percentage of the identified mutations result in trun­
cated BRCAI protein products with abnormal function or complete loss of function 
(68,69). Gayther and colleagues evaluated germline BRCAI gene mutations with 
respect to breast and ovarian cancer frequencies among affected family members (70). 
These investigators found that mutations in the 3' one-third of the coding sequence of 
the BRCAI gene were associated with a lower proportion of ovarian cancers, suggest­
ing a connection between the location of the mutation and the chances for developing 
either breast or ovarian cancer (70). 

Like BRCA1, the BRCA2 gene has been shown to be linked to early onset familial 
breast cancers (71) and to be mutated in the germline of families with a high rate of 
breast cancers (64). However, unlike BRCA1, the BRCA2 gene has been shown to be 
mutated in rare cases of male breast cancer and is not associated with hereditary ova­
rian cancer (64). All of the mutations identified in the BRCA2 gene to date represent 
small deletions that result in frameshifts (64). 

5.5. Familial Melanoma 

Approximately 8-12% of all cases of cutaneous melanoma are related to an inher­
ited predisposition (72). Individuals at high risk are often identified as having dysplas­
tic nevus syndrome, a highly penetrant autosomal-dominant disorder characterized by 
predisposition to development of malignant melanoma (73). A variety of studies have 
contributed to the suggestion that genes on chromosomes I, 6, 7, and 10 (and to a lesser 
extent 2,3, and 11) are involved in the etiology of malignant melanoma (72). Genetic 
linkage studies implicate at least two familial melanoma loci which are located at 1 p36 
and 9p2l (74,75). The candidate 9p2l gene is the M'I:Sl (or CDKN2, or CDK4I) tumor 
suppressor gene that encodes the p 16 cyelin-dependent kinase inhibitor that negatively 
regulates CDK4 (76). This gene is mutated in 75% of all cell lines established from 
sporadic metastatic melanomas (76,77). However, analysis of several kindreds has 
failed to associate germline mutations of this gene with the occurrence of melanoma 
consistently among these families (78-80). Thus, other genes located at 9p2l may be 
involved with the development of this tumor. An alternative mechanism for inactiva­
tion of normal cell-cyele progression control pathways in melanoma has been sug­
gested by Dracopoli and colleagues, who have described a mutation in the CDK4 gene 
that gives rise to a protein product that cannot be regulated by normal p 16 protein (81). 
These observations combine to suggest that abrogation of the p 16-CDK4 regulatory 
pathway, through the mutational alteration of either gene, represents a critical step in 
the pathogenesis of malignant melanoma. Viable candidate genes have not been iden­
tified on the other chromosomes implicated in melanoma progression, although there 
is evidence to suggest that progression of the tumor involves genes that regulate 
apoptosis and cell adhesion (72). 
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Fig. 4. DNA damage, mutation, and repair in cancer development. The DNA of the cellular 
genome is subject to endogenous and environmentally induced structural damage that can lead 
to errors in replication and the generation of stable DNA mutations. The proper function­
ing of DNA repair processes ensures that damaged sites in the genome are repaired prior to 
DNA replication, whereas, faulty DNA repair mechanisms promote the generation of stable 
DNA mutations. 

5.6. Inherited DNA Repair Deficiency Syndromes 

Several rare genetic disorders have been identified in humans that involve dysfunc­
tional DNA repair pathways (Fig. 4). These disorders include xeroderma pigmentosum, 
Cockayne's syndrome, trichothiodystrophy, ataxia telangiectasia, Bloom's syndrome, 
and Fanconi's anemia. Of these disorders, xeroderma pigmentosum, ataxia telangi­
ectasia, Bloom's syndrome, and Fanconi's anemia predispose affected individuals to 
the development of various malignancies when exposed to specific DNA-damaging 
agents. Patients with xeroderma pigmentosum display hypersensitivity to ultraviolet 
light and increased incidence of several types of skin cancer, including basal cell carci­
noma, squamous cell carcinoma, and malignant melanoma (82). Ataxia telangiectasia 
is an autosomal-recessive disorder characterized by cerebellar ataxia, oculocutaneous 
telangiectasiases, immune defects, and predisposition to malignancy. Ataxia telangiectasia 
affects between 1 in 40,000 and 1 in 200,000 individuals worldwide (83). Patients 
with ataxia telangiectasia exhibit hypersensitivity to ionizing radiation and chemical 
agents, and are predisposed to the development ofB-celllymphoma, chronic lympho­
cytic leukemias (83), and affected women demonstrate an increased risk of developing 
breast cancer (84). Patients with Fanconi's anemia demonstrate sensitivity to DNA 
cross-linking agents and are predisposed to malignancies ofthe hematopoietic system, 
particularly acute myelogenous leukemia. Patients with Bloom's syndrome demon­
strate an increased incidence of several forms of cancer, including leukemia, skin can­
cer, and breast cancer (85). 

The molecular basis for several of these genetic DNA repair deficiencies has been 
partially determined through genetic complementation analyses. Each complementation 
group identified represents a different genetic defect that eliminates a specific func­
tional aspect of a DNA repair pathway. Seven complementation groups have been iden-
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tified in xeroderma pigmentosum (82), four complementation groups have been identi­
fied in ataxia telangiectasia (86), and four complementation groups have been identified in 
Fanconi's anemia (87). The molecular defect in Bloom's syndrome has been suggested 
to involve faulty regulation of DNA repair processes rather than faulty DNA repair 
enzymes (85). Candidate genes for each of the xeroderma pigmentosum complementa­
tion groups have now been cloned. Each of these genes encode proteins involved with 
various aspects of DNA nucleotide excision repair, including proteins that function in 
the recognition of DNA damage, and factors that couple the processes of transcription 
and repair (82). Recently, a candidate ataxia telangiectasia susceptibility gene (termed 
ATM) has been identified, cloned, and characterized (88). The ATM gene product is 
similar to several mammalian phosphotidylinosital kinases that are involved in mitoge­
nic signal transduction, meiotic recombination, and cell cycle control (88). 

5.7. Other Genetic Syndromes Associated with Increased Cancer Risk 

Several syndromes have been described that are characterized by congenital anoma­
lies with varying phenotypic features and increased risk of specific forms of cancer. 
von Recklinghausen neurofibromatosis or neurofibromatosis type I (NF I) is one of 
the most common autosomal-dominant disorders of humans, occurring with a frequency 
of 1 in 2500 to 1 in 5000 individuals. NF I is characterized by benign skin lesions (cafe 
au lait spots), lisch nodules of the iris, and multiple benign cutaneous and soft tissue 
neurofibromata (89). Individuals with NF I are at high risk for the development of 
tumors of the central nervous system, malignant peripheral nerve sheath tumors, 
rhabdomyosarcoma, and leukemias. The genetic basis for NF 1 has been determined to 
be a tumor suppressor gene located on 17q (89). Multiple endocrine neoplasia type 2 
(MEN 2) is characterized by medullary thyroid carcinoma, bilateral pheochromo­
cytoma, and hyperparathyroidism. MEN 2 and familial medullary thyroid carcinoma 
are caused by germline mutations of the RET proto-oncogene (90). Wilms' tumor or 
nephroblastoma is a pediatric kidney neoplasm that can develop as a sporadic tumor or in 
the setting of genetic predisposition. Genetically predisposed individuals include those 
affected by the WAGR syndrome (characterized by Wilms' tumor, aniridia, genitouri­
nary malformations, and mental retardation), Denys-Drash syndrome (characterized 
by intersexual disorders, nephropathy, and Wilms' tumor), or the Beckwith-Weidemann 
syndrome (characterized by macroglossia, organomegaly, hemihypertrophy, neonatal 
hypoglycemia, and various embryonal tumors) (91). Initially, this pediatric tumor was 
thought to be owing to the sole deletion of the WTl tumor suppressor gene, located on 
human chromosome 11 p13. It has since been recognized that Wilms' tumor constitutes a 
contiguous genetic syndrome whereby several genes, responsible for the various pheno­
types ofWAGR, Denys-Drash, and Beckwith-Weidemann syndromes, located in the 
same region of chromosome 11 are mutated or deleted (91). 

6. MOLECULAR MUTATIONS IN HUMAN TUMORIGENESIS: 
IMPLICATIONS FOR THE EARLY DETECTION AND DIAGNOSIS 
OF HUMAN CANCER 

Exploitation of genetic alterations for the early diagnosis of cancer prior to clinical 
manifestation should increase the survival of patients by allowing intervention at a 
time when lesions are either localized and most amenable to surgical resection, or not 



Human Neoplastic Disease 305 

yet even morphologically diagnosable. Several technical considerations must be given 
to the appropriateness of a genetic test for early detection of precancers. These include: 

1. The genetic target or targets for a specific cancer type; 
2. The appropriate source of DNA for testing; 
3. The nature of the mutational spectra for specific genetic targets observed in specific can­

cers; and 
4. The sensitivity of the detection methodology. 

The appropriate molecular targets for diagnostic procedures depends on the specific 
cancer subtype, and the known genetic alterations associated with its initiation and 
progression to clinical detection. A significant component of this consideration is the 
frequency with which a specific target is mutated during the transformation process. 
Following the identification of an appropriate genetic target, a source of patient DNA 
must be obtained for use in the testing procedure. Desirable sources for preparation of 
DNA include those that can be obtained with minimal invasion of the patient. Once 
the DNA sample enters the molecular biology laboratory, it is necessary to con­
sider the expected mutational spectrum with respect to where in the overall structure of 
the gene mutations are likely to be found. Genes that are typically mutated at a few hot­
spot codons are preferable targets to genes that can be activated or inactivated through 
any of a number of mutations over a wide area of the gene sequence. The economic 
feasibility ofthe diagnostic procedure will depend greatly on this consideration. Assays 
that detect rare mutations (mutation frequency> I x 1 Q-6) may be too sensitive to be 
generally useful in clinical diagnosis (7). Such tests have the potential to detect muta­
tions that are fixed in a small number of cells prior to clonal expansion and clinical 
progression. Thus, a significant rate of false positives could occur, resulting in the 
inappropriate clinical screening or intervention. The ultimate goal for the development 
of effective molecular screening techniques is the identification of molecular alter­
ations prior to the onset of clinical symptoms or even morphologic manifestations, 
such that patients identified in this manner could then be evaluated at regular intervals 
for the appearance of lesions that are curable by surgical resection. In addition, effec­
tive screening strategies may facilitate the identification of candidates for chemo­
prevention strategies. 

6.1. Early Detection of Colorectal Cancer 

Traditional screening methods for colorectal cancer through the use of stool guaiac 
tests remain controversial, with many false-positive and false-negative results (92). 
With the establishment of the early genetic alterations in the development of colorectal 
cancer, it became evident that these changes could serve as markers for early detection 
of developing neoplasms. This led to the discovery that ras gene mutations could be 
identified in DNA isolated from stool samples obtained from patients with colorectal 
cancer using a PCR-based method (93). Subsequently, Tobi et al. (94) developed an 
enriched PCR method for detection ofK-ras gene mutations in high-risk patients prior 
to the development of colorectal cancer. In their study, mutations in codon 12 ofK-ras 
were detected in approx 40% of high-risk patients (94). Application of these methods 
may facilitate the identification of patients with developing colorectal neoplasms prior 
to the emergence of a tumor that can be identified using conventional methods (i.e., 
endoscopy, barium enema, stool guaiac). Given that most colon cancers progress 
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through the adenoma-carcinoma sequence, early detection will facilitate surgical inter­
vention when adenomas are small and localized without high-grade dysplasia or carci­
noma in situ, potentially impacting long-term patient survival. 

Familial adenomatus polyposis is an inherited disease characterized by mUltiple 
colorectal tumors. Traditional diagnosis relies on detection of numerous colorectal 
polyps during young adulthood. Identification of the F AP locus at 5q21 and subse­
quent cloning of the APe gene (44-46) have provided the opportunity for genetic test­
ing for this disease. However, the APe gene represents a difficult target for use in 
molecular diagnostics, because it can be inactivated through mutational alteration at a 
number of sites within its coding sequence, which encompasses more than 8500 bp of 
DNA (45,46). Based on the observation that mutations in the APe gene frequently give 
rise to truncated gene products, Kinzler and colleagues developed a strategy for identi­
fication of mutations based on examination of APe proteins synthesized in vitro and 
allele-specific expression of endogenous APe transcripts (95). The protein assay 
revealed altered (truncated) APe products in 82% of patients evaluated. In patients that 
did not demonstrate aberrantly sized APe protein, the allele-specific expression assay 
showed reduced expression from one allele, suggesting mutational alteration of the 
affected allele. When applied in combination, these procedures were able to identify 
germline mutations in the APe gene in 87% of patients evaluated (95). This methodol­
ogy should enable the diagnosis of F AP before the establishment of benign colorectal 
polyps and improve the management of these patients with respect to preventive mea­
sures prior to the development of colorectal tumors. The application of potential 
pharmacologic treatments for polyposis might be more effective if initiated prior to the 
appearance of polyps (95). 

6.2. Early Detection of Lung Carcinoma 

Sidransky and colleagues have examined the occurrence of ras and p53 gene muta­
tions in primary lung carcinomas and corresponding sputum samples obtained from the 
same patients prior to clinical diagnosis of their tumors (96). In their study, 10115 
tumors contained either a ras or p53 gene mutation. Using a peR-based assay, the 
same molecular mutations were identified in sputum samples corresponding to 81l 0 
cases. Each of these sputum samples was cytologically negative for diagnosis of carci­
noma. The applied technique was shown to be quite sensitive in that the molecular 
mutation was detected in the sputum sample of a patient more than I yr prior to the 
clinical diagnosis of lung carcinoma. This method combines peR amplification of the 
target gene with plaque screening of bacteriophage clones of the amplified DNA prod­
uct using mutant or wild-type sequence-specific oligonucleotide probes. Subsequently, 
mutant gene sequences were confirmed through DNA sequence analysis. Validation of 
the specificity of this methodology was indicated in that five control lung tumors that 
contained no K-ras or p53 gene mutations were negative by peR cloning and plaque 
screening (96). In addition, 6/8 patients who initially tested positive for mutation were 
found to test negative in sputum samples obtained following the complete surgical 
resection of their tumor. The authors suggest that sensitive molecular analyses can detect 
potentially diagnostic molecular mutations in cytologically negative sputum samples prior 
to the clinical detection of lung cancer by radiological methods, presenting the possi­
bility that chemoprevention strategies could be employed in clinical intervention (96). 
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6.3. Early Detection of Pancreatic Cancer 

The K-ras proto-oncogene is activated by point mutation in 72-100% of primary 
pancreatic adenocarcinomas (97). Thus, evaluation of mutations in the K-ras gene may 
facilitate the early diagnosis of pancreatic tumors. Bemaudin and colleagues devel­
oped a rapid screening method for K-ras mutations in fine-needle aspirates and evalu­
ated the potential of K-ras mutations in the diagnosis of pancreatic adenocarcinoma 
(98). In their method, regions of the K-ras gene were PCR-amplified using sequence­
specific oligonucleotide primers, and a unique restriction site was introduced into the 
amplified products of a codon 12 mutant K -ras gene by virtue of the sequence-specific 
oligonucleotide primers utilized. Subsequently, products of mutant and wild-type 
K-ras genes were distinguished by restriction digestion and RFLP analysis. Using this 
methodology, a mutation present in only 1 % of the cells within a specimen could be 
detected. Mutations of the K-ras gene were detected in 11112 (92%) pancreatic 
adenocarcinomas using PCRlRFLP, suggesting that evaluation of K-ras mutations 
could facilitate diagnosis of pancreatic tumors (98). In a similar study, Pradayrol and 
colleagues utilized PCRlRFLP to evaluate K-ras mutations in DNA obtained from 
samples of pancreatic juice collected during endoscopic retrograde pancreatography of 
patients prior to clinical diagnosis (99). The results of this later study suggested that 
evaluation of K -ras mutations in samples of pancreatic juice is useful in the differential 
diagnosis of neoplastic and nonneoplastic pancreatic disease (99). Further, these 
investigators demonstrated that K-ras mutations can be detected in the pancreatic 
juice many months (18-40 mo) prior to the clinical manifestation of pancreatic 
cancer (99). Other studies have also demonstrated the potential for early detection of 
pancreatic cancers by evaluation ofK-ras gene mutations in gastric aspirates and stool 
specimens (100,101). 

7. MOLECULAR MUTATIONS IN HUMAN TUMORIGENESIS: 
IMPLICATIONS FOR THE PREDICTION OF CLINICAL OUTCOME 
OF HUMAN CANCER 

In a large number of cancer cases, patients present with an established primary tumor 
that can be detected and diagnosed using conventional clinical techniques, and all too 
often patients present with relatively advanced neoplastic disease involving both pri­
mary and metastatic lesions. Carcinomas of the lung and pancreas, as noted above, 
typify this presentation. Management of early stage tumors generally involves surgery 
with or without adjuvant therapies (radiation or chemotherapy). However, advanced 
stages of neoplastic disease are not simply managed and represent a formidable chal­
lenge for the clinician. With respect to patients with advanced disease, clinicians must 
choose an appropriate course of treatment, given the available options, that is most 
likely to result in patient benefit, be that goal palliation of symptoms or attempted cure. 
As a component of patient benefit, clinicians must consider patient quality of life, which 
necessitates that harsh treatment strategies with potential adverse side effects not be 
employed in cases in which the potential for therapeutic success is low. Numerous 
studies have now demonstrated that evaluation of specific molecular lesions within a 
specific tumor subtype can provide clues regarding the appropriate treatment course. 
That is, tumors harboring specific gene mutations may be unresponsive to certain forms 
of treatment, which is manifest as lack of response to radiation or drug treatment. In 
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this case, knowledge of the gene mutation would allow the clinician to discount the 
use of certain treatment modalities that hold little promise of long-term patient ben­
efit. Alternatively, the presence of specific gene mutations within a tumor may be 
indicative of a poor prognosis that is contrary to the predicted outcome based on 
conventional prognostic indicators. In these cases, the clinician will be able to dic­
tate a more aggressive treatment regimen, with a higher probability of long-term 
patient benefit. 

7.1. Prediction of Clinical Outcome in Colorectal Carcinoma 

The genetic alterations associated with colorectal carcinoma have been established 
(4,5). Several groups have examined the value of these progression-associated genetic 
alterations in the prediction of clinical outcome. Smith and colleagues analyzed p53 
tumor suppressor gene mutations in colorectal cancer patients and correlated the pres­
ence of specific mutations with clinical aggressiveness, patient response to postopera­
tive therapy, and patient survival (102). In this study, patients found to possess a point 
mutation in the p53 gene showed a significantly poorer prognosis than those without 
one. In a similar study, Hamelin and colleagues observed a strong correlation between 
the presence of p53 gene mutations and short survival among colorectal cancer patients 
(103). Among patients with a mutated p53 gene, the occurrence of the point mutation 
within the highly conserved regions of the gene demonstrated a significant association 
with lymph node dissemination and an increased risk for the development of distant 
metastasis, and patients possessing a mutation in codon 175 of the p53 gene demon­
strated the poorest prognosis of all patients (102). In addition, the response of patients 
to palliative therapy was determined to be markedly dependent on the p53 mutation 
status of the primary tumor; none of the patients with p53 gene mutation survived to 
the 40 mo followup among those receiving palliative postoperative therapy, whereas 
only one patient without p53 gene mutation died during the same interval (102). These 
authors suggest that knowledge of the p53 mutation status and the nature of specific 
lesions is required to predict accurately the clinical course of the disease and the 
response of patients to postoperative therapeutic options (102). 

Hamilton and colleagues have examined the prognostic value of allelic losses at 18q 
in colorectal cancers (104). Alterations at this chromosomal site generally represent 
late events preceding metastasis (4,5). Thus, the authors hypothesized that allelic loss 
at 18q may be indicative of rapidly progressing cancers irrespective of the clinico­
pathological diagnosis (104). The experimental approach involved PeR-mediated 
amplification of chromosome-specific polymorphic microsatellite markers along chro­
mosome 18q. Patients with stage II disease and no 18q loss exhibited a significantly 
better prognosis than patients with stage II disease and 18q loss (5-yr survival rates of 
93 and 54% respectively). In patients with stage III disease, those with 18q loss had a 
5-yr survival of 38 vs 52% for those without 18q loss. The authors observed that the 
prognosis of stage II patients with 18q loss was comparable to that of stage III patients 
without 18q loss (104). Patients with stage III disease are frequently treated more 
aggressively than stage II patients, with routine clinical intervention involving both 
surgery and adjuvant therapy (105). Thus, evaluation of stage II patients for 18q 
allelic loss may identify a subset of patients that would benefit from aggressive clinical 
intervention (104). 
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7.2. Prediction of Clinical Outcome in Breast Carcinoma 

Mutations of the p53 tumor suppressor gene are variably but frequently observed in 
breast carcinoma (15--40%), suggesting that mutation of this gene is important in the 
genesis of this tumor type. The observation that patients with Li-Fraumeni syndrome 
exhibit an increased risk for development of breast tumors supports this suggestion. 
Several studies have examined the prognostic significance of p53 mutations in breast 
tumors. Kovach and colleagues determined that breast cancer patients with mutated 
p53 exhibit a shorter time to tumor recurrence and a shorter overall survival than 
patients who do not possess a mutated p53 gene (106). Further, these investigators 
demonstrated that both missense-type mutations (point mutation and in-frame 
microdeletions) and null mutations (hemizygous nonsense and frameshift mutations) 
were associated with poor prognosis (J06). Thorlacius et al. (107) found that p53 
mutations occurred in approx 17% of breast carcinomas examined, but that patients 
with mutated p53 exhibited significantly greater mortality rates than patients without 
detected p53 mutations. In a recent study, Sommer and colleagues (J 08) found that 
detection ofp53 gene mutations was associated with a high probability of tumor recur­
rence and death in affected patients. These authors suggest that evaluation ofp53 gene 
mutations in breast carcinomas could serve to identify patients who lack conventional 
indicators of poor prognosis, but are at high risk for recurrence and early death (J 08). 
This subset of patients may benefit from aggressive adjuvant therapy following surgi­
cal resection of the primary tumor. 

8. CONSIDERATIONS FOR THE APPLICATION 
OF MOLECULAR TECHNIQUES IN CANCER SCREENING 

Because of the public health threat cancer poses, investigators have been searching 
for clues to better understand carcinogenesis. The "War on Cancer" declared over 25 
years ago by the Nixon Administration is far from over, and many believe it has only 
just begun. Although numerous genes have been identified that are associated with 
both sporadic and familial tumors, the diagnostic and prognostic relevance of many of 
these remains to be proven. The fact that cancer itself arises because of many different 
alterations to the cellular genome presents a diagnostic dilemma for the clinicallabora­
tory. Furthermore, the inconsistent presence of specific gene mutations in individual 
tumors ofa single type represents a formidable problem to the application of molecular 
diagnostics in cancer screening. 

For familial or inherited cancers, family members can be screened for predisposing 
risks if identification of a mutant gene or marker sequence associated with that type of 
tumor has been established in the germline of the affected individual. Even in these 
cases, which seem to be relatively straightforward, the data must be interpreted and 
handled very cautiously. As we have learned from the search for mutations in the 
BRCAI gene in familial cases of breast cancer, this type of laboratory testing has 
opened a Pandora's box with respect to ethical, legal, and technical issues never before 
imagined. Determining one's predisposition to development of a sporadic tumor and 
the associated diagnostic/prognostic issues will continue to challenge the laboratory in 
an unprecedented fashion. Since the definitive diagnosis of cancer is dependent on 
histological evaluation of tissues by a pathologist, the College of American Patholo-
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gists has published a summary of clinically relevant prognostic markers in solid tumors 
(109-111). The general conclusions for solid tumors, such as breast, colon, and pros­
tate cancers, supported the fact that many biological markers are currently available. 
However, with respect to many of them, considerable technical advances need to be 
made for routine analysis in the clinical laboratory and clinical data evaluated to deter­
mine the relevance of any particular marker to patient management. As an evolving 
area of clinical research, future studies should identify new markers for predisposition 
and prognostication testing as well as confirm the efficacy of existing potential markers. 
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Molecular Genetics and the Diagnosis 

of Hematological Malignancies 

William N. Rezuke and Evelyn C. Abernathy 

1. INTRODUCTION 

The hematological malignancies can be broadly categorized into the malignant 
lymphomas, which include the two major categories, non-Hodgkin's lymphoma (NHL) 
and Hodgkin's disease, the acute and chronic lymphoid leukemias, which may be 
ofB- or T-cell type, acute myelogenous leukemia, the myelodysplastic syndromes, and 
the myeloproliferative disorders. The goal of this chapter is to focus on the hema­
topathological approach to the diagnosis of the various hematological disorders with 
emphasis on those disorders in which molecular genetic methods, specifically South­
ern blotting and polymerase chain reaction (peR), are most commonly employed. 

In general, precise diagnosis of hematological malignancies often requires a multi­
parameter approach that correlates traditional hematoxylin-and-eosin-stained tissue 
sections or Wright-stained smears with a variety of special studies. These special stud­
ies may include any combination of cytochemical and histochemical stains, immuno­
pathological studies, molecular genetic techniques, and cytogenetic techniques. 
Although many of these studies are quite sensitive and specific, final interpretation of 
any study must always be made in the context of traditional morphological findings. 

2. THE LYMPHOID MALIGNANCIES: 
NHL AND ACUTE AND CHRONIC LYMPHOID LEUKEMIAS 

The lymphoid malignancies are a heterogenous group of disorders that occur as a 
result of neoplastic transformation of B- and T -lymphocytes at different stages of 
B- and T-cell development. The wide variety of lymphoid malignancies reflects the 
varying stages oflymphocyte development and the complexity of the immune system. 
The clinical and pathological characteristics of the lymphoid malignancies are summa­
rized in a comprehensive manner in the recently proposed Revised European American 
Lymphoma (REAL) classification (1). 

Our understanding of the immune system and ability to diagnose and classify lym­
phoid malignancies improved significantly in the 1980s. This was largely because of the 
development of immunopathological methods that employ a wide variety of monoclonal 
antibodies (MAbs) to study cell-surface antigens (2) (Figs. lA,B). Traditional morpho-
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Fig. 1. Immunopathological detection of cell surface antigens. (A) Diagram illustrating the 
basic principle of immunopathological methods. An enzyme is linked to an MAb, which recog­
nizes a specific cell-surface membrane antigen. A chromogenic substrate is added and is enzy­
matically converted to a colored product, which is visualized microscopically. (B) A case of 
lymphocyte predominance Hodgkin's disease showing immunoreactivity in RS variants for 
CD20 (arrows), a B-cell antigen that is characteristically positive in this disease. LSAB 
immunoperoxidase, x500. 

logical findings in conjunction with immunopathological studies are now the cornerstone 
of diagnosis in lymphoid malignancies. In the mid-1980s, the availability of molecular 
genetic methods further enhanced our ability to diagnose and classifY lymphoid malignan­
cies (3). These methods are extremely powerful tools, and are used in select situations. 
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The major application of molecular genetic methods in the evaluation of lymphoid 
neoplasms involves the determination of B- and T-cell clonality. These methods are 
considered to be the "gold standard" for determining clonality and are utilized prima­
rily when clonality cannot be determined immunopathologically. For B-cell neoplasms, 
clonality can often be determined immunopathologically by demonstrating the pres­
ence of monoclonal surface immunoglobulin (2). For T-cell malignancies, there is no 
immunopathological equivalent to monoclonal surface immunoglobulin, although 
aberrant loss of T-cell antigen expression is considered to be presumptive evidence of 
T-cell malignancy (2). Thus, in T-cell malignancies, molecular genetic studies for the 
determination of clonality are especially important. 

Other applications of molecular genetic methods to the assessment of lymphoid 
malignancies include determination of B- or T -cell lineage, detection of chromosomal 
translocations, and detection of minimal residual disease. The latter is becoming 
increasingly important in evaluating patients before and after bone marrow transplan­
tation (4). The detection of a specific chromosomal translocation may help define a 
specific type of malignancy. For example, the detection of a clonal bcl-2 rearrange­
ment indicates the presence of a chromosomal translocation involving chromosomes 
14 and 18, t(14; 18), which is commonly associated with NHLs offollicular center-cell 
origin, and the detection of a clonal bcl-l rearrangement indicates the presence of a 
t(11;14), which is common to NHLs of mantle cell origin (5). 

2.1. Normal B-Cell Development 

According to current concepts of the normal humoral immune system, all B-Iym­
phocytes arise from pluripotent stem cells in the bone marrow and then subsequently 
migrate to secondary lymphoid organs, such as lymph node follicles and Peyer's 
patches in the OI tract. The stages of B-cell differentiation in the bone marrow occur 
largely independent of the presence of antigen, whereas the stages of differentiation in 
secondary lymphoid organs require the presence of antigen for transformation (6). 

Figure 2 shows the normal stages of B-cell development that occur in an orderly 
(ashion, beginning with a progenitor B-cell, which matures to a terminally differenti­
ated plasma cell. A variety of recognized changes occur at different maturational stages 
both at the molecular level and with regard to the presence of specific cellular antigens. 
At the molecular level, the genes that code for the immunoglobulin heavy- and light­
chain proteins undergo sequential rearrangements early in B-cell development (Fig. 2). 
Initially, the immunoglobulin Ilheavy chain located on chromosome 14q32 rearranges 
and is followed by K light-chain rearrangement on chromosome 2p12 and 'A light-chain 
rearrangement on chromosome 22q 11 (7). Subsequent transcription and translation of 
the Il heavy-chain gene result in the appearance of cytoplasmic Il heavy-chain protein, 
which defines the pre-B-cell stage of development. The immature, mature, and acti­
vated B-cell stages are characterized by the presence of an intact surface immuno­
globulin receptor, which consists of two heavy- and two light-chain proteins (Fig. 3A). 
As illustrated in Fig. 2, a variety of cellular antigens can be detected at different 
stages of B-cell development, and the majority are referred to by cluster designation 
(CD) numbers. 

The earliest antigens expressed on B-cells are terminal deoxynucleotidyl transferase 
(TdT) and HLA-Dr. Neither of these antigens are B lineage specific. B-cell associated 
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Fig. 2. Normal stages of B-cell development See text for discussion. TdT, terminal 
deoxynucleotidyl transferase; )..I, cytoplasmic Ilheavy chain; cIg, cytoplasmic immunoglobulin; 
IgR, immunoglobulin rearrangements; sIg, surface immunoglobulin. 
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Fig. 3. Schematic diagram of immunoglobulin and T-cell receptors. (A) The immunoglobu­
lin protein is a heterodimer composed of two heavy and two light chains, each of which has 
variable V and constant C regions. (B) The T-cell receptor (TCR) is also a heterodimer com­
posed of either one a and one p chain or one y and one 8 chain. Each of the TCR proteins has 
variable V and constant C regions. CD3 is a complex of five proteins associated with the TCR. 

antigens CD 19, CD20, and CD 1 0 are subsequently expressed. As a B-cell matures to a 
terminally differentiated plasma cell, the majority ofB-cell associated antigens are lost 
and the CD38 antigen appears. 
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Fig. 4. Normal stages of T-cell development. See text for discussion. TdT, terminal 
deoxynucleotidyl transferase; cCD3, cytoplasmic CD3; TCR, T-cell receptor rearrangements; 
Ag, antigen. 

The fundamental theory of lymphoid neoplasia is that disorders of lymphoid cells 
represent cells arrested at various stages in the normal differentiation scheme (8). For 
example, pre-B-cell acute lymphocytic leukemia mimics normal pre-B-cells showing 
expression of TdT, HLA-Or, COlO, COI9, CD20, and cytoplasmic )l heavy chains 
(Fig. 2). Other examples of neoplastic counterparts to normal precursors include 
chronic lymphocytic leukemia/small lymphocytic lymphoma at the mature B-ce11 stage, 
follicular center-cell lymphoma at the activated B-ce11 stage, and multiple myeloma at 
the plasma cell stage. 

2.2. Normal T-Cell Development 

T-Iymphocytes also arise from pluripotent stem cells in the bone marrow. In con­
trast to B-cell development, in which the earliest stages of maturation occur in the bone 
marrow, progenitor T-cells migrate from the bone marrow to the thymus, where the 
early stages ofT -cell development occur (9). Subsequently, mature T -cells circulate in 
the peripheral blood and seed peripheral lymphoid tissues, which include paracortical 
areas of lymph nodes and periarteriolar sheaths of the spleen. 

Figure 4 shows the normal stages ofT -cell development in the thymus, which, analo­
gous to B-cell development, occur in an orderly fashion. T -lymphocytes possess a sur­
face membrane protein complex referred to as the T-cell receptor, which is structurally 
similar to the immunoglobulin receptor (J 0) (Fig. 3B). The genes that code for the 
T -cell receptor undergo sequential rearrangements early in T-cell development. There 
are four T-cell receptor genes (a, ~, y, and 0), which code for two types of T-cell 
receptors that exist as heterodimers-the a-~ receptor and the y-o receptor. The major­
ity ofT-cells (98-99%) possess the a-~ receptor, with the remaining 1-2% possessing 
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the y-8 receptor (10). The a and 8 chain genes are located on chromosome 14q 11, the 
~ chain gene on chromosome 7q34, and the y chain gene on chromosome 7pl5 (7). 
The first T-cell receptor gene to rearrange is 8, which is followed sequentially by y, ~, 
and a genes. 

Analogous to developing B-cells, a variety of cellular antigens can be detected at 
different stages ofT -cell development (Fig. 4). The earliest antigens expressed are TdT 
and CD7. The CD3 antigen, which is part of the protein complex associated with the 
T -cell receptor (Fig. 3B), is present early primarily in the cytoplasm and manifests on 
the cell surface at a later stage. The common thymocyte stage is defined by expression 
of CD 1 a, the common thymocyte antigen, and is frequently associated with 
coexpression of the CD4 (helperlinducer) and CDS (cytotoxic/suppressor) antigens. 
As T -cells reach the mature stage, they express either CD4 or CDS, but not both. Simi­
lar to B-cell neoplasms, T-cell neoplasms occur owing to maturation arrest at various 
stages of T-cell development (8). For example, lymphoblastic lymphoma frequently 
mimics normal common thymocytes showing expression of TdT, CDla, cytoplasmic 
CD3, CD7, and coexpression of CD4 and CDS (Fig. 4). Other examples of neoplastic 
counterparts to normal precursors include peripheral T-cell lymphoma, cutaneous 
T-cell lymphoma (mycosis fungoides), and the T-cell type oflymphoproliferative dis­
order of granular lymphocytes, which are all neoplasms of mature T -cells (1). 

2.3. B-Cell Immunoglobulin and T-Cell Receptor Gene Rearrangements 

The B-cell immunoglobulin and T-cell receptors are involved in the process of anti­
gen recognition by normal B- and T -lymphocytes. These receptors are structurally simi­
lar, being heterodimer proteins linked by disulfide bonds, and are composed of both 
variable (V) and constant (C) regions (7) (Fig. 3). The variable regions of these pro­
teins are similarly involved in antigen recognition. The constant region of the 
immunoglobulin heavy-chain protein defines the nine immunoglobulin classes (lgGJ, 
IgG2, IgG3, IgG4, IgAJ, IgA2' IgM, IgD, and IgE) (6). The genes which code for the B 
and T-cell receptors are also structurally similar and consist of a large number of exons, 
referred to as a supergene family, that undergo a similar process of DNA recombina­
tion leading eventually to the formation of functional receptor proteins (3,6,7,10,11). 

A general scheme of B-cell immunoglobulin and T-cell receptor gene rearrange­
ments is shown in Fig. 5. The germline configuration refers to nonrearranged DNA. 
The exons that code for the variable regions of the immunoglobulin and T-cell recep­
tors are referred to as V segments, diversity (D) segments, and junctional (J) segments, 
and those which code for the constant regions are referred to as C segments. The pro­
cess of gene rearrangement first involves the selective apposition of one D segment 
with one J segment by deletion of the intervening coding and noncoding DNA 
sequences, resulting in a DJ rearrangement. By a similar process of rearrangement, a V 
segment, located in the 5' direction becomes apposed to D and J to form a VDJ rear­
rangement. Transcription to messenger RNA then occurs even though the VDJ seg­
ments are not yet directly apposed to C segments, which are remotely located in the 
3 '-direction. Subsequent splicing of the mRNA with deletion of non coding sequences 
results in apposition ofVDJ with C to form a VDJC mRNA, which can then be trans­
lated into an immunoglobulin or T-cell receptor protein. The genes coding for the 
immunoglobulin heavy chain protein and T-cell receptor ~ and 8 proteins include V, D, J, 
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Fig. 5. Schematic diagram illustrating the sequential steps involved in immunoglobulin and 
T-cell receptor gene rearrangements. See text for discussion. 

and C segments. The genes coding for the K and A light -chain proteins and the T-cell recep­
tor a and y proteins include only V, J, and C segments without D segments (3,7,11). 

The complex process of DNA recombination or rearrangement allows for tremen­
dous diversity of both the humoral and cell-mediated immune systems, and the ability 
to detect a wide array of antigens (3,6,7,10,11). The large number of V, D, J, and C 
segments results in many combinations that can be transcribed and translated to mil­
lions of different antigen receptors. A detailed diagram of the B-cell heavy-chain and 
the T-cell receptor p chain supergene families is shown in Fig. 6. The immunoglobulin 
heavy-chain gene consists of at least 100 V segments, approx 30 D segments, 6 J seg­
ments, and 9 C segments. The T-cell receptor p chain gene includes 75-100 V seg­
ments and two tandem DJC complexes, referred to as DIJICI and D2J2C2. Each DJC 
complex contains one D segment and one C segment. The first DJC complex contains 
six J segments (lBI group) and the second DJC complex contains seven J segments (lB2 
group) (3,7,11). 

2.4. Southern Blots and the Determination of B- and T-Cell Clonality 

To establish a diagnosis ofB- or T-cell malignancy, the ability to prove that a neoplastic 
population ofB- or T -cells is monoclonal in origin is of central importance. A monoclonal, 
or simply, clonal cell population refers to a population of cells that share similar char­
acteristics and are all derived from a single precursor cell. In lymphoid malignancies, 
clonality can be defined in several different ways. Clonality may be suggested based 
on traditional morphology if a monomorphous cell population is present, immuno­
pathologically by showing the presence of monoclonal surface immunoglobulin (in the 
case ofB-cell neoplasms), cytogenetically by demonstrating a recurrent chromosomal 
alteration, such as recurrent translocation, and by molecular genetics by demonstrating 
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Fig. 6. Schematic diagram of the immunoglobulin heavy chain and the T-cell receptor 
~ chain supergene families. To detect B-cell heavy-chain gene rearrangements by Southern 
blot analysis, a JH probe, which recognizes heavy chain J segments is used. To detect T-cell 
receptor ~ chain gene rearrangements, a JBIB2 probe, which recognizes J segments in both the 
JBl and JB2 groups, is used. 

the presence of a clonal B- or T-cell gene rearrangement. In B- and T-cell neo­
plasms, the primary application of molecular genetics is to prove clonality in cases 
which are not morphologically malignant, and in which clonality cannot be proven 
immunopathologically. Southern blot analysis is a very sensitive and specific method 
for determining clonality, and may detect a monoclonal population that comprises as 
little as 1-5% of the total cell population (3,7). 

For Southern blot analysis, DNA is first extracted and purified from the cells that are 
to be analyzed. Fresh or frozen specimens are most suitable for Southern blot analysis 
of hematological disorders, and these include cell suspensions prepared from periph­
eral blood, bone marrow aspirates, and body fluids, and cell suspensions or cryostat 
sections prepared from tissues, such as lymph node or spleen. Separate samples of 
purified DNA are then digested with restriction enzymes EcoRI, HindIII, and BamHI 
(12). Restriction enzymes cleave DNA at specific sites by recognizing specific base 
pair sequences. The digested DNA fragments are then electrophoresed using agarose 
gels, which separate the DNA fragments according to molecular size. The DNA frag­
ments are then transferred to a nylon membrane and hybridized with a specific DNA 
probe. DNA probe detection systems include radioactive labeling with 32p, chemilumi­
nescence, and colorimetric (13). 

DNA probes that are commonly used for detection of monoclonal B-cell popula­
tions are JH, which recognizes the heavy-chain joining (1) segments, and JK, which 
recognizes the K light-chain joining (1) segments. DNA probes that are commonly used 
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Fig. 7. Schematic diagram illustrating the Southern blot approach for detecting B-cell gene 
rearrangements. See text for discussion. Arrowheads identify restriction enzyme cleavage sites. 

for detection of monoclonal T-cell populations are JB 1 B2 which recognizes the two 
groups of ~ chain joining (1) segments, and CT B, which recognizes the two ~ chain 
constant (C) segments. The two DNA probes most commonly used in our laboratory 
are JH and J8182• Figure 6 shows their specific sites of recognition in the immunoglobu­
lin heavy chain and T-cell receptor ~ chain genes in germ line configuration. 

The Southern blot approach for detecting B-cell gene rearrangements is shown sche­
matically in Fig. 7. In reactive or polyclonallymphocyte populations, the primary band 
identified with JH probe is the germ line band (Lane A). Thousands of different rear­
rangements are actually present in this lane, but individually, the rearrangements are 
too small to be detected. In a monoclonal B-cell population, all B-cells are derived 
from a single precursor cell and have identical gene rearrangements, which will be 
detected by Southern blots as a novel band. If the monoclonal B-cell population has a 
DJ rearrangement, numerous intervening coding and noncoding DNA sequences are 
deleted, resulting in a smaller fragment of DNA detected by the JH probe (Lane B). If 
the monoclonal B-cell population has a VDJ rearrangement, a restriction enzyme cleav­
age site is also deleted, resulting in a larger fragment of DNA detected by the JH probe 
(Lane C). 

Southern blots using 32p labeled DNA probes are shown in Figs. 8 and 9. Fig. 8 
(Lanes 2, 5, and 8) shows the presence of clonal B-cell gene rearrangements which 
were detected with a JH probe in a case of B-cell NRL. Figure 9 (Lanes 3, 6, and 9) 
shows the presence of clonal T-cell gene rearrangements, which were detected with 
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Fig. 8. Evaluation for B-cell clonality with Southern blots using JH probe and restriction 
enzymes BamHI (Lanes 1-3), EeaRI (Lanes 4-6), and HindIII (Lanes 7-9). Each restriction 
enzyme has a control lane identifying the germline configuration (Lanes 1,4, and 7). Clonal 
B-cell gene rearrangements are identified in a case of B-cell NHL (Lanes 2, 5, and 8) with 
novel bands present in lanes 2 and 5 (arrowheads). Only the gennline configuration is identi­
fied in a lymph node biopsy showing reactive hyperplasia (Lanes 3, 6, and 9). M, marker lane; 
S, sensitivity control lane with 5% DNA. 

M 1 234 5 6 7 8 9 S 

Fig. 9. Evaluation for T-cell clonality with Southern blots using 1B1B2 probe and restriction 
enzymes EeoRI (Lanes 1-3), BamHI (Lanes 4-6), and HindIII (Lanes 7-9). Each,restriction 
enzyme has a control lane identifying the germline configuration (Lanes 1,4, and 7). Clonal 
T -cell gene rearrangements are identified in a case of T-cell NHL (Lanes 3, 6, and 9) with novel 
bands present in each lane (arrowheads). Only the gennline configuration is identified in a 
lymph node biopsy showing reactive hyperplasia (Lanes 2, 5, and 8). M, marker lane; S, sensi­
tivity control lane with 5% DNA. 
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JB1B2 probe in a case ofT -cell NHL. In each set of blots, a marker lane (Lane 1) consist­
ing of predigested fragments of A phage DNA is present to establish restriction frag­
ment sizes. Separate DNA samples are digested with three restriction enzymes, EcoRI, 
HindIII, and BamHI, for both B- and T-cell probes. With each enzyme digest, a control 
lane consisting of normal placental DNA is run to identify the germline configuration. 
A novel band refers to any band occurring in a lane other than: 

1. A germline band; 
2. A crosshybridization band, which occurs owing to hybridization of the probe to partially 

homologous DNA sequences in other areas of the genome; or 
3. A partial digest band, which occurs owing to incomplete digestion of DNA by a 

restriction enzyme. 

A diagnosis of a clonal B- or T -rearrangement is established according to the guide­
lines established by Cossman et al. (12), which require the identification of at least two 
novel bands that may be present either in two separate enzyme digests or may both be 
present in the same enzyme digest. 

2.5. The PCR and B- and T-Cell Clonality 

The polymerase chain reaction (PCR) technique is becoming an increasingly popu­
lar method for evaluating the presence or absence of B- and T-cell clonality in lym­
phoid neoplasms (14). This powerful method of DNA analysis allows for the evaluation 
of minute quantities of DNA by a process of DNA amplification. Analogous to South­
ern blot methods, the application of PCR to detect B- and T-cell clonality involves 
evaluation of gene rearrangements in those segments of DNA that code for the variable 
regions of the immunoglobulin and T-cell receptors. Each variable (V) segment of 
DNA has a unique DNA sequence that contributes to the great diversity of the immu­
noglobulin and T-cell receptor antigen recognition sites. In addition, short sequences 
of DNA are shared by nearly all of the V segments that can be recognized by a primer 
referred to as a consensus V region primer. In a similar fashion, short sequences of 
DNA shared by nearly all of the J segments can be recognized by a consensus J region 
primer (14,15). 

A diagram illustrating the application of PCR to detect B-cell heavy-chain gene 
rearrangements using V Hand JH consensus primers is shown in Fig. 10, and an ethidium 
bromide-stained PCR gel is shown in Fig. 11. In order to amplify a segment of DNA by 
PCR successfully, the primers must recognize DNA sequences within a short segment 
of DNA. In the germline configuration, because V and J segments are widely sepa­
rated, no significant DNA product is obtained following amplification by PCR (Fig. 10 
Lane A and Fig. 11 Lanes 2 and 3). Ifa VDJ rearrangement occurs, the proximity of the 
V and J segments allows for the production of an amplified DNA product. A polyclonal 
B-cell population has a large number of VDJ rearrangements, which differ in size 
resulting in a smear pattern (Fig. 10, Lane B; Fig. 11, Lanes 4 and 5). In contrast, 
monoclonal B-cell populations contain identical VDJ rearrangement that results in the 
formation of a distinct band (Fig. 10, Lane C; Fig. 11, Lanes 6 and 7). 

Although the Southern blot method has been the "gold standard" for demonstrating 
clonality in lymphoid neoplasms, PCR offers distinct advantages (14,16). Whereas 
Southern blotting is costly and labor-intensive, requiring 7-10 d to obtain a result, PCR 
can be performed at a lower cost injust 1-2 d. In addition, Southern blotting requires a 
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Fig. 10. Schematic diagram illustrating the PCR approach for detecting B-cell gene rear­
rangements. See text for discussion. 
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Fig. 11. B-cell gene rearrangement patterns shown in PCR gels after ethidium bromide stain­
ing using JH and V H consensus primers. In the germline configuration, no PCR product is 
obtained (Lanes 2 and 3). Polyclonal B-cell populations have a characteristic smear pattern 
(Lanes 4 and 5). Monoclonal B-cell populations are characterized by a single distinct band 
(Lanes 6 and 7). Lane M, molecular size marker; Lane 1, blank. (Courtesy ofG. J. Tsongalis, 
Hartford Hospital.) 

relatively large amount of high-quality intact DNA, and must be obtained from fresh or 
frozen tissue samples. In contrast, because the amplification of DNA by PCR requires 
only short segments of DNA, PCR analysis can be performed on small samples of 
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DNA and on DNA that is oflow quality or only partially intact (such as DNA extracted 
from paraffin-embedded tissues). Finally, although Southern blotting may detect a 
1-5% clonal lymphoid population, PCR may detect as small as a 0.1 % clonal lymphoid 
population (17). 

Despite the many advantages of PCR in evaluating for B- and T-cell clonality, the 
technique is associated with a higher percentage of false-negative results than South­
ern blotting. This high false-negative rate likely occurs because of the inability of con­
sensus V primers to recognize complementary DNA sequences in all of the V segments, 
and because of the inability of V and J primers to recognize genetic alternations, such 
as partial rearrangements (DJ rearrangements), and chromosomal translocations and 
somatic mutations involving the antigen receptor gene loci (14,18). 

2.6. Chromosomal Translocations in NHL 

A number of specific, nonrandom chromosomal translocations have been described 
in association with different subtypes of NHL. These trans locations can be demon­
strated by traditional cytogenetic methods, as well as by molecular genetic methods 
which include Southern blotting, PCR, and fluorescence in situ hybridization (FISH). 
Because the demonstration of cytogenetic abnormalities in lymphoid neoplasms with 
traditional cytogenetic methods is technically difficult, especially in low-grade neo­
plasms that are associated with a low mitotic rate, molecular approaches currently are 
the methods of choice. The majority of cases ofNHL can be accurately classified based 
primarily on morphological and immunopathological characteristics; however, in select 
cases, the demonstration of a specific chromosomal translocation may help confirm a 
diagnosis. For example, the demonstration ofa t(8;14) in a lymphoma that is morpho­
logically and immunopathologic ally suspicious for Burkitt's lymphoma would con­
firm this diagnosis (5). More importantly, the ability to detect specific chromosomal 
translocations in lymphomas by highly sensitive methods, such as PCR, provides a 
means potentially to monitor patient therapy and to follow patients for evidence of 
minimal residual disease. 

Chromosomal trans locations in both leukemia and lymphoma often involve the 
transposition of a proto-oncogene from one chromosome to another. Proto-oncogenes 
are defined as normal cellular genes that are involved in the regulation of cellular pro­
cesses, such as growth and proliferation, and have the potential to contribute to neo­
plastic transformation when they are structurally or functionally altered, as occurs with 
chromosomal translocations (19). Proto-oncogenes can be categorized as promoters of 
cell growth and proliferation (category I), tumor suppressor genes, which normally 
inhibit cell growth and proliferation (category II), and genes that regulate programmed 
cell death or apoptosis (category III) (20). Examples of proto-oncogenes that are 
involved in lymphomagenesis include: 

1. c-myc, which is a category I proto-oncogene involved in the pathogenesis of Burkitt's 
lymphoma and is normally present on chromosome 8 (5,19): In Burkitt's lymphoma, a 
t(8;14), t(2;8), or t(8;22) results in the juxtaposition of c-myc from chromosome 8 to the 
heavy- or light-chain loci on chromosomes 14, 2, or 22 with resultant deregulation of c-myc. 

2. bcl-l which is also a category I proto-oncogene and is involved in the pathogenesis of 
mantle cell lymphoma (19,21,22). The bcl-Ilocus includes the PRAD-I cyclin gene, which 
is normally located on chromosome 11 and is involved in the regulation of cell-cycle 
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Fig. 12. Schematic diagram showing the translocation of bcl-2 from chromosome 18 (shaded 
boxes) to the heavy-chain gene (IgH) on chromosome 14 (open boxes) resulting in a bcl-2/IgH 
fusion gene. For bcl-2, most breaks occur in either the mbr or mcr regions. Breakpoints in the 
heavy-chain gene involve JH segments (arrowhead). The translocation may involve mbr and 
JH breakpoints (middle panel) or mcr and JH breakpoints (lower panel). 

progression. In mantle cell lymphoma, a t(ll; 14) results in the juxtaposition of bcl-1 from 
chromosome 11 to the heavy-chain locus on chromosome 14 with resultant deregulation 
ofPRAD-I. 

3. bcl-2, which is unique, category III proto-oncogene involved in the pathogenesis offolli­
cular lymphoma (19--21). 

The remainder of this section will focus on biological and molecular aspects of bcl-2. 
Apoptosis or programmed cell death is part of normal homeostasis, and is the body's 
way of maintaining a delicate balance between cell proliferation and cell death. The 
proto-oncogene bcl-2 normally resides on chromosome 18 and is involved in blocking 
apoptosis (20). In healthy adults expression of bcl-2 is limited to long-lived cells, which 
include some subsets of normal T- and B-Iymphocytes. In follicular lymphoma, bcl-2 
becomes overexpressed after being translocated from chromosome 18 to the heavy­
chain locus on chromosome 14. The overexpression of bcl-2 is likely one step in the 
process of lymphomagenesis, with elevated levels of bcl-2 extending the life-span of 
neoplastic cells (20). The t(14; 18) has been reported in up to 80-90% of cases of folli­
cular lymphoma and less frequently in other types of hematopoietic and nonhemato­
poietic malignancies (21). 

Figure 12 schematically shows the reciprocal translocation involving the bcl-2 locus 
on chromosome 18q21 and the immunoglobulin heavy-chain locus (IgH) on chromo­
some 14q32. The bcl-2 gene contains three exons, including ex on 1, which is a 
noncoding exon (upper panel, Fig. 12). The majority of chromosomal breaks occur in 
two regions referred to as the major breakpoint cluster region (mbr), where 50-75% of 
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Fig. 13. Analysis for bcl-2/IgH gene rearrangements by peR involves two separate primer 
combinations--mbr and JH primers (top) and mcr and JH primers (bottom). See text for discussion. 

the breaks occur, and the minor breakpoint cluster region (mcr), where 20-40% of the 
breaks occur (20,21). The mbr is located in exon 3 and the mcr is located downstream 
in the 3 '-direction from ex on 3. The breakpoints in the heavy chain locus involve the JH 

segments. The t( 14; 18) results in a bcl-2/IgH fusion gene as depicted in the middle and 
lower panels of Fig. 12. 

Analysis for the presence of bcl-2/IgH gene rearrangements can be performed by 
both Southern blotting and PCR. PCR is especially suited for analyzing for bcl-2/IgH 
rearrangements, because the bcl-2 and JH breakpoints are located within a short seg­
ment of DNA (23). Analysis by PCR is performed using two separate primer combina­
tions to analyze for breaks at both the major and minor breakpoint cluster regions-a 
combination ofmbr and JH primers and a combination ofmcr and JH primers (Fig. 13). 
If a t(14; 18) and hence a bcl-2/IgH rearrangement has not occurred, no PCR product 
will be obtained following amplification. 

3. HODGKIN'S DISEASE 

Hodgkin's disease is the second major category of lymphoma and is generally con­
sidered to be more treatable and curable than NHL. The diagnosis is primarily a mor­
phological diagnosis and is based on the identification of Reed-Sternberg (RS) cells 
and RS variants, which are considered to be the malignant cells, in association with a 
predominant background cell population that consists of benign inflammatory cells. In 
the majority of cases, RS cells and variants comprise <1 % of the total cell population. 
The origin of the RS cell has remained an enigma, although a variety of cells have been 
implicated as the cell of origin, including B- and T -lymphocytes, granulocytes, histio­
cytes, dendritic reticulum cells and interdigitating reticulum cells. Current theories 
favor B- or T -lymphocytes as the cell of origin (24). 

Immunopathological studies often contribute to establishing a diagnosis of Hodgkin's 
disease, particularly in cases with atypical morphological features. RS cells and vari-
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ants express the CD 15 and CD30 antigens in the majority of cases of classical 
Hodgkin's disease (nodular sclerosis and mixed cellularity subtypes) (1). In any sub­
type of Hodgkin's disease, RS cells and variants may also express B- or T-cell anti­
gens, which is one piece of evidence suggesting their origin from B- or T -lymphocytes 
(25). RS variants in the majority of cases oflymphocyte predominance Hodgkin's dis­
ease express the B-cell-associated antigen, CD20 (Fig. lB). 

Despite immunopathological evidence ofB- or T-cell antigen expression on RS cells 
in some cases of Hodgkin's disease, the majority of cases fail to show evidence of 
clonal B- or T-cell gene rearrangements by Southern blot or PCR methods when per­
formed on whole tissue sections. The inability to demonstrate clonal B or T-cell gene 
rearrangements may be related to the small percentage of RS cells present in most 
cases of Hodgkin's disease. However, rearrangements of the immunoglobulin heavy­
and light-chain genes and T-cell receptor genes have been reported in some cases of 
Hodgkin's disease (24), especially in cases with a relatively high percentage of RS 
cells and variants (26). Recently, investigators have demonstrated that by isolating 
individual B-cell antigen-positive RS cells by micromanipulation of whole tissue sec­
tions and applying PCR to detect rearrangements of immunoglobulin V region genes, 
in some case of Hodgkin's disease RS cells are monoclonal, and in some cases they are 
polyclonal (27). The demonstration of both monoclonal and polyclonal rearrangements 
in RS cells supports the concept that Hodgkin's disease is a heterogenous disorder and 
is strong evidence that in some cases RS cells are of B-cell origin (27). 

4. THE MYELOID MALIGNANCIES: ACUTE MYELOGENOUS 
LEUKEMIA (AML), MYELOPROLIFERATIVE DISORDERS, 
AND MYELODYSPLASTIC SYNDROMES 

The myeloid malignancies are a diverse group of hematopoietic neoplasms that 
include as general categories of disease AML, the chronic myeloproliferative disor­
ders, and the myelodysplastic syndromes. All of these diseases are clonal disorders that 
arise from the neoplastic transformation of a multi potent stem cell. AML and the 
chronic myeloproliferative disorders are disorders of cell proliferation and are usually 
associated with elevated peripheral blood counts. In contrast, the myelodysplastic syn­
dromes are disorders of cell maturation and are usually associated with peripheral blood 
cytopenias and dysplastic morphology. A specific diagnosis can be established in most 
cases based on a combination of clinical features, morphology, cytochemical studies, 
and in some cases, immunopathological studies. In addition, traditional cytogenetic 
analysis has become a critical part of the clinical evaluation of these disorders, provid­
ing important information that may be useful in establishing both a correct diagnosis 
and assessing prognosis. For example, a variant of acute myelomonocytic leukemia 
associated with increased bone marrow eosinophils and cytogenetic abnormalities 
involving the long arm of chromosome 16 is recognized to be a favorable subtype of 
AML typically associated with long-term clinical remissions following induction che­
motherapy (28). Finally, the recent application of molecular genetic methods, includ­
ing Southern blotting, PCR, and FISH, has further advanced our diagnostic capabilities. 
The following sections will focus on chronic myelogenous leukemia and the molecular 
genetics of the Philadelphia chromosome, briefly summarize applications ofFISH, and 
expand on the concept of minimal residual disease. 
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Fig. 14. Schematic diagram showing the translocation of the c-abl gene from chromosome 9 
(open boxes) to the BCR gene on chromosome 22 (shaded boxes) resulting in a BCRlabl fusion 
gene. For c-abl, most breaks occur between ex on lb and exon 2. The majority of breaks in the 
BCR gene occur in the breakpoint cluster region (bcr), and a smaller number occur between 
exon I and exon 2. A t(9;22), which involves the bcr region, results in a BCRlabl fusion gene, 
which is transcribed to a chimeric BCRlabl mRNA and translated to a chimeric P210 protein. 

4.1. Chronic Myelogenous Leukemia (CML) 
and the Philadelphia Chromosome 

The myeloproliferative disorders include CML, polycythemia vera, essential 
thrombocythemia, and myelosclerosis with myeloid metaplasia. Although each of these 
disorders usually presents with distinct clinical and morphological features, it is com­
mon for cases to present with overlapping features, especially in the early stages of the 
diseases (29). Clinically, CML is characterized by a triphasic clinical course with an 
initial chronic phase, followed by an accelerated phase, and terminating in a blast crisis 
(30). In cases of suspected chronic-phase CML with overlapping clinical features, the 
identification of the presence of a Philadelphia (PhI) chromosome by cytogenetic or 
molecular genetic methods confirms this diagnosis. Evolution of chronic-phase CML 
to accelerated phase and blast crisis is usually associated with the acquisition of addi­
tional chromosomal abnormalities (29,30). The PhI chromosome may also be observed 
in acute lymphocytic leukemia (ALL) in 30% of adult cases and 5% of childhood cases, 
and is associated with an unfavorable prognosis (31). 

The Ph I chromosome is a shortened chromosome 22 that arises from a reciprocal 
translocation involving the long arms of chromosomes 9 and 22 (21,29,30). The trans­
location involves the c-ab/ proto-oncogene, which is normally present on chromosome 
9q34, and the BCR gene on chromosome 22qll (Fig. 14). The c-ab/ proto-oncogene 
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Fig. 15. Analysis for BCRlabl gene rearrangements by PCR using chimeric BCRlabl mRNA 
as a template. Using reverse transcriptase and a 3'-abl primer, a BCRlabl complementary DNA 
(cDNA) strand is produced. The cDNA can then be directly analyzed by PCR with 5'-ber and 
3'-abl primers, resulting in a BCRlabl PCR product. 

consists of 11 exons that code for a protein product designated P145. This protein 
belongs to a family of tyrosine kinases, which are involved in the control of cellular 
growth. The majority of breakpoints in c-abl occur between exon 1b and exon 2. The 
BCR gene consists of 20 exons and includes a central breakpoint cluster region (bcr) 
where the majority of breakpoints in CML occur. The juxtaposition of abl with BCR 
results in the formation of a BCR/abl fusion gene, which is subsequently transcribed 
into a chimeric BCR/abl mRNA, and translated into a chimeric BCR/abl protein prod­
uct referred to as P210 (Fig. 14). The chimeric P210 protein has enhanced tyrosine 
kinase activity compared to the normal P 145 and is likely involved in the pathogenesis 
of CML. In Phi-positive ALL, approx 50% of cases are associated with a chimeric 
P2IO protein, and the remaining cases are associated with a chimeric P 190 protein that 
also has increased tyrosine kinase activity (31). 

Molecular genetic methods for detecting BCR/ab/ gene rearrangements are recom­
mended in any patient who has clinical features that are suspicious for CML, but 
absence of a detectable Phi chromosome by routine cytogenetic analysis. Approxi­
mately 5-10% of patients will be Phl-chromosome-negative by cytogenetic analysis, 
but a significant number of these patients will have BCR/abl gene rearrangements. 
Patients that are Ph1-chromosome-negative, but have BCR/abl gene rearrangements 
are clinically and morphologically indistinguishable from Ph I-chromosome-positive 
patients (21). 

To establish a diagnosis ofCML in Ph1-chromosome-negative patients and for moni­
toring patients for response to therapy and evidence of minimal residual disease, detec­
tion of BCR/abl rearrangements by PCR is the method of choice (Fig. 15) (32). In 
contrast to the bcl-2/IgH gene breakpoints, which occur within a short segment of DNA 
and allow for direct PCR analysis of DNA, the breakpoints for BCR/abl span a large 
segment of DNA, which prevents direct analysis. To circumvent this, the PCR approach 
for detecting BCR/abl rearrangements utilizes BCR/abl chimeric mRNA as a template 
(Fig. 15). Transcription of BCRlabl DNA to chimeric mRNA brings the primer 
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annealing sites closer together, so that a region suitable for amplification, owing to its 
smaller size, is formed. Using reverse transcriptase and a 3'-ab/ primer, a complemen­
tary DNA strand is first produced. The cDNA can then be directly analyzed with 51-ber 
and 31-abl primers with a resultant PCR product. If a t(9;22) and hence a BCRlabl rearrange­
ment have not occurred, no PCR product will be obtained following amplification. 

5. FISH 

FISH can be used to diagnose and monitor hematological diseases. The technique 
utilizes fluorochrome labeled DNA probes to detect chromosomal abnormalities 
microscopically in cells prepared on peripheral blood smears, bone marrow aspirate 
smears, and formalin-fixed, paraffin-embedded histological sections. The major 
advantages ofFISH over traditional cytogenetics are that FISH: 

1. Does not require fresh, viable tissue; 
2. Can be used to analyze interphase (nondividing) cells; and 
3. Allows for the analysis of many more cells (33). 

FISH is most effectively used when screening a cell population in question for a 
specific chromosomal abnormality that was not detected by cytogenetic analysis. FISH 
can also be used to monitor therapy and to evaluate patients for evidence of minimal 
residual disease. Examples of chromosomal abnormalities in hematological neoplasms 
that can be readily identified using FISH include: 

1. t(15; 17), which is characteristic of acute promyelocytic leukemia (AML-M3) and when 
identified helps distinguish AML-M3 from other SUbtypes of AML; 

2. t(9;22), which was discussed in detail in the preceding section; and 
3. Trisomy 8, which is commonly observed in myelodysplastic syndromes and may help 

confinn a diagnosis of suspected myelodysplasia. 

6. DETECTION OF MINIMAL RESIDUAL DISEASE 

Minimal residual disease (MRD) refers to the presence of a residual clone of malig­
nant cells in a patient that cannot be detected by standard pathological and radiological 
staging approaches and may eventually result in disease relapse (34). For example, at 
presentation, patients with acute leukemia have a tumor burden consisting of 1012 leu­
kemic cells, which is readily detectable by microscopic examination of the bone mar­
row. Following induction chemotherapy, the tumor burden is reduced by several orders 
of magnitude, resulting in clinical remission (defined as <5% bone marrow blasts); 
however, an undetectable residual tumor burden of 108 or 109 leukemic cells may still 
remain (4). Traditional morphological assessment of the bone marrow cannot distin­
guish a patient with MRD of 109 leukemic cells from a patient with no leukemic cells. 

The presence of MRD in patients with leukemia and lymphoma has been assessed 
by a variety of approaches, including traditional morphology, immunophenotypic 
analysis by flow cytometry, cell culture methods, conventional cytogenetics, and 
molecular methods, which include fluorescence in situ hybridization (FISH), Southern 
blotting, and PCR (4). Each of these methods has advantages and disadvantages. With 
the exception of PCR, the approaches listed lack sensitivity and are capable of detect­
ing approx a 1 % malignant cell population. In contrast, PCR is significantly more sen­
sitive and has the capability of detecting one malignant cell among 105-106 normal 
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cells (34.35). In order to evaluate for the presence ofMRD by PCR, the malignant cell 
must have a unique set of DNA sequences that allow for distinction from normal cells. 
Evaluation for the presence of chromosomal translocations such as t(14; 18)( q32;q21) 
in follicular, NHL and t(9;22)( q34;q 11) in ALL and CML, are ideal for detecting MRD. 
An alternative approach in B- and T-cell malignancies involves detection of immuno­
globulin and T-cell receptor gene rearrangements. A variety of PCR based strategies 
have been devised based on the premise that each clone of malignant B- or T -cells 
has a unique VDJ rearrangement that can be used as a molecular marker to probe for 
the presence of MRD (4). 

The ability to detect MRD more precisely would be expected to improve clinical 
management by optimizing therapy (4,34,35). In some diseases, the presence of sig­
nificant MRD may be a predictor of disease relapse, requiring more aggressive thera­
peutic approaches, such as bone marrow transplantation. In contrast, patients with little 
or no residual MRD may require less intensive therapy, thus reducing patient exposure 
to potentially toxic drugs. 

7. CONCLUSION 

Molecular genetic techniques are powerful tools which have greatly enhanced our 
ability to diagnose and classify hematological diseases precisely. In lymphoid neo­
plasms, the ability to prove or disprove the presence of B- or T-cell clonality by either 
immunopathological or molecular genetic approaches is often central to establishing a 
correct diagnosis. In both myeloid and lymphoid neoplasms, the identification of a 
specific chromosomal abnormality may be useful in confirming a diagnosis in cases 
that are otherwise inconclusive. This same chromosomal abnormality may subsequently 
be used as a marker to evaluate patients for response to therapy and for evidence of 
MRD. The field of molecular genetics is continually expanding our understanding of 
the basic molecular alterations involved in the pathogenesis of hematological diseases. 
By understanding basic disease mechanisms, it is likely that future therapies for 
hematological diseases will become more refined. 

8. CASE EXAMPLE 

A 68-yr-old woman presented with gastrointestinal bleeding. Endoscopic examina­
tion of the stomach revealed thickened gastric folds with multiple small ulcers. Micro­
scopic examination of endoscopic biopsies obtained adjacent to the gastric ulcers 
showed a dense lymphoid infiltrate, which had a varied histological appearance. The 
infiltrate was characterized by the presence of obvious benign, reactive germinal cen­
ters and plasma cells in association with sheets of abnormal small lymphoid cells, which 
focally infiltrated normal gastric glands forming so-called lymphoepithelial lesions 
(Fig. 16). In areas, gastric glands were obliterated. 

The microscopic findings suggested a differential diagnosis which included chronic 
gastritis and a type of NHL referred to as a low-grade, B-cell lymphoma of mucosal­
associated lymphoid tissue (MALT). To distinguish chronic gastritis from an NHL, it 
was necessary to evaluate the biopsy for clonality, since chronic gastritis is a polyclonal 
process and NHL is a monoclonal process. Immunopathological studies performed on 
tissue sections clearly showed polyclonal surface immunoglobulin expression in benign 
reactive follicles, but were inconclusive in the sheets of abnormal small lymphocytes. 
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Fig. 16. Histological section of the gastric biopsy showing infiltration of normal gastric 
glands by abnormal small lymphoid cells (arrows) forming lymphoepithelial lesions. H & E 
stain x500. 

M 1 2 3 

Fig. 17. peR gel stained with ethidium bromide after amplification of DNA with JH and VH 

consensus primers. A single distinct band is present indicative of a monoclonal B-cell popula­
tion. Studies performed in duplicate, Lanes 2 and 3. Lane M, molecular size marker; Lane 1, 
blank (courtesy of G. J. Tsongalis, Hartford Hospital). 

Molecular genetic studies were then performed to evaluate the biopsy further for 
clonality. Because the quantity of DNA extracted from the small gastric biopsy was 
insufficient for Southern blot analysis, studies were performed by peR. To evaluate 
for B-cell clonality, peR studies were performed using JH and VH consensus primers 
and showed the presence of a single distinct band, which indicated the presence of a 
monoclonal B-cell population (Fig. 17). 

A diagnosis oflow-grade, B-celllymphoma of MAL T was established in this gastric 
biopsy based on the demonstration of a monoclonal B-cell population by peR in asso­
ciation with the characteristic histologic features. These lymphomas typically arise in 
lymphoid tissue intimately associated with mucosal sites, such as the gastrointestinal 
tract, lung, and salivary gland and are often difficult to distinguish histologically from 
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chronic inflammatory disorders, such as chronic gastritis, because the neoplastic lym­
phoid cells are usually associated with many benign, reactive lymphoid cells, including 
reactive germinal centers. This case illustrates a common diagnostic problem confront­
ing the pathologist and demonstrates the contribution of molecular genetic methods to 
resolving these problems. 
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Molecular Techniques in Laboratory Diagnosis 

of Infectious Diseases 

Jaber Aslanzadeh 

1. INTRODUCTION 

Accurate and timely diagnosis of infectious diseases is essential for proper medical 
management of patients. The prompt detection of the microbial pathogen also enables 
care providers to institute adequate measures to interrupt transmission to the suscep­
tible population in the hospital or community. In the past, diagnoses of infectious dis­
eases has usually been dependent on isolation of the infective agent by culture 
technique. Although this approach seemed adequate to identify the majority of com­
mon infections, the approach was not reliable for detection of organisms that were 
difficult or failed to grow in vitro or had a long incubation time. In fact, in many cases, 
the patient would recover long before the laboratory results became available. Because 
of these problems, there has been great demand for alternative techniques that would 
allow direct detection of infectious agents in clinical samples. Rapid antigen detection 
tests, such as latex agglutination, enzyme immunoassay (EIA), and direct and indirect 
fluorescent antibody tests, were developed and, although generally reliable, have a 
number oflimitations. These include limited sensitivity when organisms are not preva­
lent or do not shed large amounts of antigen into infected tissue and necessity for anti­
gen to react rapidly with the test antibody (1). For these reasons there has been an 
interest and demand for newer methods for diagnosis of infectious diseases pathogens. 

In the 1990s molecular techniques, including DNA probes and polymerase chain 
reaction (peR), were introduced in clinical microbiology laboratories. Today molecu­
lar techniques are used routinely to detect an ever-increasing number of organisms. For 
example, DNA probes are now used routinely for culture confirmation of mycobacteria 
and have replaced laborious and time-consuming protocols, such as hyphea to yeast 
conversion or exoantigen extraction for diagnosis of dimorphic fungi (2,3). 

2. SPECIFIC MOLECULAR TECHNIQUES 

2.1. DNA Probe Hybridization Assays 

A nucleic acid probe is a defined fragment of DNA, radioactively or chemically 
labeled and used to locate specific nucleic acid sequences by hybridization. To develop 
a probe for a given organism, a unique "signature sequence" must be identified and 
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produced in sufficient quantity using either a DNA synthesizer or simple cloning pro­
tocols. The probes are labeled either during or after their production with a labeling 
agent. Depending on the type oflabel used, the sensitivity of detection may range from 
104-106 organisms. 

The two primary types of DNA probe hybridization assays are membrane and liquid 
hybridization. The membrane hybridization relies on lysing the target organism and 
fixing the liberated DNA onto a nylon membrane. Membrane is then probed with a 
radioactive or chemiluminescent labeled oligonucleotide probe that hybridizes to a 
unique sequence on the target DNA. In contrast, liquid hybridization does not rely on 
solid phase to immobilize the liberated DNA; following cell lysis, the liberated DNA 
directly hybridizes with the labeled probe. 

The hybridization protection assay (Gen-probe) is the leading liquid hybridization 
test used routinely in clinical laboratories. The assay relies on use of an acridinium 
ester-labeled DNA probe that is homologous to the ribosomal RNA of the target 
organism. After ribosomal RNA is released from the organism, the labeled DNA 
probe combines with the target organism'S ribosomal RNA to form a stable 
DNA:RNA hybrid. When the DNA-RNA hybrid is formed, the acridinium ester is 
oriented within the hybrid. The excess unbound probe is then hydrolyzed with selec­
tion reagent whereas the acridinium within the hybrid is protected from inactivation. 
Subsequent addition of an alkaline peroxide solution elicits chemiluminescence from 
protected acridinium ester. The amount oflight emitted is proportional to the amount of 
hybridized probe (2,3). 

As of this writing, over 30 commercially developed probe assays (membrane or 
liquid hybridization) have been approved by FDA for use in clinical laboratories. 
Although the ultimate goal of these assays is to detect organisms directly from patient 
samples, the majority of these probes are intended for culture identification (4-19). 
Table I shows the sensitivity and specificity of probe assays for an array of organisms. 

2.2. Branched DNA (bDNA) Signal Amplification 

The bDNA signal amplification system (Chiron, Emeryville, CA), which is quanti­
tative as well as qualitative, utilizes multiple probes with each probe attached to mul­
tiple reporter molecules. As depicted in Fig. 1, the assay is performed in a 96-well 
ELISA plate (20). 

The bDNA reporter probes are synthesized to form a bristle-like structure. Hanging 
from each of the 15 bristles on the probe are one to three alkaline-phosphatase reporter 
molecules that are attached by complementary DNA tethers. This "omaments-on-a­
tree" approach allows the signal to be highly amplified at each target probe site. After 
introduction of a chemiluminescent substrate that is activated by alkaline-phosphatase 
probes, the signal is easily quantified through an ELISA-type plate reader (20). 

The bDNA signal amplification has been used effectively to quantitate hepatitis B 
virus DNA, human immunodeficiency virus (HIV)-RNA, Hepatitis C virus (HCV)­
RNA, and cytomegalovirus (CMV) DNA (20). These assays appear to be highly spe­
cific, do not react with genetically related viruses, and can detect as few as 103 viral 
particles. Perhaps the most promising aspect of this assay is the ability to monitor the 
effects of interferon therapy on hepatitis B virus and HCV, and the effects of such 
experimental drug therapy, such as protease inhibitors, on HIV (21). 
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2.3.PCR 

The PCR is a widely used and powerful technique to detect the presence of an infec­
tious agent in clinical specimens. The method involves repeated cycles of primer­
mediated, enzymatic amplification of a specific DNA sequence. Because the number 
of pathogens in a clinical sample may vary significantly depending on the source, nature 
of infection, and time of collection, the clinical samples should be processed in a man­
ner that will yield the highest possible number of target sequences. Moreover, to 
increase the assay sensitivity, it is recommended that the primers be directed to amplify 
sequences for which there are more than one copy per organism, such as insertion 
sequences, ribosomal DNA, or plasmid (22). 

2.4. Specimen Processing 

Specimens submitted to the clinical laboratory with the exception of clear nonbloody 
spinal fluid should be subjected to a DNA extraction procedure. In our laboratory the 
Isoquick DNA extraction method, which uses chaotropic agent (guanidine thiocyan­
ate), has proven to be a simple and effective for extraction of nucleic acid from most 
clinical samples. It is recommended that tissue be lysed with sodium dodecyl sulfate or 
other lysing agent and digested with enzyme (proteinase K) before sequential extrac­
tion with phenol chloroform and ethanol precipitation. The type of infecting organism 
should be a primary consideration in deciding whether to extract nucleic acid from the 
whole blood, plasma, or leukocyte suspension. For example, whole blood should be 
used for extracting DNA from intraerythrocytic organisms, such as babesia or malaria, 
whereas separated leukocytes are more appropriate for CMV. Plasma or serum should 
be used to extract nucleic acid when the target organism is found in the cell-free frac­
tion. For urine specimens, DNA should be extracted from at least I mL of urine imme­
diately after collection. If a prolonged delay is expected the urine should be mixed with 
an equal volume of ethanol and stored at 4 DC. Several protocols have been recom­
mended that are compatible for culture and DNA extraction from sputum. Extraction 
of DNA from sputum from patients suspected of mycobacterial infection has been most 
challenging in part because of low copy number present in the specimen and difficulty 
in lysing the organisms with simple enzymatic digestion of the bacterial cell wall. In addi­
tion, PCR has been used in specimens, such as bone, saliva, semen, and formalin-fixed 
paraffin-embedded tissues, with each specimen requiring specific extraction protocols. 

Specimen processing must eliminate PCR inhibitors that may be present in a clinical 
specimen. The exact mechanisms by which PCR inhibitors interfere with amplification 
are not fully understood. It is believed that PCR inhibitors interact with nucleic acid or 
enzyme Taq polymerase. The single most important problem with the use of PCR in 
diagnostic laboratories is false-positive reaction owing to contaminating nucleic acid. 
The most common source of this contamination is the amplicons from previous PCR 
reactions. Such contamination can be minimized by meticulous laboratory technique, 
separation of the work areas, exposing the reaction mix to UV light, autoclaving, and 
treating the reaction mix with multiple enzymes or bleach. Longo et al. employed a 
two-step sterilization technique to control contamination (23). Initially, dTTP was sub­
stituted with dUTP in all PCR products. All subsequent reactions were pretreated with 
uracil N glycosylase (UNG), followed by thermal inactivation of UNG. Isaacs et al. 
showed that the addition of psora len to the reaction vessel followed by post-PCR acti-
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vation of this compound, through exposure to long wave UV light, effectively modi­
fied PCR products and prevented their amplification in subsequent reactions (24). Simi­
larly, Aslanzadeh used hydroxylamine hydrochloride to sterilize PCR products. 
Hydroxylamine hydrochloride is a mutagenic agent that binds and chemically modifies 
nucleic acid (25). It reacts preferentially with cytosine and prevents it from pairing 
with guanine. However, the modified cytosine is able to bind to adenine, which subse­
quently binds to thymine and disrupts normal nucleic acid pairing. Currently, 
isopsoralen and UNG are the two most common and reliable methods for sterilization 
of amplicons. 

3. MOLECULAR TECHNIQUES 
FOR DETECTION OF SPECIFIC DISEASE SYNDROMES 

3.1. Respiratory Tract Infection 
Molecular techniques have been developed to detect a large number of respiratory 

infections. Specific examples of how molecular techniques are used to make the diag­
noses of respiratory tract infections are presented blow. 

3.1.1. Legionella pneumophila 

L. pneumophila is a gram-negative nutritionally fastidious organism that can cause 
pneumonia, especially in immunocompromised individuals. Because of its fastidious 
nature, the organism may require several days to grow and is detectable on culture in 
only 70-90% of cases (26). Similarly, direct fluorescence antibody (DFA) performed 
on respiratory specimens suffers from lack of sensitivity and specificity (27). 

Several PCR assays have been evaluated for the diagnosis of legionella. Jaulhac et 
al. detected legionella from bronchoalveolar lavage (BAL) with a pair of primers that 
amplify a unique sequence of the gene coding for macrophage infectivity promoter 
(mip) (28). In addition to L. pneumophila, these primers detected other legionella spe­
cies, including Legionella bozemanii and Legionella micdadei. The assay was able to 
detect as few as 25 organisms/mL of BAL. Kessler et al. used a commercially devel­
oped PCR kit (EnviroAmp) in a prospective study to detect legionella in respiratory 
specimens (29). The sensitivity of this assay was superior to that ofDFA. Lindsay et al. 
demonstrated legionella-specific DNA (mip gene) in acute and convalescent sera from 
five patients with Legionnaires' disease, but not in sera from 100 control sera (30). 
Jonas et al. developed a PCR assay with primers directed to amplify unique sequence 
from 16S rRNA and a nonradioactive EIA based detection system (31). The assay can 
detect as few as 10 organisms/mL ofBAL, and preliminary data suggest that the assay 
is highly 'sensitive and specific. 

3.1.2. Chlamydia pneumoniae 

C. pneumoniae is an obligate intracellular pathogen causing upper and lower respi­
ratory tract infection responsible for approx 10% of cases of community acquired pneu­
monia. The organism is difficult to culture in vitro and has low sensitivity (50-75%). 
Although serologic tests, such as micro immunofluorescent (MIF) and complement fixa­
tion can provide useful information, they are often difficult to interpret. 

PCR has been shown to be a rapid, sensitive, and specific test for laboratory diagnosis 
of this infection. Several investigators have developed PCR assays that amplify unique 
sequences from 16S rRNA gene and Pst! restriction fragments (33). The assay can 
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detect as few as O.~O inclusion-forming units/sample. Similarly, a PCR assay that 
amplifies a l45-bp fragment of the chlamydial ompl gene has been developed (34). 
The chlamydial species were differentiated from each other by digestion of PCR prod­
uct with restriction enzyme EcoRI and either HindIII or Pst!. Black et al. developed a 
nested PCR assay that detected a l6S rRNA gene of C. pneumoniae without need for 
extensive DNA purification steps (35). The nested PCR was shown to be as sensitive as 
culture or serology for detection of infection with this organism. Gydons et al. assessed 
the utility of a PCR -EIA for detecting chlamydia in nasopharyngeal specimens from 56 
patients with respiratory symptoms and 101 negative controls (36). The assay ampli­
fied a fragment from a conserved region of 16S rRNA that was detected following 
hybridization with biotin labeled probe. In comparison to culture and/or DF A, this 
assay had a sensitivity of 76.5% and a specificity of 99.0%. Recently, Pruckl et al. 
showed the utility ofPCR for detecting chlamydia in gargled-water specimens obtained 
from 193 children with acute or chronic respiratory infections (37). 

3.1.3. Mycoplasma pneumoniae 

M. pneumoniae accounts for approx 20% of community-acquired pneumonias, 
especially in the younger population. Mycoplasma is the smallest free living organism 
that lacks a cell wall. Recovery of M pneumoniae requires special media and may take 
7-21 d. The complement fixation test is widely available with a sensitivity of 50-80%. 
A serum cold agglutination titer of I :64 is present in about 50% of infected patients. 

PCR provides the potential for early and reliable diagnosis of this infection. Garret 
and Bonnet developed an assay that amplified a I 44-bp segment of the M pneumoniae 
genome (38). Others have used primers that amplify unique sequences from 16S rRNA 
and PI adhesion protein (39-41). Luneberg et al. developed a PCR assay that detected 
950 bp from the gene encoding elongation factor Tu (tuf) (42). Using nonradioactive 
hybridization (biotin) in a microtiter plate, this assay was then used to detect mycoplasma 
in throat swabs and had a sensitivity and specificity of 90 and 97%, respectively. 

3.1.4. Mycobacterium tuberculosis 
M tuberculosis (MTB) remains an important public health problem, in part because 

of an increasing number of susceptible individuals who are poorly nourished and live 
in crowded conditions, such as AIDS patients and homeless people. The organism is 
transmitted from person to person, making early diagnosis and effective treatment an 
important step in preventing further spread of the disease. Currently, the diagnosis of 
MTB depends on visualizing acid fast bacilli (AFB) in clinical specimens and cultur­
ing the organism. The AFB stain has a sensitivity of 22-80%. Although culture is the 
"gold standard," it may take 6-8 wk before a positive culture is detected. While the use 
of DNA probes has significantly reduced the time from which a visible colony is 
detected and culture is confirmed, direct detection of the organism from a clinical 
sample is not yet available. 

Several PCR, commercial and in house developed, assays have been evaluated for 
rapid diagnosis of MTB. These assays differ in primer, sample preparation and PCR 
product detection techniques. Hance et al. demonstrated the use ofPCR with a primer 
set that amplified a segment of a gene coding for a 65-kDa antigen that is common to 
all mycobacteria (43). Within these gene segments are variable regions that are specific 
for different mycobacterial species. A PCR developed by Cousins et al. relied on 
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amplifying a unique segment within the gene coding for MPB64 or MPB70 antigens 
(44). This PCR had a sensitivity of 97%. Similarly, PCR has been developed using 
primers that amplify conserved areas of insertion sequence IS66l0/IS986 (45). The 
advantage of these PCR protocols is that they may be more sensitive, since multiple 
copies of these target sequences are present per organism. The overall sensitivity of 
these assays when applied to clinical samples is reported to range from 60 to 100%. 
The reported sensitivity of the commercially developed PCR kits range from 50% for 
smear negative samples to 93% for smear positive samples. Commercial assays other 
than PCR, such as the ligase chain reaction (LCR), strand displacement amplification 
reaction, transcription-based amplification, and Q ~ replicase reactions, are under 
development and appear promising (46). 

4. CNS INFECTIONS 

The major CNS infection syndromes are meningitis, encephalitis, myelitis, and brain 
abscess. A large variety of organisms can cause CNS infections. Molecular techniques 
have been successful in diagnosing some of these infections. 

4.1. Herpes Simplex Virus Encephalitis (HSVE) 

HSVE is the most common sporadic cause of encephalitis and can result in severe 
morbidity or mortality. The successful use of acyclovir in reducing morbidity and mor­
tality when administered early in the course of infection has made rapid diagnosis of 
HSVE of great importance (47). Unfortunately, the clinical diagnosis of HSVE is not 
highly specific, since HSVE can mimic other CNS disorders. Laboratory diagnosis of 
HSVE has been difficult. Culture of cerebrospinal fluid (CSF) is usually negative. 
Serologic analysis of simultaneously drawn CSF and serum samples as well as demon­
stration of intrathecally synthesized IgM may be diagnostic, but not until after 3-10 d 
following the onset of neurological symptoms (48). 

The efficacy of PCR in detecting HSV in CSF specimens from patients with docu­
mented HSVE has been reported (49). In a recent study, Lakeman and Whitley used 
PCR to detect HSV DNA in CSF from 53 (98%) of 54 patients with biopsy-proven 
HSVE and proposed the technique be used as the standard test for diagnosis of HSVE 
(50). In each case, PCR was performed with two sets of primers that amplified unique 
sequences from DNA polymerase and glycoprotein B genes. Both primer sets detect 
HSV-l and HSV-2, and do not crossreact with other herpes viruses. There was no 
effect of antiviral therapy during the first week of treatment on detection ofHSV DNA 
in CSF. However, the effect of antiviral therapy on detection of HSV DNA became 
evident during the second week of treatment, when only 47% of the specimens 
remained PCR-positive. Only 4 (21 %) of the 19 specimens obtained from 18 patients 2 
wk after therapy were PCR-positive. 

4.2. Lyme Disease 

Lyme disease is a multisystem disorder that is characterized by dermatologic, neu­
rologic, cardiac, and rheumatic manifestations. It is caused by the spirochete Borrelia 
burgdorferi, which is transmitted to humans through the bite of the tick, Ixodes 
dammini, or related ixodid tick. Lyme disease is the most commonly reported vector­
borne disease in the United States (51). 
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Lyme disease typically occurs in three stages. The first stage is characterized by 
erythema migrans or nonspecific influenza-like symptoms. The second stage usually 
begins weeks to months after the onset of illness. In approx 15% of untreated patients, 
it includes disease of the CNS and/or peripheral nervous system (e.g., meningitis, cra­
nial neuritis, particularly Bell's palsy, radiculopathies, plexopathies, or peripheral 
neuropathies). The third stage, which begins weeks to years after the first, occurs in 
approx 60% of untreated patients and consists of arthritis and late neurologic compli­
cations. The neurologic complications include neuropsychiatric symptoms, focal CNS 
disease, severe incapacitating fatigue, or a multiple sclerosis-like demyelinating disease. 

Lyme disease is diagnosed serologically either by indirect immunofluorescence 
staining or by the more sensitive and specific enzyme-linked immunosorbent assay 
(ELISA) followed by Western blot analysis. Since these tests and their reagents are not 
yet standardized, variations in results are common. False negative results may be 
obtained during the first weeks of infection, since antibody is usually not detectable 
until 4--6 wk after the onset of illness. False-positive findings may occur in patients 
with other spirochetal disease, such as syphilis and relapsing fever. 

Persing et al. developed PCR assays that detected unique sequences from borrelia 
outer surface protein (OspA) and flagellin (fla) genes (52). Initially, they employed 
these assays to examine museum specimens of 1. dammini for the presence of borrelia 
DNA. The assay was subsequently shown to be effective in detecting borrelia in syn­
ovial fluid. Kruger and Pulz employed a similar PCR assay that detected borrelia-spe­
cific DNA in CSF from two patients with neuroborreliosis (53). These initial studies 
demonstrate that PCR could be useful for laboratory diagnosis of neuroborreliosis. 
PCR has also been useful to diagnose other CNS infections including Toxoplasma 
gondii encephalitis, neurosyphilis, and tuberculosis meningitis. 

5. SEXUALLY TRANSMITTED DISEASES 

In the last two decades, the number of sexually transmitted diseases has expanded 
greatly and now includes over 25 known pathogens. Significant efforts have been made 
to develop molecular techniques for rapid and reliable diagnosis of these infections. 

5.1. Chlamydia trachomatis 

C. trachomatis is an obligate intracellular pathogen. It is the major cause of 
nongonococcal urethritis and epididimitis in men and cervicitis, uritheritis, 
endomitritis, and salpangitis in women. The agent may cause inclusion conjunctivitis 
in neonates that acquire the agent during passage through an infected birth canal. The 
"gold standard" for diagnosis of chlamydial infections is culture in McCoy followed 
by fluorescent antibody staining. Because cell culture is relatively demanding, 
nonculture detection methods, such as the ELISA and DNA probe-based assays, have 
been developed. The DNA probe assay has been shown to have sensitivity similar to 
that of antigen detection (54). 

C. trachomatis possesses a cryptic plasmid of which there are 7-10 copies in each 
elementary body. This plasmid is the target of most amplification reactions. Loeffelholz 
et al. developed a rapid PCR (amplicor) for detecting a conserved region within the 
plasmid that required minimal specimen preparation (55). They compared PCR with 
culture using 503 cervical specimens. After resolution of discrepant specimens with a 
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confirmatory PCR assay directed against the chlamydial outer membrane, PCR had a 
sensitivity of97% and specificity of99.7%, whereas culture had a sensitivity of85.7% 
and specificity of 100%. Similarly, they compared PCR with Chlamydiazyme (Abbott 
Diagnostics) in 375 cervical specimens. PCR had a sensitivity and specificity of 100%, 
whereas EIA had a sensitivity of 58.8% and specificity of 100%. 

LCR is an alternative amplification technique for diagnosis of chlamydia that is 
under development. Preliminary data show that the test has a sensitivity and specificity 
of 85 and 99.5%, respectively (56). 

5.2.HIV 

HIV -1 and HIV -2 are the etiologic agents of AIDS. The virus by itself does not 
produce most of the illness and death associated with the infection. The virus infects 
lymphocytes causing progressive loss ofT -helper cells. The loss oflymphocytes, cause 
generalized immunosuppression and the patient is at risk from opportunistic infections 
with such organisms as Pneumocystis carin ii, HSV, Toxoplasma, Cryptococous, CMV, 
and Mycobacteria. 

Methods for detection of individuals infected with HIV provide a vital key in 
attempts to curtail the spread of the virus. Although the virus can be cultivated in vitro, 
it is time-consuming, laborious, and expensive. Most laboratories use enzyme immu­
noassay EIA for initial diagnosis and Western blot for conformation of positive 
samples. A rapid latex agglutination test that can be performed in about 5 min is avail­
able and requires minimal laboratory facilities (57). The sensitivity of this test ranges 
from 71-91 % and specificity of 93-99%. Similarly, a p24 antigen detection kit can 
detect picograms of this antigen in patient's sera (58). This test is most useful in the 
early stage of illness, when the patient may be negative by other tests. 

Several PCR-based amplification assays have been developed for detecting HIV 
infections using primers directed to amplify unique sequences from the conserved 
regions of gag, pol, env, vpr, nef, and ras genes (59). He et al. developed a PCR assay 
that was coupled with solution hybridization for detecting the PCR products (60). The 
assay detected as few as five copies of HIV-l DNA in lysate of 100,000 peripheral 
blood mononuclear cells (PBMCs) from a seronegative control individual. Currently, 
PCR is the most sensitive method of detecting HIV infections. The procedure is most 
useful for resolving indeterminate serologic results and evaluating the HIV status of 
neonates born to infected mothers. Similarly, PCR has been used to evaluate AZT 
resistance as well as quantitate virion number and response to treatment (61). Bush et 
al. developed a self-sustained sequence replication (3SR) that detected as few as 12 
HIV-I RNA copies (62). Similarly, bDNA signal amplification has been shown to be 
reliable for detecting and quantifying viral particles in the infected individuals (63). 

6. GASTROINTESTINAL TRACT AND LIVER DISEASE 

6.1. Hepatitis C Virus 

HCV is believed to be the etiologic agent of most cases of nonA, nonB (NANB) 
hepatitis. The virus is a 9.4-kb positive stranded RNA virus, whose genome structure 
closely resembles the flaviviruses. The virus is thought to code a polyprotein of 30 1 0 
amino acids, which are then posttranslationally modified into the viral products. Anti­
body generated to a number of these proteins is the base of the current serodiagnosis of 
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HCV infection. Patients who acquire HCV infections through blood transfusion 
seroconvert within 6 mo after transfusion, with a mean time of seroconversion of about 
5 mo. Although individuals who are chronic carriers of HCV usually have antibody to 
viral antigens in their serum, most acutely infected patients do not. It is also not pos­
sible to know whether an anti-HCV-positive patient is a virus carrier or has simply 
recovered from a past infection. 

Because HCV RNA is present in the sera soon after infection, PCR has been used to 
diagnose HCV infections and monitor the progress of patients who are undergoing 
systemic interferon therapy (64). The detection ofHCV RNA begins with initial reverse 
transcription to create a cDNA copy of the extracted viral RNA sequences. HCV RNA 
has been detected in the sera of96% ofHCV positive patients. The assay can be used as 
early as 1 wk after onset of symptoms. Because the 5' untranslated region of the 
virus is 98% conserved among different strains, primers that amplify this region 
have been used by a majority of the investigators (65). In addition, a nested approach 
can be used to increase assay sensitivity by which first-round amplification products 
(usually 30-40 cycles) are subjected to a second round ofPCR (30-40 cycles) with an 
internal set of primers. PCR products are then electrophoresed in an agarose gel to 
enable detection by ethidium bromide staining. An alternative approach to the nested 
PCR is the use of a single-step PCR combined with a sensitive detection method, such 
as Southern blot hybridization. 

6.2. Clostridium difficile 

C. difJicile is the primary cause of antibiotic associated-colitis, a diarrheal illness 
that may be severe and associated with the development of pseudomembranous colitis. 
The organism is part of the normal flora in >50% of neonates. The number decreases to 
<4% by the age 2 yr. Hospitalized patients frequently become colonized with this 
organism with subsequent disturbance of the normal flora as a result of the use of 
antibiotics, such as clindamycin, ampicillin, and cephalosorins. The organism produces 
at least two toxins: an enterotoxin (toxin A) and a cytotoxin (toxin B). Most strains 
produce either both toxins or none at all. Toxin A induces a positive fluid response in 
the rabbit ligated illeal loop assay and probably is the main virulence factor. 
Nontoxinogenic strains are probably avirulent (66). 

Currently, C. difJicile is diagnosed by detection of toxins A and B by EIA, latex 
agglutination, or cell-culture cytotoxicity assay. Detection of organism by culture is 
not reliable. The cytotoxicity assay in conjunction with neutralization of the toxin 
cytopatheic effects using antitoxin B is considered the "gold standard." Degradation of 
toxin proteins by proteases that are present in stool are a source offalse negative results 
(66). Several PCR assays have been developed that detect the 16S rRNA gene and the 
gene coding for toxins A and B of C. difJicile. Initial findings of these tests show that 
PCR has a greater sensitivity than that of culture or the toxin assays. Kato et al. used a 
PCR assay that detected a unique segment of the toxin A gene directly from stool 
specimens (67). The inhibitory substances present in the stool were removed by an ion­
exchange column after phenol-chloroform extraction. A total of 39 stool specimens 
were evaluated by PCR, and the results were in complete agreement with the cell cul­
ture assay. Gumerlock et al. used a PCR assay that detected a specific region within the 
gene coding for toxin B (70). They examined 28 known toxigenic strains, and all were 
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positive by this assay. Nontoxigenic strains did not produce PCR products. Kuhl et al. 
developed a PCR assay that detected a conserved region within the 16S rRNA gene 
(69). The toxigenic strains were distinguished from nontoxigenic strains by PCR 
amplification of the toxin A and/or B gene sequences. 

6.3. Escherichia coli 0157, H7 

Enterohemorrhagic E. coli (EHEC) are acquired through consumption of contami­
nated undercooked beef or contaminated milk. Like diphtheria, the organism is lysog­
enized by a bacteriphage that codes for two protein Shiga-like toxins 1 and 2 (verotoxin 
1 and 2). These proteins inhibit protein synthesis and are active against Vero cells and 
He La cells. There are over 50 serotypes of EHEC. However, E. coli 0157, H7 is the 
only serotype that is a threat to public health. Three to 5 d following ingestion, the 
organism may cause mild diarrhea or progressive bloody diarrhea with abdominal 
cramps (hemorrhage colitis). Patients are typically young. Serious systemic complica­
tions are thrombotic thrombocytopenic purpura and hemolytic uremic syndrome. Cur­
rently, the detection of the E. coli 0157, H7 is extremely time-consuming. Isolation is 
based on the fact that E. coli 0157, H7 does not ferment sorbitol and can be detected on 
a sorbitol-MacConkey agar medium. All sorbitol negative organisms are checked for 
the presence of 0 157 and H7 antigens. PCR offers a rapid and reliable detection of this 
organism in fecal samples. Pollard et al. developed a PCR assay that detected VII and 
VT2 gene sequences from 40 laboratory strains of E. coli 0157, H7 (70). 

7. MOLECULAR METHODS 
FOR DETECTING ANTIMICROBIOL RESISTANCE 

The resistance of microorganisms to antibiotics remains a major obstacle to the suc­
cessful treatment of infected individuals. The major mechanisms of bacterial resistance 
include enzymatic inactivation of antibiotic, such as B-Iactamase, decreased cell mem­
brane permeability, such as bacterial resistance to tetracycline, altered target sites, such 
as low-affinity target for penicillin binding proteins, and altered metabolic pathway or 
bypass, as is in sulfonamide resistance. Several reliable culture-dependent approaches 
have been developed for detecting resistant organisms in clinical laboratories. All these 
tests rely on culturing the organism from the site of infection, propagating them in pure 
culture, and performing susceptibility tests using broth or agar dilution methods. 
Molecular techniques provide the opportunity for more rapid detection of resistant 
organisms in clinical samples. For example, PCR-based detection of mutations in the 
rpoB gene of MTB indicates resistance of the organism to rifampin, which, in tum, 
suggests the possibility of multi drug-resistant MTB (71). Similarly the molecular tech­
nique can be used to determine resistance in cases in which the conventional minimum 
inhibitory concentration (MIC) is at or near breakpoint. 

7.1. Resistance to f3-Lactam Antibiotics 

Methacillin-resistant Staphylococcus aureus (MRSA) is a common cause of 
nosocomial infections. Resistance is mediated by a production of low-affinity PBP2a 
or PBP2' encoded by the mecA gene (72). Similarly, coagulase-negative staphylococci 
have become resistant by acquisition of this gene. Methacillin-resistant organisms are 
detected using traditional susceptibility tests, including disk diffusion, and broth and 
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agar dilution tests. The expression of resistance in some strains is heterogeneous, com­
plicating the detection of the resistant organisms with traditional techniques. In addi­
tion, some strains of S. aureus may be borderline resistant owing to production oflarge 
amount of B-Iactamase (72). PCR or DNA probe assays circumvent these problems. 
Several investigators have developed PCR assays to detect the mecA gene either 
directly or following the laboratory propagation of the organisms. In one study, a mini­
mum of 500 CFU of S. aureus were required to detect the mecA gene (73). 

In recent years B-Iactamase resistant Streptococcus pneumoniae have become a 
major global problem. Resistant strains are developed through acquisition of segments 
of streptococcal species chromosomal genes that result in altered forms of S. 
pneumoniae penicillin-binding proteins (PBPs). Because of the random nature of these 
transformations, DNA probes that would identify these insertions are not available. 
PCR-based assays that analyze the PBP 2B and 2X genes of 3F isolated appear to 
be promising (74). 

B-Iactamase resistance among gram-negative bacteria is usually plasmid-mediated. 
Several plasmids, such as TEM, SHV, OXA, CARB, ROB, and B-Iactamase, have been 
characterized in these organisms. Currently, it appears unrealistic to try to identify all 
these enzyme types among clinical isolates other than for epidemiological studies. 

7.2. Aminoglycoside Resistance 

The bacterial resistance to aminoglycosides is the result of production of amino­
glycoside-modifying enzymes, such as phosphoryltransferase, nucleotidyltransferase, 
and acetyltransferase. Lack of unique sequence among the gene coding for the modify­
ing enzymes, especially in gram-negative organisms, makes it difficult to use PCR and 
DNA probes for routine use in clinical laboratories (75). Aminoglycoside resistance in 
gram positive organisms is more uniform, and PCR assays have been used to detect 
genes responsible for streptomycin resistance and high level gentamicin resistance. 

7.3. Rifampin Resistance 

Rifampin is a potent antituberculosis drug that has antibiotic activity against many 
bacteria. The compound is a large fat-soluble molecule that acts by inhibiting bacterial 
DNA-dependent RNA polymerase. Mutation in the rpoB gene, which encodes the 
B subunit of this enzyme, results in high-level resistance to rifampin in MTB and 
Mycobacterium leprae. Telenti et al. developed a PCR assay that amplifies a region of 
rpoB. They identified the mutations by single-stranded conformational polymorphism 
analysis of the amplification products (71). Similarly, a PCR assay for detecting 
rifampin resistance in M. leprae has been developed (76). Rifampin resistance also 
serves as an indicator for multidrug resistance in M. tuberculosis. 

7.4. Vancomycin Resistance 

Vancomycin was introduced in 1956 and marketed for its efficacy against penicilli­
nase producing staphylococci. Following the introduction of antistaphylococccal 
penicillins and cephalosporins, vancomycin was used as alternative therapy for 
methacillin-resistant staphylococci and in patients allergic to penicillin or cephalospor­
ins. Vancomycin exerts its antibacterial activity by inhibiting biosynthesis of a major 
structural polymer of the bacterial cell wall, peptidoglycan. The spectrum of vanco-
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mycin activity is limited to aerobic and anaerobic gram-positive organisms. 
Vancomycin is bactericidal against most gram-positive organisms except enterococci. 
The combination of gentamicin and vanomycin is synergistic against most strains of 
enterococci. The mechanism of enterococcal vancomycin resistance has been exten­
sively studied. Two distinct phenotypes of acquired resistance, VanA and VanB, have 
been identified on the basis of their antibacterial activity against vancomycin and 
teicoplanin. VanA includes strains with inducible high-level resistance to vancomycin 
and teicoplanin. The resistance is transferred via conjugative transfer of an ll-kb 
transposon (TnI546). The VanB phenotype includes strains of enterococci with high­
level resistance to vancomycin, but susceptibility to teicoplanin. The vanB gene cluster 
is located on the chromosome as part of very large conjugative elements that can be 
transferred to a susceptible organism. Dutka-Malen et al. developed a peR assay that 
simultaneously detects glycopeptide resistance and species identification of enterococci 
(77). The assay is based on specific amplification of internal fragments of genes coding 
o-alanine:o-alanine ligases and related glycopeptide resistance proteins. The specific­
ity of the assay was tested on five glycopeptide-resistant and 15 susceptible strains. 
The assay offers a specific and rapid alternative to the antibiotic susceptibility testing. 

8. MOLECULAR EPIDEMIOLOGY 

8.1. Plasmid Analysis 
In recent years, several DNA based methods have been developed to type those 

organisms that were not distinguishable or difficult to discriminate by phenotypic typ­
ing techniques. Plasmid analysis is one of the earliest molecular-based techniques 
applied to epidemiological investigation. Plasmids are autonomous extrachromosomal 
DNA often carrying genes for antibiotic resistance. An organism may harbor several 
distinct plasmids. Plasmids have become valuable markers for comparing closely 
related strains of bacteria in epidemiologic studies, as well as studying the outbreaks of 
nosocomial infection (78). The plasmid comparison can be carried one step further in 
specificity by cutting the plasmid DNA with specific restriction enzymes and examin­
ing the resulting fragments by agarose gel electrophoresis. The technique is highly repro­
ducible, with good discriminatory power, and is easy to perform and interpret (78). 

8.2. Chromosomal DNA Analysis 
This technique relies on the restriction endonuclease digestion of chromosomal DNA 

followed by electrophoresis of the resultant fragment in an ethidium bromide-stained 
agarose gel. The enzyme recognizes specific nucleotide sequences in DNA and digests 
them at all sites at which the sequence appears. Although the technique has been useful 
in the study of many organisms, such as C. difficile, it is difficult to interpret in part 
owing to the large number of restriction fragments that must be compared. 

8.3. Southern Blot Analysis of Restriction Fragment Polymorphisms (RFLPs) 
To improve on the specificity of chromosomal analysis, restriction fragments are 

blotted onto a nylon membrane followed by detection of particular restriction fragment 
with a labeled probe. Any variation in their number or migration is referred to as an 
RFLP. The discriminatory power of this technique is directly related to the size and 
number of fragment detected by the probe. For example, DNA probe directed to con-
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served regions of E. coli rRNA gene (ribotyping) will detect a wide range of organisms 
(79). In general, ribotyping will produce an average of 10-15 RFLPs for organisms, 
such as E. coli, Klebsiella, Hemophilus, and Staph spp. In contrast, ribotyping of 
mycobacteria will produce one or two RFLPs, with limited epidemiological utility. M. 
tuberculosis, however, has insertion sequences (IS), such as IS611 0, that are present in 
multiple repeats within the bacterial chromosome. DNA probe directed to the conserved 
regions ofthese insertion sequences are highly discriminatory among the species (80). 

8.4. Pulsed-Field Gel Electrophoresis 

PFGE is a variation of agarose gel electrophoresis that can separate extremely long 
DNA molecules. Ordinary gel electrophoresis fails to separate such molecules, because 
steady electric field stretches them out so they travel end first through the gel in a 
snakelike configuration at a rate that is independent of their length. In PFGE, by con­
trast, the direction of the electric field is charged periodically, which forces the mol­
ecule to reorient before continuing to move snakelike through the gel. The reorientation 
takes more time for larger molecules, so they move more slowly. To obtain suitable 
unsheared DNA, the organism is embedded in agarose plugs followed by enzymatic 
lysing of the cell wall and digestion of the cellular proteins. The intact DNA is digested 
in situ with appropriate restriction enzymes. The PFGE of the digested chromosome 
will provide a 5-20 distinct fragment pattern ranging from 10-800 kb. The technique 
has been used successfully to discriminate strains of pathogens, such as E. coli, Entero­
cocci, Staphylococci, and Pseudomonas aeruginosa. 

8.5. peR 

The introduction of PCR has also provided a means for rapid and reliable typing of 
clinical isolates. These include restriction digestion of PCR products and analysis of 
the resulting fragments for polymorphisms. Rep-PCR is based on the use of primers 
directed to hybridize to short extragenetic repetitive sequences within the bacterial 
chromosome. When two sequences are located near each other, the DNA fragments 
between those sites are amplified. Finally, arbitrary primed PCR is based on the use of 
short primers (10 bases) that are not directed to amplify specific region. These primers 
hybridize randomly, and if two such sites are within a kilobase of each other, the ampli­
fication of these random targets occur. Although the technique is rapid, it has not been 
completely problem-free. 

9. CONCLUSIONS 

The introduction of molecular techniques, especially PCR, to clinical laboratories 
has provided powerful sets of new tools that have facilitated the detection and diagno­
sis of infectious diseases. Despite its initial promise, there has been limited success in 
the routine use of these techniques in clinical laboratory. In-house developed PCRs and 
similar assays are complex and cumbersome, and there is no complete agreement 
among investigators on the ideal set of primers, extraction protocol, or PCR product 
detection techniques. The laboratory technologist must therefore have special training 
and extensive understanding of the principles of molecular biology. In addition, false­
negative results occur as a result of interfering substances and false positive results 
from amplicon contaminations of previous amplification reactions. Commercially 



356 Aslanzadeh 

developed peR and similar amplification techniques have addressed some of these 
issues. Assays have been developed that are user-friendly and more compatible with 
average laboratory work flow, including fewer steps and minimal specimen prepara­
tion time. As these improvements are brought to the clinical laboratories and further 
improvements are made, molecular techniques will become an integral part of clinical 
microbiology laboratories. 
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Quality Control Issues 

for the Clinical Molecular Pathologist 

Daniel H. Farkas 

By the time you get to this chapter in this book, assuming you are reading the book 
in sequence, it should be clear that the tools of molecular biology have broad diagnos­
tic applications within the clinical pathology laboratory. Furthermore, the methodology 
of molecular biology is also of paramount importance in the decidedly nondiagnostic 
field of gene therapy. This chapter describes some of the practical issues of quality 
control CQC) associated with generating accurate laboratory results. 

2. QUALITY CONTROL 

QC, as it relates to the clinical laboratory, is a set of principles and tasks imple­
mented to provide the most accurate possible laboratory results via efforts to anticipate 
and avoid problems within a laboratory procedure before they occur. Appropriate QC 
reigns in every possible step that may cause a test or procedure to fail, or that would 
require its repetition and at the same time dramatically reduces troubleshooting. Superior 
QC guarantees that there will be no concerns about why a test failed; it should not. Of 
course, this is a naive view since we do not work in a perfect world and furthermore, 
some of the techniques in molecular biology are a bit temperamental. Despite this 
naivete, usually our laboratory results do turn out accurately, which is owing, in no 
small part, to proper QC. Finally, the variable of human performance and human error, 
although minimized by properly trained and certified medical technologists, empha­
sizes the importance of absolute vigilance about the control of molecular pathology. 

2.1. Instrumentation 

The molecular pathology laboratory is no different from any other section of a hos­
pital-based pathology laboratory with respect to the need for appropriate equipment 
maintenance, calibration, and documentation of same. The goal of course is safe, reli­
able, and accurate patient testing. Use of equipment should be documented either daily 
or at least with each use. Critical operating characteristics must be reviewed by per­
forming and documenting key function checks. Routine preventative maintenance and 
instrument repair must also be documented. Review by the laboratory supervisor or 
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director must be done periodically. In our laboratory, I indirectly monitor instrument 
performance every time I review (and enter into the laboratory information system) 
test results. I formally check instrument performance logs at the beginning of each 
month. None of the above is unique to the molecular pathology laboratory. 

The Commission on Laboratory Accreditation of the College of American Patholo­
gists (CAP; 325 Waukegan Road, Northfield, IL 60093-2750; 847-446-8800) publishes 
inspection checklists for pathology laboratory sections; Section 12 is for molecular 
pathology. Not only is CAP certification necessary for laboratory accreditation, but the 
CAP has also been granted "deemed status" by the US federal government such that 
laboratories successfully completing a CAP inspection may consider themselves CLlA 
'88 certified (CLlA '88 is a federallaw-Clinical Laboratory Improvement Amend­
ments of I 988-enacted, among other things, to improve laboratory quality). 

Among the instrumentation specifically mentioned in the CAP molecular pathology 
inspection checklist are spectrophotometers, signal detection instruments, film pro­
cessing and photographic equipment, fume hoods, biological safety cabinets, electro­
phoresis equipment (including power supplies), pH meters, centrifuges, timers, 
balances, volumetric glassware, automatic pipets, and thermometers and temperature­
dependent equipment, including, importantly, thermal cyclers. With the exception of 
thermal cyclers, none of the above items is unique to a molecular diagnostics labora­
tory. Instrument calibration must be done to confirm that an instrument is performing 
within established tolerance limits. Calibration periodicity may be established by the 
manufacturer or changed by the laboratory if it is deemed appropriate, e.g., if an instru­
ment gets heavy or light use. 

Spectrophotometers are important for accurate quantitation of extracted nucleic acids 
and are a mainstay of many molecular pathology laboratories, although alternative 
quantitation methods exist. With respect to QC, care should be taken to avoid specimen 
mix-up during DNA quantitation. One DNA solution looks identical to the next and 
quantitation in unmarked cuvets is an invitation to mix-up. Devise some protocol for 
avoiding this problem (1). Equally important with respect to QC is taking absorbance 
readings of nucleic acid solutions within the linear range of the instrument. My lab 
determines this linear range (absorbance vs DNA concentration) quarterly using a standard 
DNA solution obtained commercially. The range is posted and all patient DNA solutions 
that absorb outside this range are appropriately diluted with buffer until absorbance 
falls within the linear range. Beyond this last point, the CAP inspection checklist asks 
specific questions about the calibration and maintenance of spectrophotometers. 

Electrophoretic power supplies must be calibrated periodically with a voltmeter to 
confirm that the voltage displayed by the unit is actually the voltage being supplied to 
the circuit (created by the power supply, electrical leads, gel, and buffer). Clearly, such 
calibration must be documented. Thermal cyclers for performance of in vitro nucleic 
acid amplification, e.g. polymerase chain reaction (PCR) and ligase chain reaction 
(LCR), are key pieces of equipment in the molecular pathology laboratory and will 
become increasingly prevalent in other department sections, e.g., microbiology, histo­
compatibility, virology, and so forth. Before being placed into service and periodically 
thereafter (the interval is defined by the use the machine gets-the thermal cyclers in 
my lab are calibrated quarterly), temperature accuracy of individual wells of cyclers 
should be checked. Thermal cyclers are used at two to three different temperatures to 
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achieve in vitro nucleic acid amplification, and each should be monitored during accu­
racy checks. The organization of the heating/cooling circuitry of the blocks of some 
thermal cyclers is such that it is redundant to check each well; only a fraction of them 
need be checked to assess the accuracy of the entire block. This issue should be inves­
tigated with the manufacturer of your particular instrument. 

2.2. Results Reporting 

Because molecular tests are multistep and largely unlike others performed in hospi­
tal laboratories, each component of a test used to generate results must be reviewed 
before interpretation and results are entered on the hospital computer system for 
pathologist verification. Even those molecular tests that are kit-based and similar to 
enzyme immunoassay tests are prone to a hazard unlike others in the clinical labora­
tory, namely amplicon carryover contamination associated with PCR-based tests (see 
Section 2.5.). Procedure worksheets, initialed and dated by the technologist perform­
ing the work, are used to document and monitor the progress of every specimen in the 
lab through the parts of the test being done. Review by the laboratory director, lead 
technologist, or medical director precedes results reporting. Clerical or computational 
errors that may contribute to poor or unusual results are detected at this stage. 

Whether results are normal or abnormal should be periodically tabulated. Percent 
normal vs abnormal data should be available for all tests performed in accordance with 
a specific question on the CAP molecular pathology inspection checklist. With the 
checklist in hand, proper decisions can be made about how to organize the lab for 
appropriate quality assurance and quality control. National Committee for Clinical 
Laboratory Standards (NCCLS; Villanova, PA, 610-525-2435) guidelines are also avail­
able to guide new labs. NCCLS subcommittees have developed testing guidelines for 
molecular hematology-oncology, molecular microbiology, and molecular genetics. 

2.3. Test Controls 

Obviously, all test results must be controlled. There are multiple facets of molecular 
tests for which a positive and negative control must be included. The Southern blot­
based B/T cell gene rearrangement test for lymphoproliferative disease genotyping 
should include a negative control for rearrangement (usually placental DNA), a posi­
tive control for hybridization (usually placental DNA), a positive control for rearrange­
ment (DNA from a leukemic or lymphomatous patient or an appropriate cell line), a 
sensitivity control, and mol-wt markers (2). The aforementioned controls are for the 
detection portion of this test only. Multiple steps are involved in Southern blotting 
before one even reaches the detection portion of the test. Suitable controls and check­
points must be and are "built in" to the DNA extraction, quantitation, restriction, elec­
trophoresis, and transfer portions of this test (2,3). 

PCR-based tests demand their own set of test controls. These include, but are not 
limited to, nucleic acid extraction controls, external (amplification of DNA known to 
contain and generate the amplicon of interest) and internal (amplification of a second 
target within the extracted DNA to control for the actual existence of amplifiable DNA 
in the sample) controls for the amplification reaction itself, restriction enzyme controls 
(if such analysis is part of the test), positive and negative controls for detection (regard­
less of the end point), and controls against contamination with extraneous amplicons 
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from previously performed reactions (4,5). When this many controls (and associated 
expenses) seem to become excessive and burdensome, always remember that the bench­
mark one is striving to achieve is the most accurate and reliable patient test result 
possible. Consider the financial and nonfinancial costs associated with an incorrect 
laboratory diagnosis. 

For example, the completeness of restriction enzyme digestion must always be 
checked. Southern blot-based detection of the mutation that causes Fragile X syndrome 
has become the gold standard for this diagnosis (6). Detection of the mutation respon­
sible for Factor V Leiden is a popular and useful new molecular diagnostic test for assess­
ment of thrombotic risk (7). Both of these tests depend on complete restriction enzyme 
digestion for an accurate result. 

The genetic lesion responsible for Fragile X syndrome is detected by Southern blot­
ting and probing the patient's DNA with a probe specific for the region of interest. 
Incomplete digestion with a restriction enzyme results in different sized fragments, all 
of which will be larger than the normal fragment. On completion of electrophoresis, 
these fragments will not have migrated as far as the completely digested DNA, because 
they are larger in mass. Without the proper control for completeness of restriction 
enzyme digestion, these artifactually large DNA fragments may lead to the incor­
rect interpretation that the patient is mosaic for the presence of Fragile X syn­
drome, i.e., possessing heterogeneous populations of cells all with varying degrees of 
the CGG amplification responsible for the disorder. 

A molecularly based test for the detection of Factor VLeiden depends on PCR ampli­
fication of a 267 -bp region of interest in the gene for Factor V. This is the region that 
contains the specific missense mutation responsible for functional resistance to acti­
vated protein C (APC) leading to familial or recurring venous thrombosis. The mis­
sense mutation destroys one of two MnlI restriction enzyme recognition sites in the 
amplicon. PCR is followed by digestion of the amplicon with the restriction enzyme, 
MnlI. The 267-bp amplicon of normal individuals is converted by MnlI digestion to 
163-,67-, and 37-bp bands (usually only the 163-bp band is used in the interpretation, 
although visualization of the smaller bands is relevant). Homozygous mutants have 
one site resistant to MnlI digestion and display bands of200 and 67 bp after gel electro­
phoresis. Heterozygotes show both the 200- and the 163-bp bands (and the smaller 
bands). The interpretation is straightforward, since one need only observe what combi­
nation of 163- and 200-bp bands is visible to determine if the patient is homozygous 
wild-type, heterozygous, or homozygous mutant. It is imperative to include a known 
heterozygote and a known normal DNA as controls for complete Mnll digestion. It 
could also be argued that inclusion of a known homozygous mutant is prudent. If MnlI 
digestion is incomplete, a homozygous wild-type individual could be misdiagnosed as 
heterozygous or homozygous mutant. Proper controls for complete MnlI digestion 
guard against misinterpretation of a result in this test. 

Prior to Southern blot-based testing, several hundred nanograms of restricted DNA 
should be electrophoresed in a so-called test gel to check for complete restriction. 
Larger-scale electrophoresis for Southern blotting may proceed if inspection of the test 
gel shows the familiar broad smear of restricted DNA indicative of complete digestion. 
Sometimes the test gel shows that continued digestion is necessary. When DNA yield 
is low or when a sample is precious, as is the case with most patient DNAs, the test gel 
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pays important dividends. Time invested in a test gel for complete restriction enzyme 
digestion eliminates the need to set up a new test because the DNA did not digest 
properly. If the test gel shows that digestion was incomplete, only 500 ng have been 
used. Not using a test gel means one is gambling all the DNA one has committed to 
restriction has been completely cut. If the DNA was not cut, this would only be known 
after the DNA was electrophoresed in the analytical gel that is to be used for Southern 
transfer. One would then be faced with the difficult choice of aborting the test or 
attempting to purify the uncut DNA from the agarose gel. Test gel controls include an 
abundant DNA that has repeatedly been cut successfully by the relevant enzyme(s). 
Molecular-weight markers should also be included as a size reference in determining 
that a full array of DNA fragments has been generated (3). 

Reasons why DNA restriction may have failed or be only partially successful include 
omission of enzyme or buffer, or incorrect assembly of the reaction. The reaction may 
have been incubated at the wrong temperature (this shows the importance of periodic 
calibration of all temperature-dependent devices with an appropriate thermometer). 
Inhibitors may be present in the DNA that were not eliminated by the DNA extraction 
procedure being used. Finally, lack of restriction enzyme digestion of DNA may show 
that an older or often-used batch of enzyme may have finally lost its effectiveness (3). 

Even before DNA restriction is begun, DNA quality must be assessed. If DNA is not 
of good purity and high molecular weight, it may not yield satisfactory Southern blot 
results. Extracted DNAs should first be subjected to a "QC mini-gel" used to assess 
DNA quality. DNAs not meeting defined criteria are not subjected to further analysis, 
the test is aborted, and the appropriate actions taken, e.g., investigation into reasons 
why this may have happened and notification of the relevant physician(s) to offer the 
option of recollecting the specimens. Degraded DNA samples lack high-mol-wt com­
ponents and appear as smears on ethidium bromide staining of agarose gels that have 
undergone electrophoresis. Some subjectivity is unavoidable in deciding if a particular 
DNA specimen has suffered too much degradation and is inappropriate for South­
ern blot-based testing. PCR-based tests are more forgiving of partially degraded DNAs, 
because there still may be enough target DNA of sufficient length for successful PCR. 

Corroboration of the ability ofPCR to amplify target DNA in a given patient speci­
men verifies that a negative result is a true negative and not a false negative resulting 
from the presence of a PCR inhibitor in that specimen. Options to perform this kind of 
quality control include coamplifying a constitutively expressed gene or coamplifying 
exogenously added nucleic acid, i.e., "spiking," along with the target of interest. This 
is a point specifically addressed in the CAP molecular pathology inspection checklist. 

2.4. Using Biology for Quality Control 

The bcl-2 (B cell leukemia and lymphoma-2) proto-oncogene becomes juxtaposed 
to the immunoglobulin heavy-chain (IgH) locus on chromosome 14 during the chro­
mosomal translocation, t(14;18)(q32;q21). bcl-2 gene rearrangement is a hallmark of 
follicular lymphomas, since it is present in over 80% of them. This rearrangement is 
also associated with other lymphoid malignancies (8). 

For purposes of QC, one can exploit the fact that bcl-2 is juxtaposed to the IgH gene 
as a result of the translocation described. Often, bcl-2 and BIT cell gene rearrangement 
analysis are ordered simultaneously. Use of a bcl-2 gene probe and a probe directed 
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against the immunoglobulin heavy-chain gene locus usually, but not always, detects 
identically sized fragments, when DNA is digested with the same enzyme (8). Ques­
tions about band size and identity of true rearrangement bands may be resolvable by 
using this convenient "built-in" checkpoint. 

Indirect linkage analysis for detection of mutations that may result in genetic disease 
is a powerful, technique. The accuracy of results is dependent on many factors, some of 
which are outside the control of the laboratory. It is important to note that nonpaternity 
within a family pedigree can adversely affect accuracy of results. Paternity testing may 
be considered as an important adjunct to linkage analysis for genetic disease. 

Fragile X syndrome is caused by abnormal amplification of a CGG trinucleotide on 
the X chromosome such that affected individuals have many more than the up to 52 
repeats of this trinucleotide than normal individuals have. There is a zone between 
normal and affected, and there is some overlap in this zone on the high end, i.e., between 
affected and transmitter. Ordinarily individuals in this zone are said to be transmitters 
or carriers of the mutation that can then be passed on to subsequent generations and 
manifested as the syndrome. However, the number of CGG repeats in carriers may 
extend into the low end of the number considered to be affected. Also, the number of 
repeats in an affected individual may be low enough to consider that individual as a 
carrier. Methylation status is used to differentiate between these possibilities. Thus, 
those affected with Fragile X syndrome have their affected FMR-l gene hyper­
methylated, such that it is not expressed. The FMR-I gene in those who are truly 
carriers is hypomethylated and is expressed. One can use methylation-sensitive 
restriction enzymes in Southern blot-based analysis for fragile X syndrome to deter­
mine the methylation status of FMR-I. One indirect benefit of this analysis is that it 
is gender-specific. Females have an inactivated X chromosome in their cells, and the 
genes on this inactive chromosome are unexpressed and hypermethylated; males have 
no inactive X chromosome. A distinctive male or female pattern is observed on per­
forming this kind of analysis and can be used to check specimens against patients to 
help guard against specimen mix-up. For example, if during Southern blot-based 
Fragile X syndrome amilysis, John's DNA shows the typical female pattern (on 
digestion with the appropriate methylation-sensitive restriction enzyme) and/or Mary 
shows the typical male pattern, one should consider that a specimen mix-up may 
have taken place. Similarly, for Fragile X syndrome analysis and for other genetic 
disease analysis, when gender is relevant to the information that is being gleaned 
from the test and passed on to patients, parents, physicians, and genetics counselors, 
laboratorians may appropriately consider the use of a Y chromosome-specific probe 
as an adjunct to determine accurately the sex of the patient who contributed the DNA 
for the test. 

Inherited X-linked disorders can have dramatic effects in male offspring. One indi­
rect method of prenatal diagnosis for these disorders begins with in vitro fertilization 
followed by removal of a single cell from several or all preimplantation embryos. Gen­
der determination by PCR-based detection of male-specific sequences on the Y chro­
mosome may be performed on all the embryos. In this way, male embryos, and the 
inherited X-linked disorder, may be avoided, and only female embryos are implanted. 
With respect to QC, it is advisable to involve only female laboratory workers in the 
PCR aspects of such work. Male workers who inadvertently contaminate samples with 
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a single skin cell, for example, create the possibility of invalidating the assay's nega­
tive control. Worse, such contamination may lead to the artifactually incorrect labora­
tory finding that all the preimplantation embryos are male and therefore inappropriate 
for implantation. 

2.5. Amplicon Carryover 

PCR and/or other amplification technologies are exquisitely sensitive techniques. 
Poor attention to detail by technologists and/or sloppy conditions will eventually 
create a situation in which carryover amplified product (amplicons) contaminate 
some portion of the laboratory. Contaminating amplicons making their way into new 
PCR reactions act as suitable amplification substrates, thereby generating false­
positive results. Laboratories must be constantly diligent to avoid the possibility of 
contamination. 

The reagent preparation area for amplification technologies is the area that must 
be kept the most pristine, such that all possibility of amplicon contamination is 
avoided. Ideally, this is a separate room with positive air pressure (air flows out of 
and not into this room). What one is striving to avoid in this area is the introduction 
of amplified products from other areas of the lab. Patient specimens and extracted 
DNA should also never enter the reagent preparation area since their contamination 
of reagents can also lead to false-positive results, although on stochastic grounds, 
this is less likely to occur than contamination by the vast quantities of amplicons 
generated by a PCR reaction. A separate room for reagent preparation may be 
impractical or impossible, so one may use a hood or an enclosed benchtop box 
(a.k.a. "dead box") with a UV light source turned on when the area is not in use. 
Contaminating amplicons or DNA entering the reagent preparation area through a 
careless hand or an air current are sterilized by the UV light through the creation of 
thymine dimers that make the DNA unsuitable as a substrate in amplification reac­
tions. The reagent preparation area should have dedicated equipment; nothing should 
be returned to this area once it has left. 

Separate the specimen preparation area from the area where PCR reactions are con­
structed. Thus, aerosolized patient nucleic acid cannot contaminate subsequently con­
structed PCR reaction tubes, thereby generating false-positive results. Use dedicated 
equipment for each area. Before PCR reaction construction, wipe down lab benches 
and pipeters with 10% bleach and then 70% ethanol to do away with any contaminating 
DNA molecules that may be present. 

When all reagents have been added, PCR reaction tubes should be capped before 
being brought to the thermal cycler. When PCR is completed, capped tubes should be 
brought to the area where the results of the reaction are analyzed. This "dirtiest" area of 
the laboratory is the one where sloppy technique will ultimately generate false-positive 
results in subsequent reactions. The opening ofpost-PCR tubes generates aerosols that 
may contain millions of copies of a specific amplicon (9). Consider using gauze pads to 
open post-PCR reaction tubes gently so that aerosols are absorbed by the pads and may 
be discarded. It is best if this area is a separate room not vented back to other areas of 
the PCR laboratory. Again, equipment (including labcoats) in this area should be dedi­
cated. In all areas, it is best to use positive-displacement pipeters, or air-displacement 
pipeters with specially plugged, and aerosol-resistant PCR tips, i.e., hydrophobic 
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microporous filters where the filter is bonded onto the walls of the pipet tip. Frequent 
changing of gloves in the PCR analysis area is indicated, as are disposable gowns, 
masks, and caps. Sticky floor mats help reduce the possibility of amplicons moving 
into clean areas of the laboratory on the soles of shoes. 

Chemical sterilization methods exist and should be employed when possible, but 
should not be thought of as a "crutch" that eliminates the need for cleanliness 
and scrupulous technique. Isopsoralens included in PCR reactions intercalate in double­
stranded DNA, crosslinking the strands on activation with UV light. Such DNA is an 
unsuitable substrate in PCR, because strand dissociation via denaturation cannot occur; 
such denaturation is a necessary step in PCR. However, the presence of crosslinked 
amplicons can still be assessed by a number of methods, including agarose gel electro­
phoresis, so the assay can be completed. 

Inclusion of deoxyuridine in place of thymidine in the reaction mixture does not 
alter amplification, gel analysis, or product hybridization. However, it does serve as 
the basis of an effective amplicon sterilization technique. Prior to thermal cycling, 
uracil-N-glycoslyase (UNG) is added to PCR components and allowed to act on its 
substrate; the uracil residues in any contaminating carryover DNA that may be 
present. Simultaneously, UNG has no effect on patient DNA (or bacterial or viral 
DNA if one of these is the target of investigation) that contains no uracil, but only 
thymidine residues. Following this sterilization reaction, UNG is heat-inactivated 
and PCR may proceed with the threat of false positivity owing to contamination 
removed (4,10). 

3. CONCLUSION 

Molecular pathology is the newest discipline in the hospital pathology laboratory. 
We are still on something of a "learning curve" with respect to implementation of 
molecular pathology tests. Indeed, these tests are in a state of flux as different tech­
nologies vie to become the methodology of choice. Only a few years ago, Southern 
blotting and the related slot/dot-blot technology dominated the field. These are labori­
ous, multistep tests that demand high levels of QC to generate accurate results. In the 
early part of this decade, PCR had already made strong inroads into the field and now 
in the middle of the decade has come to dominate it. PCR is faster, easier, and less 
expensive to perform than Southern blot technology, but is fraught with its own set of 
QC issues, ranging from reaction optimization to carryover contamination control. 
Now, as the new century approaches, new in vitro nucleic acid amplification tech­
niques like transcription-mediated amplification, LCR, nucleic acid sequence-based 
amplification (NASBA ®), and others, such as bDNA amplification, are poised to cap­
ture market share from PCR-based techniques, not strictly because the companies mar­
keting them are superior marketers, but to a large degree because of availability in 
kit form, ease of use, FDA approval, and so on (11). Finally, many companies are 
working to bring the cost of sequencing to a point at which it is affordable in the 
routine clinical laboratory. Arguably, sequencing is the gold standard for most 
molecular based diagnostics and will be a great benefit in the diagnostics laboratorian's 
armamentarium. Issues specific to QC for sequencing will have to be addressed before 
this methodology takes hold in the laboratory. This is truly a developing field and may 
appropriately be considered a "work in progress." 
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Prospects for the Future Role 

of the Clinical Laboratory 

Lawrence M. Silverman 

1. TRAINING, CERTIFICATION, AND QUALITY ASSURANCE 

Over the past 15 years, medical sciences and, in particular, clinical laboratory sci­
ences have witnessed a revolution in molecular diagnostics. As of October, 1995, 
molecular diagnostics could be categorized into: 

1. Molecular genetics for inherited diseases; 
2. DNA diagnostics, nucleic acid-based diagnostic tests other than molecular genetics 

(forensics, paternity testing, infectious diseases, transplantation, and so forth); and 
3. Molecular pathology: tissue-based testing primarily involving oncology. 

Certification for laboratory directors is currently provided for molecular genetics 
through the American Board of Medical Genetics, whereas the American Board of 
Pathology has proposed future certification in molecular pathology. However, the 
field of molecular diagnostics is evolving so rapidly that these techniques are becom­
ing widely used tools that can be applied to virtually all areas oflaboratory medicine, 
making certification categories less clearcut. Eventually, laboratory directors who are 
certified in traditional specialties (clinical chemistry, hematology, and so on) will 
probably be intimately involved with molecular techniques, with or without additional 
certification. 

Training and quality assurance are much more acute issues than certification. Cur­
rently, training of laboratory personnel varies from laboratory to laboratory, creating 
uncertainty regarding quality assurance. External proficiency testing is in its infancy, 
with the College of American Pathologists and American College of Medical Genetics 
jointly initiating a pilot program in molecular genetics. The College of American 
Pathologists also includes a checklist on Molecular Pathology in their inspections of 
clinical laboratories. At the same time, certain commercial reference laboratories are 
providing molecular testing that runs counter to recommendations of scientific advi­
sory groups. At the present time, consumers of molecular laboratory services are in a 
position of caveat emptor! 

What does the future hold for molecular testing? Undoubtedly, the situation will be 
compounded by the increased availability of presymptomatic testing, i.e., detecting 
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molecular events that predispose individuals to disorders prior to the onset of symp­
toms (see Section 2.4.). Currently, an example of this type of disorder is Huntington's 
disease. The implications of testing for this disorder, before symptoms are present, 
have been the subject of numerous debates and pilot studies. This scenario will be replayed 
with many other disorders, such as BRCAl, associated with familial breast and ova­
rian cancer. 

2. ETHICAL, SOCIAL, AND LEGAL ISSUES 
OF MOLECULAR GENETIC TESTING 

DNA-based genetic testing can be applied to various clinical situations, each associ­
ated with different concerns for the clinical laboratorian. Some of these concerns are 
unique to the techniques being used, such as direct mutation detection vs indirect link­
age analysis. Other concerns depend on the specific clinical question being addressed, 
such as diagnostic testing, carrier testing within families with affected probands, gen­
eral population carrier testing, presymptomatic testing, and susceptibility testing. 

I. DNA-based testing can be used to assist in making or confirming the diagnosis of specific 
disorders, such as sickle-cell anemia or cystic fibrosis (CF). In this regard, the data can be 
directly transmitted to the ordering physician or health care professional with the appro­
priate interpretive comments. A major concern is that diagnostic testing only be performed 
on individuals who have already met clinical criteria for the specific disorder. For example, 
testing for deletions associated with Duchenne or Becker muscular dystrophy would not 
be useful for fascioscapulohumeral or limb-girdle muscular dystrophy, and thus, should 
be confined to individuals whose pattern of muscle weakness and serum creatine kinase 
(CK) levels are consistent with these disorders. Diagnostic testing can be further compli­
cated by disease with adult-onset symptoms (see item 4). 

2. Carrier testing can be simplified if an affected individual within the family is available 
for diagnostic testing. When the causative mutation(s) is known, appropriate family 
members can be accurately and quickly tested. However, information within a family 
must be confined to those individuals who have requested testing. These data must be 
handled with extreme concern for confidentiality, regarding both family and nonfamily 
members (i.e., insurance companies or employers). When there are unknown family 
mutations, carrier testing can still be performed by indirect linkage analysis; however, 
certain limitations apply to linkage analysis, which can result in less accuracy than direct 
approaches. 

3. The accuracy of general population carrier screening depends on the percentage of dis­
ease-causing mutations that can be detected. Furthermore, the information from such 
programs must be coupled with appropriate educational material and genetic counsel­
ing. A recent report by the Office of Technology Assessment (OT A) (CF Carrier 
Screening, OTA, US Congress, 1992) identifies factors that will affect carrier testing 
in the general population and should be mandatory reading for anyone engaging in 
this area of testing. 

4. Pre symptomatic testing refers to those adult-onset disorders in which testing can identify 
affected individuals prior to the onset of symptoms. As one can imagine, the impact of this 
information, particularly for fatal disorders or those that cause severe limitations, can have 
psychological, economic, and legal implications. Thus, it is imperative that DNA-based 
genetic testing be ordered appropriately, after educational, psychological, and genetic 
counseling. Similarly, data must be only transferred to the appropriate health care profes­
sional, never directly to the patient. An example of an adult-onset disorder in which 
pre symptomatic testing is available is Huntington's disease. 
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5. A relatively new category of DNA-based testing pertains to detecting mutations that may 
give rise to certain disorders, particularly cancer, over a life-time. Breast and ovarian can­
cer, as well as certain types of colon cancer, can cluster within families, usually exhibiting 
an autosomal dominant form of inheritance. Risk estimates are associated both with indi­
viduals who test positively and those who test negatively for causative mutations. How­
ever, the implications of these risk estimates must be transmitted to patients by experienced 
health care professionals, not by laboratory personnel. 

There are many other social, ethical, and legal issues that must be addressed before 
other DNA-based genetic tests are offered on a large scale. Currently, issues have arisen 
pertaining to the use of archived human tissue for research and development activities. 
Generally, this material remains after ordered tests have been performed. Most institu­
tions provide a general informed consent, which allows excess tissues to be used for 
research. However, ethicists argue that these forms are not sufficient and that specific 
consent forms must be generated each time a new research project is initiated using 
archived samples. Naturally, this creates concern among scientists who are already 
following proscribed procedures to ensure patient anonymity. Ethicists argue that these 
safeguards are not sufficient. Many other specific issues pertain to DNA-based foren­
sic and paternity tests, which are currently being addressed by appropriate specialty 
groups. Readers are directed to the series of position statements issued on genetic test­
ing by the American Society for Human Genetics published periodically in the Ameri­
can Journal of Human Genetics. 

3. AUTOMATION AND NEW TECHNOLOGIES 

A major limitation on availability of molecular testing is the lack of affordable kits 
and/or automation. Several promising technologies have failed to make CF testing cost­
effective for routine labs, although certain testing strategies are successfully used by 
commercial labs. Nevertheless, the dearth of high-quality kits and high-throughput 
instrumentation is the greatest hindrance to availability. A ray of hope comes from 
the recent FDA approval of Roche Molecular Systems Amplicor chlamydia and HLA 
kits, whereas hepatitis C kits are available in Europe. As more kits enter the market­
place, more labs will be able to justify high volume molecular tests. However, automa­
tion and kit development have been limited, to a large extent, by legal restraints 
associated with amplification technologies. 

An attractive approach for mutations analysis and identity testing is the use of reverse 
dot blots or slot blots, also developed by Roche Molecular Systems (Alameda, CA). 
The key feature of this is a membrane-bound oligonucleotide, which is specific for 
sequence of the gene to be analyzed, for example, CFTR. After the sample is amplified 
by PCR, the product is hybridized to the membrane, with biotin attached to the PCR 
primers. Streptavidin-horseradish peroxidase then forms the basis on the color reaction 
that identifies specific sequences in the sample. Thus, through the use of multiplex 
peR, multiple regions of a gene are analyzed for specific mutations. This approach is 
currently being tested for general use for CF mutations analysis, and is available for 
genotyping the HLA-DQAI locus for identity testing. 

A bright spot on the horizon is the continued development of exciting new technolo­
gies that expand the molecular testing armamentarium. I would like to highlight sev­
eral of the most promising developments. 
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3.1. The Protein Truncation Assay 
Although many new technologies are residues of basic research, very few become 

useful in clinical settings. An exception is the Protein Truncation Assay (PTA), which 
is now used for screening mutations that lead to premature truncation of proteins, espe­
cially those having tumor suppressor activity. The basis of this assay is a report by 
Sarkar and Sommer (1989, Science 244:331-334) which describes the use of RNA 
sequence and its protein product to screen for mutations leading to premature trunca­
tion. In rapid succession, papers appeared using this technique to screen dystrophin, 
NFl, APC, and BRCAI (the latter three code for tumor suppressors). The detection 
rates vary from gene to gene, but average between 70 and 80%, significantly better 
than any single molecular test. Until labs have more experience with this technique, 
positive results (i.e., the appearance of a truncated protein) should be confirmed, pref­
erably by genomic DNA sequence. A major drawback to this technique is the use of 
RNA as starting material, since most laboratories tend to archive DNA rather than 
RNA. RNA is generally used since RT-PCR reverse-transcribes RNA to cDNA, which 
contains continuous coding regions (exons) without intervening sequence (introns). 
There are some genes that contain large exons, which can be screened using genomic 
DNA rather than RNA. An example of this is ex on 11 of BRCA1, which contains 
approx 60% of the entire coding region. Moreover, transformed lymphoblastoid cell 
lines are convenient sources of both DNA and RNA. As more tumor suppressor genes 
are identified, this technique will become more popular. Efforts are under way to both 
automate the assay and formulate PTA kits. 

The BRCAI protein is thought to act as a tumor suppressor; yet germline mutations 
in this gene account for only -5% of all cases of breast cancer that are limited to those 
families with multiple cases of breast and ovarian. The more common form of breast 
cancer is sporadic; however, the BRCAI gene is rarely mutated in tumors removed 
from sporadic breast cancer patients. This disparity has led researchers to look for other 
genes that might be involved in sporadic breast cancer, or other abnormalities of 
BRCAI structure or function. Evidence shows that at least one other gene is involved 
in familial breast cancer, named BRCA2, which is linked to chromosome 13 (BRCAI 
is linked to chromosome 17). However, BRCA2 accounts for fewer cases of familial 
breast cancer than BRCAl, and virtually none of the sporadic cases. However, 
researchers now believe that the BRCAI protein does not function normally in the 
majority of sporadic cases. Data show that the BRCAI protein, which normally is trans­
ported to and functions in the nucleus, remains in the cytoplasm to a large extent in 
sporadic breast cancer. 

3.2. Combination of Molecular Markers and Protein Assays 
In the near future, patients with breast cancer will probably be assessed using a 

combination of molecular markers in a tiered-testing format. For example, BRCAl, as 
discussed above, will be important for individuals with a history of early onset breast 
and/or ovarian cancer in their families. BRCAI mutations will be detected by a series 
of techniques, depending on several factors, including ethnicity. For example, two 
mutations (185 del AG and 188 del 1 1 ) account for -33% of all familial breast/ovarian 
cancer in Ashkenazi Jews. For these mutations, simple, inexpensive direct mutation 
analysis can be performed. Similarly, other more expensive techniques, such as PTA 
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(see Section 3.1.) can be reserved for families who are either negative for direct muta­
tional analysis or are not part of an ethnic group with recognized, common mutations. 
In this fashion, testing can be performed efficiently and at the lowest cost. 

Additionally, other markers associated with breast cancer include p53 and the ataxia 
telangectasia (AT) gene. In the latter case, individuals heterozygous for truncating 
mutations in the AT gene have been reported to be at a significantly increased risk for 
developing breast cancer. In the case ofp53, those patients whose tumors are positive for 
p53 mutations have a significantly poorer prognosis than those without p53 mutations. 

It is conceivable to picture the following scenario involving: 

1. Genomic DNA and RNA screening for mutations in BRCAl (and possibly BRCA2) for 
families with early onset breast/ovarian cancer; 

2. RNA screening for truncating mutations in AT to detect individuals with increased sus­
ceptibility to environmental risk factors, i.e., radiation; 

3. Tissue screening for p53 mutations to determine prognosis; and 
4. Tissue screening for BRCAl protein localization. 

This type of tiered-testing pattern emphasizes the need to integrate molecular tech­
niques involving DNA, RNA, protein analysis, and immunohistochemistry to maxi­
mize information at an affordable price. 

3.3. Molecular Diagnosis of Blood Group Incompatibilities 

Another exciting area is the use of molecular techniques to genotype various com­
ponents of the Rh blood group (D, C, E, and so on). Approximately 111000 live births 
have some form of sensitization, which can be demonstrated prenatally by conven­
tional serological testing if fetal blood is obtained by fetoscopy, which is associated 
with increased fetal risks. However, molecular determination of Rh genotypes can be 
performed by DNA amplification of cultured amniocytes. Caution must be taken, how­
ever, to avoid misidentification of the fetal genotype owing to maternal contamination. 
The possibility of misidentification is reduced by culturing since fetal cells, rather than 
maternal cells, are selected by special culturing conditions. Additionally, paternal 
genotyping can reduce the risk of misidentification. 

3.4. "DNA on a Chip" 

Several recent developments involve the use of silicon-glass chips to serve as a plat­
form for either amplification (PCRChips) or nucleic acid hybridization. Both 
approaches use microsamples and exploit the miniaturization that results from 
micromachining developed for computer chip production. One scenario involves 
attaching oligonucleotides to a chip in a 1028 x 1028 array based on selected sequence 
variations, so that sample DNA will only hybridize, under specific conditions, to 
complementary oligonucleotides. Following a subsequent signal-generating step, this 
approach could make large-scale sequencing more efficient or detect mutations in spe­
cific disorders characterized by extreme allelic heterogeneity, such as CF. 

4. CONCLUSION 

In the preceding chapters, each author has addressed the latest developments in his/ 
her specific area of expertise. In addressing the future prospects for the clinicallabora­
tory, I have also mentioned recent developments, some of which are already making an 
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impact, and others that may do so in the near future. Unfortunately, by the time this 
book is published, most of these predictions (including mine) will be challenged by 
newer technological developments and increased understanding of disease mecha­
nisms. That is the nature of this field-a never-ending saga of scientific break­
throughs, significant contributions from the biotechnology industry (and occasional 
hindrances), ethical dilemmas, and ultimately, promises of a brave, new world. What 
we have learned from the last 15 years, however, is that many of the promises, unfortu­
nately, go unfulfilled. 
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