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PREFACE 

Cell growth, one of the most fundamental of biological processes, 
has long been among the least understood. On April 24-28, 1984 sci­
entists convened from around the world in Canada's Banff National 
Park for The International Cell Cycle Society's 10th Conference. Their 
purpose was to evaluate recent developments in the field of cell prolif­
eration and to explore the interrelationship between cell growth, de­
velopment, and differentiation, and proliferative diseases such as can­
cer. Growth, Cancer, and the Cell Cycle collects those conference 
papers that present the most recent advances in this field. 

The first section of the book is Gene Expression and Development 
During Growth. It examines the structure and function of chromatin, 
DNA unwinding proteins, and nonhistone nuclear proteins, then ex­
plores transcriptional, translational, and post-translational regulation 
during the cell cycle and the interrelationship and coordinate regula­
tion of cell growth, differentiation, and gene expression. 

The second section, Growth Activation and Dormancy, focuses 
upon the events that occur during the transition between active cell 
growth and proliferative quiescence. The role of DNA strand breaks, 
protein kinase activity, growth regulatory factors, and the cytoskeleton 
are examined. 

Section three discusses The Topology of the Cell Cycle. It reviews 
genetic approaches for determining the sequence of events and cau­
sality relationships that comprise and coordinate the many separate 
processes involved in cell cycle progression and describes the use of 
multipara meter flow cytometry to characterize the mammalian cell cy­
cle and intracellular metabolic and transitional growth states. 

The final section of the book, Neoplastic Transformation, explores 
the role of tumor cell heterogeneity in circulatory metastasis and of ac­
tivator RNA in cellular phenotype transformation, presents the latest 
advances in the establishment of normal and neoplastic gastrointesti­
nal cell lines, describes new methods for cancer diagnosis and of cell 
cycle deconvolution by image analysis, and critically evaluates the 
concept that cancer is a disease of abnormal cell growth. 
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Philip Skehan 
Susan J. Friedman 
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SECTION 1 

GENE EXPRESSION AND DEVELOPMENT 
DURING GROWTH 



STRUCTURES INHERENT TO CHROMATIN ACTIVE IN 

TRANSCRIPTION AND REPLICATION 

Annunziato, A. T., Smith, R. D., Hanks, 
S. K., and Seale, R. L. 

Department of Basic and Clinical Research 
Scripps Clinic and Research Foundation 
10666 North Torrey Pines Road 
La Jolla, California 92037 

INTRODUCTION 

The structure of the nucleosome and higher order 
transitions of the unit fiber of chromatin have been 
described in considerable detail (1-3). Despite this 
body of general structural knowledge, the function and 
structure of regions actively engaged in replication and 
transcription are just beginning to be understood (4-6). 

Given certain similarities in the action of nucleic 
acid copying enzymes, active transcription and 
replication domains may have structural features in 
common. In each case a multisubunit enzyme reads a 
single strand of DNA in a linear, processive fashion. 
DNA is denatured in both processes, although it is 
localized to the site of enzyme binding in the case of 
RNA polymerase, while denaturation is more extensive and 
more accessory proteins are probably involved in DNA 
replication. The template for both activities is not 
free DNA, but chromatin. Thus, both RNA and DNA 
polymerase molecules must either have the capacity to 
read DNA complexed in nucleosomes, or the chromatin must 
adopt a configuration so as to allow polymerases to 
function. The overall effect may be quite similar, and 
would seem to differ more in degree than in kind. 

3 
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4 Annunziato et at. 

In our recent studies on the structure of newly 
replicated and of transcriptionally active chromatins, 
several parallels have become apparent. In this paper, 
we present highlights of these studies and stress the 
commonalities of the structural transitions between these 
two types of active chromatin. 

CHROMATIN REPLICATION 

The enhanced sensitivity of newly replicated 
chromat in to nucleases has been establ ished for nearly 
ten years (7). However, the basis for this property is 
only now becoming clear. We presently understand this 
transient nuclease sensitivity to be due, at least in 
part, to a lag between the synthesis of DNA and the 
assembly of nucleosomes on 50% of the new DNA, in order 
to restore the histone complement. Thus, nascent 
chromatin consists of a nucleosomal (parentally derived) 
and a non-nucleosomal component in approximately equal 
proportions. In the subsequent discussion we consider 
the propert i es of each. 

While DNA gels of digestion products clearly 
indicated that the nuclease-resistant component of new 
chromatin was nucleosomal (8-11), it was not clear from 
analysis of purified DNA whether these particles 
represented typical nucleosomes or structures that had 
been altered in composition, or configuration, and 
whether they were in an extended or folded higher order 
structure. In order to investigate these questions, 
composite agarose-polyacrylamide gels were utilized to 
separate nuclease digestion products as the nucleoprotein 
entities, core, HMG- and Hl-nucleosomes (12, 13). Nucjei 
from HeLa cells incubated for 30 or 60 seconds in H­
thymidine were briefly digested with micrococcal nuclease 
(MNase) and then sol ub 1 e chromat in was prepared two ways. 
In the first, total chromatin was prepared by lysis of 
nuclei in low ionic strength fOTA buffer, a step that 
solubilizes >80% of bulk chromatin (Fig. I, lane T). 
Alternatively, chromatin was eluted in stepwise 
increments of NaCl concentration (0.1 to 0.6 M) in the 
presence of divalent cations. This procedure 
fractionates chromatin on the basis of molecular weight 
and protein composition (14). Monomers lackingH1 and 
enriched in HMG proteins are exclusively present in the 
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o T 
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Figure 1. Distribution of newly replicated DNA in 
mononucleosomes and oligonl)cleosomes. HeLa cells were 
labeled for 30 sec. with [H]-thymidine. Chromatin was 
fractionated (text) and subjected to electrophoresis in 
agarose-polyacrylamide gels. Lane designations 
correspond to the NaCl molarity used for elution. Lanes 
T and T.2 contain chromatin released from nuclei with 2 
mM EDTA without salt exposure (T), or after elution with 
0.2 M NaCl (T.2). Nucleosomes are labeled in accord with 
ref. 12. A, ethidium bromide stain; B, fluorograph. 
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0.1 M eluate, while HI-monomers combined with nucleosome 
oligomers predominate in the 0.3 M eluate (Fig. IA). An 
additional fraction was prepared as a control, in which 
monomers were largely removed by 0.2 M NaCl extraction, 
and all the remaining chromatin was released in a single 
step by 2 mM EDTA (Fig. lA, lane T.2); this yields the 
soluble, high molecular weight chromatin in one fraction. 

A fluorogram of pulse-labeled DNA (Fig. 1B) 
summarizes several important aspects of newly replicated 
chromatin (15). First, the average molecular weight of 
newly replicated chromatin is smaller than that of its 
bulk chromatin counterparts in the same fractions (Fig. 
1, 1 an esT, 0.3, and T. 2 ). Sec 0 n d 1 y, m 0 nom ern u c 1 eo so me 
heterogeneity is essentially identical between bulk and 
pulse-labeled chromatin. Since the labeling period was 
sufficiently short so as to label only 4-8 nucleosomes 
behind the fork, accessory proteins must be re­
established immediately, or perhaps persist on the 
particles throughout replication. Thus, enhanced 
nuclease sensitivity of these nucleosomes is not 
attributable to radical compositional alterations of the 
unit particle. 

Finally, using this fractionation protocol, we 
discovered that the nucleosomal component could be 
separated from the non-nucleosomal, or unassembled, 
component. Note that the low salt fractions contain 
nascent DNA with subunit organization, while the high 
salt fractions contain nascent DNA of heterogeneous 
molecular weight (Fig. 2), in contrast to bulk DNA which 
is nucleosomal in all fractions. This is evident in DNA 
gels, rather than in particle gels, since high molecular 
weight nucleoprotein does not resolve well in composite 
gels. That the smeared patterns of newly replicated 
chromatin represent replication intermediates was 
demonstrated by labeling cells for 15 minutes in order 
for the mature chromatin pattern to predominate; in this 
case the subunit pattern in the fluorograph exactly 
superimposed that of the ethidium stain (15). 

The amount of DNA comprising the two components 
( n u c 1 eo s 0 mal and non - n u c 1 eo s 0 m a 1) 0 f new I y rep 1 i cat ed 
chromatin was approximately equivalent. While 901, of 
bulk material is eluted at 0.1 - 0.3 M NaCl, only 501, of 
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Figure 2. DNA subunit character of newly replicated 
chromat in. DNA was prepared from chromat in prepared as 
in Figure 1 and subjected to electrophoresis in an SDS­
polyacrylamide gel. Lanes 0 to P are labeled as in 
Figure 1. lane Pt contains the DNA of the [OTA-insoluble 
fraction. M, 0 and T indicate nucleosome monomers, 
dimers and trimers. A, ethidium bromide stain; B, 
fluorograph. 
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the pulse-labeled chromatin is (15). The remaining 50% 
of newly replicated DNA is eluted only at high ionic 
strength (0.4-0.6 M NaCl), and 10% is refractory to 
solubilization (compared to 1% of bulk). 

The fractionation of the two constituents of 
chromatin replication intermediates has enabled us to 
determine their various properties. It was noted in 
several earlier studies that the nucleosome repeat-length 
immediately behind the fork was shortened (9, 16, 17). 
We sought to determine 1) whether this was simply due to 
more rapid degradation, hence shortened oligomer size of 
new chromatin (18, 19), and 2) the magnitude of the 
shortened repjat-length. For this purpose, cells were 
labeled with H-thymidine for 30 sec. and nuclei were 
isolated and digested with MNase. By performing 
digestions at 0° in order to minimize linker trimming 
relative to linker cleavage (20), and by measuring the 
largest oligomer clearly resolved, we doubly minimized 
the effect of linker shortening on size measurements. In 
order to further monitor for possible nucleosome sliding 
during digestion, points were taken from 1 to 60 minutes. 
Linear regression analysis of the data (20, 21) revealed 
that the bulk histone repeat was 186-188 bp, and declined 
with progressive digestion to 174 bp at the termination 
of the experiment (22). In contrast, subunits associated 
with pulse-labeled DNA were substantially shorter, 165-
167 bp after only 1 minute of digestion. No further 
decrease in subunit size occurred. This indicates that 
chrornatosomes are close-packed immediately behind the 
fork. Additionally, exhaustive digestion showed the 
nucleosome core size (146 bp) to be identical to that of 
normal nucleosomes. Thus, we could not attribute close­
packing to sliding of H1-depleted cores during MNase 
digestion or to partially unravelled nucleosomes (22). 

Next, the properties of chromatin replication in 
cycloheximide were examined. In cycloheximide, the dual 
properties ~ nucleosomal and non-nucleosomal DNA) of 
newly replicated chromatin were found to persist. When 
nucleosomal heterogeneity was examined as in Fig. 1, a 
full complement of accessory proteins, HI and HMGs were 
evident. Interestingly, when incubation in cycloheximide 
was prolonged to 20 minutes or longer, the abbreviated 
spacing of the nucleosomal component matured to the bulk 
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repeat-length, while the unassembled component continued 
to accumulate, requiring concomitant protein synthesis 
for assembly and maturation (22). 

9 

The nuclease sensitivity of nascent chromatin is 
maintained in cycloheximide due primarily to exposure of 
non-nucleosomal DNA. This was evident in the overall 
nuclease sensitivity of the DNA labeled in the presence 
of cycloheximide. Upon examination of the nucleosomal 
component, it was clear that it was more sensitive to 
nucleases than bulk nucleosomes. Therefore, it seemed 
possible that part of nuclease sensitivity could also be 
due to other factors, ~ a maximally decondensed unit 
fibril. Histone hyperacetylation has been extensively 
correlated with extended chromatin and with 
transcriptionally active chromatin (23-26), but 
definitive experimental confirmation of these 
correlations has yet to appear. In order to test the 
possible involvement of histone acetylation in 
replication, ce13ls were briefly labeled for 30 sees. to 
30 mins. with H-thymidine in the presence of the 
deacetyl ase inhi bitor, sod ium butyrate (27). I n periods 
longer than 10 minutes, nucleosome assembly has occurred, 
and residual nuclease sensitivity due to factors other 
than unassemb 1 ed DNA becomes detectable. Approx imate ly 
50% of the nuclease sensitivity is retained, even after 
30 minutes. Upon removal of sodium butyrate, the 
nuclease sensitivity of the labeled regions reverted to 
that of bulk chromatin (28). We attribute the 
persistence of nuclease sensitivity of nascent 
nucleosomes due to the maintenance of a relatively 
extended conformation of the region, caused or 
potentiated by histone N-terminal acetylation. Electron 
microscopic studies of acetylated chromatin have 
subsequently confirmed this prediction (29). 

In the next set of experiments we examined the 
structure of the non-nucleosomal component of newly 
replicated chromatin. By first eluting the nucleosomal 
component of MNase-digested nuclei in moderate ionic 
strength buffer, properties of the heterogeneous, i.e., 
non-nucleosomal nucleoprotein could be examined. It was 
apparent (~, see Figure 1) that the non-nucleosomal 
component was not free DNA. Naked DNA is degraded 40-
fold faster than bul k chromatin under these conditions. 
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The average molecular weight of the non-nucleosomal DNA 
was actually greater than that of the pulse-labeled 
nucleosomal DNA, at all stages of digestion. Secondly, 
after nuclease cleavage into relatively small (~ 400-
800 bp) fragments, heterogeneous DNA was not eluted at 
physiological ionic strength, but required subsequent 
exposure to elevated ionic strength> 0.3 M NaCl for 
release, in contrast to nascent nucleosomes. 

In order to determine whether any underlying 
nucleoprotein structure was associated with the 
heterogeneous material, it was redigested with MNase in a 
controlled fashion so as to cleave and trim connecting 
DNA interspersed with putative nuclease-resistant 
complexes (Figure 3). This experiment was performed 
either with MNase or with Hae III for initial cleavage; 
the result was the same in both cases. Secondary 
digestion of the heterogeneous DNP unmasked nucleosomes 
imbedded within unusually long stretches of DNA (Figure 
3). The amount of nucleosomal protection of this 
component was on the order of 40-60%, representing a 
significant fraction of newly replicated chromatin. 

This result is inconsistent with models in which 
parental nucleosomes follow only one arm of the 
replication fork. In consideration of several models of 
parental nucleosome segregation (30), the data best fit a 
mechanism whereby nucleosomes are distributed to both 
arms of the replication fork in clusters. The smeared 
component of nascent chromatin results from nucleolytic 
cleavages within the heterogeneous material, and also 
from one cleavage in a heterogeneous domain and one 
within a nucleosomal domain, yielding nucleosomes with 
extra-long terminal linker DNA. These terminal linkers 
are of heterogeneous size; after trimming, discrete 
nucleoprotein particles are revealed. The heterogeneous 
linker DNA is associated with insoluble nuclear 
structures, causing not only its insolubil ity, but also 
the insolubil ity of nucleosomes to which it is attached 
(30) • 

In summary, we have determined that newly repl icated 
chromatin has two components. One is nucleosomal, exists 
in a relatively extended (i.e., lacks higher order 
structure) conformation, and has a decreased repeat-
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Figure 3. Sequential digestion of nascent heteroge~ous 
nucleoprotein. HeLa cells were labeled wah [ H]­
thymidine for30 min. in the presence of cycloheximide. 
Isolated nuclei were digested with MNase and soluble 
chromatin released with 2 mM EDTA (lane 5). The 
insoluble pellet (lane P) was extracted with 0.2 mM NaCl 
to elute residual nucleosomes (lane .2). The remaining 
pellet (lane P.2) was redigested with MNase, lane R. 
Lane M, marker fragments. Panel A, DNA gel; Panel 8, 
composite nucleoprotein gel. 80th are fluorographs. 
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length. The second component is a non-nucleosomal DNA­
protein complex that alternates on the same segment of 
newly replicated DNA with nucleosome clusters. 
Nucleolyt ic fragmentat ion of newly repl icated chromat in 
yields nucleosomes, non-nucleosornal DNP, and 
heterogeneous DNP containing both components. The 
insolubility of non-nucleosomal DNP allows its 
fractionation from the readily soluble nascent 
nucleosomal chromatin. As we will show below, 
transcriptionally active chromatin shares many of these 
propert ies. 

TRANSCR I PTI ON 

The nuclease-sensitive state of transcribed genes 
relative to bulk chromatin was first made in chicken a­
globin chromatin; in tissues in which the a-globin gene 
is not transcribed, it is relatively nuclease resistant 
(31). Nuclease sensitivity was soon found to be a 
property also of potentially active genes as well as 
quiescent genes that have had a history of 
transcriptional activity. It was then determined that 
not only the active gene, but also surrounding chromatin 
of a larger active domain were equally DNase I 
sensitive. For instance, the ovalbumin gene and two 
r e 1 at e d 9 e n e s, X and Y, w h i c h h a ve wid ely d; ff e r i n g 
transcriptional activities, comprise only 20% of a 100 kb 
domain of uniform DNase I sensitivity (32). In chicken 
globin chromatin, the DNase I-sensitive domain has been 
extended)1 kb to the 5' side of the active gene; the 
extent of 3' nuclease-sensitive chromatin is presently 
unknown, but extends at least 3.5 kb downstream, and 
includes the a-globin gene (33). 

We sought to examine these parameters in mouse 
globin chromatin, and to relate them to known features of 
newly replicated chromatin. The mouse globin genes lie 
in a linked domain with the embryonic and a-homologous 
genes at one end, and the adult a-major and B-minor genes 
at the other (34) (Figure 4). In mouse erythroleukemia 
(MEL) cells, the adult B-globin genes are potentially 
active, and transcription can be induced by exposure of 
the cell s to agents that st imul ate erythroid 
different i at ion (35). 
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Figure 4. Map of the f3-globin gene family in MEL cells. 
Cloned restriction fragments are designated GL followed 
by their lengths in kilobase pairs. RI (t) and Bam HI 
( . ). 
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Thus, we compared the nuclease-sensitivities of 
regions spanning the globin gene domain in non-induced 
and in hexamethylene-bisacetamide (HMBA)-induced cells 
(36). The large probes. GL 7.0 and GL 14.0 (Figure 4), 
containing the s-major and a-minor genes, respectively. 
were significantly more DNase I-sensitive than sequences 
in the inactive. embryonic and B-homologous. globin gene 
chromatin. The DNase I-sensitive domain extends upstream 
of the B-major gene approximately 7 kbp, where a rather 
distinct boundary « 1 kb) separates it from the 
res istant domain (37). 

When these results were compared with those obtained 
with a different endonuclease. micrococcal nuclease 
(MNase), a similar pattern emerged, but there were 
significant differences (Figure 5). First. while 
differential sensitivities between the active and 
inact ive domains occurred at the same boundary observed 
with DNase I, the overall nuclease sensitivity of the 
active domain became more marked in the induced cells. 
Secondly, the sensitivity of the active domain was not 
constant; the regions homologous to the a-globin probes 
Gl 7.0 and GL 14.0 were significantly more sensitive than 
the Gl 2.6 51 flanking sequence that lies immediately 
upstream of the s-major gene but within the active globin 
domain. 

In order to examine the non-uniform sensitivity in 
more detail, a series of smaller probes across the s­
major domain were utilized (Figure 6). The pre-induced, 
potentially active, domain had a rather uniform MNase 
sensitivity, including the 5' flanking, coding, and 3' 
flanking sequence (Figure 6). While an increased MNase 
sensitivity occurred with HMBA induction. it was 
significantly greater in the coding sequence than in the 
51 flanking DNA. In fact, the nuclease sensit1vity was 
not strictly confined to the coding sequence, but 
extended into the 3' flanking region for approximately 1 
kb (37), and corresponded to the primary transcription 
un it (48, 58). 

The subunit repeat-length of pre-induced, and HMBA­
induced a-globin genes was then measured in order to test 
chromatin rearrangement associated with gene activity 
(38). The nuclease repeat-length was increased, 
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Figure 5. MNase sensitivity of sequences within the B­
globin gene family. Following digestion of nuclei, DNA 
was isolated and hybridized to the indicated sequences. 
Lanes A-F, uninduced cells, lanes G-L, induced cells. As 
a control, cloned probe to the non-expressed 
immunoglobulin gene C~ 12 was hybridized to uninduced (M) 
and induced (N) DNA, as above. 
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Figure 6. MNase sensitivity of specific sequences near 
the B-major globin gene. The labeled probes GL 2.6, GL 
0.78, GL 0.51, GL 0.38, and GL 0.71 were hybridized to 
MNase digested DNA from uninduced (A-E) or induced (F-J) 
MEL cell nuclei. Indicated restriction sites are R, 
EcoRI; P, Pst!; H, HindIII; M, MboI; X, XbaI; and 8g1, 
8g 1 I I. 
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interestingly, in the active globin domain of both 
unfnduced and induced cells by about 11 bp, and remained 
unchanged in the inactive domain (38). In cells that do 
not express gl obi n the repeat 1 ength in both regi ons of 
the globin domain was the same as that of bulk chromatin. 

We next sought to relate the differential nuclease 
sensitivities to properties of the unit nucleosome fiber, 
versus possible higher order structures. For this 
purpose, we utilized the property of chromatin to 
reverSibly adopt an extended or a compacted configuration 
by manipulation of the ionic milieu. At very low ionic 
strength, and in the absence of divalent cations, the 
higher order folding interactions are lost, generating 
extended chromatin. Upon restoration of physiological 
ionic strength, or divalent cations, chromatin 
recondenses (40, 41). 

The criterion of the extended-folded conformational 
transition was applied to the mouse globin domain. Under 
normal ionic strength conditions, a large differential in 
DNase I sensitivity exists between the inactive (GL 15.0) 
domain and the active (GL 7.0) domain. When divalent 
cations are removed, the inactive GL 15.0 domain acquires 
nuclease sensitivity equivalent to that of the active GL 
7.0 domain (39). However, the sensitivity of the active 
domain is unchanged by these conditions. These results 
suggest that the inact1ve domain is nuclease resistant 
relative to the active domain due to compaction of 
nucleosomes into higher order chromatin solenoidal or 
superbead configurations (40,41) of inactive regions, 
and an extended conformation of active regions. Hence, 
the active domain already exists in an extended 
conformation and is not affected by conditions that 
unravel higher order structures. 

The converse experiment is to measure the extent of 
refolding of chromatin decondensed at low ionic strength. 
This was performed by restoration of NaCl to 40 mM 
(partial refolding conditions), or to 100 mM or MgC1 2 to 
3 mM (maximal refolding conditions). In response to 
restored ionic strength, the inactive GL 15.0 domain 
recovered about 90% of its original nuclease resistance 
while there was no measurable effect on the nuclease 
sensitivity of the active GL 7.0 domain (Fig. 7). In an 
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Figure 7. Effect of decondensation-recondensation 
transitions of chromatin on DNase I sensitivity. EDTA 
swollen nuclei were digested directly after addition of 
50 11M MgC1 2 (e). or after addition of 40 mM NaCl (0) or 
100 mM NaCl (.). Panel A. inactive GL 15.0 domain; 
Panel B, active GL 7.0 domain. 
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attempt to determine the basis for this effect, histone 
HI was removed at pH 4.5 and the domains tested for 
nuclease sensitivity (39). HI removal had the same 
effect as reduction in ionic strength; the inactive 
domain became sensitive, and the active domain was not 
affected by th i s parameter. 

Another genetic locus amenable to study of its 
active and dormant states is the heat shock 70 kd (hsp 
70) protein gene of Drosophila. Unlike the mouse B­
globin genes, hsp 70 is both DNase I and MNase resistant 
before induction, and the sensitivity to both nucleases 
is dramatically increased in response to heat shock, 
concomitant with a loss of well-defined nucleosomal 
structure (42, 44) (Figure 8). In this experiment, 
instead of preparing total DNA from MNase-digested 
nuclei, soluble chromatin ( 75% DNA) was first eluted in 
2 mM EDTA, and the insoluble nuclear pellet DNA ( 20%) 
was also prepared. The ethidium stained patterns of 
chromatin from both control and heat-shock nuclei show 
the typical nucleosome ladder. When hybridized to 
pl asmid pPW232.1 and pPW229.I, containing the hsp 70 
coding sequence, the hsp 70 gene was nuclease-resistant, 
relative to bulk chromatin, as previously shown (41). 
Upon induction by heat shock, not only was there an 
increase in nuclease sensitivity and perturbation of the 
nucleosome ladder, but also there was a 4-fold shift of 
coding sequences into the nuclear pellet fraction (Figure 
8). Furthermore, the structure of hsp 70 chromatin in 
the soluble and insoluble fractions was dHferent; 
nucleosomal structures were eluted in 2 mM EDTA, while 
the smeared, apparently non-nucleosomal component was 
enriched in the pellet. Upon redigestion of the smeared 
pellet material, nucleosomes were apparent in 165 bp­
resistant nucleoprotein complexes (Figure 8). This 
result bears a strong similarity to that found in the 
fractionation of newly replicated chromatin into 
nucleosomal and insoluble, heterogeneous nucleoprotein 
embedded with nucleosomes. 

To further define this phenomenon. probes to the 5' 
and 3' flanking regions of hsp 70 were utilized (45). 
The 5' flanking DNA does not undergo a loss of nucleosome 
ladder, and exhibits a less dramatic shift in solubility 
in response to heat-shock. In contrast, a probe located 
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Figure 8. Nucleosomal structure as a function of 
expression of the hsp 70 gene of Drosophila Kc cells. 
Nuclei were"isolated from control or from heat-shocked 
nuclei, digested with MNase for the indicated periods, 
and lysed with 2 mM EDTA. DNA was prepared from the 
soluble fraction (52) and the pellet (P), subjected to 
electrophoresis in agarose gels and blot-hybridized to 
cloned DNA from the hsp 70 coding sequence (text). 
Panels A and C are control nuclei S2 and P, respectively. 
Panels Band D are heat-shock S2 and P, respectively. 
Digestion times are I, 2, 4, 8,16, and 32 min. in each 
panel Panels E, F. Redigestion of heat-shock pellet 
nucleoprotein. Lane a, residual l-minute nucleoprotein 
redigested for 4 min. (lane b), or 32 min. (lane c). 
lane d. residual 2-minute nucleoprotein redigested for 
min. (lane e) or 32 min. (lane f). 
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downstream from the 31 end fortrayed a dist inct loss of 
structure, and shift in so ubility characteristics in 
parallel with the coding sequence as in Figure 8. 
Although the measurement here is different from the 
digestion parameters measured for the B-major globin 
gene, the parallel is striking; activation affects 
chromatin structure of not only the coding se9uence. but 
considerable 3 1 flanking sequence, while 5 flanking 
chromatin is not affected. 

DISCUSSION 

In investigations of apparently unrelated active 
chromatin structures, transcriptionally active and newly 
replicated chromatin, we have found a strong commonality 
in structural transitions. Not only are both forms of 
active chromatin nuclease-sensitive, but also this 
property can be ascribed, at least in part, to an open, 
more accessible higher order structure of chromatin in 
both regions. The transcriptionally active chromatin 
domain was extended, and in addition, it was unable to 
fold under conditions that condense bulk, HI-containing 
chromatin (39). In newly replicated chromatin, we 
conclude that blockage of histone deacetylation was 
sufficient to prevent full higher order structure 
formation (29), while nucleosome assembly was not 
inhibi ted (28). 

In the case of transcriptionally active chromatin. 
the nuclease-sensitive, decondensed state was not 
confined to the coding sequence, but extended both in the 
51 and 31 directions. In the mouse globin gene domain, 
the 51 boundary of nuclease sensitivity was mapped to a 
rather precise boundary. 7 kb upstream from the B-major 
gene (37). Although DNAse I sensitivity of the active 
domain was uniform in coding and flanking regions, this 
was not the case with MNase. MNase recognizes different 
structural features of chromatin, and was a more 
sensitive indicator of gene activity, versus potential. 
The coding region became even more sensitive to MNase 
upon transcription than other regions of the active 
domain, and this sensitivity extended ~ 1 kb into the 31 

fl ank i ng region (39). 
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Increased nuclease sensitivity of transcription 
units has been correlated with loss of the canonical 
nuc1eosome ladder (42-44). When integrity of the 
nucleosome ladder was examined in both types of 
chromatin, newly replicated and transcriptionally active, 
there was a distinct smearing of the nucleosome 1adde~ 
When the smeared material was subsequently re-digested, 
cryptic nuc1eosomes were revealed, due to the more rapid 
nuclease action on linkers than on the relatively 
nuclease-resistant histone-DNA complex (30, 45). 

Disruption of the nucleosome ladder of the 
transcribed globin and hsp 70 genes was not confined to 
the coding sequences, but extended into 31 chromatin, in 
parallel with the nuclease-sensitivity (37, 43, 45). 
Accompanying the loss of typical chromatin structure of 
both newly replicated and transcriptionally active 
chromatins is a shift in the solubility properties. The 
heterogeneou s rn ateri ali s dec i dedl y more i nso 1 ub 1 ethan 
the typical nucleosomal component, allowing its 
fractionation. Among the possibilities for this 
solubility change are association with a distinct nuclear 
matrix upon which transcription and replication occur 
(46, 47), or simply the relatively insoluble nature of 
the myriad of activities involved in DNA copying. Since 
the sole parameter is insolubility, both arguments would 
presently appear to hold equal weight. 

Disruption of the nucleosome ladder and shift in 
insolubility are clearly associated with the traverse of 
polymerases. Note that in transcribed regions, the 51 
flanking DNA does not participate in these changes, while 
the 3 1 flanking chromatin does. It will be of 
considerable interest to map the 3 1 boundary of 
transcription in relation to the boundary of chromatin 
perturbation, since transcription can continue for 
extensive distances past the 31 coding terminus (48). 

Disruption of the nucleosome ladder in active 
chrornatin might be ascribed to either nucleosome 
unfolding, or to temporary dislodgement of the histone 
octamer. If the nucleosome has undergone a 
conformational change that is responsible for smeared 
MNase patterns, then one would predict that the pattern 
would remain smeared, irrespective of the extent of 
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digestion. We observed, to the contrary, that the 
heterogeneous nucleoprotein isolated from both newly 
replicated and transcriptionally active chromatin 
contains within it nuclease-resistant nucleosomes typical 
of bulk particles. Thus, we conclude that active 
chromatin has fewer nucleosomes per unit length of DNA. 
Electron microscopic visualization of transcription units 
support this content ion (55 - 57). Passage of either RNA 
or ONA polymerase may be concomitant with histone octamer 
dissociation in front of, and reassociation at some 
distance behind the polymerase. Nucleolytic 
fragmentation of this region would yield chromatin 
fragments with irregular, extra-long linkers that exhibit 
no apparent structure in partial digests, and nucleosomes 
in extended digests. 

A prediction from this model that is amenable to 
test is that the extent of disruption of the nucleosome 
ladder is a function of the frequency of transcription 
initiation. Infrequently transcribed genes should appear 
nucleosomal, while disruption of the nucleosome ladder is 
maximal for genes with high transcriptional activity. 

The long-standing observation that nucleosomes are 
associated with actively transcribed regions (31, 49), 
then, cannot be taken as evidence that nucleosomes,.Q.t!: 
~, are transcribed. If the histone octamer is not 
permanently associated with a given DNA sequence, then 
octamers must mix neighbors as a result of both 
transcription and replication. A formidable body of 
evidence has gathered in recent years to support this 
content ion (51-54). 
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ABSTRACT 

Differentiation of cells is connected to changes 
in chromatin structure. Skeletal muscle cells were 
either labeled wi~h 3H-thymidine, to estimate DNA 
synthesis and NAD was used as the precursor for 
poly(ADP-ribose)-synthesis in permeabilized cells. 
Parallel the fusion of myoblasts to myotubes were 
observed, different times of the cultivation 
period. At the time when myoblast fusion was high, 
DNA-synthesis was low, but poly(ADP-ribose)-syn­
thesis was increasing. Autoradiographic data con­
firmed the results on semiconservative DNA-syn­
thesis. Methoxybenzamide at very low concentratiom 
stimulates poly(ADP-ribose)-synthesis and also 
myoblast fusion, at higher concentrations both 
processes are inhibited.Pulse chase experiments 
using a 5 min 3H-thymidine pulse showed that most 
of the specific radioactivity is located first in 
the micrococcus nuclease sensitive region, possibly 
as Okazaki units, which are elongated during the 
chase period and were found at that time also in 
the micrococcus nuclease resistant region. There 
are only small differences in spacer/core relation­
ship at different times of myogenesis. During the 
most active fusion period newly synthesized 
poly (ADP-ribose) is located more in the MNase sen­
sitive part of chromatin. At that time more DNA 
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strandbreaks could be detected by nucleoidsedi­
mentation technique. 

INTRODUCTION 

A relationship exists between inhibition of the 
cell cycle and differentiation of certain cells 
(1, 2). Culture conditions under which DNA-syn­
thesis in the cells is inhibited, for example high 
local density or dense monolayer, are conditions 
for the induction of differentiation. The most 
important mechanism in muscle cell differentiation 
is the fusion of myoblasts into multi nucleated 
myotubes. Cell surface lectine receptors and 
lipids of the plasma membrane play important roles 
in the process of myoblast fusion. This process is 
preceded and accompanied by an increase in membrane 
fluidity (3). In the time period from 24 to 72 
hours after cultivation of cells is the interval 
during which the cells have ceased to proli-
ferate and undergo a burst of fusion activity (4). 
There is evidence that synchronized cells blocked 
in the S-phase show structural changes in chroma-
tin (5). Chromatin structure seems to be influenced 
by post translational modifications of histone and 
nonhistone proteins. ADP-ribosylation and the 
binding of poly (ADP-ribose) (PAR) to proteins have 
an important role in regulation of the cell cycle, 
but especially on DNA metabolism. PAR is syn­
thesized from NAD by an enzyme attached to chroma­
tin. In vitro experiments have shown, if PAR­
polymerase was incubated with chromatin, a relax­
ation of the native structure of chromatin was 
observed and examined by electronmicroscopy (6). 
PAR-polymerase activity is necessary for the 
differentiation process (7). The role of ADP­
ribosylation in differentiation was first suggested 
by Caplan and Rosenberg (8). They first found a 
dependence of NAD level whether differentiated meso-­
dermal cells of embryonic chicklimbs will express 
myogenic or chondrogenic properties. Low levels of 
NAD are correlated with chondrogenic expression 
while inhibiting myogenic expression, while high 
levels of NAD are correlated with myogenic ex­
pression and with inhibition of chondrogenic ex­
pression. Differentiation can also be reversibly 
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inhibited by nicotinamide starvation and the 
lowering of the cellular NAD content of the myo­
blasts (7). There are controversial reports on the 
formation of DNA strandbreaks during differen­
tiation, but it seems possible that breaking and 
rejoining is regulated by PAR-polymerase because 
the activity of this enzyme is also important in 
the process of gene rearrangement. Recently it 
could be shown that topoisomerase I activity is 
regulated also by ADP-ribosylation (9). Topoiso­
merases are enzymes which can catalyse the conser­
ted breaking and rejoining of DNA phosphodiester 
bonds. The enzyme relaxes supercoiled DNA in the 
absence of added cofactor and at least one part 
can be coisolated together with PAR-polymerase. 
During induction of differentiation in Friends 
cells the specific activity from incorporated NAD 
remained unaltered in nonhistone proteins (10). 
Several authors also believe that PAR-polymerase 
might primarily regulate the proliferative acti­
vity of cells undergoing differentiation. However, 
PAR is also related to the regulation of expression 
of different gene products during differentiation. 
Also the average chain length of PAR was found to 
be reduced during differentiation. The total con­
tent of nonhistone proteins was reduced in chro­
matin to about 50% by treatment with PAR inducers 
(11). To study chromatin structure during differ­
entiation,micrococcus nuclease digestion can be 
used for characterisation of spacer and core 
region in chromatin. At least 4 types of chromatin 
structure can be distingushed by digestion kinetic 
experiments. Significant differences in the diges­
tion behaviour of chromatin from metaphase and 
interphase have been detected by this method. 
Furthermore the structure of newly replicated DNA 
in S-phase differs from the bulk, in that it is 
more easily degradated to acid soluble products by 
micrococcus nuclease (12). In the development of 
skeletal muscle, myogenic cells fuse to form 
multinucleated mytobes which later develop into 
mature muscle fibers. This transition from pro­
liferating mygenic cells to multinucleated myotubes 
occurs in cultures of dissociated mygenic cells 
derived from newborn rats and such cultures pro­
vide a useful tool to study terminal differen-
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tiation and changes in the chromatin during the 
fusion to myotubes. 

MATERIALS AND METHODS 

Cells for culture were isolated from the 
pectoral and legmuscle of newborn rats. The muscle 
fragments were incubated t. Ca, Mg, containing PBS 
for 30 min at 37°C, followed by trypsin digestion 
(0.25% in Ca, Mg PBS for 30-45 min at 37°C). After 
the incubation the free cells were collected in 
complete medium (TC 199 + 10% foetal calf serum), 
filtered through Ny tal to remove debry, and col­
lected by centrifugation. After discarding the 
supernatant the cells were suspended in complete 
medium. The cell suspension was divided in 3 ml 
per tube in which coverglasses were put previously. 
The cultures were maintained at 37°C for 10 days. 
One group of cultures was labeled after 24 hours 
of incubation by adding 3H-thymidine in serum free 
TC 199 medium (0.5~Ci per ml) for 60 min at 37°C. 
At the end of labeling period cultures were washed 
twice with TC 199 and cultivated further for 
additional 72 hours till 10 days in nonradioactive 
medium to determine the time of the prefusion cells 
to myotube, in complete medium. Cultures were 
fixed for autoradiography at 1, 4, 24, 30, 48 and 
72 h. Cells on coverglasses were rinsed 4 times in 
PBS, fixed in methanol 5 min, washed in destilled 
water, airdried and coated in emulsion (Ilford G5) . 
The coverglasses were exposed in sealed boxes for 
96 h at 4°C. After developing the autoradiographs 
the cultures were stained with GIEMSA solution 
(0.5%), and scored for the percent of mononucleated 
myocytes and myotubes containing labeled nuclei. In 
parallel we observed in vivo the differentiation 
events from mononucleated myocytes to multi­
nucleated myotubes by microcinematography too. At 
different times of the cultivation, cells were 
fixed and stained with May-Grlinwald GIEMSA each 
day, to estimate the fusion process. We scored 
the number of myocytes and myotubes during this 
period. A cell was considered fused if two or more 
nuclei were clearly seen ~n a shared cytoplasm. 
For each determination 10 nuclei were scored in 
random fields. The ability of cells, expressi~the 
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myogenic program to form multinucleated myotubes, 
was examined as a marker for the differentiated 
state. An increase in the number of nuclei per cell 
indicates that myocytes are spontaneously fusing 
to form multinucleated myotubes. 

For the PAR-polymerase inhibition studies 
methoxybenzamide (MBA) was used in various con­
centrations. In the first experiment 24 h after 
the begining of the cultivation, cells were 
treated and kept with methoxybenzamide (100~M) 
containing medium for 5 days. In the second ex­
periment only on the first of 5 days,methoxybenz­
amide was applied for 24 h to the cells. In the 
third experiment different concentrations of 
methoxybenazamide (10, 50, 100, 250 and 500~M and 
1, 5 and 10 roM concentrations, during 5 days, be­
ginning 24 h after cultivation) were used. 

For determination of the PAR-synthesis,cells 
were made permeable to NAD by hypoosmotic cold 
shock (4°C for 15 min). The incubation buffer 
(0.5 mll consists of 0.01 M Tris, 0.25 M sucrose, 
0.001 M EDTA, 0.03 M DTE and 0.004 M MgC1 2 pH 7.8. 
After the incubation time at 4°C 1~Ci NAD was 
applied in 0.2 ml buffer (0.1 M Tris, 0.12 M MgC1 2 
pH 7.8).The NAD was adenine labeled at 2, 8 3H, 
3 Ci per roM NEN. The incubation time with labeled 
NAD was 30 min at 37°C. The reaction was stopped 
by cold PCA and radioactivity was counted in the 
precipitate. For the determination of radioactivi­
ty within chromatin (3H-thymidine incorporated in 
DNA) crude chromatin was precipitated from cells 
and micrococcus nuclease digestion was done. The 
crude chromatin was isolated from cells through 
lysis in a mixture of 0.5% Triton X 100, 0.1 M 
EDTA, 2 roM Tris, pH 7.8 (according to 13). DNA 
from chromatin was digested by 30 iU micrococcus 
nuclease per sample for 10 min at 37°C. The radio­
activity of supernatant and precipitate was 
measured in a liquid scintillation counter. For 
the determination of the DNA synthesis 3H-thymidine 
(0.1~Ci/ml: 50-80 Ci(mmole NEN) was incorporated 
for 1 h at 37°C. 

Nucleoid sedimentation was done according to 
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Cook and Brazell (14). The cells are lysed in 
Triton X 100, 2 M salt and a concentration of 
chelating agents, sufficient to completely inhibit 
nucleases. Such nucleoids contain naked histon free 
DNA in supercoiled form within a cage of protein 
and RNA. The centrifugation time of nucleoids in 
the sucrose gradient was 60 min at 15.000 U/min 
in a Ti 40 rotor of a Beckman ultracentrifuge. 

RESULTS AND DISCUSSION 

In Figure 1 the schedule of the rearrangement 
experiments of chromatin is shown. 

It was first found that rearrangements of chro­
matin structure took place following DNA repair 
synthesis in eukaryotic cells after damage of DNA 
(15). Similar processes have been shown to occur 
in replicating DNA in both cellular and viral 
systems (16, 17, 18, 19). Replicating chromosomal 
DNA is digested by micrococcus nuclease more 
rapidly and to a greater extent as DNA in nonre­
plicating chromatin, releasing small (3-7 S) nas­
cent DNA fragments that are subsequently digested 
completely (20). This group also found that pulse 
labeled intact cells or nuclear extract was 
digested about 5 fold faster and about 25% more 
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extensively, than uniformly labeled DNA in mature 
viral chromosomes. Pulse chase experiments in vitro 
revealed a time dependant chromatin maturation 
process that involves two steps. First the con­
version of prenucleosomal DNA into immature nucleo­
somal oligomeres and second maturation of newly 
assembled chromatin into a structure with in­
creased nuclease resistance. In figure 2 we see 
the rearrangement of chromatin structure during 
the differentiation steps of newborn rat muscle 
cells in culture. When newborn rat muscle cells 
are cultured intensive DNA synthesis starts 
immediately, but on the second till the third day, 
at the begining of myotube assembling, semiconser­
vative DNA synthesis is markedly reduced. In con­
trast to human cells chromatin from rodant cells 
is only to a small amount (10-20%) micrococcus 
nuclease sensitive. The specific activity of 
3H-thymidine after a pulse of 5 min is much higher 
in the micrococcus nuclease sensitive region 
immediately after the pulse label. After a chase 
period with inactive thymidine also the core 
region becomes more and more radioactive. The 
higher values of radioactivity comes from the fact 
that 3H-thymidine was still present in the pool of 
nucleotides and during the chase period this amount 
of 3H-thymidine was also additionally incorporated 
in DNA. In the three day old culture there was a 
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lot of fusion of myoblasts to myotubes. In contrast 
in the 10 day culture, at least under our con­
ditions, there were only little fusion to myoblasts 
visible. There was also again an increase in semi­
conservative DNA synthesis, the micrococcus 
nuclease sensitive region becomes a little greater 
and after a chase time of 30 min also the shift 
from the micrococcus nuclease sensitive to the 
resistant region was more pronounced. In figure 3 
the ratio of the specific activity between micro­
coccus nuclease sensitive and resistant region is 
shown. On the third day of culture the ratio 
directly after the pulse labeling was 4.38 and 
after the chase time 1.73, in the 10 day old 
culture the ratio after the pulse was 3.24 and 
after the chase time 1.56. There are generally 
two theories which could explain the shift of the 
activity of the micrococcus nuclease sensitive to 
the resistant region. The first one would be a 
continuous changing of corehistones in their 
position along the DNA. This process was discussed 
as sliding of nucleosomes, and in the case of chro­
matin without damage of DNA, it is called con­
stitutive rearrangement. The other explanation 
could be that there is for a limited time a 
loosening in the core structure and therefore a 

Figure 3 
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change in this two micronuclease degradable 
regions. In our described experiment the spacer 
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to core region remains constant or nearly constant 
during the experimental time. An assambling of 
Okazaki units occur during the chase period and 
therefore also more activity is shifted to the 
core region. To what extent the loosening process 
is involved, in which possibly poly(ADP-ribose) 
take part, cannot be distinguished up till now. 
Relatively little is known about the posttrans­
lational modification of chromatin proteins during 
myogenesis. During the first proliferation stage 
histones, especially H2B, were phosphorylated. In 
pre fusion postmytotic cell phosphorylation of 
histones H2A, H3 and H4 declined, whereas all 
histones decreased mod~fication at the myotube 
stages (21). 

Some recent experiments have shown that phos­
phorylation of histone and nonhistone proteins 
maybe are regulated by ADP-ribosylation. Changes 
in the phosphorylation of histones during myoge­
nesis reflect possibly withdrawal from the mytotic 
cycle. In our experiments with poly(ADP-ribose) 
distribution in chromatin of newborn rat muscle 
cells we could find that always the micrococcus 
nuclease sensitive region was highly active com­
pared to the resistant region. But during the stage 
of myotube fusion the activity was about doubly 
high as in the stage of seven day old cultures. 

The minimum incorporation of 3H-thymidine 
during semiconservative DNA synthesis correlates 
good with the presence of multinuclei cells 
(figure 4). 

In an parallel experiment, when DNA synthesis 
was low, PAR synthesis had a maximum and precede 
the myoblast fusion (figure 5). 

Nucleoidsedimentation studies showed some DNA 
strandbreaks in 3 and 7 day old cultures (figure 6). 

F. Farzanek et al. (22) have demonstrated that 
during the differentiation of primary chick 
skeletal muscle cells in culture, DNA single strand 
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breaks appear. DNA breaks activate the PAR-poly­
merase, which correlate good to the obtained data 
on PAR-synthesis. DNA breaking and rejoining, 
regulated by PAR-polymerase, may be involved in a 
general mechanism of differentiation. 
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Retrieval of chromosomal information must entail 
various conformational modulations of the DNA duplex. 
Such changes may result from direct actions of regulatory 
proteins on DNA itself and/or indirectly via modifica­
tions of DNA-associated proteins. Proteins that affect 
conformational alterations in DNA have been identified in 
prokaryotes and eukaryotes (reviewed in ref. 1), and 
these changes are important in gene activity (reviewed in 
ref. 2). For example, the base pairing mechanism under­
lying sequence fidelity, either for replication or for 
transcription of DNA, requires that hydrogen bonds 
holding the two complementary strands of the DNA duplex 
be destabilized for strand separation. Accordingly, for 
some time we have been investigating DNA-binding proteins 
that exhibit such activity ~_I! vitr~. We describe here a 
single-stranded DNA-binding protein purified from rat 
liver with characteristic DNA helix-destabilizing acti­
vity, and present surprising evidence which indicates 
extensive structural and functional homology between this 
rat liver helix-destabilizing protein (HDP) and lactic 
dehydrogenase-5 (LDH-5) from various sources. 

Purification and Properties of an HDP from Rat Liver 

Preferential binding to denatured DNA is a common 
characteristic of all HOPs (3). Therefore, we adopted a 
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differential DNA-affinity chromatography method (4) as a 
first step to isolate single-strand specific DNA-binding 
proteins from liver extracts. Either fresh or frozen 
livers excised from Sprague-Dawley male rats (200-250 g) 
were used as the source of protein. Typically, about 
30-40 g of liver tissue pulp was homogenized in a Sorvall 
Omnimixer with 300 ml of 20 mM Tris-HCl, pH 7.5, 50 mM 
NaCI, 1 mM disodium EDTA, 0.1 mM DTT and 5% glycerol 
(Buffer A, ref. 4) freshly supplemented with phenyl­
methylsulfonyl fluoride and dithiothreitol to final 
concentrations of 0.1 and 1 mM respectively. The homo­
genate was processed as described (4) to obtain crude 
liver protein extract, which then was fractionated by 
affinity chromatography on native double-stranded and 
denatured single-stranded DNA-cellulose columns prepared 
according to Alberts and Herrick (5) with calf thymus DNA 
(Sigma Chemical Co.) and Whatman CF11 cellulose powder. 
Each column contained 1-1.5 g DNA in a bed volume of 
200 ml. The extract was applied to columns connected in 
tandem such that proteins not binding to double stranded 
DNA immediately passed onto the single stranded DNA 
column. After washing with the starting buffer the 
columns were disconnected and individually eluted with 
Buffer A containing 0.5 mg/ml dextran sulfate to remove 
nonspecifically adsorbed proteins (4) and then with 
Buffer A containing 2 M NaCl to obtain dextran sulfate 
resistant DNA-binding proteins. SDS-polyacrylamide gel 
electrophoresis patterns of the various chromatographic 
fractions showed complex but distinct patterns of pro­
teins which bound to native vs denatured DNA (data not 
shown). 

Proteins which passed through double stranded DNA­
cellulose but bound to single stranded-DNA, and which 
were subsequently eluted with 2 M NaCl-Buffer A, then 
were fractionated further by molecular sieve chromatog­
raphy on Ultragel AcA 44 (LKB, Inc.). Chromatographic 
fractions were assayed for helix-destabilizing activity. 
A protein, which eluted at a position corresponding to 
MW ~ 120,000, melted poly [d(A-T)'d(A-T)] when mixed in 
a suitable low ionic strength buffer (Buffer B: 5 mM 
Tris-HCl, pH 8, 1 mM disodium, 0.1 mM OTT and 10% 
glycerol, ref. 4) at room temperature. Molecular purity 
of this fraction is shown by the single SDS-PAGE band 
migrating as a protein of ~30,000 daltons (figure 1). 
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Figure 1. SDS-polyacrylamide gel patterns of HDP puri­
fied from normal (a) and regenerating (b) livers of rat. 

Routinely about 0.3-0.4 mg of this pure HDP is recovered 
from the extract of 1 g liver. Some physico-chemical 
properties of this protein are summarized in Table 1. 

Table 1. Some Physico-chemical Properties of Rat Liver 
HDP 

Molecular Structure: 

Stokes radius: 

Frictional coefficient: 

Tetramer of identical sub­
units of ~30,000 M.W. 

Ao (a) 
42.5 

(b) 
1. 33 

Amino acid composition: Acidics/Basics = 1.63 

pI: 

1% 
E280 nm 

> 9 

I3.9(c) 

(a) Determined by gel filtration on sephadex G-150 with 
catalase, yeast alcohol dehydrogenase, bovine serum 
albumin and hemoglobin as standards. 

(b) Calculated according to Siegel and Monty (13). 

(c) Determined according to Babul and Stellwagen (14). 
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Helix-Destabilizing Activity of Rat HDP 

We have studied the activity of rat HDP by moni­
toring its ability (a) to induce hyperchromicity in 
selected synthetic polYIlucleotides at 25° C (isothermal 
denaturation) and (b) to lower the thermal denaturation 
temperaturE' (Tm deprE'ssion) of duplex natural DNA. In 
each case 1 cm light path cuvettes WE're employed and 
hyperchromicity was monitored at 260 nm. 

For isothermal denaturation assay, two alternative 
methods were employed. In one, the test DNA and HDP, 
each diluted in Buffer B at 25° C, first were adjusted to 
identical absorbance at 260 nm. Then successive 0.15 ml 
aliquots of the HDP were added to 1.5 ml of the DNA and 
the absorbance recorded after each addition. The alter­
nate method employed a special teflon stoppered cuvette 
with two equal compartments in tandem created by a 
partial quartz partition (Hellma). This cuvette allowed 
measurement of the pre-interaction absorbance of equal 
volumes of HDP and DNA placed on either side of the 
partition. The cuvette was oriented so that light passed 
perpendicular to the partition through both compartments. 
The cuvette next was inverted repeatedly to allow the HDP 
and DNA to mix over the partition, and the post­
interaction absorbance was measured. In both of these 
methods, any alterations in absorbance upon mixing must 
reflect a consequence of productive HDP-DNA interactions, 
while non-productive mixing should exhibit no such 
changes. 

Studies on HDP-induced alterations in thermal dena­
turation temperature of DNA employed a Beckman ACTA III 
double-beam spectrophotometer equipped with a temperature 
regulated sample compartment, automatic sample changer, 
temperature measurement via a probe placed directly in 
one cuvette, and a recorder. The absorbances of control 
DNA and DNA-HDP samples were recorded as a function of 
continuously changing temperature (~. 1° /min) to gen­
erate denaturation and renaturation profiles. 

liver 
Using the isothermal assay we have observed that the 

HDP readily denatures poly [d(A-T)·d(A-T)] upon 
The extent of HDP-induced hyperchromicity 

upon the ratio of HDP/DNA (w/w); a maximal 
mixing. 
depends 
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Figure 2. Effect of HOP/ONA (~g/~g) on melting of poly 
[d(A-T)·d(A-T)) and poly [d(G-C)·d(G-C)) in Buffer B. 
HOP and polynucleotides in Buffer B were adjusted so that 
each gave A260 = 0.107; reference cuvette contained 
Buffer B. To cu~~ttes containing 1.5 ml of poly [d(A-T)· 
d(A-T)), (e) or poly [d(G-C) ·d(G-C)), (0), sequential 
aliquots of HOP were added and any change in A260 run 
recorded. 

hyperchromicity of 34% is obtained at HOP/poly [d(A-T)· 
d(A-T)) = 15 (Fig. 2). Trivial explanations of the 
observed increase in A26Q such as turbidity due to 
precipitation or nucleolytlc degradation are ruled out 
by the following: 

(a) The assay reactions do not exhibit any increase 
in A 14 run over a wide range of the added protein, 
or c~anges in any other region of the absorption 
spectrum of the mixtures, except for specific 
increases in the absorption maximum around A260 nm. 
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(b) The purified HDP lacks nuclease activity when 
assayed for release of acid-soluble radioacti~~ty 
from DNA labeled to high specific activity with P. 

(c) The hyperchromiLy resulting from HDP:poly 
[d(A-T) 'd(A-T)] interaction is reversed readily by 
addition of NaCl, KC1, etc. 

(d) When psoralen cross-linked poly [d(A-T)'d(A-T)] 
is used as a substrate, the HDP fails to induce 
hyperchromicity. 

(d) When poly [d(G-C)'d(G-C)] is used as a substrate, 
no change in absorbance of mixture is observed. 

Our HDP also destabilizes natural duplex DNAs, as 
reflected in their reduced thermal denaturation tempera­
ture. We have tested DNA from six different sources and 
with (G+C) contents ranging from 25-72%. In all cases a 
Tm depression of about 20° was observed (Fig. 3). 
Preliminary studies with monomeric and dimeric nucleo­
somes obtained by micrococcal nuclease digestion of liver 
chromatin showed that the HDP reduced their Tm dramati­
cally by more than 40°C; however, because HDP treated 
nucleosomes showed some precipitation during the process 
of thermal denaturation, definitive interpretation of 
these data must await further studies. Nevertheless, the 
suggested effect of HDP on chromatin is relevant since in 
eukaryotes DNA is not naked and is associated with 
proteins. 

Identification of the "Active-Site" of HDP 

We have exploited the rapid isothermal assay for 
activity of HDP on poly [d(A-T)'d(A-T)] (described above) 
to explore the effects of chemical modifications of amino 
acid side-chains on the structure and activity of this 
protein. Since tyrosine residues have been shown to be 
involved in the interaction of many prokaryotic proteins 
with DNA (6), we initiated this aspect of our active-site 
study with modifications of this amino acid (7). 

The rat HDP contains six tyrosines per subunit. We 
treated the protein with tetranitromethane (TNM) (8) and 
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Figure 3. Effect of [G+C] content of natural DNA on 
HDP-induced depression of Tm. Pairs of samples were 
prepared to contain 5 ~g DNA or 5 ~g DNA + 50 ~g normal 
liver HDP in a final volume of 1 ml Buffer. The Tm of 
these pairs were determined and plotted vs known [G+C] 
content of the DNA. (D) Tm of DNA control, and (~) Tm of 
DNA + HOP; (.) represent HOP-induced Tm depression. The 
natural DNAs employed in this experiment were: mouse 
satellite, f. perfringens, calf thymus, mouse main band, 
E. coli, and M. lysodeikticu~. 

KI3 (9) to nitrate and iodinate, respectively, the tyro­
sine residues; we then measured consequent changes in its 
structure and activity. Evidence for modification of 
tyrosines was obtained by spectrophotometric measurements 
since the 3-nitrotyrosine product of the nitration 
reaction has absorbance maxima at 428 nm and 381 nm. 
Amino acid analysis confirmed that the other possible 
targets (tryptophan, methionine and histidine) of TNM 
were not affected. Cysteine, another target for TNM, was 
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shown not to be involved in the interaction of this HOP 
with DNA because use of the sulfhydryl specific reagents, 
N-ethylmaleimide and 5,5'-dithiobis (2-nitrobenzoic acid) 
did not alter HDP activity. Tyrosine modifications also 
did not appear to introduce gross structural changes. 
For example, SDS-PAGE of nitrated HDP showed absence of 
crosslinking of subunits, a feature complicating some 
cases of reactions with TNM. Gel filtration on Sephacryl 

>--
> eo -u 
< 
~ ~o 

ao 

o z 

NO-Tyr/ HOP Monomer 
2 

Figure 4. Effect of nitration of HDP on its activity. 
HDP was treated with varying amounts of TNM to nitrate 
tyrosine residues and assayed as described. Hyperchro­
micity produced at 260 nm when 5 ~g poly [d(A-T)'d(A-T)] 
was mixed with 100 ~g modified HDP was measured as 
described. Unmodified HDP control produced 28% hyper­
chromicity; this is expressed as 100%. The number of 
tyrosine residues modified as calculated from A381 nm· 
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S-200 and cross-reaction with anti-HOP rabbit serum also 
showed that tyrosine modifications did not elicit any 
gross conformational alterations of the protein. 

However, tyrosine modifications resulted in a virtu-
ally complete loss of HDP activity as measured by: (a) 
isothermal unwinding of poly [d(A-T) -d(A-T)); (b) 
lowering of the melting temperature of DNA; and (c) 
DNA-binding activity. Figure 4 shows that nitration of 
less than 2 tyrosines per subunit resulted in loss of 
melting activity; there was also a concommitant loss of 
DNA-binding activity (data not shown). Furthermore, 
nitration of HDP under similar conditions but in the 
presence of either single stranded DNA or poly d(T) 
failed to modify the protein, as measured by spectro­
photometry and amino acid analysis, and almost complete 
retention of activity was observed. These data show the 
involvement of tyrosine(s) in the activity of HOP. 

To identify the tyrosine(s) critical in the activity 
of HOP, equal aliquots of the pr?~gin were subjected to 
nitration and radioiodination ( I) to a level suf­
ficient to inactivate it. Unmodified and modified HDP 
aliquots then were subjected to tryptic digestion and 
fractionation by high-performance liquid chromatography 
(HPLC). Figure 5 compares the three resultant chromato­
graphic profiles. The data show that the yield of a 
peptide designated as T5 (dashed vertical line) is 
significantly diminished in the digests of the modified 
aliquots. Further, new nitrated and radioiodinated peaks 
appeared in the appropriate profiles at the expense of 
the T5 peak. In the iodinated sample, the two new peaks 
contained about 80% of the total radioactivity. Amino 
acid compos\~on and sequence analysis of the control T5 
peak and [ II-T5 peak showed them to be pure and 
identical in sequence: 

(NH 2 )-Glu-Val-Val-Asp-Ser-Ala-Tyr-Glu-Val-Ile-Lys-(COOH) 

125 
The other [ I )T-5, 14' peak contained two additional 
amino acids, Leu and Lys, in addition to those of the T5 
peptide. Thus, we identify the T5 peptide as represen­
ting the active-site of HOP involved in DNA binding and 
destabilizing activity. 
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Figure 5. High performance liquid chromatography of HOP 
pepties. Equal aliquots of control HDP and HDP nitrated 
and iodinated to a level sufficient to inactive it were 
digested for 24 hr with trypsin in 8 M urea and 0 . 1 M 
NH 4C01 . Digests were diluted 4X with water and injected 
directly onto a Waters C-18 ~Bondapak column equilibrated 
with 10 roM potassium phosphate, pH 2.5. Peptides were 
eluted with increasing concentrations of acetonitrile as 
follows: 0-30% (86 min.); 30-60% (43 min.) and 60-100% 
(14 min.). 
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Structural and Functional Similarities of Rat HOP 
to Lactate Dehydrogenase-5 

With the putative amino acid sequence of the DNA­
binding site of rat HOP in hand we wondered whether 
similar sequences might exist in other DNA-binding 
proteins. A request to the National Biomedical Research 
Foundation (Washington, D.C.) to search their computer­
ized Protein Data Base revea led, to our grea t surprise, 
that the NADH binding site of LDH-5 (muscle/liver speci­
fic M4 isozyme) had an identical amino acid sequence. 
Further comparison of sequence data on additional HOP 
peptides, which comprise about 35% of the protein, with 
the published sequences of porcine LDH subunits (10) 
showed the HDP to be surprisingly similar to the M 
subuni t. 

Prompted by this apparent sequence homology, we 
compared rat HOP to various LDHs (rabbit LDH-5, bovine 
LDH-l and chicken LDH procured from Sigma Chemical Co. 
and rat liver LDH-5 purified in this laboratory as 
described below) with respect to enzymic, DNA-binding and 
helix-destabilizing activities, and immunological cross­
reactivity. Our standard preparations of HOP catalyze 
the same reduction of pyruvate with NADH as coenzyme as 
the authentic LDHs do. Using a reaction mixture of 0.1 M 
tris, pH 8.0, 1 mM pyruvate and 0.15 mM NADH (11), we 
found that HOP had a specific activity of 220 IJ/mg, 
compared to a specific activity of 180 j.J/mg for rabbit 
LDH-M (Sigma). 

To provide the closest possible comparisons of HDP 
with LDH, it was necessary to purify rat liver LDH-5. We 
used a modi fica tion of the method of Lee et a 1. (11). 
About 25 g of rat liver were homogenized in a Sorvall 
Omnimixer in 75 ml of 10 roM potassi.um phosphate, pH 6.5, 
containing 5 roM mercaptoethanol. After centrifugation at 
30,000 x g for 1 h6 at 4°, the supernatant was applied to 
a 4 ml column of N -(6-aminohexyl) AMP Sepharose (Sigma). 
Unbound proteins were removed by washi.ng with buffer; the 
LDH activit~ was then eluted with buffer containing 
reduced NAD -pyruvate adduct (A340=2). The original 
procedure (11) included subsequent. ion exchange chroma­
tography on Whatman DE-52 to separate LDH-5 from other 
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LDH isozymes, but we omitted this step in later prepara­
tions because we found by staining starch gels for LDH 
activity that the AMP-Sepharose eluate contained only 
LDH-S. However, the AMP Sepharose eluate contained other 
contaminating proteins which gave bands in SDS-PAGE of 
40,000 and 50,000 daltons in addition to the band which 
had the same mobility as HDP and rabbit LDH-M standards. 
We removed these contaminating proteins from LDH prepara­
tions by chromatography on single stranded DNA cellulose 
as used in HDP purification. Only LDH, and not the 
contaminants, was retained on the column; it was eluted 
from DNA-cellulose with Buffer A containing 2 M NaCl. 

We compared our preparation of rat liver LDH-5 and 
the commercially obtained LDHs with HDP in the isothermal 
denaturation assay of mlxlng equal volumes of poly 
[d(A-T) ° d(A-T) 1 and protein solutions. Only HDP, rat 
liver LDH-5 and rabbit LDH-5 produced significant and 
similar increases in absorbance when mixed with a poly 
[d(A-T) °d(A-T) 1 solution. No hyperchromicity was evi­
dent with either bovine LDH-l or the chicken liver LDH 
preparation. In addition, rat liver LDH-5 and HDP 
gave identical Tm depression values for poly (d(A-T) ° 
d(A-T) 1 in Buffer B containing NaCl at concentrations of 
20 to 50 mM (data not shown). 

An alternative assay for DNA-protein interactions is 
to separate DNA-protein complexes from unbound DNA by 
filtration through nitrocellulose (12). HD!2 and rat 
liver LDH-5 were mixed individually with P-labeled 
denatured DNA at protein/DNA mass ratios of 10 to 50, 
allowed to equilibrate, and filtered slowly through 
nitrocellulose. At a protein/DNA ratio of 50, both 
proteins bound single stranded DNA to a similar extent 
but HDP was more effective than LDH in binding at lower 
protein/DNA ratios (Fig. 6). If DNA was not denatured, 
neither HDP nor LDII bound to it very well. Binding of 
LDH and HDP to denatured DNA in this assay was almost 
completely inhibited by preincubation of the proteins 
with 20 ~M NADH (data not shown). Thus, both HOP and rat 
liver LDH-5 bind much more efficiently to denatured DNA 
than to native DNA and this binding is inhibited by NADH, 
the coenzyme of the LDH reaction. 

Antisera against rat HDP have been prepared in this 
laboratory by standard procedures by immunization of 
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rabbits. These anti-HDP sera cross-react with rabbit 
muscle and rat liver LDH-S when tested by Ouchterlony 
immunodifffusion test. Thus, in addition to their 
sequence homology, HDP and LDH-5 appear to be also 
similar with respect to their activities and immuno­
logical cross-reactivity. 

.... 
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=== == = = ~==:: : ::::: == :== ~ 
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Figure 6. Binding of HDP and LDH-S purified from rat 
liver to native and denatured DNA. The reaction mixture 
(1. 0 ml) in Buffe32B with 10% glycerol and 10 roM NaCl 
contained 0.1 IJg P-Iabelled native or heat denatured 
DNA and O-S IJg HDP or LDH-S. After 30 min. incubation 
at 25 0 the mixtures were filtered through nitrocellulose 
filters (S&S BA8S, 0.45 IJ) at a flow rate of 1 ml/min. 
Following two 1 ml washes with the binding buffer, 
fil ters were dried and counted to determine the DNA­
protein complexes retained on them. Solid lines and 
filled symbols represent binding to single stranded DNA; 
dashed lines and open symbols represent binding to 
double stranded DNA . HDP (. and 0); LDH ( • and 0). 
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Function of HDP in vivo 

Bacteriophage T4 coded gene 32 protein, which is 
expressed following infection in 1'=.. col~, was the first 
HDP purified and characterized (15); it remains the most 
thoroughly studied of all HDPs. Subsequently HDPs have 
been purified from a variety of prokaryotic and eukary­
otic systems (reviewed in 16). Because all of these 
proteins have been implicated in DNA replication and/or 
recombination (16), we first explored the pattern of HDP 
synthesis during the ce~~ cycle. Pulse labelling of 
cellular proteins with ,. S-methionine in synchronized 
hepatoma tissue cu1Sure (HTC) cells, followed by immuno­
precipitation of S-HDP showed HDP to be synthesized 
throughout the cell cycle at equivalent levels. Quanti­
tation of total HDP by radioimmunoassay also failed to 
show differences concommitant with progress through the 
cycle. Furthermore, HDP did not stimulate or inhibit 
replication when substitute for the yeast single-strand 
binding protein in a homologous system of replication in 
vitro (17). In cell cycle experiments we were testing 
Gl-specific synthesis and/or accumulation of HDP, which 
may in turn trigger nuclear translocation and onset of 
replication. We also have failed to observe any quanti­
tative or qualitative changes in HDP in comparisons of 
normal and regenerating rat liver tissue. Superficial 
interpretation of these data argued against any easily 
apparent involvement of this protein in replication. 

On the other hand, our study (18) by indirect 
immunofluorescence staining of polytene chromosomes of 
Drosophila melanogaster with antisera against rat liver 
HDP demonstrated concentrations of immunoreactive HDP in 
many regions of the chromosomes; particularly strong 
staining was observed in developmental puffs active in 
transcription. Furthermore, striking concentrations of 
HDP were detected at specific puffs induced by heat-shock 
treatment of larvae. The patterns of HDP distribution on 
these chromosomes were similar to that reported for RNA 
polymerase (19) and therefore strongly implicated HDP in 
a transcriptional role. To rule out that staining of 
puffs was not merely a consequence of facilitated access 
of antibody to pre-existing HDP and to ascertain addi­
tionally whether HDP also might accumulate at replication 
sites, we have examinated Sciara caprophila salivary 
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gland chromosomes by the immunofluorescent staining 
procedure. At certain developmental stages Sciar~ 

chromosomes e~ibit distinct replication puffs. As 
identified by H-thymidine labelling, these replication 
puffs showed little HDP immunofluorescence, while other 
transcriptional puffs in the same chromosomes exhibited 
intense staining. 

In the aggregate these data suggest that the HDP 
which we have isolated may be involved in some chromatin­
DNA unwinding or melting function related to transcrip­
tion. However, our subsequent discovery of structural 
and functional homologies between HOP and LOH now raises 
several intriguing possibilities. These include: (a) 
LOH under certain physiological conditions may also 
function in regulation as a helix-destabilizing protein; 
(b) the puff-associated immunoreactive material on 
polytene chromosomes may represent a distinct protein 
which shares antigenic determinants with LDH or may 
represent material stained by antibodies against unde­
tected minor contaminants in the HOP preparation used as 
an antigen; or (c) the in vitro activities of LOH/HOP may 
be artifacts of the assay. Clearly, the available data 
do not yet allow us to distinguish among these, or other, 
alternatives. 

Conclusion 

Our comparison of HD? to LOH is not complete. Yet 
data presented here leave little doubt that the two 
activities reside in the same protein molecule. Although 
we do not know whether the DNA-binding property of LOH-5 
is physiologically significant, evidence indicates that 
DNA-binding proteins studied by other investigators may 
also be LDH. A Xenopus Jaevis ovarian protein, which 
comprises two percent of soluble protein, binds single 
stranded DNA and stimulates DNA polymerase a 2 reaction in 
vitro also behaves as LOH (personal communication; Robert 
Benbow, Johns Hopkins University). The calf thymus 
protein (33,000 daltons) reported by Herrick and Alberts 
(4) has amino acid composition resembling LOH. We 
suspect that single DNA-binding proteins isolated from 
mouse cells (20, 21) are also LOH. If confirmed, these 
data suggest that certain cellular proteins may have more 
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than one function. In this context it is noteworthy that 
epidermal growth factor receptor has been reported 
recently (22) to have partial DNA-topoisomerase II acti­
vity. Clearly, the idea of multifunctional proteins must 
await additional evidence to become a biological reality. 
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ROLE OF NONHISTONE PROTEIN PHOSPHORYLATION 
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The postsynthetic modification of proteins via re­
versible phosphorylation-dephosphorylation by phosphopro­
tein kinases and phosphatases has been reported to be an 
important mechanism in the regulation of numerous intra­
cellular events (15,26,30). A strong correlation between 
the phosphorylation of histone HI and (H3) and chromosome 
condensation and initiation of mitosis has been shown by 
several investigators (7,8,11,13,14,18,21,23). More re­
cently, it was shown that histone HI is also phosphorylated 
during premature chromosome condensation (8,22,27). How­
ever, many investigators believe that the superphospho­
rylation of histone H1 alone is not sufficient for chromo­
some condensation (10,20,22,27,38). Furthermore, chromo­
some decondensation could still occur even when dephospho­
rylation of histone H1 was blocked in mitotic cells (38). 
There is increasing evidence to suggest that phosphoryla­
tion of nonhistone proteins (NHP) may also be required for 
mitosis-related events. For example, phosphorylation of 
high mobility group (HMG) proteins has been suggested to be 
responsible for the shutting off of gene transcription 
during mitosis (12,28,34), increased phosphorylation of 
intermediate filament proteins like vimentin at mitosis 
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(17,33), phosphorylation and dephosphorylation of laminar 
proteins have been implicated in the dissolution and re­
formation of the nuclear envelope (19,25). Phosphoryla­
tion of ribosomal protein S~ and increased phosphorylation 
of some other nonhistone proteins including maturation 
promoting factor have been shown to be associated with 
meiotic maturation of Xenopus laevis oocytes (29,31,41). 
Our own studies have suggested a role for the phosphoryla­
tion-dephosphorylation reaction mechanism during the 
maturation of oocytes induced by mitotic factors from HeLa 
cells (1-4). Recently, we showed that phosphorylation of 
NHP extractable with 0.2 M NaCI is causally related with 
the entry of cells into mitosis on one hand, and their 
dephosphorylation with the exit of cells from mitosis on 
the other (1,35). Furthermore, the monoclonal antibodies 
raised against mitotic cells in our laboratory (16) re­
cognize a family of phosphoproteins in mitotic cells. The 
antigenicity of these proteins is destroyed if they are 
treated with alkaline phosphatase. Thus, the antibodies 
react with these proteins only when they are phosphoryla­
ted. These proteins were not recognized in G1 and S phase 
cells, probably because they were not phosphorylated. In 
this study we present additional evidence for the involve­
ment of phosphorylation-dephosphorylation of these NHP in 
the regulation of mitosis in HeLa cells. 

CELL CYCLE-SPECIFIC CHANGES IN PHOSPHORYLATION OF NHP 

Since the maturation-promoting activity (MPA) of the 
mitotic factors (proteins extractable with 0.2 M NaCI from 
mitotic HeLa cells, that induce germinal vesicle breakdown 
and chromosome condensation when injected into Xenopus 
laevis oocytes (37))is greatly stabilized by the presence 
of phosphatase inhibitors(3,4), we recently carried out a 
detailed study on the phosphorylation of NHP during the 
HeLa cell cycle (35). HeLa cells synchronized in S phase 
by double thymidine block were labeled with 32p at the end 
of S phase and incubation continued, and the cells sub­
sequently collected while they were in G2, mitosis, G1, or 
S. Cytoplasmic, nuclear, or chromosomal proteins were 
extracted and the radioactivity incorporated into NHP 
measured. The phosphorylation levels and the rates of 
phosphorylation of both the cytoplasmic and chromatin­
binding NHP increased slowly during early- to mid- G2 but 
rapidly during late-G2 and reached a peak in mitosis. An 
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8-10 fold increase was observed in the phosphorylation of 
NHP from mid- G2 to mitosis. When the cells divided and 
entered G1, the amount of radioactivity in the NHP of Gl 
cell extracts dramatically decreased to about 10% of that 
of the mitotic cell extracts. The presence of cyclohexi­
mide during the reversal of mitotic block had no effect 
on either the rate of exit from mitosis to G1 or the loss 
of radioactivity from the 1~P. The rate of phosphorylation 
of NHP was extremely low during G1 and decreased further 
(to 3-5% of that in mitotic cells) in S phase; it again 
increased gradually during early G2, reaching a peak in 
mitosis (35). Westwood et al. (40) reported recently 
results very similar to ourS-on the phosphorylation of 
NHP during the cell cycle of CHO cells. However, Song and 
Adolph 06), also working with HeLa cells, reported that 
NHP from isolated metaphase chromosomes are strikingly de­
phosphorylated in comparison to those of S phase chromatin. 
The differences between; these two studies most likely stem 
from the different experimental protocols used for the 
extraction of NHP, and the two studies therefore, investi­
gated phosphorylation in altogether different subsets of 
NHP. 

IDENTIFICATION OF THE NHP PHOSPHORYLATED 

Proteins from the extracts of mid-G2, mitotic, and 
early-G1 cells labeled with 32p were separated by SDS­
polyacrylamide gel electrophoresis. Autoradiography of the 
gel showed that eight major proteins (with apparent molec­
ular masses of 100,92,70,55,43,36 and 27.5 kd) were ex­
tensively phosphorylated at mitosis. The relative amount 
of 32p incorporated into NHP in mid G2 and early- G1 cells 
was only 10-20% of that in mitotic cells 05). These 
studies suggest that phosphorylation of NHP may play a role 
in mitosis. 

EFFECT OF X-IRRADIATION, AND CYCLOHEXIMIDE ON G2-TRAVERSE 
AND PHOSPHORYLATION OF NHP 

To determine whether X-ray-induced mitotic delay would 
be associated with delay in NHP phosphorylation, HeLa cells 
synchronized in G2 phase were exposed to 500 rad of X-rays 
and incubation continued in the presence of Colcemid and 
32p. A 3.5 h delay in accumulated mitotic index induced 
by X-irradiation resulted in a corresponding delay in the 
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incorporation of 32p into NHP (35). 

Synthesis of new proteins has long been known to be 
necessary for the G2-M transition (39). Our own studies 
have shown that mitotic factors become available only 
during G2 and that they reach a critical level by the G2-
M transition. Therefore, we decided to determine if these 
newly synthesized proteins were phosphorylated at the G2-
M transition. HeLa cells synchronized in S phase were 
labeled with 32p beginning at the end of S phase and 
a1iquots of cells were pulse treated with cycloheximide for 
1 h at different times during G2. While the level of 
phosphorylation of NHP increased with time in the control 
cells, it ceased to increase in the treated cells as soon 
as cycloheximide was added (35). Why should cycloheximide 
block phosphorylation? If cycloheximide were blocking 
synthesis of enzymes necessary for phosphorylation, i.e., 
phosphokinases, the enzymes existing prior to the addition 
of cycloheximide should be active and continue to phos­
phorylate NHP, unless they have an extremely short half­
life. Alternatively, NHP phosphorylation observed during 
G2 occurs in the newly synthesized NHP. Therefore, it 
appears that continued synthesis and immediate phospho­
rylation of h~P may be equally important for the G2-M 
transition. 

LACK OF NHP PHOSPHORYLATION IN G2-ARRESTED CELLS 

AI-Bader et a1. (9) have previously shown that cells 
arrested in G2~y~reatment with cis-acid (cis-4[[[(2-
ch1oroethy1)-nitrosoamino]carbony1]amino]cyc1ohexane car­
boxylic acid) lack certain G2-specific proteins. We have, 
therefore, examined the phosphorylation of NHP in cis-acid 
treated cells. HeLa cells synchronized in S phase were 
treated with cis-acid for 1 h as described earlier (9,35). 
After washing cells free from cis-acid, they were incubated 
in fresh medium containing Co1cemid. After a 20 h incuba­
tion, the rounded and loosely attached mitotic cells were 
removed by selective detachment and both the G2-arrested 
and mitotic populations were separately incubated with 32p. 
Cell samples were taken at 2 h intervals, NHP extracted, 
and incorporation of label into NHP determined. The amount 
of label incorporated into NHP over a period of 8 h in the 
mitotic cells was four-fold greater than in the G2-arrested 
cells (35). These data further support our conclusion 
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that NHP phosphorylation is closely associated with the 
entry of cells into mitosis. 

ASSOCIATION OF UV-INDUCED CHROMOSOME DECOh~ENSATION WITH 
DEPHOSPHORYLATION OF NHP IN MITOTIC HeLa CELLS 

63 

UV-irradiation of mitotic HeLa cells, if followed by 
an incubation, has been known to result in the attenuation 
or decondensation of metaphase chromosomes. Furthermore, 
presence of hydroxyurea and Ara C during the postirradia­
tion incubation greatly enhances the UV-induced decon­
densation of metaphase chromosomes (6,24). We have also 
shown that extracts obtained from UV-treated mitotic cells, 
incubated for 2 h following irradiation with 2,500 erg of 
UV in the presence of hydroxyurea and Ara-C, had very 
little ~PA. Furthermore, the inactivation of mitotic fac­
tors (or loss of MPA) was shown to be specifically as­
sociated with the UV-induced chromosome decondensation. 
Very little inactivation of mitotic factors was observed 
even with very high doses of X-irradiation (6). We, there­
fore, examined the relationship between UV-induced chromo­
some decondensation and dephosphorylation of NHP. He La 
cells synchronized in mitosis by N20 block method 02) were 
divided into two groups; one group was irradiated with 
2,500 erg of UV and incubated in fresh medium containing 
hydroxyurea (10-2M), Ara-C (10-4M),Colcemid and 32p and 
the other group was kept as control and incubated with 32p 
and Colcemid only. Cell samples were taken at different 
times and processed for incorporation of label into NHP. 
The rate of phosphorylation of NHP was significantly lower 
in UV-treated cells as compared with the control and de­
creased further with time (Table 1). Accordingly, the 
rate of dephosphorylation of NHP in UV-irradiated mitotic 
HeLa cells prelabeled with 32p during prolonged mitotic 
arrest was significantly higher than in control mitotic 
cells (Table 2). ~~P that were dephosphorylated during 
the course of UV-induced chromosome decondensation were 
identified by SDS-polyacrylamide gel electrophoresis 
followed by autoradiography (Fig. 1). A much clearer 
picture of the NHP that get dephosphorylated, was obtained 
when mitotic factor activity from the 32p labeled control 
and UV-treated mitotic cells was purified approximately 
200-fold by affinity chromatography on DNA-cellulose 
(Adlakha, Wright, Sahasrabuddhe and Rao, manuscript in 
preparation) and separated by gel electrophoresis and 
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TABLE 1 

LEVEL OF PHOSPHORYLATION OF CONTROL AND UV-IRRADIATED 
MITOTIC He La CELLS DURING PROLONGED MITOTIC ARREST 

Incorporation of 32p into NHP (cpm!106cells ) 

NHP in NHP in 
Hours Cytoplasmic Fraction Chromosomal Fraction 

held in 
mitosis Control uv- % of Control UV- % of 

treated control treated control 

1 739 589 79.7 580 359 61.9 
2 1240 696 56.1 1110 505 45.5 
3 3090 1451 46.9 2322 1106 47.6 
4 6282 3044 48.4 4777 2533 53.0 

TABLE 2 

RATE OF DEPHOSPHORYLATION OF NHP IN UV-IRRADIATED MITOTIC 
HeLa CELLS PRELABELED WITH 32p DURING PROLONGED MITOTIC 
ARREST 

Incorporation of 32p into NHP (cpm!106 cells) 

NHP in NHP in 

Hours Cytoplasmic Fraction Chromosomal Fraction 

held in Control UV- Relative Control UV- Relative 
mitosis treated loss treated loss 

(%) (%) 

0 189,083 189,083 0 163,493 163,493 0 
1 175,750 141,200 19.6 150,533 137,450 8.7 
2 157,614 100,160 36.45 143,054 101,854 28.8 
4 135,187 72,187 46.60 127,183 75,038 41.0 
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A B c D E F 

Fig. 1. Relationship between UV induced chromosome decon­
densation and dephosphorylation of NHP. 32p labeled NHP 
from control and UV-irradiated mitotic HeLa cells were sub­
jected to electrophoresis on SDS-polyacrylamide gels and 
gels autoradiographed. Lanes: A, mitotic extract (control); 
B, extract from UV-irradiated mitotic cells (30 min incuba­
tion); C, (2 h incubation; D and E, mixture of 32p labeled 
mitotic and unlabeled G1 or S phase cell extracts, respec­
tively. M. Wt. St; Molecular weight standards . Note the 
decrease in intensity of labeling in lanes B, C and D. 

autoradiography (compare lanes D and E in Fig. 1) . These 
data suggest that UV-irradiation of mitotic He La cells re­
sults in the induction or activation of phosphatases that 
may specifically dephosphorylate mitotic NHP. A similar 
dephosphorylation of these mitotic NHP was also observed 
when partially purified prelabeled mitotic factors were 
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A B c D E F 

Fig. 2. 32p labeled NHP from control and UV-irradiated 
mitotic He La cells were enriched (~200-fold) for mitotic 
factor activity, by affinity chromatography on DNA-cel­
lulose, separated by electrophoresis on SDS-polyacrylamide 
gels and gels autoradiographed. Lanes: A, Band C same as 
lanes A, C and D, respectively in figure 1; D,enriched 
fraction from 32p labeled mitotic extract; E, corresponding 
fraction from extracts of UV-irradiated mitotic cells; F, 
mixture of 32p labeled enriched fraction (lane D) and un­
labeled G1 cell extract. 

mixed with Gl cell extracts, but not with S phase cell ex­
tracts (lane F in Fig. 2), indicating the presence of 
similar, if not, identical phosphatases in G1 cells. We 
have previously shown that mixing of mitotic cell extracts 
with Gl cell extracts results in the inactivation of mitotic 
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factors under the influence of the inhibitory factors pre­
sent in Gl cells (5). Furthermore, inhibitors of mitotic 
factors (IMF) can be induced both in Go phase and mitotic 
cells by UV irradiation (5,6). Taken together, these re­
sults strongly suggest that phosphorylation-dephosphoryla­
tion of this specific subset of NHP may represent the 
molecular mechanism for the regulation of chromosome con­
densation and decondensation in the life cycle of 
eukaryotic cells. 
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NONHISTONE PROTEINS, FREE RADICAL DEFENSES AND 

ACCELERATION OF SPHERULATION IN PHYSARUM 

C. Nations, R.G. Allen and J. McCarthy 

S.M.U. Biology Department 

Dallas, Texas 75275 

INTRODUCTION 

The syncytial slime mold Physarum polycephalum has 
been widely employed as a model for the study of a variety 
of cellular events; however, the overwhelming emphasis in 
modern Physarum research has been on those areas directly 
related to growth and differentiation (22). Mitosis is 
synchronous following an interphase period of 8-10 hand 
mitotic synchrony implies metabolic synchrony (13). All 
events involved in the regulation of differentiation are 
therefore presumed to be amplified since they should occur 
simultaneously. This hypothesis has been the basis for 
intensive efforts to identify the role of specific enzymes 
(15), nucleic acids (2,8), and nuclear proteins (17) in the 
developmental processes of eucaryotes. A considerable 
volume of literature concerning developmental processes in 
Physarum has accumulated since Rusch (22) first introduced 
the organism as a model system for probing the events that 
govern the life cycle of cells. At this time little 
conclusive information has resulted; endogenous events and 
factors which induce specific cell state transitions have 
not been identified. A perennial problem has been to 
distinguish between the events that are causative and the 
events which are the consequence of differentiation. For 
example, when Physarum differentiates into groups of 
dormant spherules (sclerotia) dramatic changes occur in the 
electrophoretic profile of the nonhistone chromosomal 
proteins; however, it has not been possible to determine 
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whether these changes induce differentiation or are a 
parallel response to the inductive treatment (17). The 
recent discovery of a white mutant strain of Physarum (LU 
887xLU897) may provide a key to the solution of this 
problem (1). Our preliminary studies indicate that sub­
jecting the white organism to a routine starvation treatment 
(7) frequently fails to induce the formation of dormant 
material. Microscopic examination of the white micro­
plasmodia has revealed that the organism does not 
differentiate into microsclerotia during starvation. Thus, 
the white strain may provide a much needed experimental 
control for investigation of the events which result in 
differentiation. 

A B n ., 
.' .' 30 

7-
126 A 
118 :!: 

15- 0 

~ c 
Qi ., 
~ 
III 

30- i5 
~ 

32-
)( B 

34- -- 'J1 
~ \ .. ".}/l~ ... / J 

36- - 32 

38-

Fig . 1 --
20 : Fig . 2 

~ .. ... ,.,./\ ... r1'\"""'-

Fig. 1. Nonhistone proteins of (A) yellow and (B) white 
Physarum microplasmodia . 

Fig. 2. Nonhistones of yellow (--) and white (--) micro­
plasmodia after (A) two; (8) three and (e) four 
days of growth (17) . 



Physarum Free Radical Defenses 73 

SPHERULATION AND NONHISTONE PROTEINS 

Spherulation is a form of diploid encystment. 
Physarum microplasmodia grown in shake flasks cleave into 
multinucleated spherules when treated with mannitol or 
transferred to a salts-only starvation medium. When 
mannitol is used to induce spherulation, the spherules 
become separate units; starvation-induced spherules remain 
as clustered microsclerotia (5,7). 

The hypothesis that nonhistone proteins regulate gene 
expression has gained considerable popularity. Since the 
yellow (M3CVII) strain of Physarum forms microsclerotia as 
it depletes the nutrient medium and the white strain does 
not, it was of interest to compare the nonhistone proteins 
of the two strains. As seen in figure 1, the electro­
phoretic spectra of nonhistone proteins are quite similar 
in the two strains during logarithmic growth. The 
starvation-induced changes that have been suggested to 
trigger differentiation in the yellow strain are already 
evident in the white strain during exponential growth (20). 
In the yellow strain the polypeptides represented by bands 
30 and 36 decrease sharply with the onset of differenti­
ation; these bands are almost nonexistant in the white 
strain under all conditions of growth. Nuclear actin (band 
32) has been suggested to be the most important nonhistone 
protein involved in a general chromatin inactivation 
mechanism that leads to a quiescent cell state (17); this 
protein is also prominent in the white strain throughout 
the vegetative phase (Fig. 2A-C). 

OXYGEN METABOLISM, FREE RADICALS AND DIFFERENTIATION 

Cellular differentiation ultimately results from the 
differential expression of genes; however, this process is 
not independent of cytosolic influence. Gurdon et al. (12) 
showed that transplanting frog somatic cell nuclei:into frog 
oocytes resulted in the formation of tadpoles. This effect 
was not due to the dilution of intrinsic gene repressors 
since transplantation of dedifferentiated nuclei, i.e., 
nuclei from cancer cells, to oocytes has been shown to 
result in the formation of normal tissues (19). Although 
such studies indicate the existence of cytosolic factors 
which influence gene expression, the nature of cytosolic 
influence on differentiation is presently obscure. Many 
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of the changes associated with development appear to 
correspond either directly or indirectly with alterations 
in oxygen metabolism (11). If oxygen metabolism exerts an 
effect on differentiation it would seem improbable that 
molecular oxygen is directly involved. Most of the 02 
consumed by aerobic cells is tetrava1ent1y reduced to 
water; however, a small portion is univa1ent1y reduced to 
0i, the superoxide free radical (4). Sequential univalent 
reductions of oxygen would lead to the production of 02' 
hydrogen peroxide (H202), and the highly reactive hydroxyl 
free radical (OH') (10). Many free radical reactions are 
potentially damaging, but cells contain a variety of 
defenses which can quench free radicals and thus reduce the 
number of damaging reactions. superoxide dismutase (SOD) 
reduces 02 to H202 ; catalase and peroxidases reduce H202 to 
H20. Glutathione peroxidase can eliminate H202 as well as 
the lipid peroxides which are formed during free radical 
reactions (4,14). Enzymic defenses which eliminate the OH' 
radical are not known; however, the tripeptide glutathione 
(GSH) can quench the OH' radical by reacting directly with 
it. This reaction results in the oxidation of GSH to GSSG 
(10). GSH is also an important factor in determining the 
redox state of the cell (4). 

Transition metals that catalyse the formation of OH' 
radicals induce spherulation in Physarum (16). The free 
radical scavenger mannitol is routinely employed to prepare 
spherules (5). The respiratory rate of spherulating 
microplasmodia declines during the transition (18); this 
may suggest that the rate of free radical generation is 
altered during differentiation. Child (6) found that the 
higher orders of developing organisms contain a metabolic 
gradient and postulated that the regions of higher metabolic 
activity influence the development of the regions of lower 
metabolic activity. Amphibians exhibit a complete shift 
from the high oxygen-binding hemoglobin present in tadpoles 
to a form of hemoglobin with low oxygen-binding capacity in 
adults (11). Caplan and Koutropas (3) demonstrated that 
differential vascularization, which would presumably lead 
to unequal oxygenation of tissues, occurs in developing 
chick embryos. Whether such changes result from differ­
ential gene expression or act as a causal factor in the 
differentiation of cells is at present unclear. However, it 
has been demonstrated that phenotypic expression in 
cultured embryonic chick cells can be controlled by growing 
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the cells under different O2 tensions (3). 

We find that transfer of microplasmodia to the salts 
medium for 12 h increases the cellular concentration of 
inorganic peroxides by 80% and causes a 70% decrease in GSH 
concentration. These changes may in part be accounted for 
by the observation that H202 production is greatest during 
state +4 respiration; H202 generation is believed to 
correspond roughly to the rate of free radical generation 
(9). We have been unable to demonstrate catalase activity 
in Physarum; however, the organism does exhibit GSH 
peroxidase activity. Inhibition of GSH synthesis with L­
buthionine sulfoximine (BUS) significantly increases the 
peroxide concentration of microplasmodia in the salts 
medium; however, this treatment does not increase the level 
of inorganic peroxides in cultures maintained in growth 
medium, even though treatment with BUS decreases GSH con­
centration by 47%. Conversely, a 41% augmentation of GSH 
concentration, obtained by treatment with L-2-oxothiazoli­
dine-4-carboxylate (LOC) , stimulates the production of 
inorganic peroxides in growth medium but not in the salts 
medium. The increase in peroxides caused by LOC in growth 
medium may be due to an increased rate of GSH autoxidation. 
The failure of LOC to enhance GSH concentration in salts 
medium is presumably due to GSH oxidation by GSH peroxi­
dase. In most cases cells do not retain GSSG. Also, both 
LOC and BUS significantly increase the rate of different­
iation in Physarum (Fig. 3). 
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There are at least two lines of evidence which indicate 
free radical involvement in tne differentiation process: 1) 
the salivary glands of several species of insects contain 
polytene chromosomes which undergo puffing as a normal part 
of development, and uncouplers of mitochondrial respiration 
such as dinitrophenol, menadione and antimycin A which are 
believed to generate free radicals, have been observed to 
induce chromosomal puffing (9,23); 2) alterations in the 
differentiated state are invariably accompanied by changes 
in the level of cellular free radical defenses. Most 
notably, all cancer cells appear to exhibit a reduction in 
mitochondrial SOD (mangano-isozyme; 14). In many cases the 
activity of cytosolic SOD (Cu/Zn isozyme) is also greatly 
reduced (21). Other free radical quenching enzymes also 
exhibit decreased activity in dedifferentiated tissue (21). 

We have observed a sharp decline in SOD activity in 
microplasmodia during the first 6-12 h after transfer to 
salts medium; total SOD activity increases sharply between 
6 and 30 h. The change appears to be primarily due to the 
activity of the mangano-isozyme, which increased 2100% 
during this period. LOC or BUS-treated cultures exhibit a 
similar pattern of change in SOD activity except that SOD 
activity begins to increase at 12 h in these cultures and 
the rate at which the increase occurs in the treated groups 
is statistically greater than in the controls (Fig. 4). A 
comparison of figures 3 and 4 shows that the rate at which 
the mangano-isozyme of SOD increases in differentiating 
cultures is proportional to the rate of differentiation. 

The results of this study are consistent with the 
hypothesis that free radical-mediated events play a role in 
the differentiation process; however, it must be acknowledged 
that the effects of LOC and BUS reported here may be via 
mechanisms unrelated to free radical defenses. 

We thank Ms. K. Farmer, Mr. P. Toy and Dr. W. Fagerberg, 
for technical assistance. This work was supported by the 
Glenn Foundation for Medical Research. 
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INTRODUCTION 

The fusion of myoblasts to produce non-dividing 
syncytial myotubes marks the end of cell proliferation 
during muscle cell differentiation. Following the signal 

to differentiate myoblasts enter Gl phase, retire from 
the cell cycle and differentiate into myotubes (3,4). The 
synthesis of muscle specific proteins is initiated as the 
cells begin to differentiate and defines the onset of the 
differentiated state (2,7). However the conditions 
necessary and sufficient to allow a proliferating 
population of cells to withdraw from the cell cycle and 
to switch from a growth specific to a differentiation 
specific program of gene expression have yet to be defined. 

These studies are designed to define the changes in 
expression and regulation of genes thought to be cell 

growth related. Histone gene expression is largely 
confined to periods of active DNA synthesis (S phase), and 
cell proliferation and is an example of a gene family 
which is inactive during periods of non-proliferation (5,9). 

79 
Copyright rt) lyg4 by the HUMANA PRESS. INC. Clifton. New Jmcy. 
All right, of reproduction in any form reserved. 



80 

H2a 
H2b 
H3 

H4 

[ 

[ 

A B C o E F 

Bird, Jacobs, and Sells 

G H 

-1 
-2 
-3 -4 

-1 
-2 
-3 

Figure 1. The abundance of histone mRNA subspecies during 
myoblast growth and differentiation. Polysomal ~~A 
(SOug/lane) was isolated from cells that were: A)S phase 
synchronized, B) 50%, C) 60% or D) 80% confluent, or given 
the signal to differentiate for: E) I, F) 2, G) 3 or H) 4 
days. RNA was separated on a denaturing 6% polyacrylamide 
gel, blotted and probed for histone mRNA sequences. 

RESULTS 

In this investigation the level of various histone 
mRNAs was examined during myoblast differentiation, in S 
phase synchronized cells and following inhibition of DNA 
synthesis with Ara-C or hydroxyurea. In our initial 
experiments histone mRNA content of polysomal RNA from 
proliferating L6-S myoblasts was determined in growing 
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populations approaching confluency and after myoblasts had 
been given the signal to differentiate (Fig. IB-D). Each 
of the core histone mRNAs was separated into multiple 
subspecies on denaturing polyacrylamide gels, blotted and 
probed for the specific histone mRNA sequences. As 
proliferating populations of L6-5 cells approached 
confluency the amount of each of the multiple histone mRNA 
subspecies declined. A tight coordination among all of 
the various subspecies was observed during the deceleration 
in cell proliferation. 

Proliferating cultures of L6-5 cells were given the 
signal to differentiate by changing their growth medium 
to a serum reduced type (10% fetal calf serum to 2.5% 
horse serum). Under these conditions L6-5 cells have 
largely retired from the cell cycle by the end of day 1, 
have begun aligning themselves by the end of day 2 and by 
day 3 have begun fusing to form terminally differentiated 
syncytial myotubes. By 48 hr after the signal to 
differentiate the levels of all of the subspecies of 
histone mRNA had decreased to less than 5% of exponential 
growth levels and remain at this basal level during the 
remainder of the differentiation period. The rate of 
decline was rapid and coordinate among all histone mRNA 
subspecies (Fig. IE-H). Exceptions to this coordinate 
behaviour were detectable only after further analysis 
(see below). 

To produce an S phase population of cells myoblasts 
were synchronized by double thymidine block (8). The 
amount of histone mRNA/ug of polysomes recovered from S 
phase synchronized cells was greater than that recovered 
from the polysomes of exponentially growing cells (Fig. IA). 
Each subspecies of histone H2a, H2b and H3 mRNA was 
increased proportionately. In the case of histone H4 the 
two major mRNA subspecies were nearly 2-fold higher while 
subspecies 3 remained at approximately the same level. H4 
subspecies 3 appeared to be constitutively expressed 
during S phase and in exponentially growing cells and is 
not coordinately regulated with the other H4 mRNAs. 
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Figure 2. The abundance of histone mRNAs following 
inhibition of DNA or RNA synthesis by treatment with: 
A-D)Ara-C, E-H)hydroxyurea or I-L)actinomycin D for 0,15,30 
or 60 min for each inhibitor respectively. RNAs were 
analysed as described (Fig. 1). 

Following myoblast differentiation as described above 
a rapid decline occurred in the levels of all of the 
histone mRNA subspecies. During the same period the cells 
underwent a decline in the rate of DNA synthesis (1). To 
determine whether direct inhibition of DNA synthesis in 
growing cells affects the level of histone mRNA, myoblasts 
were treated with Ara-C or hydroxyurea. Treatment with 
either inhibitor resulted in a dramatic decrease in 
histone mRNA half-life to 10-13 min in comparison to a 
half-life of 38 min following inhibition of RNA transcript­
ion with actinomycin D (Fig. 2). Furthermore, there is a 
tight coordinate regulation of histone mRNA levels 
intimately associated with DNA synthesis. Inhibition of 
transcription alone cannot account for the rapid decay rate 
observed. A mechanism which actively promotes the 
destruction of histone mRNAs seems to be involved since the 
histone mRNAs vanish completely from the cytoplasm. 
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We have identified a single subspecies of H4 mRNA 
which is polyadenylated (1) . This individual subspecies 
was examined during myoblast differentiation and after 
inhibition of DNA synthesis to determine whether its 
behaviour was similar to the behaviour of the other his~one 
m&~A subspecies. Following differentiation the poly(A) 
H4 mRNA dropped to 30% of its level in proliferating cells 
(Fig. 3). This differs substantially from the greater than 
95% drop observed for the other histone mRNA subspecies 
(Fig. 1). Nevertheless, the half-life of the poly(A)+ 
H4 mRNA subspecies (15 min) was similar to that obtained 
for the total histone mRNA population following Ara-C 
inhibition of DNA synthesis. A measure of non-coordinate 
regulation seems to exist among histone H4 mRNA subspecies 
during the transition of myoblasts to terminally 
differentiated myotubes. Non-coordinate behaviour is not 
observed however, following the inhibition of DNA synthesis. 

Figure 3. 
myoblasts 
RNAs were 

G 0 

The level of poly(A)+H4 mRNA in growing + 
(G) and in differentiated myotubes (D). Poly(A) 
analysed (5ug/lane) as described (Fig. 1). 
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CONCLUSIONS 

We have characterized the behaviour of the multiple 
subspecies of core histone mRNA during myoblast growth and 
during differentiation to myotubes. Through a comparison 
of the half-lives of the various subspecies and their 
coordinate behaviour we have described the pattern of 
regulation of one set of genes occurring as proliferating 
cells withdraw from the cell cycle and differentiate. 

Most members of the population of histone mRNA 
subspecies are coordinately regulated during myoblast 
differentiation and following inhibition of DNA synthesis. 
An active and rapid post-transcriptional mechanism seems 
to exist which coordinately destroys histone mRNA 
effectively controlling its translation. It is possible 
that excess histone protein could feed back and activate 
such a mechanism during periods when DNA synthesis is 
inhibited through external means or through terminal 
differentiation. We are currently investigating the 
nature of the proteins associated specifically with the 
poly(A)+ and poly(A)- H4 mRNP particles (6). 

Two exceptions to this model have been detected in 
'which gene expression is not coordinately regulated. The 
poly(A) containing H4 mRNA is not repressed to the same 
extent as other histone mRNAs following differentiation. 
H4 mRNA subspecies 3 appears to be constitutively expressed 
and its accumulation is not enhanced during S phase. Thus 
a degree of independance exists in the control of the 
individual histone genes as myoblasts proceed through the 
cell cycle and terminally differentiate. 
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.1\BSTRACT 

Hormones can influence the poly(ADP-ribose)­
synthesis in the nuclei of cells. But ADP-ribo­
sylation of a component of the receptor adenylate 
cyclase system influences also cell functions via 
the cAMP level. In our investigations Chang liver 
cells, which are target cells for insulin, and 
HeLa cells were treated with insulin, 3-methoxy­
benzamide or both agents together and the insulin 
receptor sites determined with FITC labeled insulin. 
In HeLa cells insulin as well as methoxybenzamide 
decreased the FITC-insulin binding to cytoplasmic 
and nuclear receptor sites. In contrast to this 
result, both compounds generates higher receptor 
binding sites in Chang liver cells. Both cell lines 
were synchronized by thymidine and N20 treatment. 
HeLa cells had after pretreatment with insulin, 
especially during the S-phase, decreased insulin 
receptor sites. These investigations were done at 
different times after starting the cell cycle pro­
gression after the release of the mitotic block. 
The highest binding values were obtained at the 
end of the S-phase and beginning of G2 • The poly­
(ADP-ribose)-synthesis in untreated HeLa cells 
showed 3 peaks. The first peak was at the begin­
ning of G , the second at the first part of the 
S-phase aJd the third near the end of the DNA syn-
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thesis. In insulin pretreated HeLa cells only the 
1st and 2nd peak appeared, not the third. The poly­
(ADP-ribose)-synthesis in the 1st part of S-phase 

was strongly increased. In Chang liver cells, 
insulin pretreatment changes the PAR-synthesis 
pattern strongly. From nucleoid sedimentation 
studies we could show that poly(ADP-ribose)-synthe­
sis on DNA-nuclear cage binding sites is reduced 
after insulin treatment, which is possibly con­
nected to increased transcription activity. 

INTRODUCTION 

About 30 years ago the understanding of the 
separation of the cell cycle in different phases -
G1, S, G2 and M was described. The cell division 
cycle may be regulated by a programmable clock 
within the chromatin and posttranslational modifi­
cation of proteins play an important role in this 
regulation mechanism (1). 

Chromatin undergoes transient alterations in 
structure during the cell cycle. ADP-ribosylation 
seems also to be involved in the regulation of the 
phosphorylation of histones, but it has also been 
proposed that ADP-ribosylation of a specific pro­
tein component of the adenyl cyclase system acti­
vates the cAMP production (2). Phosphorylation of 
histones by the catalytic subunit of cAMP protein 
kinase was reduced when histones were ADP-ribo­
sylated (3). On the other side poly(ADP-ribosyla­
ted) H1 histones were highly accessible to in vitro 
phosphorylation by a nuclear proteinkinase (4). 
Certain levels of the phosphorylation of H~ his­
tones seems to be related to cAMP dependent acti­
vation of gene expression. Altered gene expression 
and protein kinase activity is also connected to 
the insulin function in the cell. Hormones regulate 
the expression of restricted sets of genes in a 
tissue specific manner. 

However, the exact action mechanism of insulin 
and the difference in the regulation of cellular 
functions in target and nontarget cells is unknown. 

A wide range of different cells show insulin 
membrane receptors on the surface of cells, which 
relates a variety of metabolic processes via the 
protein kinase activity located on the receptor 
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(5). The insulin receptor consists of a d.. and a t1 
subunit with molecular weight of 135.000 and 
95.000 respectively. The protein kinase activity 
of the receptor phosphorylates its target proteins 
on tyrosine residues. It is of interest that also 
the transforming proteins of several RNA tumor 
viruses possess this rare protein kinase (6). The 
O-subunit of the insulin receptor is al~self 
phos?horylated by its own kinase activity at a 
tyrosine residue and has also an ATP-binding site. 
Insulin bind to the (J( -subuni t and increases the 
extent of phosphorylation of the j3 -subuni t of the 
receptor. Adenyl-cyclases are under positive and 
negative control of hormones and ADP-ribosylation 
blocks hormone mediated inhibition of adenyl­
cyclase activity (7). On the other side insulin 
can regulate ADP-ribosylation reactions (8). It is 
up till now not clear if the insulin receptor 
complex in non or low target cells regulates the 
unspecific stimulation of proliferation of cells 
via the control of adenylate cyclase, generates 
transmembrane signals, is internalized and degra­
dated in lysosomes (9, 10~ 11). 

In target cells, like liver or fat cells, the 
insulin receptor complex is internalized, partly 
degradated, but insulin can also bind to receptors 
located in the nuclear envelopes. These receptors 
have different characteristics from plasma membrane 
receptors (12, 13). Insulin in low concentration 
reduces ADP-ribosylation reactions and reduces 
therefore one inhibitor of RNA-synthesis (14). 
Insulin activates also the nuclear envelope 
nucleoside triphosphatase and therefore increases 
the efflux of mRNA from is~~ated nuclei to the 
cytoplasma, and decreases P incorporation into 
the nuclear envelope proteins (15). Our experiments 
have recently shown that insulin also reduce the 
synthesis of poly(ADP-ribose) in nucleoids, where 
a peptide of 10.000 daltons is the main acceptor 
for ADP-ribosylation (16). 

MATERIAL AND METHODS 

The synchronization of HeLa and Chang liver 
cells were done according to the method of P.N. 
Rao (17). Prior to the synchronization steps, cells 
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were treated wi!~ insulin (10-6 m) for 4 h at 37o C. 
Thymidine (3.10 M endconcentration) was added 
and incubated for 16 h. After 3.75 h incubation 
without thymidine the cells were treated with N20 
at 5.1-5.2 atm for 8.5 h. 

To control the synchrony during the S-phase, 
tritiated thymidine (O.l/uCi/ml, 2 Ci/roM) was 
added to the petridishes and incubated for additional 
30 min. The radioactivity incorporated in DNA was 
measured after a PCA precipitation in a liquid 
szintillation counter and the specific activity 
calculated from the DNA content in the sample. 

Poly(ADP-ribose)-synthesis was determined by 
treatment of 3permeabilized cells (hypoosmQ~ic cold 
shock) with H-NAD (1 uCi NAD adenine-2.8- H, 3 Ci/ 
roM NEN) (18). The rea~tion was stopped by cold PCA 
and radioactivity was counted in the precipitate. 
For the PAR-polymerase inhibition studies 100/uM 
solution of 3-methoxybenzamide was used. For 
nucleoid sedimentation studies 0.5 million cells 
were lysed on the top of a 15-30% sucrose-gradient 
using 0.5% Triton X 100, 2 roM Tris, 0.1 M EDTA and 
1 M NaCl pH 7.8. Centriflugation was done in a 
Beckman L5 ultracentrifuge using a SW 40 rotor for 
45 min at 70.000 x g. The gradient was analysed by 
a flow photometer at 254 nm and fractionated by a 
fraction collector. The radioactivity was deter­
mined in each fraction by liquid szintillation 
counting. 

RESULTS AND DISCUSSION 

Figure 1 and 2 show the influence of insulin and 
3-methoxybenzamide (MBA) on high target (Chang 
liver) and low target (HeLa)cells. 

It is of interest that pretreatment with insulin 
and MBA result in both cases in decreased FITC­
labeled insulin binding in HeLa cells. It could be 
that insulin pretreatment of cells blocks partly 
the receptor-binding sites in HeLa cells. But 
insulin in low concentration (like MBA) inhibits 
also PAR-synthesis (8). 

Further studies should show if for the associ­
ation - dissoziation reaction of hormones with the 
receptor, PAR-synthesis or ADP-ribosylation is 
necessary. In Chang liver cells both the nuclear 
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Figure 1 

Influence of insulin or 3-methoxybenlamide treatment on Hel. 

and chang liver cell Insulin receptor binding sites 

% 
120 

110 

100 

90 

80 

70 

60 

50 

Figure 2 

% 
150 

140 

130 

120 

110 

100 

90 

80 

70 

60 

HeLa Cells 
cylopl. receptor 

I:J 
~ nucle. r receptor 

~ i 
~ ~ ~ * i . 
~ ~ 

:r • ::z: • 
~ 

• 'I" i · i · * i * :x; • ::z: • 
~ * i * ~ . i · 
J; * * J:1 • ::z: • ::z: 

Control Insulin MBA Insuiin+MBA 

cytopl. receptor 

IJ 
Chang liver cells nucl ear receptor 

I:: ~ 
tr ~ It' 

~ * 
f" ['I ~ * .. p: * * 

~ • .. ~ * ~ • 
g • .. * ~ * 

• .. i * • g • .. • ~ • 

~ • .. * ~ * 
• .. * • P: • • * 

;r • 
Control Insulin MBA Insulin+MBA 

91 



92 Altmann et al. 

and the cytoplasmic receptor are able to bind more 
FITC labeled insulin after the different pretreat­
ments. Additional to some interaction of PAR with 
receptors the possibility should not be excluded 
that new insulin receptors are synthesized after 
the pretreatment. 

In the following experiment PAR-synthesis was 
compared to the FITC labeled insulin binding in 
HeLa cells with or without insulin treatment. The 
values for the PAR-synthesis are given as cpm/ ug 
DNA, and the available insulin receptor sites ~re 
% values. No correlation could be found between 
the PAR-synthesis during the cell cy~le and the 
receptor binding. But we have to take into con­
sideration, that PAR is involved in many different 
reactions, like DNA synthesis, DNA repair, trans­
cription, transformation and differentiation (19) 
(figure 3). 

In earlier experiments we found a peak of PAR­
synthesis just when DNA synthesis starts and a 
second peak in late G2+M (20). The present study 
shows high values in H and early G1 , a second 
peak in early S and end of S. Generally PAR-syn­
thesis is low when DNA synthesis is high, but for 
initiation and termination of DNA synthesis PAR 
seems to be necessary. After insulin pretreatment, 
the PAR-synthesis peak disappeared from the late 
S-phase. The PAR-synthesis peak in the first part 
of S is increased in cells pretreated with insulin. 
Figure 3 
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Figure 4 
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In HeLa chromatin, the major protein acceptor of 
ADP-ribose ist PAR-polymerase itself (figure 4). 
PAR-polymerase activity was high in extended forms 
of chromatin. The level of ADP-ribosylation of 
metaphase cells was found to be higher than inter­
phase cells (21). In our experiments all ADP-ribose 
found in chromatin can be detect3d as protein con­
jugates. Radioactivity from NAD- H was found also 
in the nucleoids besides in the self-ADP-ribosy­
lated PAR-polymerase. The radioactivity of PAR or 
ADP-ribose bound to the residual proteins of 
nucleoids are in all experiments about 15% of the 
whole radioactivity of cells, which can be re-
duced by insulin treatment. Inhibition of PAR­
polymerase by insulin seems to stimulate hormone 
dependent transcription in HeLa cells. Chang liver 
cells behave different in this respect. FITC-labeled 
insulin binding was lower in these pretreated cells 
compared to control cells. The highest receptor 
binding for nuclear as well as for cytoplasmic 
receptors was in the late S-phase and in G . 

For comparison of low target with target cells, 
PAR-synthesis was also investigated in Chang liver 
cells during the cell cycle (figure 5 and 6) . 

Pretreatment with insulin changed the PAR­
synthesis during the cell cycle dramatically. Since 
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Figure 5 

Figure 6 
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ADP-ribosylation is also involved in the regulation 
of activities of various enzymes as well as struc­
tural proteins, the action of insulin on PAR-syn­
thesis in cells is one of the regulatory mechanisms 
in cells by which hormones are also acting. 

Studies in our laboratories are in progress to 
examine whether such changes in PAR-synthesis by 
hormone treatment can influence also differentiation 
and transformation processes. 
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A NOVEL METHOD OF TRANSLATION IN FIBROIN 

G.C. Candelas, N. Ortiz, A. Ortiz, T.M. 
Candelas and O.M. Rodriguez 
Department of Diology, University of Puerto 
Rico, Rio Piedras, Puerto Rico 00931 

A fundamental consideration of any research is that 
no single system is expected to ideally or even usefully 
reveJI informal ion in all aspects of a problem. When the 
problem is as complex as the synthesis of proteins Jnd 
its regulation, this is all the more evident. It, there­
fore, fol lows that a wide variety of experimental systems 
is of prime importance, since this, more than the insight 
of the investigator, determines what can and cannot be 
achieved. 

The 50 cal led "ideal" systems for these types of 
studies have been those with highly differentiated cells, 
which at some point in their I ife become special ized for 
the production of one or few specific protein products. 
These seem to be relatively simple systems, at least with 
respect to the quantification of synthesis and the accumu­
lation of the product and their mRNA templates. 

The large ampul late glands of the spider, Nephila 
e1.Jvipes have well established qualifiCi.1tions a .. a fruit­
ful model system for these types of investigations. These 
highly differentiated structures produce larqe quantities 
of their tissue-specific product during the entire life of 
the female adult. 

Nephilil clilvipes is a lilrgc spider of wide distribu­
tion in the tropical and subtropical JreJS of the western 
hemisphere (I). Within our geoqraphical area, it is very 
abundant and easily col leeted during most part of the 
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year. They fare well in the laboratory requiring high 
moisture. 

Orb-\~eb building spiders produce a series of natural 
fibers which are used for the web, dragl ine, egg sac, or 
in swathing their prey. These fibers are synthesized by 
five to seven pairs of special ized glands located in the 
animals abdominal cavity. It has been reported that each 
type of gland secretes one protein for one or two of the 
functions previously mentioned (2, 3). 

Of these glands, the most prominent are the large 
ampullate pair. They comprise from 3-5% of the animal's 
wet weight and are capable of producing protein equivalent 
to 10Z of the gland~ weight every web building cycle (3). 

We have, thus far, isolated the glands' product from 
the lumen and analyzed it by SOS-PAGE. These analyses 
have confirmed that the gland is a one protein system, 
since it produces a single fibroin of approximately 
320,000 daltons molecular weight (4). 

~/e succeeded in maintaining the excised glands 
metabol ically active, for at least four hours, in a simple 
culture medium. Under these conditions, they produce the 
full size tissue-specific product if properly stimulated. 

A special feature of th i s system is that we are able 
to turn the synthesizing activity of the glands on or off 
at our will. We have developed a technique that allows 
the simultaneous stimulation of a number of organisms 
through the mechanical depletion of the organism's stored 
sil:"s (~). 

Fibroin synthesis can be monitored in the cultured 
glands through labeling with tritiated alanine and 
glycine which account for approximately 60% of the amino 
acid sequence of this fibroin (6, 7). 

Excised glands from stimulated and unstimulated 
organisms were subjected to time course studies, with short 
pulses of labeled amino acids at selected time intervals 
after the stimulation. A dramatic and transient wave of 
protein synthesis was observed peaking after 90 minutes. 
Using pulses of tritiated uridine revealed a similar 
response in mRNA synthesis preceeding that of protein by 
60 minutes (5). Interestingly, this falls within the 
average time required for the processing and translation 
of a eukaryotic primary transcript. 

The luminar product of these cultured glands turned 
out to be the full-size fibroin. Intriguing was a step 
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ladder array of peptides obtained from extracts of the 
secretory epithel ium and which became labeled in the 
stimulated glands only (figure I). 

Figure 1 

Peptides from secretory epilhel ium of stimulated glands. 
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This step ladder of polypeptides, culmillatinCJ in the final 
tissue product, displayed a constant pattern with respect 
to the peptides in the gel IS lanes and reproduced faith­
fully from one gland prep<!r<!tion to the other. Although 
the sites of these bands (reflecting size) were highly 
reproducible, their relative intensities (reflecting 
length of pause) varied (5) . 

We were able to establ ish an exclusive relationship 
between these peptides and the process of fibroin synthe­
sis through the labeling kinetics of a series of amino 
acids. What we found was that the degree of incorpora­
tion of the amino acids correlates with their abundance 
in the large ampul late fibroin. This definctcly estab-
I ished that the appearance of the peptides was related to 
the prodUction of fibroin (8). We concluded that these 
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peptides must be produced by pauses during the elongation 
of fibroin such as those reported during the synthesis of 
silkworm fibroin in intact glands by Lizardi and coworkers 
(9) • 

In order to scrutinize the translational mechanism 
within controllable variables we turned to the process 
under cell-free conditions. Thus, fibroin mRNA was 
isolated from stimulated large ampul late glands through 
a high yield extraction procedure (IU). This provided us 
with preparative amounts of a highly purified poly A+ 
fraction. The purity of this preparation was attested by 
its mobil ity in highly denaturing gels as a homogeneous 
band approximately ~O-60S in size. 

The fraction's template activity was tested in a 
reticulocyte lysate system using either tritiated glycine 
or alanine to label the translational products. These 
were analyzed by 5DS-PAGE and visual ized by fluorography 
(11) as seen in figure 2. 

Using a labeled natural fibroin marker, the gels 
revealed that the reticulocyte lysate was not capable of 
supporting the synthesis of the full size product, even 
under optimal mRNA values. Interestingly, although the 
full size product did not appear, a step ladder of smaller 
polypeptides did show up in these gels. These peptides 
increased in size and also in intensity as the mRHA 
reached its optional value. The full-size protein product 
was obtained only when the incubations were supplemented 
with tRNA extracted from the glands (homologous tRNA) at 
opt imal values. Here, we were able to see a complete 
ladder of labeled polypeptides culminating in the full 
size product (figure 2b). This polypeptide array was 
compared to that obtained in the intact glands and found 
to display the same distribution of sites along the gel's 
lanes. The step ladder of nascent fibroin chains, and 
the absolute requirement for the tRNA supplementation, so 
as to obtain the fully polymerized fibroin, is also 
characteristic of the cell-free translation of [lombyx silk 
mRtlA, as observed by two inderendent groups of investiga­
tors (9, 11). We have further characterized our system 
and found a concentration dependency of translation effi­
ciency on the tRNA supplementation until an optimal value 
is reached and beyond which a negative response is 
obtained. As far as our system is concerned the transla­
tional pauses are produced in the optimal concentrations 
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of mRNA and homologous tRNA supplementation. 
We have conducted a series of experiments using tRNA 

from two different sources: stimulated and unstimulated 
glands. Our results show that the tRNA from unstimulated 
glands is not equipped to support the synthesis. 
Interestingly, it compares to the support given by the 
unsupplemented reticulocyte lysate (figure 2, b and c). 
Thus, it seems that the appl ied stimulus, which results 
in the enhancement of fibroin synthesis, may aho be 
maneuvering a shift in the population of tRNA isoacceptors 
such as that which occurs during the differentiation for 
silk production in Bombyx (13). Here the shift achieves 
an adaptation of the qlands complement of tRNA 
isoacceptors to the corlons of tissue-specific product. 
This protein, and also ours, has an unusual amino acid 
sequence where, in both, alanine and glycine account for 
about 60% of the total amino acids(6, 7). The Bombyx 
adaptation in tRNA composition expresses itself further 
by the timely production of a tissue specific alanine 
tRNA (14). 

Translational modulation by tRNA has been best 
characterized in the Bombyx silk glands (IS, 16, I]), 
however it seems to modulate the synthesis of other 
proteins. The mechanism expresses itself in highly 
differentiated systems involved in the synthesis of one 
or a few tissue-specific products (18). 

The accumulation of nascent fibroin chains of 
discrete sizes has been detected during the production of 
the full size large ampul late protein both in the intact 
gland an under cell-free conditions. This we find 
extremely intriguing because it has possible biological 
impl ications. Discontinuous elongation of peplides has 
been found in other systems beside the fibroin ones 
(19- 23). The mechanism underlying the pauses is yet 
unclear. Morris and coworkers (19, 20), who have reported 
non-uniform peptide siLes during both 0( and 19 globin, 
attribute the variation to the secondary structure of the 
mRNA. Lizardi and collaborators (9), based on their experi­
mental data, favor a model which involves tRNA-mediated 
modulation. 

Our experimental data lead us to side with the 
Lizardi group model (3). All our cell-free incubations 
were conducted using equivalent concentrations of the same 
identical template, yet the relative intensities of the 
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of the bands containing the discrete size nascent fibroin 
chains varied in accordance with the nature and/or 
concentration of the tRNA supplements. Hence, tRNA 
modulates the accumulation of these peptides during the 
cell-free translation of fibroin templates. 

The fact that translational pauses occur during 
fibroin synthesis in intact glands provokes speculation 
on its possible biological impl icalion. As far as the 
synthesis of fibroin is concerned, and in agreement with 
Lizardi et al (9), we see an advantage in adjusting the 
elongation rate during the synthesis of these types of 
molecules. This might result in the maintenance of 
certain levels of polysomes loading and/or adjust the 
time during which the proteins post-transliltional modifi­
eating agent may have access to the nascent chains. 
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TUBULIN AND ACTIN GENE EXPRESSION DURING THE CELL CYCLE 
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Tubulin and actin are cytoskeletal proteins that play 
a central role in the structure and function of dividing 
cells (6,10). The control of tubulin and actin gene ex­
pression may, therefore, be related to specific cell cycle 
events. Tetrahymena pyriformis, a ciliated protozoan, has 
been used extensively for cell cycle studies because a high 
degree of division synchrony may be induced in this system 
(18). Previous investigations of tubulin synthesis regu­
lation, in division synchronized Tetrahymena, suggest that 
the initiation of tubulin synthesis depends upon mRNA syn­
thesis (2,3,4). However, these studies do not resolve the 
question of whether the regulation of tubulin synthesis 
exists at the messenger RNA transcriptional level or at 
post transcriptional stages. The presence of actin in 
Tetrahymena has been a matter of recent controversy (11,13, 
14,17). In the present study,we investigated tubulin and 
actin gene expression during the cell cycle. Cloned cDNA 
probes for tubulin and actin were used to identify tubulin 
and actin mRNA (7,8,9,15). In addition, we examined mRNA 
during the synchronous cell cycle in a cell free transla­
tion system derived from reticulocytes. 

Log growth cultures of Tetrahymena pyriformis are 
division synchronized (18) by the administration of a series 
of seven 30 minute heat shocks, each spaced one cell gener-
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ation apart (157 min). Following the end of the last heat 
shock (designated EH) the cells progress through G2 phase 
of the cell cycle and undergo synchronous division at 
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Figure 1 Analysis of translation products in a reticulo­
cyte cell free translation system directed by poly (A+) 
mRNA sequences, derived from division synchronized Tetrahy­
mena. At specific times after the last heat shock (desig­
nated EH) po1ysomes were isolated from cells. Poly (A+) 
mRNA was separated from the po1ysomes on an oligo (dT) cell­
ulose column and translated in a cell free reticulocyte 
system. The fluorogram of the separated 35S methionine 
labelled proteins are shown. Densitometric trace of the 
f1uorogram indicate the amount of tubu1in and actin synthe­
sized. The numbers below each lane represent the time EH. 
Material in lane B are products directed by rat brain poly 
(A+) mRNA. Molecular weight markers are shown in the far 
right lane. Tubulin (T) and actin (A) are shown. 
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approximately 85 and 200 minutes EH. The number of cells 
doubles after each synchronous division. The interval 
between the first and second synchronous division is de­
signated the free-running cell cycle and is considered to 
be similar to the non-induced log growth cell cycle. 

Polysomes were isolated by sucrose gradient centrifu­
gation from synchronized Tetrahymena at specific cell cycle 
stages. Poly (A+) containing mRNA was separated from the 
polysomes by oligo (dT) cellulose chromatography and trans­
lated in a rabbit reticulocyte lysate system containing 35S 
methionine (16). The cell free products were analyzed by 
SDS polyacrylamide gel electrophoresis using linear and 
gradient gels. The fluorogram of separated 35S methionine 
labelled proteins directed by mRNA is shown in Figure 1. 
Tubulin and putative actin were identified in the transla­
tion products. Both proteins were found to comigrate with 
actin and tubu1in standards which were translated from rat 
brain poly (A+) mRNA. Quantitative analyses of the 35S 
labelled proteins were performed by densitometric scanning 
of the fluorogram. Tubulin was present in all the cell free 
products synthesized with mRNA preparations isolated from 
cells preceding the first synchronous cell division and 
during the free-running cell cycle. Tubu1in synthesis rises 
to a peak value before the first synchronous division (dur­
ing G2) and falls as the cell progresses through division. 
During the free-running cell cycle, message directed tubu1in 
synthesis fluctuates. Actin was identified as the 45 kDa 
band seen during the free running cell cycle. Densitometric 
scans of the gel show that the amount of material in the 45 
kDa band does not vary as the cell progresses through the 
cell cycle. 

In order to identify tubulin and actin mRNA species, 
poly (A+) mRNA from division synchronized cells, at differ­
ent stages of the cell cycle, was fractionated on denatur­
ating agarose-formamide gels. The fractionated poly (A+) 
mRNA was transferred to nitrocellulose filters and hybrid­
ized to nick-translated cDNA probes from plasmids pT 25 and 
pA 72 containing tubu1in and actin DNA sequences, respect­
ively. Tubulin message sequences rise from a low value 
immediately after the last heat shock to a maximum level 
around 85 min when the first synchronous division occurs; 
at this time, tubulin mRNA increases around 13 fold. During 
the free-running cell cycle, a low tubu1in mRNA value is 
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Figure 2 Fractionation of poly (A+) containing mRNA by 
agarose-formamide gel electrophoresis and analysis of the 
hybridization with tubulin and actin cDNA probes during the 
synchronous cell cycle of Tetrahymena. A) Tetrahymena were 
synchronized by the one heat shock per generation method of 
Zeuthen (18). The time EH represents the time after the 
last thermal shock. B) Poly (A+) mRNA (5-10 ug) at specified 
times during the cell cycle was fractionated on 1.1% agarose 
formamide slab gel. Fractionated RNA was transferred to 
nitrocellulose by blotting filters and hybridized with nick 
translated tubulin cDNA probe (pT25) and actin cDNA probe 
(pA72). A fluorogram of the nitrocellulose filter with 
tubulin and actin probes is shown at the top of the figure. 
Quantitative determination of the quantity of hybridized 
mRNA was performed by densitometric scanning of the fluoro­
grams. The 18S marker and specific cell stages, G2 (Gap 2), 
D (division) and S (synthesis) are shown. 
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reached during the S phase; the mRNA level rises at G2 and 
is maintained at the second synchronous division. The 
fluctuations in the fractionated message sequences are 
similar to those found in hybridization studies with non­
fractionated poly (A+) mRNA, which was hybridized on nitro­
cellulose discs to labelled cDNA probes derived from 
plasmids pT25. In Tetrahymena, tubulin synthesis is 
thought to be regulated by changes in the size of the sol­
uble tubulin pool. Induction of tubu1in during G2 occurs 
just following formation of the oral apparatus which re­
quires a large quantity of tubulin. Comparison of in vivo 
tubulin synthesis (2) with the induction of tubulin~~ 
sequences during the free-running cell cycle reveals a 
close temporal relationship. The absence of a lag phase 
provides evidence for transcriptional control of tubulin 
synthesis. Furthermore, if tubulin synthesis were under 
post-transcriptional control one would expect a constant 
synthesis of message. We propose that pool depletion, dur­
ing the cell cycle, initiates transcription of tubulin 
sequences. Fluctuations in the size of the tubulin monomer 
pool are reported to exert a modulating influence on tubulin 
synthesis in several organisms. Moreover. the mRNA dependent 
changes in the level of tubulin appear to be controlled by 
the size of the pool of unpolymerized tubulin (1,3,5). The 
fluctuation of tubulin mRNA suggests that new species of 
isotubulin forms may be required in preparation for cyto­
kinesis. 

The cDNA actin probe pA72 plasmids also hybridize with 
Tetrahymena fractionated poly (A+) mRNA at a band position 
which corresponds to the migration of poly (A+) mRNA species 
coding for actin. Actin mRNA is readily seen during the 
free-running cell cycle (Figure 2) but not clearly identi­
fied during the period preceding the first synchronous 
division. It does not show periodicity and its levels are 
about 20% of the tubulin mRNA. The identification of actin 
mRNA in division synchronized Tetrahymena by hybridization 
with cDNA actin probe supports and extends other studies of 
actin in log growth Tetrahymena. In these studies (11,12, 
13) actin was identified by co-migration of Tetrahymena 
actin with rabbit muscle actin, peptide mapping with S. 
aureus V8 protease and chymotrypsin, DNase I chromotography 
and reactivity with an anti-actin antiserum as determined 
by an enzyme-linked immunosorbent assay providing further 
strong supportive evidence that Tetrahymena possess actin. 
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The absence of mRNA fluctuation does not preclude a role 
for actin in cell division but may be indicative of a 
different regulatory mechanism from that of tubulin. 

The regulation of synthesis of proteins during the cell 
cycle depends upon the availability of specific mRNA. This 
regulation may in turn result from the level of transcrip­
tion, translation or the stability of the given mRNA mole­
cule. Our hybridization results show fluctuations in the 
levels of tubulin mRNA sequences during the cell cycle. 
These changes appear to result from changes in the trans­
cription of tubulin genes rather than from a change in the 
efficiency of translation or change in the stability of 
tubulin mRNA. The similarity of in vivo tubulin synthesis 
previously reported (2) and tubulin mRNA levels determined 
in the current study is strong support for transcriptional 
control. Another possibility for regulation of tubu1in 
synthesis, namely, through a change in the half life of 
mRNA cannot be excluded. However, previous work (1,5) has 
shown short lived tubulin mRNA of about two hours, whereas 
the time period of our fluctuations was shorter (about 30 
min). Thus we suggest that tubulin synthesis is under 
direct transcriptional control and its rate of synthesis 
may be correlated with its functional role during the cell 
cycle. 
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REGULATION OF NUCLEAR AND ~TOCHONDRIAL RNA PRODUCTION 

AFTER SERUM STIMULATION OF QUIESCENT MOUSE CELLS 

Dylan R. Edwards and David T. Denhardt 
Cancer Research Laboratory 

University of Western Ontario 
London, Ontario 
Canada N6A 5B7 

ABST~CT 

Using cnNA clones of murine RNA, we have found that 
the proportion of mitochondrial polyA+mRNA relative to nuc­
lear polyA+mRNA in preparations of cytoplasmic polvA+mRNA 
decreases when cultured secondary mouse embryo fibroblasts 
proceed out of GO and through G: as the result of serum 
stimulation of quiescent cells. However, we were unable to 
detect a change in the relative rates of transcription of 
the mitochondrial and nuc lear genomes. Our working hypo­
thesis is that there is a preferential enhancement of pro­
cessing and/or transport of RNA synthesized in the nuc­
leus. Certain other clones in our library, which was en­
riched for low ahundance spec ies, correspond to nuc lear­
coded mRNA species whose relative abunclance changes after 
serum stimulation. 

INTRODUCTION 

St imulat ion of quiescent, serum-starved murine fibro­
hlasts to re-enter the cell cycle by addition of medium 
containing an increased level of serum and I1;rowth factors 
causes an increase in (i) the rate of synthesis of rRNA 
(3) and in (U) the accumulation of polyA+mRNA in the 
cytoplasm un. The result is an approximate doubling of 
the cytoplasmic mRNA/rRNA rat io by the end of the first 
cell cycle. We began the work described here several years 
ago on the premise that in the newlv synthesized mRNA popu-
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lation there would be species that encoded proteins whose 
expression was necessary for the progression of the cell 
through the cell cycle. Considerable experimental evidence 
was consistent with this view (e.g. 14). Furthermore there 
have been several reports rece~tly of examples of genomic 
and cDNA clones corresponding to mRNAs whose concentration 
in the polyA+mRNA population increases after quiescent 
cells are stimulated to leave Co 0, 4, 10). 

RESULTS 

A cDlIlA library was constructed from the cytoplasmic 
polyA+mR~A extracted from a subconfluent population of 
secondary Swiss mouse embryo fibrohlasts by inserting de­
tailed duplex cOlllA molecules into the dC-tailed Pst site of 
pRR322. With one exception, this library was made using 
procedures generally used in constructions of this sort 
(11); the details will be reported elsewhere. The one 
exception was that the population of 'first-strand' c1)NA 
molecules was depleted of abundant species by annealing to 
mRNA extracted from a similar population of cells. Among 
the clones (about 20%) that could be detected by hybridi­
zation to radioactive cDNA preparations, some were found 

Time post 
10% serum 
stimulation 

o hr 
6 hr 
12 hr 

Figure 1: Colony hybridization with [32plcDNA probes from 
quiescent and ~erum-stimulated cells. PolyA+mRlIlA from 
quiescent cells (0 hour) and from cells 6 and 12 hours 
after stimulation with medium containing 10% fetal bovine 
serum was used to prepare [32plcnNA probes. Equivalent 
amounts of DNA at the same specific activity (l08 cpm/\.Ig) 
were hybridized to nitrocellulose filter replicas of the 
cDNA librarY (1). The letter m in the clone designat ions 
indicates that the clone hybridized to the mouse mito­
chondrial DNA genome in plasmid pAM!. 
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that appeared to correspond to RNA species that increased 
or decreased in abundance when quiescent cells were stimu­
lated to enter Gl' Fig. 1 shows a represent at ive set of 
colony hybridizations of selected clones. 

Examples of clones whose abundance did not appear to 
change (51)12, 100M) or whose abundance appeared to 
increase (5R10, 991110,)" a·re illustrated in Fig. 1; the lat­
ter may encode functions that are important for progression 
through the cell cycle and will be described in more detail 
in subsequent pub 1 icat ions. l1owever, it was also apparent 
from colony hybrid ization screening of our cD~A 1 ihrarY 
that it contained clones that frequent ly gave decreased 
signals with radioactive cD~A probes from stimulated cells 
compared to probes from quiescent cells . The maioritv of 
these clones were identified as being of mitochondrial ori­
gin by their cross-hybridization to the insert from pA~I, 

which contains the entire 16,295 bp mouse mitochondrial 
genome (12). Northern blot analyses of polyA+ preparations, 
shown in Fig. 2, confirmed this result; in this particular 
experiment the apparent cytoplasmic levels of two repre-
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~igure 2: Northern blot 
analysis of polyA+mRNA from 
Quiescent and serum-stimu­
lated cells. G1yoxa1-
denatured polyA+mRNA (2 
ug/lane) from Quiescent 
cells and from cells 6 
hours and 18 hours after 
stimulation with serum was 
electrophoresed through 
l.l% agarose gels, then 
transferred to nitro­
cellulose hy the method of 
Thomas (15) . The hlots were 
hvhridized with 2xl06 cpm 
of nick-translated plasmid 
n~A from the indicated 
clones: a, '>H4m; b, 5BIO to 
the same hlot (a) without 
elution of the hound 5H4m 
probe; c, 50ARm; d, 69H6 to 
the same blot (c) without 
elution of the bound 50ARm 
probe. 
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sentative mitochondrial polyA+mRNAs had fallen at 18 hours 
post-stimulation to approximately one-half their concentra­
tion in the Quiescent cells. In contrast, the mRNA 
corresponding to SHIO had increased three to four-fold at 
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Fi~ure 3: Relative rates of 
synthesis of mitochondrial 
RNA and po 1 yA+mRNA in 
quiescent and serum-stimu-
lated cells. Ouiescent 
(serum-deprived) secondary 
cultures of mouse embryo 
fibroblasts ~rown in 6 cm2 
dishes were stimulated with 
medium containing 10% serum. 
The cultures were radio­
labelled with 1.'; ml medium 
containing 100 \lei/ml [3 11 1-
uridine for 1 hour, ter­
minating at the times indi­
cated, and RNA was extracteli 
from the post-nuclear Cyto­
plasmic fraction. 
Ilpper pane 1: Measurement of 
the t>roport ion of mi tochon­
drial sequences: [3 H1RNA was 
hvhridizer! to fi lter-bounn 
pAMI DNA (5 Ug/20 mm filter), 
then washed and counted as 
nescribed (6). Radioactivitv 
binding to the filters is 
ext>res sed as a t>ercen t age 0 f . 3 
the tot aIr H1 RNA in each 

hybridization. F.ach point is derived from at least 3 
hybridizations using ~ifferent amounts of r3111RNA to ensure 
that the fi 1 ters were not saturated. Control experiments 
indicated that the hvhridization had ~one to completion. 
Lower panel: F.stimation of poly. A+RNA content: Portions of 

--~----~~~~~--~~3 ~~~~ 
the RNA preparations (50,000 cpm of H) were bound to dup-
licate 25 mg portions of oligo(dT)-cellulose (Collaborative 
Research Inc., Tvpe 3) as described by Johnson et al. (8). 
After ext ens ive washing, bound RNA was, eluted, acid-preci­
pitated and collected on glass fibre filters. Results are 
expressed as the percentage of the input RNA which hound to 
oli~o(~T)-cellulose; bars indicate the range of the dupli­
cate values. 
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18 hours after serum stimulation. 
of mitochondrial origin, showed 
stimulated cells. 
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Clone 69H6, which is not 
reduced levels in the 

Using a clone found to correspond to mitochondrial 165 
rRNA (174C4m), we have shown that this RNA, whicl1 is also 
found in the cytoplasmic polyA+mRNA preparations, also fol­
lowed the same pattern. The reduction in the relative con­
centration of mitochondrial RNAs was not a result of an 
actual decrease in the number of RNA molecules per cell; 
for example, the R"l'A corresponding to 5H4m was found to 
accumulate continuously in stimulaterl cells (data not 
shown) . 

We have investigaterl whether the apparent reduction in 
abundance of transcripts of mitochondrial origin in the ~NA 
preparat ion could be due to changes in the rates of svn­
thesis of mitochondrial RNA relative to cellular rR"l'A and 
polvA+mR~A. fig. 3A shows that following serum stimulation 
of quiescent cells the proportion of pulse-labelerl ~~A 
which was mitochondrial remained constant relative to total 
cytoplasmic RNA. It should be emphasized that since the 
mitochondrial ribosomal RNAs are the most abundant mito­
chondrial R~A species in cells (2, 5), we have effect~velv 
compared the level of these species to the cytoplasmic rRNA 
in these lahelled preparations. The amollnt of labeled 
polyA+mRNA (nuclear and mitochondrial) in these samples was 
determinerl bv their binding to oligo(dT)-cellulose. Fig.3R 
shows that the the proportion of the pulse-labeled [3 HJR"l'A 
that is able to bind to oligo(dT)-cellulose increases in 
the first few hours after serum stimulation. These data 
are consistent with the observations on the rates of 
accumulation of RNA species in serum-stimulated 3T6 fibro­
blasts (9). 

DISCUR5ION 

Our data suggest that newly synthesized mitochondrial 
RNA represents the same constant percentage of total newly 
synthesized cellular RNA in hoth quiescent and serum­
st imulated mouse fibroblasts. To our knowledge, this fact 
has not been reported in the literature. If this is so, 
then why does the proportion of polyA+mRNA that represents 
mitochondrial sequences drop after serum st imulat ion? We 
suggest that the apoarent reduction in the relative amount 
of mitochonrlrial RNA that hinds to 01 igo(d'T')-ce llulose is 
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the result of an increased rate of accumulation of nucleus­
derived polyA+mR~A in the cytoplasm in the first few hours 
following serum stimulation. Increased cytoplasmic polvA+­
mR~A content is not due to an increase in the rate of hnR~A 
transcription (13) but rather represents enhanced pro­
cessing and transport of polyA+mRNA from the nucleus to the 
cytoplasm (9). 

Several factors will have to be better defined before 
we can fully interpret these observations. For example, 
the average length of the polvA tail in ReLa cell mitochon­
drial mRNA was estimated to be 55 nucleotides (7), somewhat 
shorter that the 150-200 nucleotide stretch associated with 
cytoplasmic polvA+mRNA of nuclear origin; we don't have any 
informat ion on whether there is a change in the average 
polvA tail length of mitochondrial polvadenylated tran­
scripts after serum stimulation. This could affect recoverv 
from the oligo(dT)-cellulose column. The average half-life 
of cytoplasmic polyA+ mRNA is approximately 9 hours in both 
quiescent and exponentially growing 3T6 cells (1). Mito­
chondrial mR~As have been found to be relatively unstable 
in HeLa cells, with half-lives varying from 25-90 minutes 
(5). Our data could be explained by changes in the stabi­
litv of mitochondrial mRNAs when quiescent cells are stimu­
lated to divide. Finally since these experiments were per­
formed on RNA from post-mitochondrial supernatants, the 
results could be explained by an increased resistance of 
mitochondria to lysis by NP-40 during preparation of cyto­
plasmic extracts from the stimulated cells. This is 
presently under investigation, and preliminary results tend 
to discount it as a possibility. 
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A DECREASE IN THE STEADY STATE LEVEL OF DNA STRAND BREAKS 

AS A FACTOR IN THE REGULATION OF LYMPHOCYTE PROLIFERATION 
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Edmonton, Alberta, Canada T6G 2H7 

ABSTRACT 

Recent reports have shown that resting human and mouse 
lymphocytes contain DNA strand breaks which must be 
repaired after mitogen stimulation via a system that is 
stimulated by ADP ribosylation, before blast transformation 
and DNA synthesis can occur. We now report that the pro­
duction of DNA strand breaks in resting cells and their 
subsequent rejoining after stimulation are not single, 
unique, punctual events; there is rather a continuous pro­
duction and repair of strand breaks in both resting and 
stimulated cells. The equilibrium between strand breakage 
and repair shifts in the direction of repair following 
mitogenic activation of splenic lymphocytes. The decrease 
in strand breaks after stimulation probably results from a 
transient increase in repair rather than from a decrease in 
production of breaks. This is consistent with the increase 
in rate of ADP ribosylation activity in perrneabilized cells 
soon after mitogen treatment. The low level of NAD+ in 
resting lymphocytes is a rate-limiting factor in ADP 
ribosylation, in reJo~n~ng of DNA strand breaks and in 
initiation of the train of events leading to DNA synthesis. 

INTRODUCTION 

Previous work in this laboratory showed that a 5h 
pulse with 100 UM 5-fluorouracil irreversibly prevented 
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mitogen-stimulated mouse lymphocytes from entry into DNA 
synthesis (1). This treatment produced a great number of 
DNA strand breaks in resting or stimulated cells; these 
breaks were not repaired, even though lymphocytes have a 
very active system for repair of radiation damage (2) and 
could account for the inhibition of DNA synthesis by the 
pyrimidine analog. 

We have recently observed that resting mouse lympho­
cytes contain inherent DNA strand breaks most of which were 
repaired via an ADP ribosylation-dependent mechanism); this 
repair was required for cell proliferation. DNA strand 
breaks have also been found in other non-proliferating cell 
types such as chick myoblasts (3) and human lymphocytes 
(4). It has been proposed that these inherent strand 
breaks may inhibit cell proliferation and may serve as a 
regulatory factor in cell differentiation (4,5). 

We now report that an accumulation of DNA strand 
breaks occurs when cells are incubated with the benzamide 
inhibitors of ADP ribose polymerase. These agents prevent 
subsequent entry of treated mouse splenocytes into S phase 
even when added to cell cultures many hours after the 
number of DNA strand breaks reached its minimum (2h cul­
ture). This indicates that there is a continuous produc­
tion of strand breaks in both resting and stimulated cells 
which are normally rejoined via ADP ribosylation. OUr data 
support the hypothesis that a decrease in the steady state 
number of DNA strand breaks occurs after mitogen treatment 
and is required for lymphocyte activation. The low cell­
ular level of NAD+ is a rate-limiting factor in rejoining 
DNA strand breaks in resting lymphocytes. 

METHODS 

Cell Preparation and Culture 

Balb/c male mice 8-12 weeks old were killed by cer­
vical dislocation, and their spleens disrupted through a 
wire screen. Red blood cells were removed by lysis with 
0.83% ammonium chloride. Cells were cultured in RPMI 1640 
medium with 10% fetal calf serum, and 2 mM glutamine, at a 
density of 2 x 106 cells/ml. 
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Detection of DNA Strand Breaks 

DNA strand breaks were detected using the fluorometric 
analysis of DNA unwinding technique developed by Birnboim 
and Jevcak (6). From the percentage of double stranded DNA 
remaining after alkaline treatment, one can estimate the 
nunber of DNA strand breaks from a calibration curve 
obtained from cells treated with various doses of gamma 
radiation (7). 

Assays for ADP Ribosylation and NAD 

ADP ribosylation was measured as incOI:poration of [3 HJ 
NAD into the acid insoluble fraction of permeabilized cells 
according to the method of N.A. Berger and Johnson (8). 

NAD+ levels were measured according to the method of 
Nisselbaum and Green (9). 

RESULTS 

Table 1 shows that within 2h of onset of concanavalin 
A (Con A) stimulation of mouse lymphocytes, approx. 3200 
DNA strand breaks per diploid genome had been repaired and 
a minimum level of breaks was reached. Methoxybenzamide 
(MBA), an inhibitor of ADP ribose polymerase, prevented the 
Con A-induced repair of these breaks, as well as most of 
the events of cell stimulation. MBA had a small effect on 
the increase in activity of the Na+ K+ ATPase, which is an 
early essential event required for lymphocyte activation; 
however protein, RNA and DNA synthesis, as well as blast 
transformation (all measured at 48h after Con A stimulation) 
were severely inhibited if HBA was added soon after initi­
ation of culture with Con A. 

We and others (3,5) have interpreted the experiments 
like those of Table 1 to indicate that resting lymphocytes 
contain DNA strand breaks, and that once repair of these 
breaks via an ADP ribosylation-dependent mechanism has 
occurred the cells can undergo blast transformation and DNA 
synthesis. However, this hypothesis does not fit more 
recent data. Table 2 shows that even when the inhibitor of 
repair was added at 26h, which is 24h after strand breaks 
were at a minimum in mouse, DNA synthesis was inhibited 
almost as much as when MBA was added at time o. This 
suggested to us that DNA strand breaks were continually 
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produced during stimulation with mitogen and then rejoined 
by a repair system regulated by the ADP ribose polymerase. 
This would explain the strong inhibition produced by meth­
oxybenzamide well after breaks were at a minimum. 

This hypothesis was tested in an experiment in which 
MBA was added to cultures of Con A-treated cells at pro­
gressively later times and DNA strand breaks assayed after 
a standard incubation time (23h) (Table 3). An increasing 
number of breaks was observed with increased time of incu­
bation with MBA in both resting and stimulated cells. 

These data (in Tables 1, 2 and 3) indicate that there 
is a continuous production and repair of DNA strand breaks 
in resting lymphocytes and that within 2h after mitogen 
treatment there is a transient increase in ADP ribose 
polymerase-mediated repair, which results in a decreased 
steady state level of breaks in stimulated lymphocytes. An 
alternate hypothesis is that MBA itself caused the DNA 
strand breaks and that these accumulated with progressively 
longer periods of treatment. This hypothesis is difficult 
to retain since no additional breaks were induced by MBA in 
cultures in which ADP ribosylation had already been 80-90% 
inhibited by 3-amino-benzamide, or by heat shock (20 min at 
45°C) . 

It was of interest to determine the factors that limit 
rejoining of strand breaks in resting lymphocytes. One 
possibility we examined was that NAD+, the substrate for ADP 
ribose polymerase, was limiting for ADP ribosylation and 
thus for repair in resting lymphocytes. 

This hypothesis was tested in a series of experiments 
in which the intracellular concentration of NAD was in­
creased 2-fold by incubating cells for 2h in medium contain­
ing its precursor, nicotinamide (300-400 11M) (Table 4). 
Under these conditions many of the DNA strand breaks in 
resting lymphocytes were rejoined in the absence of Con A. 
This did not occur if MBA was added along with nicotinamide. 
However, even though as many of the DNA strand breaks were 
rejoined as in the case of the Con A-treated cultures, cells 
did not manifest any other of the changes characteristic of 
mitogenic activation, e.g. blast transformation or DNA syn­
thesis. This indicates that repair of DNA strand breaks in 
resting cells is necessary but not sufficient for lymphocyte 
proli feration. 
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Table 3. Effect of MBA when added at various times after Con A stimulation, on 
number of DNA strand breaks. Data shown represent the change in number 
of strand breaJts per diploid genome, compared to untreated control at 
23h. 

Tillie of addition 
of MBA (5 ""') 

Restinq 

Con A (2 ~9/ml) 

Oh 6h 

3700 500 1800 500 

3600 300 2000 250 

12h 18h 22h 

1000 450 260 200 200 300 

900 200 300 200 60 200 

Cell cultures with or without Con A were initiated at 6 = O. MBA (5 znMl was 
added at various times from 0 to 23h. All cultures were assayed for DNA strand 
breaks at 23h. 

Table 4. Induction of repair of DNA strand breaks in restinq lYlllphocytes 
by nicotinamide. 

Treatment 

ResUnq 

Restinq + 350 ~M nicotin&lllide 

Restinq + 350 ~M nicotinamide + 5 "'" MBA 

Strand breaks repaired per 
diplo id qenome 

2500%500 

OH80 

All cultures were incubated at 37' for 2h then assayed for strand 
break •• 
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The hypothesis that NAD+ may be limiting for repair in 
resting cells was supported by the finding that after incu­
bation with Con A, the intracellular levels of NAD 
increased two-fold. Figure 1 shows that the two-fold in­
crease in NAD coincided in time with an increase in ADP 
ribosylation measured in permeabilized cells. Both of 
these events coincided with the increase in repair induced 
by Con A. 

DISCUSSION 

Several recent reports have shown that resting lympho­
cytes contain DNA strand breaks (2,4). The fact that these 
breaks were rejoined following mitogenic stimUlation was 
interpreted to mean that breaks produced during different­
iation were definitively repaired allowing cells to cycle. 
However, it is unlikely that the simple presence of breaks 
in resting lymphocytes prevents their entry into the prolif­
erative cycle because other agents such as 5-fluorouracil 
(100 ~M) (1) or y radiation (2,000 rads) (10) produced 
unrepaired DNA strand breaks: yet, in the presence of mito­
gen, treated cells were still able to undergo increased 
protein and RNA synthesis and blast transformation, 
although they then became blocked at the Gl/S boundary. 

Our present data show that MBA can strongly inhibit 
lymphocyte proliferation even when added well after strand 
breaks are at a minimum; the fact that strand breaks 
accumulate with time of incubation with MBA in both resting 
and stimulated cells indicates that there is a dynamic 
equilibrium of breaking and rejoining of DNA. Therefore 
after mitogen treatment there is not simply a repair of DNA 
strand breaks but a change in equilibrium that results in a 
decreased steady state level of breaks. This decrease in 
number of breaks appears to result not from a decrease in 
production of breaks but from a transient increase in 
repair because it correlates in time with an increase in 
ADP ribosylase activity after mitogen treatment. Our data 
indicate that cellular levels of NAD are rate limiting for 
ADP ribosylation in resting lymphocytes and thus for repair 
of DNA strand breaks. 

NOTE: Our conclusions concerning a continuous cycle of 
breaking and repair in lymphocytes are based on experiments 
in which ADP ribose polymerase was inhibited with methoxy­
benzamide. A recent report by Hilam and Cleaver (ll) 
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20 40 60 eo 
Time After Addition of Con A (min) 

Fig. 1 Con A was added to cultures at staggered times so 
that all assays were done simultaneously. 
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indicates that this compound has non-specific effects on 
cell viability, glucose metabolism and DNA synthesis. 
However, under the conditions used in our work, MBA pro­
duced only 4 to 10% cell death after 24h culture as meas­
ured by trypan blue exclusion, and, as shown in the text, 
did not itself cause DNA strand breakage. The fact that 
the drug had no effect on 3H-thymidine incorporation when 
it was added immediately prior to assay shows that it had 
no effect on DNA synthesis. This, the fact that MBA caused 
a parallel inhibition of ADP ribosylpolymcrase activity, of 
DNA repair and of blastogenesis and other data all indicate 
that MBA prevented entry of cells into S phase by blocking 
repair of endogenous DNA strand breaks. 
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INTRODUCTION 

Characteristic variations in nuclear morphology have 
been observed after growth stimulation (4) and during cell 
cycling (7). The nature, however, of these changes at the 
molecular level is largely unclear. The use of supranormal 
temperatures has been found to induce striking changes on 
the nuclear level (12). In this respect it is of interest 
to study the modifications of chromatin by hyperthermia at 
successive stages of the cell cycle. One approach has been 
to analyze the geometry and densitometry of nuclear images 
produced by differential staining of chromatin-DNA in situ 
by Feulgen reaction (3). 

Here we report alterations of chromatin of Reuber H35 
rat hepatoma cells both after serum stimulated growth and 
after hyperthermic treatment, and the differential effect 
of hyperthermia on chromatin of early Gl and GI/S cells. We 
already established in the Reuber H35 cell line that elev­
ation of temperature increased the synthesis of a 70 kD 
protein (9). This paper extends these observations and des­
cribes the differential basal synthesis of this 70 kD pro­
tein after serum stimulation of growth. The results presen­
ted led to the hypothesis that the serum induced chromatin 
changes and the altered heat sensitivity of chromatin can 
be correlated with basal synthesis of 70 kD protein. 
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METHODS 

Reuber H35 rat hepatoma cells were grown and synchron­
ized (10). Heating of these cells and analysis of protein 
synthesis, including preparation of 2-D-gels was as pre­
viously described (9). For quantitative spot analysis on 
gels after 2-D-PAGE the spots were registered using a Quan­
timet 720 automated image analyzer. The Feulgen staining 
procedure was modified (8). Feulgen-DNA measurements were 
done with a Zeis scanning cytophotometer 01. 

RESULTS 

Proliferation of quiescent Reuber H35 cells. Serum 
stimulated 80 percent of serum depleted quiescent cells, 
stopped in GI. They performed one DNA cycle and division 
synchronously. Cell cycle progression was determined auto­
radiographically (3H- t hymidine) and by quantitative Feulgen 
stain determination. Figure I is a composite figure showing 
the incorporation of 3H- t hymidine, the number of mitotic 
figures and the frequency distribution of Feulgen staining 
of H35 nuclei at various times after serum readdition. Con­
tinuous incorporation of thymidine was followed by autora-

O~~~~~~~~~~ 
o 4 8 12 16 20 24 28 

Time (h) 

6h 10h j----;-V;- -r- 14hl 

I 

1 2 1 2 

FIGURE 1. Stimulation of proliferation of resting H35 cells. 
A. Percentage of labeled nuclei at various times following 
serum addition and determined by 30 min pulse (e) or con­
tinuous (~) incorporation of 3H-thymidine. Mitotic cells 
( 0 ) • 

B. Percentage of cells with relative Feulgen staining at 
various times following serum addition. 
For each determination 60-100 nuclei were used. 
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diography and demonstrated a minimal lagperiod of 12 h be­
fore cells initiate DNA synthesis. During this lagperiod 
cells have a Gl amount of DNA as was concluded from the 
frequency distribution peak of Feulgen nuclear staining. 
Incorporation of thymidine was found between 12 and 22 h. 
The increased number of nuclei with twice the amount of 
Feulgen staining confirmed the progression of cells through 
their Sand G2 phase. The culture showed GI characteristics 
again at 28 h after serum readdition. 

Feul en stained nuclei: effect of hyperthermia. The 
effect of incubation at 420 C (30 min on frequency distri­
bution of Feulgen stained nuclei was studied at various 
times after stimulation. Figure 2 shows the frequency dis­
tribution of Feulgen stained nuclei before and after heat 
treatment. Cultures in early and mid GI showed a broad fre­
quency distribution after heat shock as compared to incuba­
tion at 37 oC. Because 30 min incubation of GI cells at 420 C 
did not induce DNA synthesis, it is concluded that stain­
ability for Feulgen has been increased after heat shock. In 
GI cultures at 28 and 34 h after serum stimulation a simi­
lar phenomenon was observed. In cultures at 12 till 20 h 
following serum addition this broadening of the frequency 
distribution after heat shock was diminished. 

6h 10h 16h 20h 28h 
40~----n-=-6-0+-----n-=-9-1~-------r----n-=-13~6i-----n-=~6~2t-~--n-"~5~4 

2 
Relative feulgen staining 

FIGURE 2. Percentage of cells with relative IOD after Feul­
gen staining at various times following serum addition. 
Upper part: control cells at 37oC. Lower part: Cells incu­
bated 30 min at 420 C prior fixation. 
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Geometric-densitometric image analysis. Geometric and 
densitometric image analysis before and after heat treat­
ment was done by measuring integrated optical density, pe­
rimeter, area, and computing variance and average optical 
density (obtained by dividing the laD by the area). Some 
differences were found between the 6 and 12 h serum stimu­
lated cultures. Table 1 shows the slight decrease of image 
projection area in 12 h serum stimulated nuclei as compared 
to 6 h (p = 0.05). In contrast AOD increased (p = 0.001). 
The increased variance (p = 0.001) of 12 h nuclei means an 
increasing occurrence of small nuclear areas with diffe­
rential staining properties. This suggests a structural al­
teration of nuclei between 6 and 12 h after serum readdi­
tion. 

When 6 and 12 h serum stimulated cultures have been 
heat treated, considerable changes in nuclear geometry and 
densitometry took place. Table 1 shows that 6 h nuclei show 
50 percent reduction of area. The increased AOD is more 
than twice the AOD of untreated cells and this is due to 
the increased IOD after heat treatment as well as the area 
decrease. The variance in 6 h nuclei has been increased 
dramatically and illustrates the structural alteration of 
the chromatin. Heat treatment of 12 h serum stimulated nu­
clei resulted in 33 percent decrease of area. The IOD of 
heat treated nuclei is 16 percent less than control nuclei, 
and explains the relatively low increase of AOD after heat 
treatment (26 percent) as compared to 6 h nuclei. Further­
more, from the fact that the variance was not influenced 
significantly it finally can be concluded that in contrast 
to 6 h serum stimulated nuclei the untreated 12 h serum 
stimulated cells show chromatin characteristics comparable 
with heat treated chromatin. 

Time Teop. Nuclear Area AOD Variance 

h °c ~m2 % IOD/~m2 % 

6 37 39.1+11.2 100 0.077+0.02 100 0.066+0.03 
6 42 20.2+ 6.9 52 0.173+0.06 225 0.189+0.15 

12 37 34.9+ 8.5 100 0.110+0.02 100 0.113+0.08 
12 42 23.4.:t 9.2 67 0.139+0.06 126 o .09 1 +0. 111: 

TABLE 1. Geometric image analysis of nuclei and chromatin 
in situ. The average optical density (AOD) = integreated 
OD/Nuclear projection area, and the variance of OD per unit 
area are given. *No significant difference between 37 0 and 
420 C values. 
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The 70 kD protein synthesis. The data presented demon­
strate that late GI-early S nuclei display an altered orga­
nization as compared to early or mid GI cells and that hy­
perthermia hardly influences this structuring (although nu­
clear shape has been changed). This can be understood as 
expression of thermoresistant state. Recent data have indi­
cated that heat tolerance is associated with heat shock 
proteins, among them hsp 70 is very prominent (9). More­
over, hsp 70 has been suggested to be able to act at the 
nuclear level (I). Therefore we considered it of interest 
to determine the synthesis of hsp 70 in quiescent Reuber 
H35 cells upon stimulation to proliferate. 

The synthesis of hsp 70 was examined by two-dimensio­
nal fractionation of total cellular proteins labelled for 
60 min with 35S-methionine. The analysis of the electropho­
resis gel image entails two steps: (I) the location of the 
hsp 70 protein, and (2) the measurement of the amount of 
protein present. Figure 3 demonstrates that hsp 70 fortuna­
tely is found in well defined location whose beginning and 
end is easy to define and not overlapped by any dark spot. 
In order to study basal, non-induced hsp 70 synthesis it is 
necessary to view longer exposures. Its presence was not 
detected in the autoradiograms of 30S-labelled total cellu­
lar proteins of quiescent (Figure 3C) and 4 h serum stimu­
lated H35 cells (not shown). In contrast at 12-13 h after 
serum stimulation 70 kD protein appears at the exact loca­
lization as heat induced 70 kD protein (Figure 3D). This 
protein was demonstrated in 19 h serum stimulated cultures 
(not shown) and was decreased slightly in relative intensi­
ty in 24 h cultures (Figure 3E). 

Measurement of the amount of synthesized protein was 
done by measuring the optical density of the autoradiograph 
of a specific protein spot. It is then possible to compute 
its relative concentration as defined by its radioactivity. 
For this reason a radiation density standard was included 
which could be used for proteins ia a range of 10 3-10 5 cpm 
depending on exposure time. Relative rates of synthesis 
were calculated by normalization which occurred by dividing 
the integrated intensity of the spot by the total of 200 
spots. The relative rate of synthesis of this protein, 
measured at various times after serum readdition, is res­
ponsible for at least one pro mille of total protein syn­
thesized at 12 and 19 h (Figure 3F). 
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FIGURE 3. Synthesis of 70 kD heat shock protein. 
A/B. Parallel cultures of randomly dividing H35 cells were 
incubated at 37°C with 35S-methionine for 1 h (A)! or at 
420 C for 20 min, and subsequently reincubated in j5S­
methionine for 1 h at 370 C (B). 
C/D/E. Synchronized H35 cells were incubated with 35S_ 
methionine for 1 h prior serum addition (C), or at 12 h (D) 
and 24 h (E) after serum addition. Each gel was prepared 
for fluorography and exposed to film for autoradiography. 
The arrows point to the localization of the hsp 70 spot. 
F. Relative rate of synthesis of 70 kD protein (arrow-indi­
cated in C, D and E). Rate of synthesis was determined by 
calculation of integrate density of autoradiographs after 
varying exposure times, and the use of a standardization 
curve. Rates are normalized as described in the text. 
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DISCUSSION 

In this paper we have examined the nuclear morphology 
and intranuclear DNA organization of Reuber H35 hepatoma 
cells after growth stimulation by addition of serum in GI 
cells and cells near the GI/S transition either with or 
without prior incubation at increased temperature. We ob­
served a spatial redistribution during the progression of 
cells from early GI to the GI/S transition. Recent data 
demonstrated that the changed Feulgen stained nuclei are 
characterized by the fact that the majority of the DNA is 
located in a narrow shell surrounding the nuclear and nu­
cleolar borders (2). This redistribution resembles the 
chromatin restructuring of GI cells following incubation 
at increased temperature. However, when cells in GI/S 
transition were heat treated no spatial redistribution was 
observed. The GI/S transition type of chromatin structure 
can be understood as a thermotolerant state. Thus, it shows 
some characteristics of a heat affected structure but had 
become relatively resistant towards a heat treatment. 

The state of thermotolerance in general has been cha­
racterized now for protein synthesis inhibition, and heat 
induced cell death (9). A comparison of the proteins syn­
thesized after heat shock with those synthesized by non­
heated cells showed that the levels of synthesis of certain 
proteins were greatly enhanced following the heat treatment 
(6, 9). From these proteins the heat induced 70 kD protein 
has been described as a nuclear protein in Drosophila (I) 
and might be important for the thermotolerance of chromatin 
structure. But more intriguing were the recent findings 
that proteins of the same molecular weights are detected in 
normal cells (5, II). Their data fit the model suggested by 
the results described in this paper showing that hsp 70 kD 
synthesis in normal cells was high during GI/S transition. 
It points to a molecular function of the 70 kD protein in 
the normal chromatin change after growth stimulation and 
its altered sensitivity for heat induced reorganization. 
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INVOLVEMENT OF PROTEIN KINASES IN MITOTIC-SPECIFIC EVENTS 

Margaret S. Halleck, Katherine Lumley-Sapanski, 
Jon A. Reed and Robert A. Schlegel 

~olecular and Cell Biology Program, The 
Pennsylvania State University, University Park, 
PA 16802 

INTRODUCTION 

Protein phosphorylation/dephosphorylation has been 
imrlicaten in the mechanism of cytological events 
distinctive of mitosis, namely nuclear membrane brE'akdown 
and chromosome condensation. Three specific proteins of 
the nuclear lamina, called lamins, become highly phos­
phorylated attendent to nuclear dissolution, and then 
are dephosphorylated as the nuclear membrane reforms (1). 
Concomitantly, histones become highly phosphorylated as 
chromosomes condense (2). 

Davis et al. (3) have recently presented evidence 
that mitotic-specific proteins recognized by monoclonal 
antibodies are phosphoproteins, and we have identified 
several protein kinase species which appear to be specific 
to mitotic cells (4). In this communication, we ask 
whether the behavior of these protein kinases in _i..!! v}trQ 
assays is that expected of the factors responsible for 
inducing mitotic-specific events based on the known 
characteristics of these so-called mitotic factors. In 
particular, we ask: a) Do the implicated protein kinases 
display the independence from regulation by ~~P expected? 
b) Does mixing of cellular extracts known to attenuate the 
biological activity of mitotic factors also attenuate 
protein kinase activity? c) Considering the autocatalytic 
nature of mitotic factors, can autophosphorylation of 
protein kinases be used to identify the molecular species 
responsible for inducing mitotic-specific events? 
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MATERIALS AND METHODS 

Cytoplasmic extracts were prepared from populations of 
mitotic or G1-phase HeLa cells as previously described (4). 
Protein kinases were detected using an in situ gel assay 
system (4) modified from previously published procedures (5-7). 

SDS polyacrylamide gels (3% stacking, 10% running) 
were prepared as in (4), with the inclusion of 0.1% SDS. In 
some experiments an entire vertical lane was cut from a 
non-denaturing gel, rehydraten in sample buffer containing 
SDS and positioned horizontally across the top of an 
SDS slah gel. In other experiments, horizontal hands were 
cut from a rehydrated vertical lane of a non-denaturing gel 
and each band positioned in a well of an SDS slah gel. 
Electrophorp.siR was carried out at 50 V through the stack­
ing gel, 200 V through the running gel. Gels were fixed, 
stained, dried, then autoradiography performed to locate 32p. 

RESULTS 

The system we employ to detect protein kinases 
combines, sequentially, nondenaturing polyacrylamide gel 
electrophoresis with an in _~it~ phosphorylation assay using 
histone as a recipient for Y~P-ATP. As seen in Figure I, 
when autoradiography is performed on such a gel, bands of 
protein kinase activity are found in the A, Band C regions 
when extracts from mitotic cells are examined, in marked 
contrast to extracts from interphase cells where protein 
kinase activity is confined mainly to the C region, as 
previously reported (4). 

cAMP Dependency 

A cAMP-independent protein kinase activity associated 
with nuclear memhrane preparations has been shown to selec­
tively phosphorylate a lamin-sized nuclear envelope poly­
peptide (8). Sim:l.larly, a protein kinase which phosphory­
lates histone HI and whose activity is maximal at or near 
mitosis has been shown to be cAMP-independent (9). We 
have therefore asked whether the protein kinases we have 
identified are cAMP dependent or independent. cAMP­
dependent protein kinases dissociate into their regulatory 
and catalytic subunits in the presence of cAMP, thus acti-
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Figure 1. cAMP Uependency of Protein KinaseH. Mitotic or 
Gl-phase extracts were separated on non-denaturing gels. 
In (a), cAMP lola!> absent (lanes 1 ,lnd 2) or present at IO\JM 
(lanes 3 and 4) during in situ phosphorylation. In (b), 
s.1lnples were incubated pric;-rto electrophoresis without 
(Innes I .1lld 3) or with (lanes 2 and 4) lO\JM cAMP. 

vatine th~ catalytic subunit. We therefore carried out 
phosphorylation r, ~ actions in the preHenCI;) or absence of 
IO\JM cAMP and compared the extent of phosphorylation under 
these conditions. As seen in Figure la, no differences in 
the activities of mitotic extracts were rendily apparent. 
However, interphase extracts exhibited enhanced activity 1n 
the B region in the presence of cAMP. Because the pI of 
the catalytic subunit of cAMP-dependent protein kinasE'S 
preclude!> its entry into the gel, cAMP dependency Clln illso 
be determined by incubating extracts with cAMP prior to 
electrophoresis and asking whether bands can still be 
detected (7). lis seen in Figure lb. when mitotic extracts 
werc preincubato,>d with lOllM cAMP for 5 min at 37~ C prior 
to electrophoresis, conditions effective in preventing de­
tection of commercial cAMP-dependent beef heart protein ki­
nase in cont ro 1 g(~ Is, the Tl~ was tlO c1wngl' i n thl~ pa t tern () f 
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bands observed. However, in extracts from interphase cells 
the faint activity sometimes seen in the B region was com­
pletely eliminated by pretreatment with cAMP. Accordingly, 
in the following experiments extracts were routinely prein­
cubated with cAMP to insure that interpretation of results 
was not confounded by this minor activity, which represent­
ed the only cAMP-dependent protein kinase detected. 

Mixing of Mitotic and GI-Ph8se Extracts 

When mitotic extracts arc injected into frog oocytes, 
they induce germinal vesicle breakdown and chromosome 
condensation (10). simulating the cytological events 
characteristic of mitosis. If extracts from cells in GI 
are mixed with mitotic extracts prior to injection, the 
activity of the extracts c.ln be attenu.lted (\ 1). TIlese 
results suggest the existence of antaKonistic substances, 
or inhibitors of mitotic factors. We therefore asked 
whether addition of Gl-phuse extracts to mitotic extracts 
would attenuate the activity o[ any protein kinase, 
recognized by the diminution or elimination of a band of 
activity. 

Crude mitotic and GI-phase extracts wer~ each adjusted 
to equal protein concentrations, then mixed in different 
proportions. Decreasing amounts of interphase extract were 
added to a constant amount of mitotic extract such that the 
former represented 50%, 33% and 20% o[ the total protein. 
After incubation at room temperature [or 15 min, the entire 
contents of each mixture were loaded onto a gel. When 
equal amounts of Gl-phase and mitotic extracts were mixed, 
the B region was obscured by overlap from the C region due 
to the combined activities of both types of extracts (lane 
2). However, when 1/2 or 1/4 liS much interph.lse extract 
was mixed with mitotic ~xtract, the band in the D region 
(less intense in the crude extract used in this experiment 
than in the extract enriched by ammonium sulfate 
fractionation used in Figure 1) could no longer be seen 
(lanes 4 and 7), even though the same amount of mitotic 
extract was applied to the gel as in lanes 3 and 6 where 
mitotic extract alone was applied. In striking contrast, 
all other bands in the mixtur~~ appeared to be of the 
i ntens it ies expec ted by a simp le sumnlat ion o[ the 
actLvLties of the Gl-phase and mitotic extracts by 
themselves (adjacent lanes on each side of mixtures). 
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figure 2. Effect of Mixing Mitotic and GI-Phase Extracts 
00 Protein Kinase Activity. Crude mitotic and GI-phase ex­
tracts were each adjusted to 6.8 mg/ml of protein. mixed, 
incubated at room temperature for IS min, folluwed by 5 min 
at 37° C in the presence of IO~M cAMP, separated on non­
denaturing gels and assayed (or kinase activity. Lanes 3 
and 6 contained 54.4 ~g of mitotic extract; Lanes I, 5 and 
8 contained 54.4, 27.2 and 13.6 ~g of Gl-phClse extract, re­
sl'ectiv~ly; Lan~s 2, 4 and 7 cuntained 5/ •• 1. lIg of mitotic 
extract plu8 54.4, 27.2 or IJ.6 lIg of (;1 phase p.xtract, re­
spectively, i.e., a mixturl~ of the extracts in adjacent 
la n(~s. 

This selective atlentualion of the activity of a 
mitotic-sp~cific, cAMP-indep~ndent protein kinase 
additionally nominates this species as a candidate for the 
biologicAl activity exhibited by these extracts in oocyte 
al>s.lYs. These experiments also point to the difficulty in 
preparing extracts with significant amounts of this 
activity since contamination hy only a small fraction of 
Gl-phasc cells can so effectively prevent its detection. 
Turning these results to advantage, however, this system 
appears to provide 1I biochemical assay which may aid in the 
isolation of the inhibitory factor. 
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Endog~nous Substrat~s 

Resides inducing germinal vesicl~ br~akdown and chrom­
osome condensation, mitotic extracts injected into frog 
oocytes also stimulate an (auto)amplification of the fac­
tors responsihl~ for these events (12). Autophosphoryla­
tion could account for this r~sponse. and w~ have in fact 
found that some of the protein kinuses of mi.totic extructs 
are active in the absenc~ of exog~nous substrate (4). An 
examination of the phosphorylated products of these 
reactions by SOS polyacrylamide gel ~lectrophoresis might 
then revc.J1 the polypeptides which compose the kinase. 

Previous studies demonstrated that interphase extracts 
contained vanishingly small quantities of protein kinuscs 
capable of phosphorylation in the absence of exogenous sub­
strate. Mitotic extracts, on the other hand, did present 
autophosphorylating activity, primarily in the A and R re­
gions of gels (4). Figure 3 is a display of the phospho­
rylat~d products of such reactions, produced by cutting a 
lane from a nondenuturing gel and applying it to a second 
dimension SDS gel. Five polypeptides with approximate mo­
lecular weights of 105, 70, 58, 47 and 38kDa have been tcn­
tativ~ly identified as originating from the n region of the 
non-denaturing gel, aliKned at the top of the figure for 
reference. Only two of these proteins, 105 and 58kDa, ap­
pear to be unique to the n region, the other species being 
found in the A and C regions of the gel as well. Confirma­
tion of these results was provided by cutting individual 
bands from non-denaturing gels and adding ~ach to n separ­
ate well o[ an 5DS gel (data not shown). 

The phosphorylated polypeptides common to the A, R 
and C regions of the g~l may perhaps represent endog~nous 
substrates ubiquitous to all r('gions of the gel, or 
alternatively, subunits shared by each of the protein 
kinases. How the polypeptides unique to the mitotic­
specific B region of the gel rel.lte, if they do, to the 
mitotic-specific phosphoproteins of 182, 118,and 70 kDa 
identified by Davis et 81.(3) or to the [actor with an 
approximate moll~cul.1r weight of 100 kDa responsible for the 
biological activity of mi.totic extracts (11) is not clear 
and will require further investigations. 
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Figure 3 ; Molecular Weight of Proteins Phosphorylated In 
the Absence of Exogenous Substrate. A lane containing 
mitotic extract was cut from a non-denaturing gel , and the 
products phosphorylated in the absence of exogenous 
substrate were analyzed on a second dimension SDS gel . The 
e xcised lane has been mounted in its original position to 
identify the various regions of the non-denaturing gel. 
Arrows indicate polypeptides unique to the B region. 
Positions of molecular weight standards are indicated on 
the right- hand portion of the gel. 
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PROTEIN KINASE ACTIVITY IN LYMPHOCYTES; EFFECTS OF 

CONCANAVALIN A AND A PHORBOL ESTER 
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~NIVERSITY PARK, PA 16802 

Lymphocytes treated with Concanavalin A (ConA) undergo 
a series of biochemical events leading to differentiation 
and division (reviewed by 1). Although the tumor promoter 
l2-0-tetradecanoylphorbol-13-acetate, TPA, itself is not 
mitogenic, it can enhance the response of bovine lymphocytes 
to lectins by acting as an analogue of interleukin 1 (2). 
Thus, in the presence of a suboptimal dose of ConA or a 
limiting number of macrophages, TPA allows full prolifera­
tion. However, exposing the lymphocytes to TPA for about 
24 hrs before stimulation with ConA greatly depresses the 
response (3). Furthermore, TPA blocks the mixed lymphocyte 
response (4). 

The biochemical changes which occur after ConA stimu­
lation have been reported to include changes in protein 
kinase activity and in protein phosphorylation (5,6,7). 
Furthermore, the cell receptor for TPA is reported to be a 
protein kinase C (8,9). TPA can activate protein kinase C 
in vitro (10). Thus, based on the possible importance of 
phosphorylation in the regulation of DNA synthesis in 
lymphocytes treated with ConA or TPA, we examined the pro­
tein kinase activity. In order to screen for several pro­
tein kinases at once even with small sample sizes, we 
assayed activity in situ in nondenaturing polyacrylamide 
gels. We modifie~existing techniques (11,12,13) to produce 
a high resolution system to visualize both substrate depen­
dent and independent protein kinase activity (14). 
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MATERIALS &~D METHODS 

Lymphocytes isolated from bovine lymph nodes were cul­
tured at 1 x 107 cells/ml (3), plus or minus ConA (7.4 Wg/ 
ml) or TPA (10-7M). Twenty-four hours later the cells (Sa­
lSa ml) were collected on ice, centrifuged from the medium 
(300 x £ for 10 min) and washed three times in phosphate­
buffered saline (PBS) before being resuspended and sonicated 
in 2.0 ml of a buffer of 50 mM Tris-HCl, pH 7.4; 50 mM S­
mercaptoethanol; 2 mM EGTA; 2 mM EDTA; 1 mM phenylmethyl­
sulfonyl fluoride (PMSF); 10 mM NaF; and 0.1% Triton X-lOa. 
The sonicated samples were held on ice for 30 min with occa­
sional shaking before being centrifuged at 100,000 x g for 
1 h (Beckman L565, SW 50.1 rotor). Supernatants were-col­
lected, aliquoted and frozen at -80°C. Before electrophore­
sis, samples were dialyzed against 0.1 M Tris-Cl (pH 6.8), 
2 mM PMSF. 

Electrophoresis and phosphorylation were carried out as 
previously described (14). In brief a modified Laemmli gel 
system (15) without SDS was used. A 5% acry1amide running 
gel (9 em length) containing 10% glycerol, and a 3% acry1a­
mide stacking gel with 6% glycerol (1 em) were polymerized 
onto a gel support film (Gel Bond, FMC Corp.). Samples, 
100 wg protein, were electrophoresed at 50V through the 
stacking gel and 200V through the running gel in the cold 
for approximately 4 1/2 h. Following electrophoresis the 
gels were incubated for 1 h each in two changes of 50 ml 
ice-cold 50 mM Tris-HCl (pH 7.5). For phosphorylation a 
slab gel or section of a gel was incubated for 30 min at 
37°C in 25 ml of a solution of 0.3 M Tris-acetate (pH 7.4), 
0.04 M Mg-acetate, 0.15 M NaF, 1 mM sodium phosphate buffer 
(pH 7.4), 0.3 mM EGTA (16), plus or minus histone type II-AS 
(Sigma) at 4 mg/ml. The reaction was initiated by the addi­
tion of [~32plATP, 2-3 Ci/mM, 2 wCi/ml. After an incubation 
with gentle shaking at 37°C for 1 h, the reaction was ter­
minated by removal of the incubation mixture followed by two 
rapid rinses with 100 ml of cold 5% trichloroacetic acid, 1% 
phosphoric acid. The gel was soaked overnight in the acid 
solution and washed three more times with the same solution 
before it was fixed overnight in 10% acetic acid, 30% meth­
anol, and dried in an oven at 60°C. Dried gels were exposed 
to Kodak X-omat R film for radioautography in a cassette 
containing one detail screen (Cronex XTRA Life Detail, 
DuPont), for about 6-24 h, depending on the radioactivity. 
The radioautograph was scanned on an LKB Laser Densitometer 
(Model 2202 Ultroscan). 
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RESULTS AND DISCUSSION 

Six bands of protein kinase activity were visible when 
cytoplasmic extracts from ConA-stimulated lymphocytes were 

separated on non-denaturing gels and assayed in situ using 
histone as a substrate (Figs. 1,2). Bands 2,~4 and 5 were 

the most intense. Band 3 appeared to be a doublet. Bands 
1 and 6 were barely detectable in short exposures of radio­
autographs but became visible on longer exposures. Although 
these bands were present in stimulated and nonstimulated 
cells, they were of greater intensity in the stimulated 
cells. Additional kinase activity evident in band 2, was 
present in the ConA-treated cells, but faint or absent in 
the nonstimulated. Thus, the appearance of band 2, as well 
as an increase in intensity of the other bands, was most 
characteristic of the stimulated cells, using histone as 
the exogenous substrate. 

When homogenates of lymphocytes treated for 24 h with 
TPA were assayed, the pattern of phosphorylation in the pre­
sence of histone was generally the same as that of the un­
stimulated cells (Fig. 1,2). One exception was a decrease 
in intensity of band 4. When histone was omitted from the 
phosphorylation mix for any of the samples, two faint bands 
were present (Fig. 1). These autophosphorylating proteins 
migrated in the same positions as bands 3 and 4, visible in 
the presence of histone. 

In order to identify cAMP-dependent kinases, the ex­
tracts were incubated with lO-4M cAMP before electrophoreses. 
This treatment separates the catalytic and regulatory sub­
units of cAMP-dependent protein kinase and prevents the cat­
alytic subunit from migrating into the gel (11,12). Thus, 
cAMP dependence is evidenced by the loss of a band(s) of 
activity. After treatment of the extracts of lymphocytes 
stimulated with COnA with cAMP, three bands of activity 
(bands 2,5,6) disappeared from the gels (Fig. 1). Bands 3 
and 4 did not disappear after treatment with cAMP (Fig. 2) 
or cGMP (data not shown). These kinases appear to belong to 
the general class of cAMP-independent kinases. 

In order to determine the actual number of proteins in 
an area of kinase activity, each band was cut from the native 
gel after phosphorylation in the presence or absence of his­
tone, rerun on an SDS gel, and exposed to x-ray film. As 
expected, the results for all six bands were similar; the 
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major bands visible by silver staining and by radioauto­
graphy were the histones, the added endogenous substrate 
(data not shown). In addition there were seven or eight 
other faintly labeled bands, some of which are contami­
nants of the histone preparation. The rest may be endo­
genous autophosphorylating components or substrates in the 
cell lysate. 

In order to look at the autophosphory1ating components 
more closely, the same procedure was carried out with band 
3 from a gel phosphorylated without histone. The radio­
autogram revealed two labeled bands estimated to be approxi­
mately 78 and 58 KD (Fig. 3). Interestingly, protein kinase 
C is reported to be an autophosphorylating kinase of about 
75-80 KD with a smaller subunit of about 55 KD (17). The 
possibility that band 3 is a protein kinase C needs to be 
determined. 

In order to examine the endogenous substrates for the 
cytoplasmic kinases, the extracts were phosphorylated in a 
test tube without added substrates or kinases. After sep­
aration on an SDS gel, numerous phosphorylated substrates 
were seen by radioautography (Fig. 4). The eonA-stimulated 
cell extract showed at least 25 bands. cAMP increased the 
intensity of several of them (approximately 83,80,61,57,50, 
49 to 39,29 and 24 KD). One band, approximately 80 KD, was 
one of the most intense in the stimulated cells and may 
correspond to an 80 KD protein which becomes highly phos­
phorylated in growth-factor stimulated 3T3 cells (18). The 
unstimulated lymphocytes showed a pattern similar to that 
of the stimulated cells but the intensity of the bands was 
much lower. However, several bands which were enhanced by 
cAMP in the ConA-stimu1ated cells were absent or barely 
detectable in the unstimulated lymphocytes (approximately 
57,44 to 50,39 and 24 KD). It is not known at this time 
if the protein kinase of band 2 seen in the nondenaturing 
gel is responsible for the phosphorylation of these sub­
strates. Addition of TPA directly to the phosphorylation 
mixture had no effect on the phosphorylation. 

In summary, we have used a system to assay endogenous 
kinases in lymphocytes. Although there is evidence that 
lymphocytes have all of the machinery for regulation by 
phosphorylation of proteins with protein kinases, there has 
been no clear resolution of the numbers or role of either 
(see ref. 1 for review). Standard DEAE-chromatography 
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Figure 3. SDS ~ of band 1 
kinase from ConA-stimu1ated 

--78 lymphocytes after phosphorylation 
~ on ~ nondenaturing~. Band 3 

was cut from a nondenaturing gel 
after phosphorylation in the 
absence of histone, and rerun on 

2 

a 10% acry1amide SDS gel. MW 
markers were 14C-methy1ated myosin, 
phosphorylase B, bovine serum 
albumin, ovalbumin, carbonic 
anhydrase and lysozyme. Lane 1, 
markers; Lane 2, radioautograph; 
Lane 3; silver stain. 

Figure 4. Radioautograph 
of endogenous substrates in 
cytoplasmic extracts of 
unstimulated and ConA-stimu-
1ated lymphocytes. The 
cytoplasmic fractions were 
phosphorylated in vitro (16) 
and separated on SDS gels. 
~~en present cAMP was 10- 6M. 
1, unstimulated; 2, ConA. 
(.) cAMP dependent; (+-) 
present only in ConA stimu­
lated. 

CAMP 
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techniques are not only difficult to use with small samples, 
but also have not given good resolution of some classes of 
kinases in extracts of various cultured cells (11,12) or 
with lymphocytes (5). Although several techniques for 
assaying protein kinases on gels have been published (11, 
12,19,20), we have modified the technique to increase its 
sensitivity and resolution. We have detected two autophos­
phory1ating and six histone-dependent kinases. At least 
three bands of kinase activity were sensitive to cAMP. One 
of these, was intensified in ConA-stimu1ated cells. Two 
major bands were not cAMP-dependent. One of these may be 
protein kinase C, a cAMP-independent kinase and the most 
abundant kinase in lymphocytes (21). Another cA~ indepen­
dent band was depressed when cells were treated with TPA 
under the conditions where proliferation was also depressed. 
Kwong and Mueller (22) have also reported loss of phosphory­
lation of a membrane protein after treatment of lymphocytes 
with TPA, but we do not know how this change relates to the 
decrease in band 4 activity. Further correlation between 
the kinases and the stimulatory and inhibitory reactions 
remains to be defined. 
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EFFECT OF GOSSYPOL ON DNA SYNTHESIS 

IN MAMMALIAN CELLS 

Potu N. Rao. Larry Rosenberg and 

Ramesh C. Adlakha 

Department of Chemotherapy Research. The 

University of Texas M. D. Anderson Hospital and 

Tumor Institute. Houston. Texas 77030. 

Gossypol. a yellow phenolic compound. extracted from 
cotton seed and plant parts has been shown to be an effec­
tive male contraceptive in China. which induces structural 
abnormalities in sperm and reduces the sperm count by 99.9% 
in the subjects tested (8). Eventhough gossypol does not 
appear to be a mutagen according to the Ames test (3) and 
the sperm head abnormality assay in mice (6), it has been 
shown to reduce the mitotic index in phytohemagglutinin­
stimulated human peripheral blood lymphocytes (14). Gos­
sypol is known to inhibit the activity of several enzymes, 
including various dehydrogenases. ATPase, and other en­
zymes involved in mitochondrial oxidative phosphorylation 
(1,5.7,9). Gossypol was reported to have no effect on the 
incidence of chromosome breakage or ploidy but reduced the 
mitotic index and the rates of DNA, RNA and protein syn­
thesis in Chinese hamster ovary (CHO) cells and in human 
lymphocytes (16). Subsequently Wang and Rao (15) have 
shown that gossypol is a specific inhibitor of DNA synthe~s 
in cultured cells. In the prescence of the drug. cells can 
enter S phase but fail to complete replication. Hence the 
objective of the present study was to examine the mecha­
nism for the gossypol-induced inhibition of DNA synthesis 
in mammalian cells. 
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EFFECT OF GOSSYPOL ON CELL CYCLE PROGRESSION 

Wang and Rao (15) made a detailed study of the effects 
of gossypol on cell cycle progression and DNA synthesis in 
CHO cells and HeLa cells in culture. They observed that 
the continued presence of gossypol (10 ~g/ml) in the growth 
medium did not inhibit the progression of Gl cells into S 
phase or G2 cells into mitosis. Most of those in S phase, 
and the Gl cells that entered S phase subsequent to the ad­
dition of the drug failed to reach mitosis. Only a small 
proportion of the cells in S phase, entered mitosis, prob­
ably those in late S phase, at the time of addition of the 
drug. These results were further confirmed by using HeLa 
cells synchronized in various phases of the cell cycle. 
Gossypol had no effect on the progression of synchronized 
mitotic cells into Gl, Gl cells into S phase (Fig. lA), and 
G2 cells into mitosis (Fig. lC). When gossypol was added 
to cells in early S phase, i.e., 1 hr after reversal of the 
second thymidine block, there was a dose-dependent inhibi­
tion of their progression into mitosis (Fig. IB). The 
mitotic accumulation in the presence of Colcemid was about 
20% at a drug concentration of 10 ~g/ml and 6% at the 20 ~~ 
ml dose. To determine the point in the cell cycle where 
the cells are arrested, gossypol-treated CHO cells (10 ~g/ 
ml for 48 h) were fused with mitotic cells and the pre­
maturely condensed chromosomes (PCC) were classified as 
Gl-, S-, or G2-PCC based on their morphology as described 
earlier (13). Almost all of the cells in gossypol-treated 
cultures were arrested in S phase as indicated by their 
characteristic pulverized appearance. However, very few of 
them incorporated 3H-thymidine as revealed by autoradio­
graphy when pulse labeled with 3H- TdR for 30 min before 
fusion. These data indicate that in the presence of gos­
sypol cells can enter S phase, but most of them are unable 
to complete replication and proceed to mitosis (15). 

EFFECT OF GOSSYPOL ON DNA SYNTHESIS 

Wang and Rao (15) have also shown that gossypol at a 
concentration of 10 ~g/ml had no effect on the rates of 
synthesis of RNA and proteins, but DNA synthesis decreased 
to approximately 50% and 25% of the control by 1 hand 8 h, 
respectively. DNA synthesis was reduced to zero by 24 h of 
treatment (Fig. 2). 
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Fig. 1. Effect of gossypol on the cell cycle traverse of 
synchronized HeLa cells. 0 A ,0 ,mitotic index;.'& _, 
labeling index. Cells wer~ continuously exposed' to ~ossy­
pol (10 \lg/ml) (A), and gossypol (20 \lg/ml) (0 ), through­
out the course of the experiment. (), control. A, 
effect on the progression of synchronized mitotic cells in­
to S phase. [3H]-thymidine (0.1 \lCi/ml) and various con­
centrations (0)10 and 20 \lg/ml) or gossypol were added to 
the dishes at t = 0 hr. Colcemid (0.05 \lg/ml) was added at 
4 hr after reversal of N20 block. B, effect on the pro­
gression of synchronized S cells into mitosis. Colcemid 
(0.05 \lg/ml) and various concentrations of gossypol were 
added at t = 0 hr. C, ef f ec t on the progression of G2 cells 
into mitosis. Colcemid (0.05 \lg/ml) and various concen­
trations of gossypol were added at 8 hr after the reversal 
of the second thymidine block (arrow). (From Ref. 15). 
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Fig. 2. Effect of gossypol on DNA, RNA and protein syn­
thesis in HeLa cells. Two sets of 18 each of 35-mm dishes 
were plated with equal numbers of cells (approximately, 
1 x 106 cells/dish) 1 day before the experiment. The ex­
periment was begun by adding gossypol (10 ~g/ml) to one 
set of dishes, while the other set served as control. Col­
cemid (0.05 ~g/ml) was added to both sets of dishes to 
block cell division and to hold the cell number constant. 
At various times after the addition of gossypol, dishes 
from the control and drug-treated cultures were pulse 
labeled for 30 min with [3H]-thymidine (1.0 ~Ci/ml) and 
processed for scintillation counting to measure the in­
corporation of label into DNA (.), RNA ( 0 ), and protein 
(6), respectively. (From Ref. 15). 
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THE POSSIBLE TARGET OF GOSSYPOL'S ACTION 

In order to ascertain if gossypol interacts directly 
with DNA thus rendering it inaccessible or unsuitable for 
replication, the following experiment was performed. Un­
labeled HeLa cells (U) irreversibly blocked in S phase by 
a prolonged gossypol treatment (10 ~g/ml for 48 h) were 
fused with 3H-TdR-labeled HeLa cells synchronized in S 
phase (L) by excess thymidine double block method (11). 
Following cell fusion using L~-inactivated Sendai virus 
(12),the cells were resuspended in culture medium contain­
ing Colcemid (0.1 ~g/ml) and 3H- TdR (0.1 ~Ci/ml; sp. act. 
6.7 Ci/mmole). Cell samples were taken at regular in­
tervals, fixed processed for autoradiography, stained, and 
scored for the frequency of various types of binucleate 
cells (i.e., L/L, both nuclei labeled; u/u, both nuclei 
unlabeled; and Llu, one nucleus labeled and the other un­
labeled). We observed a rapid decrease in the frequency 
of the Llu class, i.e., those formed by the fusion of 
gossypol-arrested cells with synchronized S phase HeLa 
cells, with a concomitant increase in the LIL class of bi­
nucleate cells. These results indicate that DNA synthesis 
can be reinitiated in gossypol-arrested cells following 
fusion with S phase cells. These results also suggest that 
gossypol may not be acting on DNA ~ ~ but rather may 
affect the inducers of DNA synthesis or some of the various 
enzymes involved in DNA replication. 

EFFECT OF GOSSYPOL ON DNA POLYMERASE a 

Since DNA polymerase a is an important enzyme involved 
in the replication of DNA, we studied the effect of gos­
sypol on the activity of this enzyme. DNA polymerase ac­
tivity was assayed using the purified enzyme of Micrococcus 
lute~s (Sigma) or whole cell extracts made from 20 x 106 
HeLa cells according to Pendergrass et al (10). Cell ex­
tracts were stored at -70°C in small-aliquots and thawed as 
needed. The assay used was similar to that of Grosse and 
Krauss (4). The enzyme was added to a reaction mixture 
containing 50 mM potassium phosphate buffer (pH 7.1), 10 mM 
MgCI2, 2 mM dithiothreitol, 102 ~M each of dATP, dGTP and 
dTTP, 22 ~M dCTP, 20 pmole 32p-dCTP (sp. act. 3000 Ci/mmole~ 
and 200 ~g/ml activated calf thymus DNA (2) in a total 
volume of 60 ~l and incubated at 37°C for 1 h. Where in­
dicated, various concentrations of gossypol or metal salts 
were included at the start of the assay. Samples of 10 ~l 
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were removed at intervals and spotted onto Whatman filter 
paper discs pretreated with 0.1 M pyrophosphate. The discs 
were immediately immersed in cold 5% trichloroacetic acid 
(TCA) to stop the reaction, then batch-washed 3 times in 
5% TCA (10 ml per disc) and twice in 95% ethanol before 
air drying. TCA-precipitable counts were measured in a 
Packard scintillation counter (Model 2650) using 10 ml 
of scintillation fluid per disc. Greater than 85% of en­
zyme activity measured by this assay in cell extracts was 
due to DNA polymerase a, as determined by inhibitor studies 
using aphidicolin and dideoxy TTP and by sucrose gradient 
sedimentation (data not shown). 

Gossypol had an immediate inhibitory effect on the 
activity of the purified DNA polymerase of M. luteus re­
ducing it to <2% of control at a concentration of 5 ~g/ml 
(Table 1). In contrast, the enzyme activity in the crude 
extracts of HeLa cells was relatively less sensitive to 
inhibition by gossypol. A much higher concentration of 
gossypol was required to cause a significant reduction in 
the activity of DNA polymerase a. This is probably due to 
the presence of other proteins or factors in the He La cell 
extracts that might bind to gossypol and render it less 
active. 

To study the kinetics of inactivation of DNA poly­
merase a by gossypol, random populations of HeLa cells were 
exposed to gossypol (10 ~g/ml) for various lengths of time, 
cell extracts prepared, and assayed for enzyme activity as 
described earlier. The activity of this enzyme in the ex­
tracts remained relatively high (74% of control) even after 
incubation of cells with gossypol for 8 h. A 16 h incuba­
tion of cells with gossypol reduced the activity of DNA 
polymerase a to 31% of control. These results indicate 
that DNA polymerase a is inhibited by gossypol in a time­
dependent manner. It is also possible that gossypol may 
have an effect on enzymes other than DNA polymerase a that 
are involved in DNA synthesis. 

REVERSAL OF THE GOSSYPOL-INDUCED INHIBITION OF DNA SYNTHE­
SIS IN HeLa CELLS BY Fe2+ 

Since catechols are known to chelate metals and as 
gossypol has a double catechol structure, we decided to ex­
amine whether the effects of gossypol on DNA synthesis are 
due to its chelating action. He La cells were first grown 
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TABLE 1 

EFFECT OF GOSSYPOL ON THE ACTIVITY OF DNA POLYMERASE 

Treatment 

Control 
Gossypol 
Gossypol 
Gossypol 
Gossypol 
DMSO 

5 ).lg/ml 
10 ).Ig/ml 
20 ).Ig/ml 
50 ).Ig/ml 

Enzyme activitya % of control 

M.luteus HeLa M.luteus HeLa 

78 
0.6 
0.5 
1.0 
o 
88 

27 
22 
16 
4 
o 

100 
0.8 
0.6 
1.3 
o 
102 

100 
81 
59 
15 
o 

aActivity is expressed as p mole dCTP incorporated into 
activated calf thymus DNA per hour at 37°C. 

in the presence of different concentrations (20 ).IM-5 ~~) of 
the various metal salts. to determine the concentrations at 
which these metals have no cytotoxic effects on cells. An 
equal number (5 x 105) of exponentially growing HeLa cells 
were plated in a number of 60 mID dishes a day before the 
experiment. Gossypol (5 ).Ig/ml) and/or different concentra­
tions (50 ).IM-1 ~~) of FeS04. ZnS04. CuS04 or MgCl2 were 
separately added to the HeLa cells. Untreated dishes 
served as controls. Colcemid (0.05 ).Ig/ml) was added to all 
the dishes to keep the cell number constant. After in­
cubation for 8 h cells were labeled with 3H- t hymidine 
(1 ).ICi/ml) for 1 h. Cells were processed for scintillation 
counting to measure the uptake of TCA-precipitable 3H_ 
thymidine into HeLa cells as described earlier (15). Of 
all the metals tested only Fe2+ could reverse the gossypol­
induced inhibition of DNA synthesis (Table 2). These 
results suggest2~hat gossypol may be blocking DNA synthesis 
by chelating Fe • thus rendering it unavailable for the 
normal function of enzymes involved directly or indirectly 
in DNA replication. 
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TABLE 2 

REVERSAL OF GOSSYPOL-INDUCED INHIBITION OF 
DNA SYNTHESIS BY FeS04 

Treatment 
TCA­

precipitable cpm 
(% of control) 

A random culture of HeLa cells (control) 100.00 
Control + gossypol ( 5 ~g/ml) 14.86 
Control + FeS04 (100 ~M) 93.08 
Control + gossypol ( 5 ~g/ml)+FeS04 (100 ~M) 92.48 
Control + FeS04 (500 ~M) 98.51 
Control + gossypol (5 ~g/ml) + FeS04(500 ~M) 109.03 
Control + FeS04 (1 mM) 106.20 
Control + gossypol (5 ~g/ml) + FeS04(1 mM) 99.40 
Control + MgC12 (500 ~M) 109.48 
Control + gossypol (5 ~g/ml) + MgC12 (500 ~M) 14.26 
Control + ZnS04 (200 ~M) 83.15 
Control + gossypol (5 ~g/ml) + ZnS04 (200 fjM) 10.74 
Control + CuS04 (500 fjM) 111. 79 
Control + gossypol (5 flg/ml) + CuS04 (500 flM) 16.21 

HeLa cells were treated with gossypol in the presence or 
absence of different metal salts for 8 h, pulse labeled 
with 3H- thymidine(1 flCi/ml) for 1 h and processed for 
scintillation counting. 

In summary, we have shown that gossypol is a potent 
inhibitor of DNA synthesis, but does not affect RNA or pro­
tein synthesis at the doses tested. In the presence of the 
drug cells are specifically blocked in S phase, whereas 
cells in other phases of the cell cycle are unaffected. 
Cell fusion experiments suggest that DNA ~ se is not 
directly affected since the inhibition of DNA synthesis can 
be reversed. Gossypol inhibited DNA polymerase from M. 
luteus and He La cells in a dose-dependent manner. The 
gossypol-induced inhibition of DNA synthesis in HeLa cells 
could be reversed by the addition of FeS04 to the media. 
These results suggest that inhibition of DNA polymerase by 
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gossypol may account in part for the inhibition of DNA 
synthesis observed in HeLa cells. However, inhibition by 
gossypol of other enzymes involved in DNA synthesis is not 
ruled out. 
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GROWTH ACTIVATION IN ADULT RAT HEPATOCYTES 
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The hepatocytes in normal adul t rats are in a state 
of quiescence, or GO' They retain the capacity to 
proliferate, however, and re-enter the cell cycle in 
partial synchrony, responding vigorously to 2/3 hepatectomy 
and slightly less so to manipulations of the diet, 
administration of hormones, growth factors, toxic agents, 
and other substances. The precise physiological signals 
that regulate this growth remain elusive, but evidence 
from a number of laboratories indicates that blood-borne 
substances are responsible (1). 

Hepatocyte cultures offered a means of addressing 
this problem in ways not possible through whole-animal 
experimentation. We considered that hepatiC parenchymal 
cells maintained in short term primary cultures ( i.e. 
during the first wave of growth) would be more likely to 
reflect physiologic behavior in vivo than cells maintained 
outside of the body for longer periods during which they 
would become altered by adaptation to their in vitro 
environment. When these hepatocytes, isolated as 
described, were cultured in an artificial, serum-free 
medium, non-parenchymal cells were largely absent (2,3). 
Only a low percentage of the hepatocytes replicated their 
DNA and almost none progressed to mitosis (2). Both of 
these activities were abundantly manifested, however, when 
high concentrations of intermediates of carbohydrate 
metabolism were added in combination with either certain 
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purified hormones and growth factors, or wi th normal rat 
serum (4,5,6). This responsiveness of the culture system 
to a variety of growth signals opened the way to further 
probing. 

Although translation of cell behavior in culture into 
physiological terms would be an oversimplification, our 
observations suggest that information with in vivo 
relevance is obtainable from in vitro studies. 

METHODS 

Hepatocytes were isolated by collagenase perfusion 
from the livers of approximately 200 gram male Sprague­
Dawley rats, and cultured in modified Waymouth's MAB 87/3 
medium, as previously described (2,7). 

Normal and platelet-poor rat sera ( NRS and ppNRS) 
were prepared from citra ted blood, also as described (8). 
Rat platelets were isolated from citrated blood by repeated 
centrifugations and washings with buffered saline, and 
lysed by several freeze thaw cycles or by sonication. The 
resulting lysate (RPL) was clarified by centrifugation, and 
stored at minus 200 • Human platelets from outdated frozen 
blood-bank stock were treated similarly. 

DNA synthesis was determined by incorporation of 3H­
thymidine during the final 24 hours in 3-day cultures 
(2,7) • 

RESULTS 

Because of the accumulated evidence that humoral 
agents regulate liver growth in vivo, we began to explore 
the effects of serum in hepatocyte cultures. We found that 
dialyzed human, horse, mouse, or bovine (fetal, newborn or 
calf) sera whose activities were all similar, only modestly 
stimulated 3H-thymidine incorporation into DNA, whereas 
dialyzed normal rat serum exceeded the potency of these 
others by 2-3 fold. Although extensive dialysis of serum is 
generally thought to remove small molecules and 
polypeptides such as insulin, this treatment did not 
significantly alter the activity of the rat serum (7). 

The mitogenic potency of serum, at least for various 
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types of cells of mesenchymal origin, is now recognized to 
derive to a considerable extent from the blood platelets. 
Of the several growth factors reported to occur in 
platelets, only human "Platelet-derived growth factor-, or 
PDGF, has been definitively characterized and purified to 
homogenity. This substance, however, appears to be 
generally ineffective in epithelioid cells (8) consonant 
with our finding that DNA synthesis in hepatocyte cultures 
was the same in either human or mouse serum whether or not 
the platelets had been removed. On the contrary, as shown 
in Table 1, platelet removal from normal rat serum reduced 
its activity by 50' and recombination of rat platelet 
lysate with platelet-poor rat serum restored the activity. 

We partially characterized the active RPL component, 
employing ion exchange (CM Sephadex) and gel filtration 
(Agarose Biogel A 0.5M) chromatography, and found it to 
resemble human PDGF in being a strongly cationic, trypsin­
sensitive, polypeptide-like substance, whose mitogenic 
activity was destroyed by sulfhydryl reducing agents. It 
differed from PDGF, however, in having an apparently larger 

Table 1. Effects upon hepatocyte DNA synthesis of normal 
and platelet-poor sera with and without added rat platelet 
lysate or purified human platelet-derived growth factor 
(PDGF) • 

DNA dpm x 10-~/llg 

Additions: None RPLb PDGFo 
ppHSa 4,689 44,447 14,351 

:':89 :':1,173 :':1,490 
ppNRSa 17,354 46,169 15,176 

:':1,957 :':7,846 :':1,406 
NRSa 37,274 

:':4,875 
None 4,998 6,257 

:':604 :':291 

a Normal and platelet-poor rat serum (NRS and ppNRS and 
platelet-poor human serum (ppHS) at 5 percent 
conoentration. b Rat platelet lysate (RPL), 100 Ilg of 
protein/ml of medium. c Human platelet-derived growth 
factor (PDGF), purified lOS-fold, 3 Ilg/ml (Gift of Dr. C.D. 
Stiles) • 
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molecular size and considerably greater heat and acid 
labili ty. Whereas PDGF withstands exposure to 1000 (8), 
the activity of RPL is destroyed at a much lower 
temperature (Table 2). 

Even more pronounced differences were evident upon 
comparison of the biological properties of RPL and PDGF. 
In hepatocyte cultures RPL was augmented equally by 
platelet-poor rat or human serum, wheres highly purified 
human PGDF was totally inactive under the same conditions 
(Table 1). 

It has been established that PDGF causes cultured 
cells to become "competent", but they do not proceed 
through the cell cycle unless ~rogression factors" are 
also present. Somatomedin C serves as such a necessary 
progression factor, and serum from hypophysectomized rats 
which lacks this growth hormone-dependent SUbstance, fails 
to potentiate mitogenesis in PDGF stimulated cells (8). We 
found that unlike PDGF, RPL stimulation of hepatocytes was 
promoted equally by sera from either normal or 
hypophysectomized rats at several concentrations. Figure 1 
verifies this observation at 5' serum levels, and shows in 
addition that the activity of the platelet-poor serum from 
hypophysectomized rats (ppHypoxRS) is the same, whether 
derived from portal venous (PV) or inferior vena caval 
(IVC) blood. Assay of the hypophysectomized rat serum for 

Table 2: Effect of heat treatment on RPL activity, alone 
or in combination with ppNRS 

DNA dpm x 10-3/~g 

RPL Added None 

ppNRS 
(5') 

18,357 
+1,342 

RPL 
(100I1g/ml) 

ppNRS 
+RPL 

Medium 
only 

5,940 
!601 

Unheated 

20,886 
+217 

49,037 
!3,172 

(650 ,30 min) (1000 ,10 min) 

6,313 
+1,849 

15,454 
+1,503 

9,103 
!747 

20,929 
!1,205 
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Figure 1: Comparison of ppNRS and ppHypoxRS in augmenting 
RPL stimulation of hepatocyte DNA synthesis • ., 
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Somatomedin C content showed it to be negligible. Hence 
the amplification of RPL activity by platelet-poor rat or 
human serum appears not to depend upon its Soma tomedin C 
content. 

Despite these differences from human PDGF, it could 
be argued that the RPL factor was a rat form of PDGF, 
merely differing in several properties from the human form. 

Table 3: Augmentation of hepatocyte DNA synthesis by 
pyruvate or lactate when combined with NRS, ppNRS or RPL. 

DNA dpm x 10-~/l1g 

Substrate conc. Q. 2mM 20mM 

10., NRS 19,045 34,435 60,362 
+ pyruvate :tl,129 :!6,140 :!5,916 

1M! NRS 19,045 41,930 63,443 
+ lactate :!1,129 :!906 :!5,705 

51J1 ppNRS 15,188 38,933 
+ pyruvate :t708 :!2,361 

RPL (100 I1g/ml) 20,408 39,103 
+ pyruvate :!3 ,403 :!1,541 
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Exposure of RPL to temperatures known to destroy its 
hepatocyte stimulatory capacity (Table 2), however, failed 
to destroy its ability to stimulate 3T3 cells in the 
presence of platelet-poor serum, an activity characteristic 
of PGDF (data not shown). Consequently, rat platelets 
contain two separate entities: A hepatocyte-stimulating 
and a PDGF-like activity. 

We previously demonstrated that the interaction of 
high concentrations of metabolic substrates with insulin 
and EGF in stimulating DNA replication in hepatocyte 
cultures was not merely additive, but synergistic. For 
example, pyruvate by itself generally raised the low, 
baseline rate of 3H-thymidine incorporation by several fold 
and the insulin-EGF mixture increased it by 5-10 fold, 
whereas all these substances together more than doubled the 
additive value(6,9). As table 3 illustrates, pyruvate and 
lactate also dramatically augmented the growth-promoting 
substances in NRS, and pyruvate amplified the effects of 
both RPL and ppNRS in similar fashion. Thus these 
nutrient-growth factor interactions appear not to be 
restricted to anyone growth factor. 

DISCUSSION 

In view of the previously mentioned evidence 
supporting control of liver growth by humoral signals, we 
undertook studies of freshly isolated hepatocytes in 
cuI ture in order to explore effects of growth promoting 
substances in serum upon the hepatocytes directly, without 
intervention of other cell types. The actions of these 
substances could be observed both separately, and in 
combination. A serum-free culture system was estalished in 
which normal adult rat hepatocytes were highly responsive 
to growth stimulation, especially by insulin, EGF and 
pyruvate. We employed this combination for comparative 
evaluation of other putative regUlators, whether 
stimulatory or inhibitory. 

In this system rat serum was of particular interest 
because its growth-promoting potency for rat hepatocytes 
considerably exceeded that of other speCies. The finding 
that half of this activity is released from the platelets 
and resides in a substance that is not PDGF, raises the 
question of What, if any, physiological function it may 
serve. The stimulatory components in the platelet-poor 
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portion of both rat and human serum are still undefined, 
but probably include hormones and other growth factors. As 
serum components may fulfill certain growth requirements 
peculiar to cells in culture, and in so doing obscure the 
actions of physiological growth regulators, resolution of 
the problem must await clear definition of the actions of 
the classes of molecules involved. 

In addition to insulin, EGF, metabolic substrates and 
the undefined serum components described in the present 
study, several other purified hormones and growth factors 
have been reported to influence liver growth. These include 
catecholamines, glucagon, vasopressin, Somatomedin C, and 
other substances, combinations generally being more 
effective than SUbstances acting singly (1, 10-12). This 
suggests that a similar interplay of factors may regulate 
hepatocyte proliferation in vivo. The existence of 
counteractive or inhibitory influences exerted by negative 
control elements remains unsettled. It seems possible that 
more than one combination of growth regulating agents may 
exercise control depending upon circumstances. The in vivo 
and in vitro evidence both suggest that the the metabolic 
state of the liver cells at the time the growth stimulus is 
applied is an important determinant of the particular 
growth promoters to which the hepatocyte will respond. 

Although the precise identity of the physiological 
factors that regulate liver growth remains to be firmly 
established, the broad outlines of control by key 
combinations of interacting signals are beginning to 
emerge. 
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ISOLATION AND CHARACTERIZATION OF A GROWTH REGULATORY 

FACTOR FROM 3T3 CELLS 

John L. Wang and Yen-Ming Hsu 

Department of Biochemistry 
Michigan State University 
East Lansing, MI 48824 

The mouse fibroblast line 3T3 {I} exhibits a form of 
growth control in vitro in that it reaches only a very low 
saturation density and can remain for long periods of time 
in a viable but nondividing state. This phenomenon, termed 
density-dependent inhibition of growth {2}, was first 
described and most extensively studied in the 3T3 cell 
line. In this paper we review some recent evidence indi­
cating that endogenous growth inhibitors may account for at 
least part of the growth inhibition observed in 3T3 fibro­
blast cultures and that such inhibitors may be isolated and 
characterized in terms of their functional interactions 
with target cells. The results of these studies suggest 
several useful refinements in our analysis of the mecha­
nisms of growth control in cultured cells. 

Effect of Conditioned Medium on the Proliferative 
Properties of Target Cultures 

Treatment of sparse, proliferating cultures of 3T3 cells 
with medium conditioned by exposure to density-inhibited 
3T3 cultures {CM} resulted in an inhibition of growth and 
division in the target cells when compared with similar 
treatment with unconditioned medium (UCM) {3}. DNA synthe­
sis in CM-treated cells was markedly inhibited when com­
pared with synthesis in parallel cultures treated with UCM 
(Fig. la). These results were confirmed by comparing the 
number of cells in target cultures treated with UCM and CM 
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(Fig. Ib). Target cells exposed to lJCM continued to pro­
liferate up to the characteristic saturation density (5 x 
104 cells/cm2). In contrast, cultures exposed to CM 
showed much smaller increases in their cell numbers. All 
of these results suggest that medium conditioned by expo­
sure to density-inhibited 3T3 cells may contain a growth 
inhibitory activity. 

We have carried out other experiments to show that this 
growth inhibitory activity in CM, prepared and tested in 
the 3T3 system, has the following key properties: (a) It is 
not cytotoxic and its effects on cell growth are reversible; 
(b) The inhibitory activity can be accumulated in the medi­
um before the onset of extensive cell-to-cell contact; (c) 
The inhibitor has a more pronounced effect on target cells 
at high density than on cells at lower density; (d) The 
activity can be collected in the absence of serum and can 
be demonstrated despite the presence of freshly added 
serum; (e) The inhibitory factor(s) can be concentrated and 
fractionated by precipitation and gel filtration, respec­
tively (3). 

Fractionation of the Growth Inhibitory Activity in 
Conditioned Medium 

Gel filtration of the ammonium sulfate precipitate of CM 
on a column of Sephadex G-50 partitioned the inhibitory 
activity into two major components (components A and C; 
Fig. 2a). Component A, which was eluted at the void volume 
of the column, contained the major portion of the protein 
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Fig. 1. Effects of CM (0) and UCM (.) on the growth of 3T3 
cells. (a) Kinetics of 3H-thymidine incorporation; (b) 
kinetics of the increase in cell density. 
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Fig. 2. Analysis of the growth inhibitory activity of CM by 
gel filtration on a column (90 x 1 em) of Sephadex G-50 and 
by gel electrophoresis. (a) Assay of the inhibition of 
3H-thymidine incorporation in target cells. The vertical 
hatched bar at the ri ght represents the 1 evel of DNA syn­
thesis in target cells treated with UCM. (b) Assay of pro­
tein content by the Lowry method (.) or by counting radio­
activity aue to 35S-methionine (0). (c) SOS-polyacrylamide 
gel electrophoresis of : (1) serum-free CM; (2) ammonium 
sulfate precipitate fraction of CM; (3) component A; (4) 
component B; (5) component C; (6) component D. Numbers at 
the left indicate the molecular weights of protein 
standards. 

of the sample (Fig. 2b). In contrast, the second component 
of growth inhibitory activity, component C, was associated 
with a minute amount of protein material (Fig. 2b). The 
pOSition of elution of component C on Sephadex G-50 
suggested that the material contained polypeptide chains 
with molecular weights of approximately 12,000 (4). 

The materials containing growth inhibitory activity at 
various stages of fractionation were subjected to analysis 
by SOS-polyacrylamide gel electrophoresis. After electro­
phoresis, the gel was stained with Coomassie blue and then 
subjected to fluorography to reveal 35S-l abeled protein 
components. The gel revealed a large number of proteins, as 
detected by fluorography, in CM, ammonium sulfate percipi­
tate, and component A of the Sephadex G-50 column (Fig 2c, 
lanes 1-3). In contrast, component C yielded two major 
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bands on the fluorograph (Fig. 2c, lane 5). The molecular 
weights estimated for the two bands in component C were 
13,000 and 10,000. 

We have designated this fraction (component C, Fig. 2) 
as FGR-s, which stands for fibroblast growth regulator that 
is secreted or released into the medium in a soluble form. 
Hereafter, the M = 13,000 polypeptide (pI ~10) (5) in 
this fraction wifl be referred to as FGR-s (13 K). Simi­
larly, the Mr = 10,000 polypeptide (pI -7) (5) will be 
designated FGR-s (10 K). 

These results have recently been confirmed by Wells and 
Mallucci (6). Using essentially the same protocol, they 
have partially purified a growth inhibitory activity from 
medium of secondary cultures of mouse embryo fibroblasts. 
The molecular weights of the polypeptides identified in the 
active fractions were 13,000 and 10,000. 

Identification and Neutralization of a GrOtith 
Inhibitory Factor by a Monoclonal Antibody 

Using FGR-s as the immunogen, we have carried out in 
vitro immunization of rat splenocytes and have generated 
hybrldoma lines secreting antibodies directed against com­
ponents of the FGR-s preparation (7). The supernatants 
from two hybridoma lines, designated 3C9 and 2A4, showed 
positive reactions when assayed with either FGR-s or whole 
3T3 cells (Figs. 3A and 3B). Quite the opposite results 
were obtained with hybridoma clones which were derived from 
rats immunized in vivo with whole 3T3 cells and screened 
and selected on-the-baSis of binding to whole 3T3 cells. A 
representative clone, designated 104, is used here for 
illustrative purposes. Clone 104 showed strong reaction 
(2.4-fold) when assayed on whole 3T3 cells but negligible 
reaction when assayed on FGR-s (Figs. 3A and 3B). These 
results suggest that the products of clones 2A4 and 3C9 
were monoclonal antibodies directed against some component 
of FGR-s, which in turn is a constituent of whole 3T3 cells 
(7) • 

Antibody 2A4, the rat IgG purified from clone 2M, bound 
specifically FGR-s (13 K)(Fig. 4A). There was no binding 
of FGR-s (10 K). To test the possibility that Antibody 2A4 
can neutralize the growth inhibitory activity of FGR-s, the 
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Fig. 3. Summary of the results of screening assays carried 
out using (A) FGR-s and (8) whole 3T3 cells as targets. The 
supernatants from clones derived from in vitro immunization 
of FGR-s (DC4, 3C9, and 2A4) and from in vivo immunization 
of whole 3T3 cells (104) were tested. Thes-u·pernatant from 
the parent myeloma line, NS-l, was used as control. 
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Fig. 4. Binding and functional activity of Antibody 2A4. 
(1'1) SnS-polyacrylamide gel electrophoresis of: (a) FGR-s; 
(b) FGR-s (10 K) not bound by an Antibody 2A4 affinity 
column; (c) FGR-s (13 K) bound and eluted from an Antibody 
2A4 affinity column. (8) Dose-response curve for the 
effect of FGR-s on the incorporation of 3H-thymidine by 
3T3 cells in the absence (e----4) and presence ((}---Q) of 
Antibody 2A4 (25 ng/ml). 
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effect of the inhibitor preparation on [3H]thymidine incor­
poration in target 3T3 cells was assayed in the presence 
and absence of the purified antibody. In the present 
assay, 60% inhibition was obtained with approximately 5 ~l 
of the FGR-s preparation {Fig. 48}. When the effect of 
FGR-s was assayed in the presence of Antibody 2A4, however, 
there was a higher level of [3H]thymidine incorporation 
(i.e., a reduced level of growth inhibition). For exa~ple. 
the addition of 25 ng/ml of Antibody 2A4 reduced the inhib­
itory effect of 5 JJl of FGR-s from 60% to 30%. When the 
amount of FGR-s added was increased ten-fold (50 ~l), the 
same 25 ng/ml of Antibody 2A4 was ineffective in reversing 
the inhibitory effect. 

Particularly striking was the observation that Antibody 
2A4 (25 ng/ml) also increased the level of DNA synthesis in 
3T3 cultures in the absence of any exogenously-added FGR-s 
(Fig. 4B). Similarly, when a small amount of FGR-s (0.5 
JJl) was used, resulting in 25% inhibition, the addition of 
Antibody 2A4 raised the level of DNA synthesis even beyond 
that of control cultures, without any FGR-s or Antibody 2A4. 
Therefore, over the entire range of FGR-s concentration 
tested, the addition of Antibody 2A4 resulted in a higher 
level of DNA synthesis. 

These effects of Antibody 2A4, on DNA synthesis of 3T3 
cells and on the effect of FGR-s, were specific. Antibody 
104, which was not reactive with FGR-s polypeptides (Fig. 
3). failed to yield the same effects (7). These observa­
tions suggest that the results obtained with Antibody 2A4 
are most probably not due to a growth factor contaminating 
the immunoglobulin fraction. This conclusion is further 
supported by experiments that showed the same effects of 
Antibody 2A4 when the assays were carried out in the pres­
ence of freshly added calf serum (5%). Thus, the results 
on the neutralization of growth inhibitory activity of 
FGR-s by Antibody 2A4. coupled with the fact that this 
antibody specifically bound FGR-s (13 K). strongly suggest 
that the Mr = 13,000 polypeptide carries growth inhibitory 
acti vity. 

Effect of Antibody 2A4 on 3T3 Cultures in the Absence of 
Exogenously-added FGR-s 

If FGR-s (13 K) plays a physiologically significant role 
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Table I. Effect of Antibody 2A4 on DNA synthesis in 3T3 cells 

Antibody 2A4 
Concent rat i on 
__ JJ!JL=m l~_ 

o 
1.6 
8.0 

40.0 
200.0 

1000.0 

DNA synthes i s 
(cpm) 
5680 
6880 
9660 
9150 

10060 
10840 

Stimulation 
I ndex 
1.00 
1.21 
1. 70 
1.61 
1.77 
1. 91 

in density-dependent inhibition of growth, one would expect 
that addition of Antibody 2A4 to dense cultures of 3T3 cells 
should at least partially neutralize the activity of endo­
genous FGR-s (13 K) molecules in the culture and reverse 
the effect of density inhibition. Indeed, the addition of 
Antibody 2A4 resulted in a higher level of DNA synthesis in 
3T3 cultures without any exogenously-added FGR-s (Table I). 
In contrast, the addition of Antibody 104, which is not 
reactive with FGR-s, failed to yield the same effect. 

Antibody 2A4 binds directly to live or unfixed 3T3 
cells. The binding is saturable, suggesting that there are 
only a finite number of antigenic targets exposed at the 
cell surface. To date, we have not directly identified the 
antigenic target of Antibody 2A4 on the cell surface. Be­
cause Antibody 2A4 specifically recognizes FGR-s (13 K), 
h()olever, we infer that the Mr = 13,000 polypeptide or a 
cross-reactive precursor on the membrane may be functioning 
1n the normal mechanism of density-dependent inhibition of 
growth in 3T3 cells. 

Oiscussion 

Our results can be summarized by the diagram shown in 
Fig. 5. Under ordinary conditions, a sparse culture of 3T3 
cells in medium containing serum growth factors will be a 
proliferating culture. In contrast, for a dense culture (4 
x 104 cells/cm2), these same 3T3 cells will cease to divide 
as they become quiescent. FGR-s is a cellular protein 
fraction that will arrest sparse, proliferating 3T3 cells 
and convert them into a quiescent state. The Mr = 13,000 
polypeptide in FGR-s is responsible for this action because 
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Fig. 5. Summary diagram showing the effects of FGR-s and 
Antibody 2A4 on sparse and dense cultures of 3T3 cells. 

the biological activity is neutralized by a monoclonal 
antibody directed against the polypeptide. This monoclonal 
antibody (Antibody 2A4) will also stimulate DNA synthesis 
in dense, quiescent cultures of 3T3 cells. This suggests 
that the target of 2A4 (FGR-s (13 K) or a cellular precur­
sor) may be functioning in the normal mechanism of density­
dependent growth control in 3T3 cells. 

The fact that FGR-s (13 K) can be isolated from soluble 
conditioned medium lends support to the notion that growth 
regulation at high cell densities may be partly mediated by 
soluble inhibitory factors. We had previously shown that 
radioactively-labeled FGR-s preparations hound specifically 
to the target 3T3 cells (8). Antibody 2A4. which recog­
nizes FGR-s (13 K), also binds to the surface of 3T3 cells 
in a saturable fashion. These results suggest that FGR-s 
(13 K) or a higher molecular weight precursor is present on 
the plasma membrane. This in turn raises the possibility 
that the endogenous growth inhibitor may also act via cell­
cell contact mediated mechanism of growth regulation, which 
is supported by the early observations of 3T3 cell growth 
as well as by the wound healing experiments of Dulbecco and 
Stoker (2,9). 

Indeed, Glaser and co-workers have shown that the growth 
of 3T3 cells can be reversibly inhibited by a surface mem­
brane fraction from the same cells and that the inhibitory 
components can be solubilized by the nonionic detergent 
octylglucoside (10). Alternatively, Peterson et al. (11) 
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have obtained simflar growth inhibitory activities from 3T3 
cell membranes by solubilizing the membrane with Triton 
X-IOO and reconstituting the solubilized components into 
liposomes. Natraj and Datta have also shown that an inhib­
itor of DNA synthesis can be extracted from 3T3 cells by 
treatment with 0.2 M urea in phosphate-buffered saline 
(12). It was suggested that these surface-membrane mole­
cules may be the same molecules that are responsible for 
contact-dependent growth regulation. It would be of 
obvious interest to establish the relationship hetween 
FGR-s (13 K) and the plasma membrane associated growth 
inhibitory activities. It is possible that the same mole­
cule can exert its effects both anchored on the cell sur­
face and released into the medium. 
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CHANGES IN ADHESION, NUCLEAR ANCHORAGE, AND CYTOSKELETON 

DURING GIANT CELL FORMATION 
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Group, The University of Calgary, Calgary, 
Alberta, Canada 

Anchorage Modulation 
Most cells derived from solid tissues require anchor­

age to a suitable surface for viability, growth, and the 
ability to express differentiated functions in culture 
(1-6). Anchorage becomes altered during growth and differ­
entiation through changes in the contact interactions which 
a cell makes with other cells, substrata, and soluble extra­
cellular ligands, and in turn influences a wide spectrum of 
cellular activities, including cell shape, motility, bio­
synthetic patterns, gene expression, and cell proliferation. 

The coordination of growth, mitosis, and cell division 
appears to be sensitive to anchorage modulation in some but 
not all types of cultured cells. Cells which are highly 
anchorage-dependent for growth stop dividing and exhibit a 
partial or complete inhibition of macromolecular synthesis 
when cultured in suspension (7,8). If these cells are per­
mitted to reattach to the substratum but are prevented from 
spreading, protein synthesis rapidly resumes but nuclear 
biosynthetic processes and cell division remain inhibited 
(9). Thus spreading, which involves the reformation of a 
cytoskeletal framework composed of microtubules, microfi1a­
ments, and intermediate filaments (10-13), appears to be 
required for reactivating DNA synthesis, ~~A synthesis and 
processing, mitosis, and cell division (9,14). 

Other types of cells fail to divide when deprived of 
anchorage but continue to synthesize DNA, RNA, and protein, 
undergo nuclear division, and transform into giant cells 
with variable numbers of nuclei (15). The occurrence of 
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giant cells is widespread in nature and by no means re­
stricted to experimental situations in which anchorage is 
deliberately perturbed. Giant cells are present in senesc­
ing cell populations (16), in terminally differentiating 
keratinocytes (17), and throughout the culture life cycle 
of a number of established cell lines. They also appear 
during the development of normal and malignant tissues in 
a wide variety of organisms (18-20). 

The formation of giant cells by mechanisms other than 
cell fusion may represent a fundamental change in cellular 
growth policy that requires cells to switch from a prolif­
erative mode, in which cell size remains fairly constant 
from generation to generation, to a growth mode, in which 
cell number remains constant but cell size increases. The 
observation that some types of cells can be induced to make 
this transition following a change in cell contact inter­
actions suggests that anchorage may play an important role 
in determining which of these modes is operative. 

Giant Cell Formation in Mammalian Trophoblast 
Trophoblast originates from the outermost layer of the 

blastocyst (trophectoderm) and is developmentally program­
med to form polyploid giant cells which serve nutritive and 
hormone-producing functions during gestation. It is known 
from studies on the developing mouse embryo that continued 
proliferation and maintenance of diplOidy of trophectoderm 
requires both inductive interactions with inner cell mass 
(ICM) derivatives and appropriate tissue geometry (21-23). 
When trophoblast becomes separated from ICM, either exper­
imentally or by migration during post implantation develop­
ment, it stops dividing, endoreduplicates its DNA and forms 
giant cells. Studies on in vitro cultured mouse trophoblast 
suggest that the arrest of cell division is not solely re­
sponsible for the induction of giant cell formation; a re­
duction in cell contact interactions may also be required 
(23). In vivo, the formation of the blastocoel in the pre­
implantation embryo may produce shape changes in trophecto­
derm which serve as a stimulus for subsequent endoreduplic­
ation and giant cell formation (24). 

Giant cells with greatly enlarged polyploid nuclei are 
also found in human placental trophoblast and in tropho­
blastic tumors (25,26). These may arise by endopolyploidi­
zation of cytotrophoblast cells during the course of their 
maturation into syncytiotrophoblast (26). 
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The availability of a human trophoblast cell line, 
BeWo (27), that can be induced to form giant syncytio­
trophoblast-like cells with high frequency in vitro (28) 
provides a culture model system for studying the role of 
contact interactions in the formation of giant cells and 
the molecular mechanisms underlying this process . The BeWo 
line was established in 1968 from a methotrexate (MTX)­
resistant human gestational choriocarcinoma (27). BeWo 
cultures consist predominantly of cytotrophoblast-like 
cells (CTLs) and a small proportion of giant syncytiotropho­
blast-like cells (STLs) (Figure 1). These cultures retain 
many of the morphological, biochemical, and functional 
properties of normal trophoblast at an early developmental 
stage. 

Figure 1. Normal BeWo culture morphology 

When treated with MTX concentrations that are toxic to most 
cell lines (0.1-1 ~M), BeWo cells stop dividing and trans­
form into giant STLs (Figure 2). 
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Figure 2. STL morphology 

Giant cells are first detected after 48 hours of drug 
treatment. By 72 hours, more than 90% of the cells are 
morphologically transformed. After 5-7 days, syncytia begin 
to appear in the cultures (Figure 3). 

Figure 3. Syncytium formation 

MTX produces a number of changes in BeWo cells which 
affect their growth, surface and membrane properties, 
interactions with neighboring cells and substrata, and 
cytoskeletal organization (28-32). 
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Growth Characteristics: 
Soon after the addition of MTX to BeHo cultures, 

cell division is arrested (Table 1). Protein and DNA 
continue to accumulate for several days and cells and 
nuclei become greatly enlarged. 

Table 1. Inhibition of Cell Proliferation by MTX 

Day 
o 
1 
2 
3 

~i11ions of Cells per 
Control 

2.4 +/- 0.2 
4.0 +/- 0.9 
5.0 +/- 0.8 
9.3 +/- 2.0 

Flask (+/- S.D.) 
+ MTX 

2.4 +/- 0.2 
2.1 +/- 0.6 
2.4 +/- 0.8 
2.4 +/- 0.6 

The majority of nuclei incorporate (3-H)-thymidine into 
their DNA prior to and during cellular enlargement. 
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During the first 24 hours of drug treatment, Feulgen­
acriflavin stained control and MTX-treated cultures have 
nearly identical D~A distributions (Figure 4). Between 24 
and 72 hours, there is a progressive increase in the pro­
portion of cells with G2 and higher DNA contents, and by 
day 3, the median DNA content of drug-treated cultures is 
55% greater than that of the untreated cultures. Metaphase 
figures are never seen in the drug-treated populations nor 
has cell fusion been observed in continuous time-lapse 
cinematographic recordings of cells exposed to HTX for 72 
hours. These results suggest that the increase in DNA con­
tent of the drug-treated cells is produced by endoredupli-
cation. CONTROL 
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sample size: 300 nuclei per culture. 

Surface and Membrane Changes: 
Membrane glycosylation patterns are changed both 

prior to and during giant cell formation, as determined by 
(125-I)-Con A and WGA (wheat germ agglutinin) lectin 
affinity staining of membrane glycoproteins fractionated on 
IEF-SDS polyacrylamide gels (30). Membranes from cells 
harvested at 0,24,48 and 72 hours after MTX treatment 
contain deletions, additions, or changes in lectin stain­
ing in 22 Con A-reactive glycoproteins with apparent molec­
ular weights ranging from 37-140 Kd and pIs from 4.95-8.2. 
Fifty percent of the changes that appear during the 3 day 
MTX treatment period are already present at 24 hours and 
involve surface-localized cellular proteins. WGA-reactive 
proteins are clustered into several groups with apparent 
molecular weights in the 80-200 Kd range. The proteins 
within each cluster are acidic (pIs<6.5), sialylated, and 
differ in their isoelectric points. A distinctive change in 
pattern is observed after 24 hours of MTX treatment when 
one of the protein clusters disappears (~~ 84Kd, pIs 4.3, 
4.8,5.1,5.2,5.8) and is replaced by two less acidic species 
(pIs 5.9,6.1) of the same molecular weight. It is not yet 
known whether the MTX-induced changes represent new gene 
products or post-translational modifications of pre-exist­
ing proteins. 

Another membrane-associated property that becomes 
altered during MTX-induced giant cell formation is lectin 
agglutinability (29). Cell agglutination is a complex 
response that requires lectin recognition and binding to 
surface components with complementary saccharide residues, 
the redistribution and clustering of binding sites in the 
membrane, and cross-linking of sites on adjacent cells. 
Agglutinability can be regulated by cell-substratum anchor­
age and by density-dependent changes in extracellular 
matrix factors elaborated by cultured cells (33). STLs are 
less sensitive than CTLs to agglutination by lectins that 
recognize D-gal 81,3 galNAc (peanut agglutinin) and aD­
galNAc, D-gal residues (soybean agglutinin, SBA). This 
change in agglutinability does not appear to involve 
either decreases in the total number of sites available 
for lectin binding or increases in sialic acid masking of 
galactosyl or galNAc residues however, since STLs bind both 
types of lectin to a significantly greater extent than do 
CTLs with or without neuraminidase pretreatment (Table 2). 
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This suggests that the agglutinability decrease may result 
from changes in the mobility of lectin binding sites with 
the membrane. 

Table 2. Binding and Agglutination of CTLs and STLs with 
Peanut and Soybean Lectins 

Agglutination 

a b 
Lectin Cell Aggregate (Lectin) 

Type Ratio 0.5 

PNA CTL .180 .75 
STL .100 1.50 

SBA CTL .185 .75 
STL .085 3.75 

c d 
Lectin Cell Lectin Bound (Lectin) 

a 

b 

c 

d 

e 

Type at Saturation 0.5 
(+) (-) (+) (-) 

e 
PNA CTL .925 .054 25 12,22 

STL 3.630 .301 25 32 
e 

SBA CTL 3.350 .458 22 15,43 
5TL 5.980 .951 23 1l,43e 

Maximum agglutination expressed as the ratio of aggregates 
to total cells (33). 

Concentration of lectin required for half-maximal agglut­
ination, ugm/m1. 

ugm lectin bound specifically per 106 cells with (+) and 
without (-)V. cholera neuraminidase pretreatment. 

Concentration of lectin required for half-maximal binding, 
ugm/ml. 

Biphasic binding curves. 
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Cell Contact Interactions: 
Changes in cell-cell and cell-substratum interactions 

occur during the growth of BeWos in MTX-containing medium 
and may be important for the transformation of CTLs into 
giant STLs. 

When CTLs are plated at subconfluent densities, they 
exhibit a marked tendency to form multicellular clusters 
(28). The small percentage of giant cells which are 
present (1-5%) tend to localize at the periphery of 
clusters. Moreover, the proportion of giant cells in the 
cultures is inversely correlated with cell density. As 
cultures become increasingly confluent, cells within 
clusters multilayer to form "dome-like" structures. 
Clusters and "domes" are highly resistant to dissociation 
by trypsin in the absence of EDTA. Fascia adherens and 
desmosome-like junctions are found in cell contact regions 
and may contribute to the stability of the clusters. 

The MTX-stimulated formation of giant cells is also 
density-inhibited. However, unlike CTLs, STLs grow as 
highly flattened monolayers in which cells contact one 
another through extensive interdigitations of their plasma 
membranes and microvilli. Few desmosome-like junctions are 
present. The cultures are readily dispersed into single 
cell suspensions by trypsinization, and are attached more 
weakly to the substratum than are CTLs, both at subcon­
fluent and confluent densities (Table 3). This change in 
cell-substratum adhesiveness occurs within 24 hours after 
MTX treatment and prior to the onset of morphological 
transformation (32). 

Table 3. Differences in Adhesion of CTL and STL Cells. 
a 

Treatment Detachment Ratio 

Trypsin (0.25%)/ .67 (su bconfluent) 
EDTA (lmM), 250 C <.22 (confluent) 

DMSO (10%), 37°C <.25 

Glycine (lM)/ .41 
EDTA (2mM) , 250 C 

EDTA (2mM) , 250 C .60 
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a 
Time (minutes) for 100% detachment: 
STLs/CTLs. 
Detachment assays were performed under non-shearing con­
ditions at the indicated temperatures. 

Cytoskeleton: 
The cytoskeletal system consists of a network of 

protein polymers that mechanically couples the nucleus and 
cytoplasmic organelles to the cell periphery and spatially 
and functionally organizes the cytoplasm (34). The cortic­
al cytoplasm plays an active role in motility-associated 
functions, in cell adhesion, and in the transduction of 
sensory signals (35-37). The subcortical network is 
thought to be involved in cell shape formation and stabili­
zation, in the positioning and movement of organelles and 
vesicles within the cytoplasm, in nuclear anchorage to the 
cell periphery, and in the immobilization of polysomes, 
m~~A, and cytosolic enzymes (38-43). Within the nucleus, 
there exists an interchromatin matrix which has been im­
plicated in DNA replication, gene expression, and spatial 
compartmentalization (44,45). 

Cytoskeletal changes that occur during the morpho­
logical transformation of BeWo cells alter the attachment 
of the nuclear-cytoskeletal framework to the substratum 
(32). When cell monolayers are extracted with the non ionic 
detergent Triton X-IOO in the absence of microtubule sta­
bilizing agents, most of the protein and lipid is removed. 
Remaining attached to the substratum is a nuclear-cyto­
skeletal framework that contains actin, intermediate fila­
ments, and detergent-insoluble residues of nuclei, organel­
les, membranes, and pericellular matrix. The nuclear-cyto­
skeletal residues of CTLs and MTX-induced STLs remain 
firmly attached to the substratum under these extraction 
conditions, but upon further extraction with O.3~ 
potassium iodide, an actin-depolymerizing agent, STL 
residues are rapidly detached, whereas CTL residues remain 
anchored. This change in nuclear-cytoskeletal attachment is 
observed after 48 hours of ~TX treatment, but not at 24 
hours, when cell-substratum adhesion is affected. 

The basis for the sensitivity of STL residues to 
potassium iodide detachment is not yet clear. Detached STL 
and attached CTL residues appear to be morphologically 
similar; each contains nuclear shells attached to and 
interconnected by intermediate-type filaments. Likewise, 
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the two dimensional gel electrophoretic profiles of KI­
extracted residues from MTX-treated and untreated cultures 
are qualitatively similar and contain the same spectrum of 
major proteins, which includes several cytokeratin subunit& 
However, gels of KI extractable proteins differ quantitat­
ively and qualitatively in a number of unidentified minor 
components. The most likely basis for the change innuclear­
cytoskeletal attachment is a change in the stability, 
organization, or interactions of cortical actin with inter­
mediate filaments and membrane-associated proteins. 

Rearrangements of cortical actin filaments might also 
account for the changes in surface morphology which occur 
during giant cell formation. Giant cells in control and 
drug-treated cultures lose the surface ruffles and filo­
podia which are characteristic of CTLs and acquire numerous 
short microvilli (28). Actin filaments are arranged differ­
ently in ruffles (meshworks) and microvilli (filament 
bundles). These transformations may involve calcium-sensit­
ive actin binding proteins, which are demonstrably active 
in cell-free systems, and are presumed to regulate actin 
organization and polymerization in intact cells (46). 

Changes in the organization of actin stress fibers 
and cytokeratin intermediate filaments can also be visual­
ized by indirect immunofluorescent staining of fixed 
perrneabilized cells with antiactin and antikeratin anti­
bodies (Figures 5,6). 

Summary and Perspectives 
Considerable attention has been given in the growth 

literature to the relationship between cell size and cell 
division, yet somewhat surprisingly, little is known about 
how cell size is regulated in division-arrested cells. 

Pronounced deviations from "normal" size in individ­
ual cells within a population would be expected to produce 
marked changes in their functions and interactions with 
neighboring cells. In this regard, giant cells are of 
particular interest insofar as cell enlargement is often 
accompanied by changes in gene dosage and expression, 
enhanced biosynthetic and metabolic activity, and increased 
resistance to environmental damage (18,47,48). Giant cells 
that remain proliferatively viable may play an important 
role in cellular evolution. The division of giant cells 
which have undergone rearrangements and/or changes in con­
tent of their genetic material could produce progeny with 
diverse genotypes and phenotypes, and in malignant tissues, 
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could contribute to the rapid evolution of new species of 
cells with enhanced survival capabilities in the host 
(48,49). 

The events that trigger giant cell formation in cells 
with incomplete mitotic cycles are poorly understood. DNA 
reduplication and increased transcriptional activity are 
associated with the formation of giant cells in a,number 
of systems (18,47,49). However, it is not yet clear 
whether changes in nuclear activity act as a primary stim­
ulus for cellular enlargement or occur as a secondary con­
sequence of other cellular changes produced by division 
arrest. Likewise, giant cell formation is accompanied by 
changes in membranes, cytoskeleton, adhesion and cell con­
tact interactions (16,17,23,32), but whether these are 
causally involved in the process is not known at present. 
Our finding that nuclear-cytoske1eta1 substratum attach­
ments are altered during giant cell formation in the BeWo 
system suggests that the mechanical coupling of the nucleus 
to the cell periphery may itself be changed. 

The mechanisms that couple nuclear function to cell 
surface events are obscure. That nuclei can and do respond 
to contact changes at the cell periphery is suggested by 
experiments which show that nuclear biosynthetic activity 
is influenced by cell spreading (9), and nuclear antigen 
distribution by capping of cell surface receptors (50). 
Conversely, the nucleus is required for cytoskeletal-medi­
ated functions at the cell periphery (e.g. cytokinesis 
(51), ligand-induced capping of surface receptors (50,52)). 
Nuclear and cell surface activities might be coupled ionic­
ally, mechanically, or by direct interactions of cell sur­
face and cytoske1eta1 proteins with DNA (53,54). The 
reversible binding of macromolecules to structural frame­
works in the nucleus and cytoplasm may also play an import­
ant regulatory role and must be better understood before 
the complex and interesting problem of anchorage modulation 
of cellular growth and function can finally be laid to res~ 
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THE GI CELL CYCLE INTERVAL IN YEASTS 

R.A. Singer and G.C. Johnston* 

Departments of Medicine, Biochemistry and *Microbiology 

Dalhousie University, Halifax, N.S., Canada 

Like most other eukaryotic cells, yeast cells regulate 
the cell division process during the GI interval of the 
cell cycle (3,9). There have been two countervailing views 
of the nature of Gl. One view holds that the Gl interval 
exists mainly to accommodate specific events after nuclear 
division which are required for the subsequent S phase. 
These specific events would necessarily he part of the DNA­
division sequence, a concept proposed by Mitchison (6) to 
encompass periodic events in the replication and segrega­
tion of nuclear DNA. An alternative view of GI, which we 
and others support (1,10), is that most of Gl is without 
functional significance for the DNA-division sequence and 
exists mainly to satisfy needs for ongoing processes of 
mass accumulation, here termed "growth". For yeast cells 
growth to what can be measured as a critical cell size is 
required for performance of an event of the DNA-division 
sequence prior to S phase (3,9). Clearly for these cells a 
GI will be present when sufficient mass has not accrued 
during the previous cell cycle. Here we summarize experi­
ments using the budding yeast Saccharomyces cereivisiae, 
and report new results using the fission yeast 
Schizosaccharomyces hombe, which show that it is solely 
this dependency of t e DNA-division sequenc~ upon growth 
that accounts for a Gl interval. For both yeasts, 
increasing cell size at division shortens Gl. 
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RATIONALE 

Since growth and the DNA-division sequence are some­
what independent processes (but see our accompanying 
report). conditions can be found which affect these two 
processes in disproportionate ways. Protracting the DNA­
division sequence without proportionately affecting growth 
(4,10) will delay division while the cell continues to 
accumulate mass. leading to large cells. Moreover, large 
cells do not have to double in mass to achieve the critical 
size required for subsequent S phase initiation. If Gl 
exists to accommodate activities which must occur after 
nuclear division but prior to S phase, these conditions 
should not affect the G1 interval. If. on the other hand. 
G1 exists for reasons of insufficient growth. then upon 
completion of nuclear division those cells should be large 
enough to be able to immediately initiate a new cell cycle. 

RESULTS 

Hydroxyurea (HU) causes S. cerevisiae cells to arrest 
in S phase when present in high concentrations (12). At 
low concentrations of HU. however. cells undergo only a 
transient arrest of cell division. which then resumes at 
the same rate as for an untreated culture (Fig. lA). 
During this subsequent cell proliferation the proportion of 
cells without buds is decreased (4,10). Since cells in Gl 
are unbudded (13). this finding indicates that the length 
of time spent in Gl is decreased. 

For S. cerevisiae HU also affects the timing of cell 
cycle events defined by certain conditional cdc mutations. 
At nonpermissive temperatures cdc mutant celrs-accumulate 
as a population of cells all arrested at one point in the 
cell cycle (2). The amount of residual cell division after 
temperature shift indicates the timing of a cdc step in the 
cell cycle (the "execution pOint"). An eventearly in the 
cell cycle. around the initiation of S phase, has an execu­
tion point of approximately 0.3. One such event is defined 
by mutations in the CDC28 gene and is referred to as 
"start" (3). The "start" event heralds the onset of a new 
DNA-division sequence. and is the growth-dependent step in 
the S. cerevisiae cell cycle (3). The execution point for 
"start" is normally around 0.3. For cells dividing at nor­
mal rates in the presence of low concentrations of HUt how-
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ever, the execution point for "start" is around 0.0 of the 
cell cycle (4,10). This result implies that upon comple­
tion of the previous cell cycle, the CDC28 step is per­
formed and the next cell cycle is initiated without an 
intervening pre-"start" Gl interval. These findings are 
not specific to HU; other ways of protracting the DNA-divi­
sion sequence (Table I) lead to similar results. 

Another approach to investigate the nature of GI has 
been removal of cell cycle constraints from cells actively 
dividing under conditions limiting the DNA-division 
sequence. S. cerevisiae cells dividing under these condi­
tions are unusually large (4,10). Relief of limiting con­
ditions allows accelerated cell division for several 
generations (Fig. IB). Cells are large enough after 
nuclear division to initiate a new DNA-division sequence; 
no growth interval in GI is needed and the doubling time 
approximates the time required for the S+G2+M cell cycle 
periods (11). During this time the execution point for 
"start" remains at approximately 0.0 of the cell cycle. As 
cell division outstrips growth smaller daughter cells are 
produced, so that eventually normal-sized cells accumulate 
with normal generation times and normal cell cycles. 
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Figure 1. Effect of HU on S. cerevisiae cells. Panel A: 
HU was added at time zero; from (10). Panel B: cells pre­
grown + HU were transferred to fresh medium ± HU at time 
zero; from (11). Symbols: tt HU concentration changed at 
time zero; (), medium composition maintained; [J. untreated 
cells in HU-free medium. 
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Cells of the fission yeast i. pomhe have size require­
ments both for initiation of S phase and for initiation of 
nuclear division (9). For simplicity we have studied 
mutants in which the size control over nuclear division is 
functionally abolished. In these weel mutant cells only 
the size control over S phase remaTr1s" functional (9). Thus 
such weel mutant cells of i. pombe have a cell cycle regu­
lated similarly to that of S. cerevisiae and display a sig­
nificant Gl cell cycle interval (9). As found for S. 
cerevisiae, cells of ~. pombe treated with low concentra­
tions of HU were able to divide exponentially at normal 
rates, hut with altered cell cycle relationships. When 
wee1 mutant cells were grown in limiting concentrations of 
HU, the execution point for the cdc10.129 mutation marking 
a pre-S phase step was shifted from 0.2 to -0.1, suggesting 
that a significant time interval between nuclear division 
and S phase had been eliminated. Thus in wee1 i. pombe 
cells, the G1 interval appears to be present because of 
insufficient growth. Cells of i. rlmh, growing in low con­
centrations of HU also were unusua y arge. When limiting 
conditions were relieved, these large cells too displayed 
accelerated rates of cell division (see our accompanying 
report). Similar results were obtained (data not shown) 
for weel i. £ombe cells limited in the DNA-division 
sequence by other conditions (Table 1) such as low concen­
trations of deoxyadenosine, an S phase inhibitor (7), or by 
growth at semipermissive temperatures for a cdc22 mutant, 

TABLE 1 

Treatments Limiting the DNA-Division Sequence (4,10,11) 

Yeast Pre-S 

S. eerevisiae 

edc10 

Cell cycle phase 

S 

hyd roxyurea 
Trenimon 
dTMP auxo. 
dUMP alJxo. 
cdc8 

hydroxyurea 
deoxyadenosine 
edc22 

G2+M 

MBC 
edel? 

cdel 
Ccrc27 
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conditionally defective in replication (8). Moreover, 
others have found that short-term blockage of the DNA-divi­
sion sequence produces large cells, and is followed by more 
rapid cell division (7,9). 

DISCUSSION 

Two approaches using two different yeasts indicate 
that the Gl interval, when present, is mainly an interval 
of growth. One approach involved protracting the DNA-divi­
sion sequence. These treatments delay the completion of 
nuclear division, hut allow mass accumulation during the 
slowed progress through the DNA-division sequence. Upon 
completion of a cell cycle, cells at or above the critical 
size required for initiation of the next cell cycle need no 
intervening period of growth. A second approach exploits 
the increased size of cells slowed in the DNA-division 
sequence. Relief of limiting conditions allows the DNA­
division sequence to proceed normally, but because of the 
large cell sizes these cells do not have to douhle in mass 
to be large enough at nuclear division to initiate a new 
cell cycle. For a time these cells cycle more rapidly than 
normal, with a minimal Gl interval. Although there are 
activities normally correlated with the Gl interval, we 
conclude that, at least for yeast, this interval is not 
present to accommodate these activities. but is simply a 
consequence of insufficient growth during the previous cell 
cycle. 

A similar pattern is also found in analogous HU 
experiments with animal cells. Growth in HU shortens the 
Gl interval in Chinese hamster cells (14). Conversely. 
slowing growth activities of strains which normally cycle 
without a Gl interval creates a Gl interval (5). 
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During the cell cycle a cell undergoes a programmed 
sequence of events for replication and segregation of 
nuclear DNA. termed the DNA-division sequence (8). While 
these periodic events are taking place a cell is also 
increasing in size and mass. The generally continuous 
activities of production of new cell mass are here collec­
tively termed "growth". Growth activities and the DNA­
division sequence are normally coordinated; for yeast cells 
some of this coordination is manifested by growth require­
ments for certain cell cycle activities. In particular. 
for the budding yeast Saccharomyces cerevisiae. performance 
of the cell cycle regulatory step "start" prior to S phase 
requires growth to what can be measured as a critical cell 
size (5). For another yeast. the fission yeast 
Schizosaccharomyces pombe. size requirements must be met 
both for initiation of S phase and for initiation of 
nuclear division (10). During normal performance of the 
cell cycle in these yeasts there are periods of time during 
which the DNA-division s~qu~nce is temporarily held up 
awaiting sufficient growth to satisfy cell size require­
ments (5.10). Thus growth is normally the rate-limiting 
feature for cell proliferation. 

It is generally held that growth is not regulated by 
the DNA-division sequence. This conclusion has been 
repeatedly suggested by results of experiments. IJS i ng many 
cell systellls. in which cellular growth continues when the 
DNA-division sequence is blocked. However. recent findings 
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using S. cereV1Slae have led us to reexamine this issue. 
If theLJNA-dlvlslon sequence is not blocked, but merely 
slowed in its performance (6,12), then the DNA-division 
sequence itself, not growth, becomes the rate-limiting 
feature for cell proliferation. It might be expected that 
under these conditions growth would outstrip the ability of 
cells to divide, leading to increasingly larger progeny 
cells each division. However, even though cells are 
unusually large cell size does not continue to increase, 
and cells display exponential growth kinetics as long as 
limiting conditions are maintained. Cell viability is 
unaffected (6). Such apparently balanced growth suggests 
that conditions which primarily affect the DNA-division 
sequence must also decrease rates of cell mass accumulation 
in a parallel fashion. Experiments presented here are 
designed to examine the basis for this growth limitation 
when the DNA-division sequence is protracted, and suggest 
that growth in ~ pomb~ is constrained directly by the 
DNA-division sequence ltself. 

RATIONALE 

Relationships between growth and cell division have 
been studied previously in the ways to be discussed here 
using the buddfng yeast s. cerevisfae. This yeast has a 
single cell size controlstep in its cell cycle, just prior 
to S phase (5). When cells of this yeast are cultured 
under conditions designed to slow but not block certain 
parts of the DNA-division sequence such as S phase, those 
cells show exponential but slowed rates of cell prolifera­
tion, at increased cell sizes and with altered cell cycle 
parameters (6). Cell cycle analysis indicates that these 
cells are likely to have a protracted S phase (6). With a 
lengthened S pha se, cells requ ire a longer time to comp I ete 
the DNA-division sequence from the pre-S phase size control 
step through to cell division. At nuclear division cells 
are larger than normal because of the longer time for 
growth from the previous size control step, and cycle with 
a minimal G1 interval (6,12). When cell cycle constraints 
are relieved for S. cerevisiae cells, those cells display 
accelerated rates-of cell division for several generations 
(13). Because of initial large cell sizes those cells do 
not have to double in mass to achieve the critical cell 
size required for subsequent S phase initiation, and the 
now-unconstrained cells, in the absence of DNA-division 
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sequence limitations but still unusually large, go through 
several cell divisions without an appreciable Gl interval. 
Smaller daughter cells are produced as cell division out­
strips cell growth, so that eventually normal-sized cells 
are produced (13). 

For S. cerevisiae, among conditions shown to limit 
cell cycle-progression are the presence of hydroxyurea 
(HU), and the use of semipermissive temperatures for cer­
tain cdc (cell division cycle) mutants. The S phase of the 
cell cycle presumably is protracted by low concentrations 
of HU because of the inhibitory effect of HU on ribonucleo­
tide reductase (11). The rationale behind use of semi per­
missive temperatures, below the non-permissive temperature 
where cdc gene product function is defective, is to work 
where cdc gene product function is only partially impaired 
(6,12)-.-Similar limiting conditions were applied here to 
cells of a different yeast, ~ pombe. 

Wild-type cells of the fission yeast S. pom~; have two 
size control steps, in different parts of the ce cycle 
(10). For simplicity we have studied mutants of ~ pombe 
in which the operation of one size control is functionally 
abolished. In these weel mutant cells only the cell size 
control over the initiation of S phase remains functional 
(10). In this way the cell cycle of wee 1 ~ pombe cells 
resembles that of S. cerevisiae cells. Because of this S 
phase size requirement, weel mutant ~ pombe cells show a 
Gl interval during which the DNA-division sequence is held 
up while growth continues (our accompanying report). 

RESULTS 

The cell cycle of weel mutant S. pombe cells was 
affected by growth in t~presence or HU. At high concen­
trations HU blocks S phase in S. pO,fe (8), hut at lower 
concentrations of HU weel mutant ce s underwent exponen­
tial cell division, a~ncreased cell sizes and with 
altered cell cycle parameters (data not Shown). At an HU 
concentration of 0.2 mg/ml cell division rates were 
decreased but sti 11 exponenti al (Fi g. lA). Thus, the rate 
of growth must also be decreased in parallel. 

As discussed above, upon relief of conditions which 
affect the DNA-division sequence, cells of S. cerevisiae 
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show increased rates of cell division for a time. To see 
if wee1 cells of ~ pombe behaved similarly, cells bearing 
the wee1.6 mutation were first grown for several genera­
tions-Tn medium containing 0.2 mg HU/ml. As shown in Fig. 
lA, when transferred to HU-free medium these cells also 
displayed accelerated rates of cell division. 

To examine the effects of relief of cell cycle con­
straints on the ability of these cells to grow we measured 
accumulation of cellular protein. Cells were first grown 
for several generations in the presence of both [l~C]-his­
tidine to label protein and HU to protract S phase. When 
these cells were transferred to medium containing [l~C]_ 
histidine at the same specific activity but without HU, the 
rate of growth as measured by accumulation of [l~C]-histi­
dine into protein was also found to increase (Fig. lA). 
Relief of constraints on the DNA-division sequence was 
therefore accompanied by relief of constraints over growth 
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Figure 1. Relief of limiting conditions for S. ~ombe weel 
cells. Panel A: cells pregrown in HU were trans erred to 
HU-free medium at time zero. Panel B: cdc 22.M45 wee1.6 
cells pregrown at 32.5°C were transferred to 23°C ar-time 
zero. Symbols: 0, cell concentration, and I, [l~C]-histi­
dine accumulation, after relief of limiting conditions; 
solid line, cell concentration in nonlimiting conditions. 
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rate. Moreover, the increased rate of protein accumulation 
paralleled the increased rate of cell division during the 
period when cells were dividing more rapidly than normal. 
Evidently under these conditions cellular growth as well as 
cell division can take place at rates higher than those for 
cells actively dividing in the same medium hut without 
prior proliferation in the presence of HU. 

We also used another way to alter the timing of S 
phase. A strain mutant in the cdc22 gene is defective in 
DNA replication at the non-permissive temperature (9). At 
the semi-permissive temperature of 32.5°C, however, 
cdc22.M45 weel.6 double mutant cells were found to prolife­
rate exponentially. but with a generation time lengthened 
by 20%. Such growing cells maintained an unusually large 
cell size under these conditions. As shown in Fig. lB. 
when first grown for many generations at 32.5°C and then 
returned to the permissive temperature of 23°C, cdc22.M45 
weel.6 mutant cells divided more rapidly than ceTTS of the 
same strain which had never been exposed to the higher tem­
perature. The rate of protein accumulation also increased 
upon return to 23°C, and continued at increased rates for 
several hours after return of these mutant cells to the 
permisSive temperature. Furthermore, the growth rate shown 
by these cells was greater than that of untreated cells of 
the same strain in the same medium at the same tempera­
ture. These effects on growth rate and cell division rate 
were not simply a result of temperature shift, since shif­
ting a cdc22+ weel.6 strain from 32.5°C to 23°C resulted in 
an abruptdecrease in the rates of both mass accumulation 
and cell division to rates characteristic of cells grown 
continuously at 23°C (data not shown). It is thus likely 
that the rate of performance of the DNA-division sequence, 
and not the particular conditions used to limit such 
performance, affects the rate at which cells can grow. The 
rate of mass accumulation cannot be only a function of the 
nutrient supply. 

DI SCUSS [ON 

Results presented here suggest that for weel cells of 
the yeast ~ pombe thQ DNA-division sequence exerts a regu­
latory effect on the rate of mass accumulation. When the 
rate of performance of the DNA-division sequence was 
slowed, cell division was still exponential, although at 
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decreased rates. Under these conditions the rate of growth 
must be limited in parallel with the rate of cell divi­
sion. Moreover, when constraints on the DNA-division 
sequence were relieved, growth increased to parallel the 
increased rate of cell division. Perhaps during cell pro­
liferation under limiting conditions "growth potential" is 
"stored", and subsequently "mobilized" to allow faster­
than-normal growth after the putative growth-limiting con­
ditions are relieved. Alternatively, growth is always 
limited by the rate of performance of the DNA-division 
sequence, so that faster-than-usual cell division allows 
faster-than-usual growth. This latter interpretation sug­
gests that growth rate is always less than maximal in nor­
mally proliferating ~ pombe cells. 

Involvement of the DNA-division sequence in growth 
processes has heen suggested previously for ~ P1mbe. RNA 
synthesis rates increase at some point in the ce 1 cycle 
(4), perhaps correlated with nuclear division (2,3). It 
was suggested that the cell cycle controls this rate 
increase (2). In addition, protein synthesis also shows 
periodic rate changes during the cell cycle (1). 

The experiments described here are consistent with 
regulation of growth by the DNA-division sequence, but 
other explanations are possible. If the conditions imposed 
to limit the DNA-division sequence also themselves have 
direct and parallel effects on growth, then exponential 
cell proliferation could take place at decreased rates, and 
relief of the limiting conditions might well allow 
increased growth rates as well as increased cell division 
rates. However, this explanation must account for simi­
larity of the effects caused by both an inhibitor such as 
HU and a cdc mutation with known effects on S phase. 
Moreover,-relief of DNA-division sequence constraints 
results in a rate of mass accumulation greater than that 
for untreated cells of the same strain in the same medium. 
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INTRODUCTION 

Schizo saccharomyces pombe adjusts cell size li2 
response to changes in the nutritional environment. ' 
A comparison of cell size in different media shows that 
cells are small under poorer growth conditions and that 
shifts from richer to poorer media and vice versa 
result in a rapid change in size. The kinetics of the 
response reveal that the adjustment is made at the G2 
mitotic control and is achieved by either stimulating 
or delaying cell division. 

Three genes are known to be invol~~§ in the mitotic 
control: cdc 2, wee 1 and cdc 25. The cdc 2 gene 
product plays a major-regulatory role at mitosis. The 
wee 1 gene product appears to delay division, 
potentially by directly interacting with cdc 2 at the 
site of the cdc 2-w mutation. Cdc 25 functions in 
opposition to-Wee I-and in wee 1- cells it is no longer 
necessary for division. The molecular basis of these 
genetical interactions is not understood; nor is it 
certain where or how nutritional modulation is 
achieved. Wee 1 cells behave as if starved (i.e. 
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minimal cell mass) and in fact, shifts in the execution 
point for some cdc mutants aEe seen when starved for 
nitrogen or when in a wee 1 _genetic background (9; 
Fantes, unpublished). Wee 1 cells do not undergo18 
division stimulus followi¥g nutritional shift-down 
suggesting that the wee 1 gene product is necessary 
for the functioning ~the nutritional size control. 

The division response to nutritional stimuli 
suggested the basis of a genetic screen designed to 
isolate mutants in the sensory or division 
release/inhibition aspects of the mitotic control. 
Changed division response mutants (cdr) were selected 
for failing to undergo stimulated ~visions following 
an extreme shift-down (minus nitrogen); the rationale 
being that this group should include cells whichlrither 
did not sense or could not respond to the shift. Two 
major new loci, cdr 1 and cdr 2, were identified and 
all alleles have -an altered response to nutritonal 
shifts. They appear to have an altered perception of 
their environment or their response to the nutritional 
stimulus is defective. 

Various data strongly suggest that nutritional 
status in S. pombe is monitored as some parameter which 
correlates-;i~ell size/volume. One possibility is 
that in a1,anner similar to that suggested in ~ 
cerevisiae, nutritional status and hence growth rate 
is perceived intracellularly at the ribosome i.e. a 
monitor measuring the rate (or amount) of protein 
synthesis. In S. pombe, mutants known as 
allosuppressors (sal-)- have been found which appear to 
affect13hI4activity of nonsense suppressor tRNA's in ~ 
pombe.' In some cases thel~ mutants have a 
temperature sensitive cdc effect and, in addition, 
upon nitrogen starvation they tend to remain as large 
cells. In addition, sal 2 was found to be an allele of 
cdc 25, one of the~ree genes implicated in the 
mitotic control (Nurse, personal communication). It 
was therefore decided to test the cdr mutants for their 
effect on nonsense suppression. 

METHOD 

The pathway for adenine biosynthesis in S. pombe 
contains a step, catalyzed by the ade 6 gene-Product, 
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I I I 
Ie I I 

~ : ~AMP-: 
I /. I 

PRPP-~>Iade 6 >IMP. ... ,. : 
'f ~GMP_' 
AI R-......;>~ pig ment 

Figure 1. Schematic of pathway for purine 
biosynthesis. PRPP = 5-phosphoribosyll~-pyrophosphate; 
AIR m 5-aminoimidazole ribonucleotide. 

which, if blocked, results in the build-up of a red 
coloured pigment in the cells (Figure 1). Nonsense 
alleles of these genes have been expt~ited to find and 
investigate suppressor active tRNA's. Suppression of 
the nonsense mutant ade 6-704 results in a shift from a 
red to a white coloured colony. The relative 
effectiveness of various suppressors can be seen as 
shifts in colour from red through pink to white. Sup 
3-e is a serine tRNA which has an altered anticodon 
recognizing the nonsense codon UGA and is efficient in 
suppressing ade 6-704 thus making the colonies white. 
The tRNA can be inactivated by second site mutations 
within the same gene; the tRNA can then no longer 
function16 effectively as a suppressor e.g. sup 
3-e,r36. The allosuppressor mutations were identified 
as cell lines which had a third unlinked mutation 
causing ade 6-704 sup 3-e,r36 colonies t01~e white 
under the same growth conditions (see Table I) • 

~ESULTS AND DISCUSSION 

Both cdr 1 and cdr 2 were tested for allosuppressor 
activity by first--Constructing suitable strains and 
crossing them to generate ade 6-704 sup 3-e,r36 cdr 
1-34 or cdr 2-97. A comparison of~he colour and 
growth of various strains is shown in Table II. 

Either cdr 1 or 2 in the presence of sup 3-e,r36 
affects the~gree to which pigment accumulates in the 
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TABLE I 

genotype 

ade 6-704 
ade 6-704 sup 3-e 
ade 6-704 sup 3-e,r36 
ade 6-704 sal 3rr12 
ade 6-704 sup 3-e,r36 sal 3rr12 

Young and Fantes 

1 phenotype 
colour growth 

red 
white + 
pink 
red 
white + 

leolour: determined after 48 hr growth at 300 e on 
yeast extract plus 10 ug/ml adenine. 
Growth: determined in the absence of adenine on 

Edinburgh minimal medium. 

cell. The simplest explanation is that cdr 1 and 2 are 
allosuppressors, facilitating the action-oI sup 3-e,r36 
thus producing a functional ade 6 gene product and 
hence relieving the block to~e pathway. The cells 
grow poorly on minimal medium showing that the block at 
the ade 6 step still restricts the pathwaYj this is a 
measure of the limited effectiveness of the 
suppression. The fact that there is some improvement 
in growth on minimal media eliminates most other 
possibilities as the cause of the reduction in pigment 
accumulation. If cdr mutants inhibited the adenine 
pathway directly, thus limiting pigment buildup, then 
no improved growth on minimal medium would be seen. 
The same is true if membrane effects allowed for an 
increased adenine uptake and therefore feedback 
inhibition of the pathway. Similarly they do not 
appear to allow a by-pass of the ade 6 step since there 
is no improvement in growth in ade 6-704 cdr 1-34 or 
2-97 Jouble mutants. 

For the moment there is no basis on which to 
suggest a specific function for these genes. The 
effect on nonsen~~ suppression could be by one of a 
number of routes. It is unlikely that they are tRNA's 
themselves since they act only in concert with sup 
3-e,r36j a suppressor tRNA would be expected to 
function alone. A second possiblity would be that they 
coded for enzymes involved in tRNA modification thus 
affecting the structure of sup 3-e,r36. In a related 
group of mutants, suppressor-Interacting, sin 1 affects 
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1 

TABLE II 

genotype 

ade 6-704 
ade 6-704 cdr 1-34 
ade 6-704 cdr 2-97 
ade 6-704 sup 3-e,r36 
ade 6-704 sup 3-e,r35 sal 3rr12 
ade 6-704 sup 3-e,r35 cdr 1-34 
ade 6-704 sup 3-e,r35 cdr 2-97 

see Table I 

1 
phenotype 

colour growth 
red 
red 
red 
pink 
white + 
white +/­
white +/-
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the modification of A to i 6A in tRNA.17 Alternatively, 
they could represent altered ribosomal proteins thus 
affecting the binding properties of sup 3 on the 
ribosome. A general slowing of protein synthesis 
providing more time for the suppressor to work does not 
seem to be the case since cdr mutants have similar 
specific growth rates as compared to wild type. 
Lastly, it is possible that more general effects such 
as shifts in ionic balance could have subtle effects on 
codon recognition or efficiency at the ribosome. 

Whatever the mechanism it is significant that the 
two major loci involved in preventing the cell cycle 
response to starvation in S. pombe both turn out to 
have allosuppressor activ1ty.-----Similarly when sal 
mutants are isolated on the basis of their 
allosuppressor effects, one turns out to be allelic 
with cdc 25 (Nurse, personal communication). This is 
probably not coincidence. These genetic data suggest a 
link between the nutritional division control and the 
protein synthetic machinery. It seems likely that the 
'growth monitor' measures or affects some ribosomal 
activity and that cdr 1, cdr 2 and cdc 25 are closely 
associated with the mechanism and a~ in concert to 
allow division, thus acting in opposition to wee 1. 
This is supported by the observation that cdr --I-or 2 
cdc 25 doubl!1 mutants are almost lethal even at low 
temperatures. 

A number of hypothetical biochemical models could 
fit the essential features of the genetic and 
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nut ri t ionat 
factors 

-ls 
rate of 
protein 
synthesis 

cdc 2 (inactive) 

Ef) 

wee 1 

I I 
I 

~ ~ 
I 
I . t . I miosIs - - - - - --

Figure 2. Hypothetical model of mitotic control in S. 
pombe (see text). 

physiological data. The interrelationship of cdc 2, 
cdc 25 and wee I could be seen as- an 
activation/inactivation cycle by assembly, modification 
or allosteric effects (Fig. 2). The active state of 
cdc 2 is then required to allow mitosis to proceed. 
Wee 1 would inhibit by deactivating and cdc 25 
stimulate by activating cdc 2. The cdr 1 and-Z-gene 
products most likely function in conjunction with the 
cdc 25 gene product (in this model by stimulating) 
since in their presence cdc 25 activity appears to be 
affected. If they function in this way it could also 
explain the larger size of cdr 1 and 2 relative t~ wild 
type by reducing the activity of the cdc 25 gene 
product. Cdr 1 and 2 would play the ro1e-of signalling 
the mitotic control concerning nutritional status. In 
wee 1 or cdc 2-w cells cdr 1 and 2 and cdc 25 become 
superf1uous-and this is consistent with the epistatic 
relationship of wee 1 to them. 
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MOLECULAR AND CELL BIOLOGY OF CELL CYCLE 
PROGRESSION REVEALED BY MAMMALIAN CELLS 
TEMPERATURE-SENSITIVE IN DNA SYNTHESIS. 

Rose Sheinin, PhD., F.R.S.C. 

Department of Microbiology, 
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Toronto, Canada M5S IA8. 

ABSTRACT 

Studies of the cell cycle arrest of heat-inactivated mutant 
mammalian cells, which are temperature-sensitive (ts) in DNA 
synthesis have revealed a number of interesting processes of 
co-ordinated cell cycle progression. Of special relevance here are 
the ts AlS9, ts CI and ts 2 mouse fibroblasts, whose mutant 
genes encode information for a DNA topoisomerase II enzyme, a 
DNA chain elongation factor and a function associated with DNA 
polymerase-DC activity, respectively. It has been established that 
expression of these three defects brings cells into arrest early in 
S phase, in advance of the hydroxyurea restriction point, early in 
S phase but after the hydroxyurea execution point, and very late 
in GI , at the G/S interface, respectively. Temperature 
inacti vat ion of each unique gene product impacts in a specific 
way on the synthesis of the major chromosomal proteins, and on 
the nucleosomal structural organization of the chromatin. In 
addition, interruption of movement through the cell duplication 
cycle by heat denaturation of each mutant protein has yielded 
information concerning the possible involvement of cytoskeletal 
components in co-ordinating events of cell cycle progression. 
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INTRODUCTION 

Some twel ve years ago we turned our attention 
to a study of mammalian cells which are temperature 
sensitive (ts) in DNA synthesis (cf 1). The original 
goal was very simple. It was to identify those cellular 
enlymes/protei ns which are absol utely required for 
the replication of the DNA of polyoma virus, and also 
for the cancer-producing function of this tumour virus 
(cf 2). I n the i nterven i ng yea rs we have moved 1 ike 
the sorcerer's Apprentice (3). With every investigation 
of these ts cells. at least one more was generated. 
And even now the enchanting strains of the molecular 
and cell biology of somatic cells carries us onward 
to a fuller understanding of progression through the 
cell duplication cycle. 

Temperature-sensitive mutants have the important 
advantages that they may be carried at a permissive 
temperature (pt) and they may be experimentally manipulated 
by trans fer to a non- permi ss he temperature (npt) 
and back again. By such manipulation it should ultimately 
be possible to identify. isolate and fully characterile 
the polypeptide encoded by the ts genetic locus. 
By so doing one should expose the biochemical reaction 
mediated by the gene product. for subsequent comp1 ete 
analYSis. The physiological process(es) in which 
the protein partiCipates will also be revealed. And 
finally one aspires to isolation and full characterflation 
of wild-type gene and its ts analogue. 

Of particular importance in the present context 
is the potential for linking the action of a protein 
ts in DNA synthesis with the molecular, biochemical 
and physiological events of progression through the 
cell duplication cycle of higher eukaryotic cells. 

ts Cell Fa.flfes under Study 

We have now acquired four sets of rodent cell s, 
each comprising a wfld- or parental-type and one or 
more derivatives, which are ts in genome replication. 
The six mutant cell s are the mouse L-cell derivatives 
ts AIS9 (4) and ts Cl (S); the mouse ts 2E derivative 
of the Ba1B/C-3T3 fibroblast (6); the Chinese hamster 
1 ung ts C8 ; sol ate derived from the CHL-AdeC parent 
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(7) and the ts 13A and ts 15C CHO-EMER cell s (8). 
It has been demonstrated in hybrid cell complementation 
tests (7,9,10) that each ts mutation represents a 
unique complementation group. Thus these ts cells 
provide us with the potential for identifying six 
separate enzymes/proteins of DNA replication. They 
further offer the possibility for exploring the impact 
of the six proteins on one or more processes, pathways 
or events of genome replication and cell cycle progression. 

What is known about the ts Gene Products of Interest? 

At the present time little is known about the 
gene products of the ts C8, ts 13A and ts 15C loci. 
In contrast we have now estab 1 i shed that the ts A1S9 
gene carries information for a functional DNA topoiso­
merase II (11, see Table 1). Our evidence indicates 
that the ts AlS9 gene product is a novobi oci n-bi ndi ng 
and/or sensitive peptide which is itself a component 
of the DNA topoisomerase II, or is an auxiliary protein 
essential for enzyme activity. 

Table 1 

THE ts AlS9 IIlUSE L-CEll LOCUS 

ENCODES: DNA TOPOISOMERASE II, NOVOBIOCIN-BINDING 
PEPTIDE 

REQUIRED FOR: SEMI-CONSERVATIVE DNA REPLICATION 
MATURATION OF NEWLY-MADE SS-DNA FROM =s X 

105 TO 109 MOLECULAR WEIGHT 

NOT REQUIRED FOR: MITOCHONDRIAL DNA REPLICATION 
DNA REPAIR REPLICATION 
POLYOMA GENOME REPLICATION 
ADENOVIRUS DNA REPLICATION 
HERPESVIRUS DNA REPLICATION 
POXVIRUS DNA REPLICATION 

When we began our studi es with ts AlS9 cell s 
over a decade ago (12), this enzyme was deemed to 
be absent from eukaryotic cells. Thus our work provides 
the first biochemical-genetic evidence that DNA topoiso­
merase II is absol utely required for the repl ication 
of the genome of eukaryotic cell s, by the semi-conservative 
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mode (13). 

Our experiments now make it possible to excl ude 
the functi oni ng of the DNA topoi somerase I I encoded 
in the ts A1S9 locus in a number of biochemical processes. 
These include the replication of mitochondrial DNA 
(14), DNA repair replication (13), the replication 
of the polyoma (Py) virus genome (15,16), and the 
replication of the DNA of mouse adenovirus mouse cyto­
megalovirus and vaccina. 

Table 2 

TIlE ts Cl LOCUS 

ENCODES: A DNA CHAIN ELONGATION FACTOR 

REQUIRED FOR: SEMI-CONSERVATIVE CELLULAR DNA SYNTHESIS 
POLYOMA DNA REPLICATION 

NOT REQUIRED FOR: MITOCHONDRIAl DNA REPLICATION 
DNA REPAIR REPLICATION 
ADENOVIRUS DNA REPLICATION 
HERPESVIRUS DNA REPLICATION 
POXVIRUS DNA REPLICATION 

Although we have not yet identified the ts C1 
gene product, we have shown that it is essenti a 1 for 
the nuclear replication of cellular (14,17,18) and 
Py DNA (cf 19,20, see Table 2). The evidence indicates 
that the ts C1 protein participates in the process 
of polydeoxyribonucleotide chain elongation. Since 
ts C1 cell s are not ts in their DNA polymerase (e(' 
- f3) activity (cf 17,18, Philippe, Sheinin and de 
Recondo, unpublished), our studies with ts C1 cell s 
may herald the biochemical-genetic identification 
of an auxi li ary protei n or other component of a DNA 
replication complex (cf 21). They clearly reveal 
that the ts C1 protein is an obligatory participant 
in normal semi-conservative DNA replication, but is 
not required for repair replication (13). The ts 
gene product plays no direct part in mitochondrial 
DNA synthesis (14,17,18), nor in the replication of 
the genomes of mouse adenovirus, mouse cytomegalovirus 
or vaccinia virus. 



S 
G

1
/S

 
T

R
A

V
E

R
SE

 

• 
-

+
 

I
~
 

ts
C

1
 

t 
!!

A
1

S
9

 
ts

 2
 

ts
13

A
 

H
Y

D
R

O
X

Y
U

R
E

A
 

R
E

S
T

R
IC

T
IO

N
 

P
O

IN
T

 

SE
R

U
M

 
G

R
O

W
T

H
 

F
A

C
T

O
R

 
R

E
Q

U
IR

E
M

E
N

T
 

G
1 ts
1

5
C

 

IS
O

L
E

U
C

IN
E

 

R
E

S
T

R
IC

T
IO

N
 

P
O

IN
T

 

t 
D

E
R

E
P

R
E

S
S

IO
N

 O
f 

D
N

A
/C

H
R

O
M

A
T

IN
 

R
E

P
L

IC
A

T
IO

N
 

C
EL

L 
C

Y
C

L
E

 
A

R
R

E
S

T
 

O
F

 
M

A
M

M
A

L
IA

N
 

C
E

ll
S

 
1!

. 
IN

 
D

N
A

 
S

Y
N

T
H

E
S

IS
 

Vi
 n ~
 

n ~
 
~
 

3:
 

c ~
 

::
l 
~
 

~
 

w
 

w
 



234 Sheinin 

Table 3 

THE ts tIlUSE CELL LOCUS 

ENCODES: A PEPTIDE OF THE DNA REPLICATION COMPLEX 

REQUIRED FOR: SEMI-CONSERVATIVE CELLULAR DNA SYNTHESIS 
TRAVERSE OF THE &1/S INTERFACE 
CONTINUING POlYOMA DNA REPLICATION 

NOT REQUIRED FOR: MITOCHONDRIAL DNA REPLICATION 
DNA REPAIR REPLICATION 
ADENOVIRUS DNA REPLICATION 

The BalB/C-3T3 ts 2E cell also has not yet revealed 
the precise nature of the protein encoded in this 
particular genetic locus. However our most recent 
studies (22) point to a peptide of the DNA polymerase­
c(: DNA primase component of the DNA replication complex. 
The ts 2 protei n, li ke the ts AlS9 and ts Cl gene 
products does not function directly in the replication 
of mitochondrial DNA (23),adenovirus DNA or polyoma 
DNA. It does participate in the semi-conservative 
replication of nuclear DNA (23), but is not essential 
for DNA repair synthesis (23). And it mediates entry 
into S phase across the Gl/S interface (23). 

CELL CYCLE PROGRESSION STUDIED WITH MUTANT CELLS ts 
IN DNA SYNTHESIS 

Cell Cycle Arrest and Mutant Designation 

Temperature-sensitive mutants have been pragmatically 
designated as cell duplication cycle (cdc) mutants 
(24,25) and non-cdc mutants. By defi ni ti on the cdc 
mutants arrest at a specific, physiological execution 
point upon temperature inactivation of the ts protein. 
As a first step in studying the cell cycle impact 
of ts mutations in DNA synthesis, we first identified 
the cell cycl e arrest point of each ts cell under 
study. These are indicated in Figure 1. Because 
the ts AlS9 and ts Cl cells arrest in S phase, these 
are designated as dnats/Sts • In contrast the ts 2£ 
cells reveal an execution point very late in Gl' or 
very near the Gl/S interface. They are denoted as 
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dnatS/Glts. 
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The temporal map of ce 11 cycle progress i on set 
out in Figure I can only be consi dered in tenns of 
the experimental operations used to define the cell 
cycl e (26). However some greater confi dence in such 
framing of the cell duplication cycle derives from 
the recognition that the cdc ts mutants obtained are 
in fact compatible with the procedures used for their 
generation and selection (cf 9,10,27). 

The severa 1 protocol es employed shoul d have genera ted 
a large number of cell s mutant in a function of G1. 
However they would also have yielded cells ts in DNA 
replication due to mutant enlymes/proteins which act 
very late in G1, at the G\/S interface or very early 
in S phase. These predlctions are made somewhat 
imprecise by our own demonstration (cf 1,9,17,18,28) 
and that of others (27), that ts cell s generally, 
and certai nly those which are ts in DNA synthesis, 
lose their capacity for cell division and concomitant 
cell cycle progression within one or two generation 
period equivalents after upshift to the npt. This 
undoubtedly accounts for the observation that very 
few dnats/S ts and ts 2-like mutant cells have been 
isolated to date (cf 1). In contrast Gtts mutants 
are quite numerous (29,30). 

Cell Cycle Arrest: Relevance of ts Gene Product 

It was noted earlier that ts mammalian cells 
have been loosely classified as cdc or non-cdc mutants, 
on the basis of whether or not they arrest at a specific 
stage of the cell cycle upon temperature inactivation. 
It is of interest for the validity of such a parameter 
for ts mutant classification, to examine the nature 
and function of ts gene products once identified. 
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Table 4 

THE ts A1S9 LOCUS: CELL CYCLE BLOCK 

GENE PRODUCT: DNA TOPOISOMERASE II 

CELL CYCLE ARREST: EARlY S PHASE 

Sheinin 

BLOCK OF de novo DNA SYNTHESIS AT -5 X 108 (SS) 
CO-ORDINATE SHUT-DOWN OF HISTONE SYNTHESIS 
CO-ORDINATE SHUT-DOWN OF SYNTHESIS OF OTHER CHRO­
MOSOMAl PROTEINS 
DISAGGREGATION OF FACUlTATIVE, CONDENSED HETERO­
CHROMATIN OF THE NUCLEOPLASM 
MODIFICATION OF THE SUPERCOILING OF THE CHROMATIN 
DNA (EtBr-BINDING: INCREASED DNase I SENSITIVITY) 

It is both interesting and gratifying to discover 
that the ts A1S9 (cf 1) and ts C1 (17,18) cells, which 
do arrest in S phase are ts in proteins which have 
been demonstrated to participate directly in the process 
of nuclear DNA replication. 

Table 5 

TIfE ts Cl LOCUS: CELL CYCLE BLOCK 

GENE PRODUCT: DNA CHAIN ELONGATION FACTOR 

CELL CYCLE ARREST: EARlY S PHASE, BEYOND ts AlS9 

CO-ORDINATE SHUT-DOWN OF HISTONE SYNTHESIS 
CO-ORDINATE SHUT-DOWN OF SYNTHESIS OF OTHER CHRO­
MOSOMAl PROTEINS 
D I SAGGREGA TION OF FACULTATIVE CONDENSED HETERO­
CHROMATIN OF THE NUCLEOPLASM 
MODIFICATION OF SUPERCOILING OF TIfE CHROMATIN 
DNA (ETBR-BINDING; INCREASED DNASE I SENSITIVITY) 

The ts 2 peptide appears to be involved in entry 
into the DNA-synthetic process. This is compatible 
with the observation (31) that ts 2 cells arrest very, 
very late in G1 under restrictive conditions. In 
fact. ts 2 cell s temperature-inactivated through the 
equivalent of over one generation period behave opera­
tionally as though they were blocked just in advance 
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of the G1/S traverse. Thus such cell s resume DNA 
synthesis at the nonnal rate almost il1ll1ediately upon 
backshift to permissive conditions (6,31). 

Table 6 

THE ts 2 LOCUS: CELL CYCLE BLOCK 

GENE PRODUCT: PEPTIDE COMPONENT OF DNA REPLICATION 
COMPLEX 

CELL CYCLE ARREST: VERY LATE Gl' THE Gl/S INTERFACE 

UNCOUPLING OF HISTONE SYNTHESIS FROM TEMPERATURE­
INACTIVATED DNA SYNTHESIS 
UNCOUPLING OF THE SYNTHESIS OF THE OTHER CHROMOSOMAL 
PROTEINS 
MODIFICATION OF SUPERCOILING OF THE CHROMATIN 
DNA (ETBR-BINDING; DECREASED DNASE I SENSITIVITY) 

In this context it is worthwhile to point out 
that the Gl ts ts AF8 hamster cell (32) which arrests 
early in G1, is mutant in a subunit of RNA polymerase 
II (33,34). Thi s enzyme is essentia 1 for the transcri pti on 
of those m-RNA molecules which translate into proteins 
known to be required for entry into active cell cycle 
progression at an early G1 stage (34,35). 

I_pact of ts Gene Expression on Cell Cycle progression 

The study of ts cell s incubated at the npt for 
varying intervals has revealed a number of interesting 
regulatory events associated with cell cycle progres­
sion (see Tables 4-6). The first involves the relationship 
between nucl ear and mi tochondri al DNA synthesi s. 
Thus when growing ts A1S9 (14), ts C1 (17,18) or ts 
2 (23) mouse cells are upshifted to the npt, replication 
of their mitochondrial DNA proceeds normally at the 
control rate throughout the first generation time 
equivalent, even though nuclear DNA synthesis is severely 
inhibited. As the cells move into what would have 
been a second cell cycl e, the rate of mi tochondri al 
DNA replication declines abruptly such that the ratio 
of synthesis in the two cellular DNA compartments 
is maintained. 
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A second regul atory process is revealed when 
the ts A1S9, ts Cl or ts 2 cell s are mai ntai ned at 
the npt into and through a third, aborted cell cycle 
under restrictive conditions. Thus we have demonstrated 
that these ts cells continue to replicate their DNA 
by the normal semi-conservative mode through the equivalent 
of two generation periods, even though the rate of 
nuclear DNA synthesiS is greatly reduced (13,23). 
As the cells move into what would have been a third 
dupl ication cycle all of the DNA made resul ts from 
repair replication. 

These events may be related to the general finding 
that ts AlS9 (cf 1,36), ts Cl (cf 1,17,18), ts 2 (31) 
and other ts cells (cf 1) go into unbalanced growth 
at the npt. The synthes is of RNA and protei n is apparentl y 
normal, as indicated by the rate of incorporation 
of labelled precursor. However it is clear from studies 
of specific protei ns that the patterns of synthesi s 
of these macromolecules is abnormal. In ts A1S9 cells, 
the turnover of selected cytoplasmic proteins is also 
out of the ordinary (36). Nevertheless the continued 
syntheSis of other protoplasmiC constituents, in the 
absence of DNA replication and cell division, gives 
rise to greatly enlarged cells upon long-term incubation 
at the npt. 

The phenomena of unbal anced growth and swi tch-on 
of DNA repair replication are indicative of abnormal 
cell cycling of the ts cells, once they have been 
incubated at restrictive conditions late into the 
aborted second cell duplication cycle and beyond. 
This hypothesis is compatible with the observed plating 
efficiencies of ts cell s incubated at the npt. All 
show little or no capacity for cell division once 
they move into the period of DNA repair repl ication 
and major unbalanced growth. In contrast all of these 
cells, maintained at the npt throughout the first 
cell cycle, reveal essentially full plating efficiency 
when they are subsequently incubated at the npt (cf 
1,17 ,31). 

The 1 atter f1 ndi ng suggests that the ts cell s 
move normally through their first duplication cycle 
at the npt; or attempt to do so. This postulate is 
in accord with the observations that the ts cells 
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of interest carry out apparently normal, semi-conservative 
DNA replication throughout the first and second cell 
cyc 1 e i nterva 1 s at the npt. As already noted ts 2 
cells incubated at the npt for an analagous period 
appear to recover il1l11ediately upon backshfft to the 
pt. The ts A1S9 and ts C1 cell s al so recover from 
the aborted second cycle. However the interval between 
backshfft and onset of recovery increases throughout 
thi s cycl e. as a function of the actual period of 
high temperature exposure (cf 1,17,18). Once the 
ts 2 ce 11 s have moved into the second aborted ce 11 
cycl e peri od at the npt, recovery upon backshi ft to 
the pt requires a full generation period (32). 

I.pact of ts Gene Expression on Structural Ca.ponents 
of the Cell 

ts A1S9, ts Cl and ts 2 mouse fibroblasts subjected 
to heat inactivation for 20-24 hrs •• i.e. for one 
cell cycle interval; exhibit highly synchronous growth 
behaviour (cf 1,9,17,18,31). This observation indicates 
that temperature inactivation of the specific ts gene 
product permits the cell s to cycle normally to the 
execution point for cell cycle progression. It therefore 
suggests that temperature manipulation of ts cell s 
should yield information about two kinds of cell cycle 
processes; those which continue normally while the 
specific ts reaction is undergofng inactivation and 
those which block and resul t in the accumulation of 
structures and proteins which act during the cell 
cycle in advance of the protein encoded in the particular 
ts gene. 

We have observed that the ctIa ts/sts ts A1S9 and 
ts Cl mouse L-cell s undergo temperature inactivation 
of DNA rep 11 cati on and subsequent coupled termi nat 1 on 
of the synthesis of all the h1stones (37,38) and other 
chromosomal proteins (see Table 4 and 5). It is known 
that the synthesis of the DNA and histones is normally 
co-ordi nately turned on and then turned off during 
S-phase (cf 39), as the chromatin undergoes duplication. 
We have shown that direct metabolite inhfbftion of 
DNA replicatfon in wild-type cells gives the same 
coupled inhibition of DNA and histone synthesis seen 
in the heat-fnactfvated ts AlS9 and ts Cl cells (40). 
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On the basis of the foregoing findings we have 
concl uded that the dnats/sts cell s move normally into 
the DNA-synthetic phase. Temperature inactivation 
of each individual ts gene product interrupts ongoing 
chromatin DNA replication, without interfering with 
movement through the S phase already put in motion. 
Thus synthesis of chromosomal proteins continues until 
the machi nery responds fully to the temporal signal 
for complete chromatin replication, initially given 
as the cell s passed the Gl/S traverse. Thereafter 
the formation of the chromosomal proteins is terminated. 

The dnats/Sts cells appear to have revealed another 
process of S phase, associated with duplication of 
the genome housed in the chromatin proteins. This 
is mani fest (see Tables 4 and 5), as the progressive 
di saggregation of the facultative, condensed hetero­
chromati n of the nucleopl asm in ts AlS9 and ts Cl 
cells incubated through the first and into the second 

aborted cell cycle (41). These observations have 
been interpreted as the outcome of two processes. 
The first, initiated early in S phase, is postulated 
to be medi ated by site- specifi c proteases whi ch act 
to release compacted chromatin into a configuration 
which would receive the DNA replication complex (cf 
1). The continuous, uninterrupted action of this 
system woul d ul timately yiel d fully decondensed chromati n. 
Under normal circumstances this disaggregating process 
would be phenomenologically reversed by the deposition 
of newly-made, newly-deposited histones, etc. onto 
the newly-replicating DNA, producing locally-compacted 
DNA and recondensed chromati n. In the temperature­
inactivated dnats/Sts cells there is no newly-made 
DNA. There is no substrate to receive newly-made 
chromosomal proteins. Hence the apparently abnormal 
pl ei otropi c phenomenon of di saggregati on of chromati n 
seen in temperature-inactivated dnats/sts cell s, bespeaks 
at least two normal processes of S phase progression. 

The dnats/Sts cell s reveal yet a third general 
process of S phase progression. Thus temperature 
inactivation of the ts A1S9 and ts C1 cells is associated 
wi th modi fi cati on of the supercoi 1 i ng of thei r chromati n 
DNA. This is revealed (see Tables 4 and 5) in altered 
patterns of binding of the intercalating dye, ethidium 
bromide (42). It is also revealed by markedly enhanced 
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sensitivity to the endonuclease DNase r {Restivo. 
Cremisi and Sheinin, unpublished data}. 

Recently we have turned to a study of the organila­
tion of cytoskeletal structures in temperature-inactivated 
dnats/sts cells. In collaboration with Dr. Jane Aubin 
(MRC perfodontal Disease Unit. University of Toronto). 
we have examined wild-type (WT-4). ts AlS9 and ts 
Cl mouse cell s incubated at the pt or the npt, using 
probes for actin, tubulin and vimentin (cf 43). The 
results indicated no major differences in the organilatfon 
and distribution of the tubulin and actincontaining 
elements of these cells. In contrast the distribution 
of the vimentin-containing intermediate filaments 
was markedly altered in ts AlS9 cell s brought to full 
cell cycle arrest. 

Almost all of the heat-blocked ts AlS9 cells 
revealed the accumulation of an usual structural network, 
by immunofluorescent probing with a monoclonal antibody 
to puri fi ed vimenti n. Thi s extra-nucl ear network 
carried fi lamentous extensions which appeared to originate 
in an agglomeration or nucleation centre at one pole 
of the nucleus. 

The accumulation of such vimentin-containing 
networks was very marked in ts AlS9 cell s arrested 
at the npt, being present in a majorfty of cells. 
Although this cytoskeletal structure was detected 
in temperature-inactivated ts Cl cell s. its accumul ation 
appeared to be less extensive in amount per cell. 
and in the number of cells affected. The same kind 
of cytoskeletal structure was detected with very low 
frequency in control cul tures. These observations 
suggest interpretation along the following lines. 
The i ntermedi ate fil ament network may serve normall y 
in a highly dynamic process for the ordered and regulated 
de 1 i very of nucl ear protef ns from thei r site of cytopl asmi c 
synthesis to their site of nuclear action/function. 
Interruption of S phase progression, ego by temperature 
inactivation of the ts A1S9 or ts Cl gene products, 
freeles the process of network formation: di ssol ution 
at a unique stage. 

This model gains additional interest from very 
preliminary studies performed in collaboration with 
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the laboratory of Dr. David Brown (Department of Biology, 
University of Ottawa), which is in the process of 
applying monoclonal antibody technology to the study 
of the function and structural organization of proteins 
of the nuclear matrix. This group has prepared monoclonal 
antibodies to nuclear matrix isolated from resting 
peripheral lymphocytes of mice. One of these, designated 
as 5H12, is of special interest in the present context. 
Thus this antibody reacts with an antigen which accumulates 
in almost every cell in a culture of temperature-arrested 
ts A1S9 cell s, in a structure which resembles that 
revealed by antibody to vimentin, noted above. Although 
thi santi gen is present in all other cell s exami ned, 
it does not accumulate in such networks. 

These observations can be accomodated within 
the model enunciated above. It invokes the transient 
mobilization very early in S phase, of a cytoskeletal 
network composed of intermediate filaments which guide 
or interact with proteins made in the cytoplasm, but 
destined for a structural or catalytic function in 
the nucleus. 

The foregoing studies with the dnats/sts cells 
yiel ded resul ts markedly different from those with 
the dnats/G1ts cells (see Table 6). Thus in the latter, 
the process of synthesi s of the chromosomal hi stones 
and other proteins (38) is uncoupled from temperature­
inhibited DNA synthesis. The facultative condensed 
heterochromatin of the nucleoplasm retains its structural 
organization as detected by electron microscopy (31). 
The ts 2 cells do reveal a modification in the state 
of supercoi 1 i ng of the chromati n-DNA as evidenced 
by ethidium bromide binding (31). However, whereas 
the dnats/Sts cell s arrested in S phase exhibited 
enhanced suscepti bi 11 ty to attack by DNase I, the 
ts 2 cell chromatin DNA presented remarkable resistance 
to thi s enzyme. 

CONCLUSION AND PERSPECTIVES 

The studies set out here indicate the kinds of 
information which can be garnered by the exploitation 
of mammalian cells which are ts in DNA synthesis. 
The key information is, of course, the nature and 
function of the specific gene product. Perhaps equally 
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important is the establ ishment of the cell cycle execution 
or arrest point, which follows upon denaturation of 
the ts protein. An analysis of the several pleiotropic 
expressions of the primary mutation can then lead 
to a synthesis of the physiological, biochemical and 
molecular events of cell cycle progression. We have 
already begun to make major inroads towards elucidating 
the pa rt p1 ayed by the eukaryotic DNA topoi somerase 
II protein encoded in the ts A1S9 genetic locus, the 
DNA chain elongation factor determined by the ts C1 
gene and the ts 2 protein. We look forward with anti­
ci pa ti on to the secrets to be revealed by these and 
the other dnats mutations already available and yet 
to be 1501 ated. 
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INTRODUCTION 

All cellular constituents double in content durinQ the 
cell cycle. With few exceptions (DNA, histones, other 
nuclear proteins or enzymes associated with DNA repli­
cation) their synthesis proceeds continuously, although 
often at varyi ng rates throughout interphase. Therefore, 
at a given point of the cell cycle, the content of a 
particular constituent is a reflection of its rate of syn­
thesis (prior to this point) and turnover. Accumulation of 
the product ;s also influenced by the rate of cell division 
inasmuch as during cytokinesis all constituents are divided 
between daughter cells and thus their content per cell is 
reduced two-fold. When cells undergo differentiation, 
unbalanced growth or enter quiescence, the respective rates 
of accumulation of particular products additionally change 
in relation to DNA replication (content). The association 
between cell growth measured by accumulation of some of 
these products (e.g. RNA or proteins) and cell progression 
through the DNA division cycl~ has been a subject of exten­
sive investigation (reviews, 1-3). Yet, the exact nature 
of this association, especially the cause-effect relation­
ship between cell growth and initiation of DNA replication, 
is still unclear (e.g. see 4). 

Multiparameter flow cytometry provides accurate esti­
mates of relative Quantities of various cell constituents 
(rev i ews, 5-8). Because the DNA content, ;. e. t he par a-
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m€'ter which allows discrimination (If G1 v~ S vs G2 + f.1 
cells, is usually one of the cell fE'aturE'smea$urer, bi-or 
multi-variate analysis of such results yields the cell dis­
tribution with resp€'ct to the second constituent correlatE'c 
with their position in the rell cycle. Thus, multi­
parameter flow cytometry is the method of choice to study 
the relationship between cell growth and pro~ression 
through the cell cycle, especially when the heterogeneity 
of the cell population has to be taken into acc(lunt. 
However, whereas the degree of aclvancement of the ce 11 
throu~h S can be accurate ly est imated based on the DNA 
content, the cells· age distribution in G1 or G? + Mare 
generally unknown and can be only inferred from the second 
variable. Also, in most measurements, discrimination 
between G2 and M cells is not possible. 

Despite these shortcomings, the multiparameter 
analysis of a p~rticular cell population providing a 
"snapshot ll or static measurement of the cell cycle distri­
bution, offers a wealth of information on the relationship 
between the cell·s metabolic state anr its position in the 
cell cycle. During the past decade, we have analysed a 
variety of cell types, both normal and of tumor origin, 
using this approach. In addition to cells growing exponen­
tially, quiescent cells undergoing transition to the 
proliferative compartment, differentiating cells and cells 
in unba lanced growth were invest igated. - Based on these 
studies it was possible to recognize certain characteristic 
features of cell populations common to different cell types 
and to observe associations between these features and the 
kinetic behavior of cells. We proposed that these features 
could serve as metabolic markers distinguishing distinct 
sub compartments located within the traditional phases of 
the cell cycle (9-11). The presence of these compartments 
in st i 11 other ce 11 systems was confirmed by numerous 
authors using our or other techniques (12-26). 

The combination of the multiparameter flow cytometry 
with k inet ic measurements makes it poss ib le to corre late 
the IIsnapshot" observations with the rate of cell progres­
sion through the cycle. Three different experimental 
designs are generally used. The first design is based on 
studies of synchronized, often arrested populations. 
Following stimulation or release from the arrest, their 
progression is measured by sequential "snapshots"; by 
anaiysis of changes in DNA content it is possible to 
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estimate th~ rates of cell entrance into S, S traverse or 
entrance into G2. Such techniques were used to measure 
cell kinetics in relation to RNA content in cultures of 
stimulated lymphocytes (27) or in cultures of CHO cells 
(28) • 

The second design makes use of the thymidine analog, 
5-bromodeoxyuridine (BrdUrd). This analog, when incor­
porated into DNA during S phase, chanoes the stainability 
of DNA with several fluorochromes (29). The presence of 
the incorporated BrdUrd can also be detected immuno­
chemically (30). Cells which undergo DNA replication in 
the presence of BrdUrd can thus be quantitated mak ing it 
possible to study their rate of entrance into S, or to 
discriminate cycling from noncycling cells. Multiparameter 
analysis of cells which incorporate BrdUrd can be obtained 
by combination of Hoechst 33358 and propidium iodide (PI) 
to stain BrdUrd substitutecf-vs total-DNA (3]), by simul­
taneous staining of DNA vs RNA with acridine oranqe (AO) 
(32) or by differential staining of native ~ denatu'red DNA 
by AD to enurrerate cells in mitosis (33). Recent.ly, 
Dolbeare et al (34) developed a method of simultaneous 
analysis of-DNA content (PI-staining) and BrdUrd 
incorporation basecl on use of anti-BrdUrd antibodies. 
Because of its high sensitivity, the latt.er technique 
offers a powp.rful tool to ana lyse ce 11 k inet ics both in 
vitro and in vivo. ---

The third experimental design is based on the 
principle of st.athmokinesis. We have proposed this cfesign 
to study the rates of cell traverse through several points 
of the cell cycle simultaneously and have applied it to 
exponent i a lly growing and drug perturbed cu ltures (35). 
The technique has been further refined (36) and used exten­
sively in studies of drug effects on the cell cycle 
(37,38). 

The present review updates these techniques and pro­
vides the most recent illustrations of the application of 
these methods to cell cycle analysis. The relationship 
between cell growth, as measured by the accumulated 
products such as RNA or proteins, and cell propression 
through the division cycle is discussed. 

STATIC MEASUREMENTS 

RNA and Protein Content 
Fig. 1 illustrates most typical distributions of 

individual cells with respect to their DNA ~ RNA or DNA ~ 
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protein content when two parameters are measured simul­
taneously. This type of distribution is typical of any 
exponent i ally growi n9 popu 1 at i on rega r d 1 es s of the ce 11 
system (9,10,39). The DNA vs RNA and DNA vs protein cyto­
grams in Fig. 1 are strmngly similar-to each other 
despite the fact that DNA measurements are more accurate 
after staining with Hoechst 33342 than with AO, resultinq 
in better resolution of Gl vs S vs G2 + M populations. The 
characteristic feature of --these distributions is the 
presence of the threshold RNA (marked by arrow) or protein 
content in Gl. As is evident, cells with a subthreshold 
content of these constituents (GIA) do not enter S phase. 
Thus, in the exponentially growinQ, unperturbed population. 
cells in Gl have to accumulate the threshold content of RNA 
and protein prior to entrance into S. and it is clear that 
this restriction is rigorously controlled. In the case of 
DNA-RNA distributions, we have studied at least 40 
different cell types both normal and of tumor origin. All 
these cell systems were characterized by this threshold. 
Because the GI cell distributions with respect to RNA or 
protein are generally unimodal (9.10,39). the GIA to GIB 
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Fi g. I: The cytogram and contour map represent i ng the 
distribution of CHO cells from exponentially qrowinq cul­
tures with respect to their DNA vs RNA and DNA vs protein 
values, respectively. Cells were stained wiffi' AO for 
DNA vs RNA analysis and with Hoechst 33342 and Rhodamine 
640 tOr DNA vs protein measurements. 
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transition appears to be continuous. To have an objective 
approach to discriminate between GIA and GIB cells, a 
gating window can be located at the early one-third of S 
phase (based on the DNA content) and the cell 5 measured 
within the window to obtain the mean value and standard 
deviation with respect to RNA (or protein) content. Then 
the threshold is established at the level of the mean value 
minus three standard deviations of these early-S cells, as 
shown by the arrow (Fig. 1). Thus, by definition, the GIA 
cells have a RNA (or protein) content significantly lower 
than the early-S cells whereas the GIB cells are similar to 
the early-S cells. As we have emphasized in earlier publi­
cations (9-11) and as will be discussed further. the 
kinetic properties of the G1A and GIB populations appear to 
be different. 

A technical point should be stressed here which is of 
importance in discriminating the GIA and GIB populations. 
Namely, the presence of any dead, or broken cells in 
cultures precludes detection of the threshold because the 
broken S phase cells, depleted of all or a portion of the 
cytoplasm will be located on the cytograms below the thres­
hold. The dead cells, however. can be removed by preincu­
bation of cultures with trypsin and/or DNase I prior to 
fixation and staininq (10,38). Detection of the threshold 
also requires good accuracy (resolution) of the measure­
ments. When the C.v. values of the mean DNA content of Gl 
are hiqher than 6-8%, the distinction between GIA and GIS 
becomes obscured unless the GIA population is very 
prominent (GIA-arrest). 

The method for simultaneous, direct determination and 
correlation of DNA, RNA and protein in individual cells was 
recent 1 y deve loped based on use of the three-l aser flow 
cytometer (40). In addition to these three parameters. the 
RNA/DNA and RNA/protein ratios can also be measured and 
recorded in the 1 i st mode so that each of these fi ve 
measurements can be correl ated with any other one for a 
given cell. An example of such measurements of CHO cells is 
shown in Fig. 2. The cells in this experiment were just 
entering the sub-plateau phase of cell growth, hence there 
are fewer S, G2 and M cells and more Gl cells with low RNA 
and protein content in comparison with cells shown in Fig. 
1. Analysis of this multiparametric measurement yields 
many details on the relationship between cell growth and 
position in the cell cycle. 
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Fig. 2: Simulta·neous measurements of DNA, RNA and protein 
content as well as RNA/DNA and RNA/protein ratios of CHO 
cells. The cells were stained with Hoechst 33342, pyron;n Y 
and FITC and their fluorescence measured in a three-laser 
flow cytometer (40). 
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The DNA vs RNA and DNA vs protein cell distributions 
in Fi~. 2 (b,cr-are similar to-each other and the cyto~rams 
shown in Fig. 1 despite the entirely different methods of 
cell stainina used in the experiments. Judging from the 
width of the Gl, S or G2 + M clusters and from the standard 
deviation of the mean values (not shown) the populations 
are more heterogeneous when an analysis is based on protein 
rather than RNA content. This is also evident in Fio. 1 and 
confirms our earlier observations (11). The aforempntioned 
thresho lds of RNA and protein content in Gl are a 1 so 
clearly manifested (arrows). 

In this mu1tiparameter-corre1ated analysis (Fig. 2) it 
is possible to estimate whether the low RNA Gl cells (GIA) 
also have low protein content, i.e. whether the GIA popu­
lations discriminated either by RNA or protein content are 
the same. Indeed, by gating the subthreshold Gl cells 
based on RNA content and re-p10tting the gated population 
with respect to DNA vs prote in, we observe that thE' sub­
threshold (GIA) popUlations discriminated b~ RNA and 
protein content are nearly identical (not shown). 

Analysis of the cellular RNA/DNA ratio (Fig. 2d) in 
relation to DNA content reveals a characteristic pattern 
reflecting changing rates of DNA replication and transcrip­
t i on our i ng the ce 11 cyc 1 e. Thu s. clur i ng Gl when DNA 
content is constant, cells accumulate increasing quantity 
of RNA which results in the Gl phase bein(] heteroCleneous 
with respect to RNA/DNA ratios. A critical RNA/DNA ratio 
(arrow) reflects the RNA thresho1c1 discussed above. During 
proClression through S phase the rate of DNA replication 
exceeds RNA accumulation qivinq rise to the slanted 
negatively skewed slope of the S-cluster. Cells in G2 + M 
have an RNA/DNA ratio similar to that of the majority (peak 
values) of the Gl cells. 

The ratio of RNA/protein remains remarkably constant 
and uniform throughout the cell cycle (Fi(]. 2e) with only a 
few Gl cells having elevated ratios contributing to the 
skewed distribution of the Gl population. The RNA and 
protein content of individual cells are highly correlated 
(Fig. 2f). The multiparameter analysis, as shown in Fig, 
2. is of great value in estimating unbalanced growth. e.g. 
as incluced by various antitumor drugs. 
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Changes in the DNA and RNA distribution of cells 
undergoing transition to Quiescence are shown in Fi~. 3. 
The upper panels (a-c) illustrate chanoes in 3T3 cells 
subjected to growth at low serum concentration or in con­
fluent cultures. Exponentially growing 3T3 cells (a) show 
a well defined RNA threshold in Gl which allows the 
discrimination of GIA and GIB subpopulations, as ~iscussed 
above for CHO cells. When cells are maintained at 0.5% 
serum for 72 hr (b) a marked suppression in the number of S 
and G2 + M cells is apparent. Most cells are arrested in 
Gl; the arrested cells are characterized by low RNA values, 
typical of the GIA population. Thus, hy the criterium of 
RNA content, those cells are arrested in G1A. FollowinCl 
addftion of serum, most of those GIA-arreste~ cells enter S 
phase after about a 12 hr delay. Prolonged incubation of 
cells in serum deprived media results in loss of cell 
viability without further decrease in RNA content. 3T3 
cells, however, can enter a deeper state of quiescence when 
maintained at confluence for an extended period of time. 
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Fig. 3: RNA and DNA values of 3T3 cells in (a) exponential 
growth, (b) in cultures with 0.5% serum anel (c) in con­
fluent cultures. The histograms show RNA and DNA 
values of LI210 cells during exponential growth (ct) and 
following treatment with 1mM sodium butyrate (e). 
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Namely, as shown in Fig. 3 panel c, cell growth for an 
additional 4 days after havinQ already reached confluence, 
results in their arrest in Gl; the RNA content of these 
arrested cells, however, is now below the level of the GIA 
population of the exponentially growing, or GIA-arrested 
cells. These cells are viable and when trypsinized and 
replated at lower density resume progression through S 
after about a 16 hr del ay. Such deeply quiescent G1 
cells, characterized by markedly lowered RNA content, can 
thus be distinguished as a separate category, (G10 cells) 
having distinct metabolic and kinetic properties. 

The lower panels (d and c) in Fig. 3 provide an example 
of cell arrest in the GIA compartment. This data presents 
L1210-leukemia cells growing exponentially (d) and in 
cultures containing 1mM n-butyrate (e). It is quite clear 
that in the presence of n-butyrate the number of cells in S, 
G2 and M is diminished and most Gl cells have an RNA content 
typical of the G1A population. Extended qrowth of leukemic 
cells in the presence of n-butyrate results in loss of 
their vi abi 1 ity rather than further decrease of the RNA 
content to the level of 1.10 cells. 

Another example of GI0 cells are nonstimulated 
peripheral blood lymphocytes. These cells have minimal RNA 
content and upon stimulation require at least 24 hr to 
enter S phase. Fiq. 4 illustrates DNA and RNA values of 
lymphocytes stimulated to proliferation in cultures. The 
upper panel (a) shows cells in 6-day old cultures 
contai ni nq mi xed l}mphocytes from two unrel ated donors 
("mixed allogeneic reaction"). In such a culture, there are 
unstimulated (nonresponding) GIn cells as well as the cells 
undergoing proliferation present. The nonresponding cells 
have low RNA content identical to nonstimulated cells prior 
to culturing. Responding cells triggered to proliferate by 
the antigen presented by the allogeneic lymphocytes have an 
RNA content several times higher than GIO cells. Their 
number is substantially increased after 6 days in culture, 
due to several rounds of cell division. At that time, there 
are few cells in transition between the GIO and the GIA,8 
compartments and, therefore, the GIQ peak is totally 
separated from the cycling population. 

The cytogram representing stimulation of lymphocytes 
in cultures containing the mitoqen phytohemaglutinin (PHA) 
is shown in Fig. 4b. Nonstimulated (nonresponding) GlO 
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Fig. 4: RNA and DNA values of human peripheral blood 
lymphocytes stimulated to proliferation in allogeneic mixed 
cell cultures (a) and in PHA-treated cultures (b). 
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cells have very low RNA. The mitogen-responsive lympho­
cytes depending on DNA content can be classified as Gl, S 
or G2 + M. Among GI cells. cells in GIA and GIB can be 
recognized as in Fig. 1. Few cells in transition (GIT) with 
RNA values intermediate between GIQ and GIA are seen in 
such cultures; these cells predominate, however, during the 
first day of stimulation with PHA. Dead cells with 
pyknotic nuclei have lowered DNA stainability. Broken 
cells and isolated nuclei have low RNA but normal ONA 
content and may be erroneously taken as quiescent cells. 
As described before (10.38) pretreatment with DNase I and 
trypsin r~moves damaged cells and nuclei and thus permits 
discrimination between damaged cells and intact cells with 
low RNA content. 

Recognition of G1Q cells is also possible based on RNA 
content of isolated nuclei. Fig. 5 shows DNA and RNA values 
of nuclei isolated from the liver of a 14 week-old mouse. 
Two populations of G1-nuclei are present. It is evident 

~: RNA and DNA content of nuclei isolated from liver 
~of a 14-week-old mouse. 
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that cells entering S phase originate from the high nuclear 
RNA population. In older mice, when proliferation of 
hepatocytes is minimal, nearly all diploid nuclei belong to 
the low-RNA (GIO) population, whereas stimulation of 
hepatocyte proliferation in regenerating liver coincides 
with disappearance of the GIQ population (41). Studies of 
nuclear rather than total cell RNA content offers certain 
advantaoes inasmuch as isolation of nuclei is often a 
simpler" task (e.9. from such tissues as liver or certain 
tumors) than obtaining a preparation of well dispersed 
intact cells suitable for flow cytometry. Furthermore. 
nuclear RNA may be a more sensitive marker of changes in 
genome transcript ion and may react more rapidly to any 
metabolic change which affects transcription. 

Although in the majority of the c~ses we observed that 
ce 11s can be arrested in eafther GIA or GIO, there were 
situations in which quiescent cells were characterizead by 
an S- or G2-DNA content (10). The term SO and G20 was 
proposed to characterize such cells (10). The presence of 

b 

100 

~: RNA and DNA content of mononuclear cells from the 
bone marrow of the patient with chronic myeloid leukemia 
during blastic crisis prior (e) and ?4 hr after (b) treat­
ment with desecetylvinblastine amide sulfate. There were 
more th~n 85% blast cells in these preparations as evalu­
ated by cell morphology. 
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SO and G20 cells was recently confirmed in a number of 
laboratories (e.g. 12). An example of kinetically inactive 
cells with a DNA'content typical of S or G2 cells is shown 
in Fig. 6. This figure represents histograms of blast 
cells from the blood of a patient with chronic myeloid 
leukemia in blastic crisis. Panel (a) shows cells obtaine~ 
prior to treatment and indicates the presence of two sub­
popu lat ions, one with low RNA content and the other one 
with high RNA content. Both subpopulations have prominent 
Gl peaks and both have cells with an S- and G2 DNA content. 
Panel (b) shows cells from the same patient obtained 24 hr 
after treatment with the vinblastine analogue desacetyl­
vinblastine amide sulfate, which arrests cells in mitosis. 
It is qu ite clear that the treatment perturbed on ly the 
high-RNA subpopulation. In this subpopulation, there is an 
increase in number of cells in G2 + M and? proportional 
decrease of cells in Gl ancl S. In contrast, the low-RNA 
subpopulation appears to be unchanged; it still contains a 
distinct G1 peak and cells with an S DNA content. Although 
not (firect proof, this example provides strong, indirect 
evidence that the low-RNA population consists 'of GIO, SO 
and G2Q cells, resistant to cell cycle specific drugs. The 
presence of such cells was observed in several other cases 
of chronic myeloicl leukemia during blastic crisis. 

Mitochondrial Activity 
There are several cationic fluorescent probes which 

show high affinity towards mitochondria of living cells. 
Rhodamine 123 (RI23) is the most cotm1on ly lJsed probe of 
mitochondria. Uptake of this fluorochrome depen~s both on 
number (mass) of mitochondria per cell and the electro­
negativity of the mitochondrial membrane. We h~ve studied 
the uptake of R123 in relation to cell position in the cell 
cycle, quiescence and differentiation (43). An example of 
changes in R123 uptake during the transition of quiescent 
cells to the cell cycle is illustrated in Fi9. 7. In this 
figure the second parameter is forward light sc~tter, which 
is closely related to cell size. Nonstimulated lymphocytes 
(GIQ) are very uniform, having low light ~catter and 
fluorescence values. The population of PHA-st1mulated 
lymphocytes consists of responding (cycling) and non­
responding (GIO) subpopulations. Discrimination of these 
subpopulations ;s possible based on both R123 fluorescence 
and light scatter; the fluorescence, however, appears to 
offer better discrimination. 
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Friend erythroleukemia cells induced to differentiate 
in the presence of DMSO exhibit markedly diminished uptake 
of R123 in comparison with their exponentially growing 
counterparts (43). Also, LI210, CHO and Friend erythro­
leukemia cells in stationary cultures bind approximately 
twice less R123 than their counterparts in exponentially 
growing cultures. Because of high intercellular vari­
abil fty in the bi nd1 ng of Rl?3 in mos t cell types, the 
discriminatory power of this fluorochrome is lower than, 
for example, of the RNA content. 

Unstimulated 

lymphocytes 

l 

3 Day PHA-st imulated 

100 .... f--___ R123 Fluorescence ------ 0 

80 

r 

Fig. 7: Forward light scatter and green fluorescence of 
unstimulated and stimulated human lymphocytes after 
staining with the mitochondrial probe R123. 



Multlparameter How Cytometry 263 

Chromatin Changes 
Profound changes occur in both the gross- and 

molecular-structure of nuclear chromatin during the cell 
cycle as well as during cell transition to quiescence or 
differentiation (review, 3). We have developed a technique 
to study chromatin changes based on differences in 
sensitivity of DNA in situ to denaturation (44,45). The 
factors responsib1e--for--the variation in in situ DNA 
sensitivity to denaturation are poorly understOo~t is 
believed that histones and perhaps other nuclear proteins, 
by providing local counterions contribute to the stability 
of DNA in situ, and that their postsynthetic modifications 
alter D~ StaDi1ity (3). The technique used to study DNA 
denaturability in intact cells ;s based on subjecting RNase 
treated cells to heat, or acid and subsequent staining with 
the metachromatic fluorochrome, acridine orange. After 
partial denaturation of DNA by heat or acid, acridine 
orange stains the nondenatured DNA sections Qreen whereas 
interactions of the dye with the denatured sections result 
in red luminescence (46). Thus, the relative proportions 
of red- and green-luminescence of so stained cells repre­
sent porti ons of the denatured- and nat i ve- DNA, 
respectively. 

In general, in the majority of cell types, the sensi­
tivityof DNA to denaturation correlates with the degree of 
chromatin condensation. The DNA most sensitive to denatu­
ration is in mitotic cells as well as in quiescent cells 
characterized by the condensed chromatin (GIO). The most 
resistant is DNA in late Gl (GI8) and ear1y-S cells. This 
pattern of staining is shown in Fig. 8. Quiescent, non­
stimulated lymphocytes (a) are very unifonn having, after 
treatment at pH 1.5, approximately equal proportions of 
green and red luminescence. Lymphocytes stimulated for 18 
hr with PHA (b) consist mostly of cells undergoing 
transition to the cell cycle (GIT) prior to entrance to S. 
These cells have a wider distribution with the major sub­
population characterized by increased green- and lowered 
red-luminescence in comparison with GIO cells. Sub­
populations of cells in GIQ, GlA,a, S, G2 and M can be 
distinguished in lymphocyte cultures stimulated by PHA for 
3 days (c,d). The number of cells in M is increased, 
concomitant with a decrease in the proportion of Gl cells 
in the culture treated additionally with Co1cemid (d). The 
peaks and ridges, prescribed to particular subphases as 
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80 

Fig. 8: Sensitivity of DNA in situ to acid-induced denatu­
ration during stimulation oflnuman lymphocytes (a-d) and in 
mononuclear cells from bone marrow of a patient with 
chronic myeloid leukemia during blastic crisis (e). Non­
stimulated (a) and PHA stimulated lymphocytes 18 hr (b) and 
3 days (c,d) after PHA. The last culture (d) was 
additionally treated for 8 hr with Colcemid, to arrest 
cells in mitosis prior to harvesting. After staining with 
AO, the proportions of nondenatured- and denatured-DNA are 
represented by green- and red-fluorescence, respectively 
(44) • 
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marked on th~ histograms (a-d) were identifiecl by stu~ies 
of synchronizer populations (44.45). 

Fig. Be illustrates leukemic cells from the patient 
with chronic myeloid leukemia rurinq blastic crisis. Two 
subpopulations of S phase cells can be discerned in this 
preparation. The subpopulation of S-cells with DNA almost 
as sensit ive to denaturation as GIQ cells most likely 
represents SO cells. This subpopulation is not present 
when all cells are progressing through the cell cycle in 
short term cultures (47). Also, proportions of S-cells 
characterized by high DNA sensitivity to denaturation cor­
relate with S-phase cells having low RNA content. as in 
Fig. 5. 

The pattern of cell stainability as shown in Fig. 8 
with the possibility of discriminating GI0. GIA,B, S. G2 
and M cells can be almost duplicated by simultaneous 
staininq of nuclear proteins vs DNA (liB). A threshold 
protein' content in G1 is apparent with distribution of 
cells in GIA and GIB as based on DNA sensitivity to renatu­
ration. Also. cells in mitosis have little proteins 
associated with the chromosomes and thus a clistinction 
between G2 and M can be made (48). Based on this 
similarity, it is tempting to speculate that the nonhistone 
proteins, the content of which increases clurinq G1 and which 
may dissociate from chromoS0m~s clurino mitosis, may 
modulate th~ stahility of DNA in situ and be responsible 
for the observed patterns (Fi~ ~ Tn contrast, the 
histone/DNA rat io rema ins rather constant throughout the 
ce 11 cyc le. 

KINETIC STUDIES 

Sequential "Snapshots" of Synchronized Populations 
An example of an analysiS of cell cycle proqression 

using sequential measurements of synchronized cells is 
given in Fig. 9. In this experiment, peripheral blood 
lymphocytes were st imu lated by PHA and hydroxyurea was 
added 24 hr following PHA for the next 24 hr to prevent 
progression of cells through S phase. Thus, st imulated 
lymphocytes wh ich otherwise asynchronously enter S phase, 
were held at the G1/S interphase for up to 24 hr by hydroxy­
urea. The cells were released from the hydroxyurea block 
at 0 time and th~ir pro!lression through S studied during 
the subsequent 8 hr. Three cell subpopulations can be 
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recognized on the hist09ram at 0 time. The minor peak at 
lowest RNA ( 10 channels) represents cells in GO (GIQ) 
which did not respond to PHA. The major peak ( 20 channels) 
represents cells in transition from GIQ to the cell cycle; 
such cells predominate during the initial 48 hr of stimu­
lation. The cells with highest RNA, represented by the 
ridge (30-100 channels) are already in the cell cycle but 
arrested by hydroxyurea. Upon removal of the blocker, the 
cells traverse S phase. Their rate of proqress;on ;s 
hiqhly correlated with their RNA content. Whereas, for 
instance, high RNA cells have already reached G2 by 4 hr, 
the low RNA cells traversed only a small portion of S. By 
gating analysis it is possible to calculate the rates of S­
phase-traverse for various fractions of S-phase cells 
depending on their RNA content (27). 

The analysis as demonstrated in Fig. 9 can be applied 
to a variety of synchronized populations, e.g. in studies 
of rates at which G1Q cells enter the cell cycle (49) or how 
fast post-mitotic cells progress throuqh G1 and S dependinq 
upon RNA content they inherit during cytokinesis (28). 

BrdUrd Incorporation 
BrdUrt, detection by flow cytometry offers an altern­

ative to H-Tdr autoradiography. The advantaqes of this 
technique, which is already in wide use, are obvious to 
anyone familiar with laborious procedures of autoradio­
graphy. The scope of this article does not allow a review 
of the technical approaches for BrdUrd detection or their 
applications. An example, however, is given to illustrate 
the principle of the technique and the character of the 
data (Fig. 10). 

The upper three panels (a,b,c) in FiQ. 10 show RNA/DNA 
distribution of PHA-stimulated lymphocytes grown in the 
absence of BrdUrd on the 4th (a), 6th (b) and 8th (c) day 
after addition of PHA. As is evident, the cells show 
maximal stimulation on day 4 and then return to quiescence; 
a decrease in RNA content concomitant with decreased 
proportion of S-G2-M cells characterizes this process. The 
three lower panels illustrate parallel cultures which were 
exposed to BrdUrd for approximately one cell generation; 
(d) is a culture parallel to (a) but BrdUrd was present 
during 20 hr prior to harvesting; (e) is the culture 
parallel to (b) also treated with BrdUrd for 24 hr prior to 
harvesting, i.e. on the 6th day, whereas (f) is parallel to 
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(C), i.e., exposed to BrdUrd for 20 hr during the 6th day 
and harvested on day 8. Thus, during cell proliferation 
the cultures were exposed to the precursor which resulted 
in 40% lower DNA stainability of cycling cells when stained 
(32) with AO. 

When cells return to quiescence and their RNA content 
decreases, the previously cycling population can still be 
recognized (f) despite the fact that the DNA content of 
those cells is now not much different from that of the 
nonproliferating cells. Thus, the mitogen-responsive 
("memory") cells can be distinguished from the non­
responding ones even after the cells enter Quiescence and 
can no longer be discriminated by metabolic parameters such 
as RNA or protein content. 

100 
a l- I- t-+- -l-I--~ b I-1-+ c I-..,- I-..,-.- -

r .1-1- -I- ~t- I-..,- f-
t- - , 

r-- .. 
J 

' .. 
r-- .. ,- ..... ,-: 

t- '~'. . o-

il .. 
": 

r- .:er-I-~ 
t-~ ._- r- I-t-r- ~-

1 
-~ 

I--

,.c ii' 
--I- t-] ~~ f-

.-t-
..... Ii.(;i 4 

III .. 
-

!--
, f...:. .-

t--- _.' ~- -
1-" 

~ . Ii~ -- f- -
1-' - -1-

o 
Jl 
(U 

C d -I-I- r I-f- e 
(U FE -I-I- . en 50 . , .~. ~f-' 
- ,' ... ,:.'-1-
~ ~" u.~.,~". 
~ ~I -- I-

I-f. t-- - , ,- r-

" (1.- '" , 
, , 

MJlIi' f~; '0'-
l-

I" ~ .. ~ .. 
r 

t-~ .. .. , 
.:- '~ . 

o 100 0 80 0 80 

RNA 

Fig. 10: RNA and DNA stainability with AD of PHA stimulated 
lymphocytes qrown in the absence (a-c) and presence of 
BrdUrd (d-f). The arrows mark the Gl clusters. 
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As illustrated in Fig. 10, the BrdUrd technique can be 
used to: 1) recognize the cyclinQ cell population during 
proliferation; 2) to pre-label the cyclinQ cells for their 
later identification when they enter quiescence; and 3) 
correlate metabolic parameters (e.g. as RNA content in Fig. 
10) with proliferation. 

A recently introduced technique which combines DNA 
staining with BrdUrd detection by monoclonal antibodies 
(34) is the most sensitive technique available to recognize 
DNA replicating cells. It is, therefore, expected it will 
find wide application, especially in in vivo cytokinetic 
studies. ---

Stathmokinetic Studies 
The principle of the stathmokinetic experiment to 

analyse cell kinetics such as proposed by Puck and Steffen 
(50) can be combi ned with mul ti parameter flow cytometry 
(35-38). Such a combination offers a plethora of infor­
mation on rates of progression through various portions of 
the cell cycle and can be applied both to non perturbed and 
drug-perturbed cultures. In this review, a single example 
is qiven of the application of this method to the analysis 
of cell progression through G1 and cell exit from Gl (Fig. 
11). This example ;s pertinent to further discussion on 
the role of the G1A compartment in the cell cycle. 

The three panels in Fig. 11 show exponentially growinq 
CHO cells, non-treated (a) and treated for 2 (b) or 4 hr (c) 
with Colcemid. This type of staining, based on changes in 
both DNA content and chromatin conformation allows for the 
discrimination of the G1A and GIB compartments in Gl as 
well as the discrimination between G2 and M cells (44,45). 
As discussed before, the distinction is based on 
differences in sensitivity of DNA to denaturation, repre­
sented as 0: t (35). The entrance to S phase occurs when 
cells attain the threshold at; thus, the subthreshold GIA 
subpopulation can be distingu1shed as in the case of RNA or 
protein content (Fig. 1). The GIB cells have DNA 
sensitivity similar to that of early S cells. 

When the stathmokinetic agent such as Colcemid is 
added to exponenti ally growing cultures, the kinetics of 
cell exit from G1, transition from GIA to GIB, and entrance 
to M can be measured as illustrated in Fig. 11. Namely, by 
establishing the gating thresholds for the GIA, Gl and M 
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populations, the number of cells in each population at 
different times after addition of the stathmokinetic aQent 
can be plotted. The plot (0) represents only changes in' the 
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Fig. 11: Kinetic experiment showin9 measurement of the 
rate of cell exit from Gl and GIA. Exponentially growing 
cultures of CHO cells were treated with Co1cemid and the 
cells were sampled at 0 (a), 2 (b) and 4 hr (c) cfuring 
stathmokinesis. After partial denaturation of DNA in situ 
and shining with AO, the subpopulations as shownlnl"aT 
can be distinguished. The number of cells remaining in GIA 
and Gl is then plotted vs the time after addition of the 
stathmokinetic agent. --



Multiparameter Flow Cytometry 271 

GIA and GI compartments. The main feature of this data is 
that the exit from Gl or GIA has an exponential component 
manifested as a straight slope on a semi-logarithmic scale 
(35,36). In the case of GIA population, this exponential 
slope is evident from the onset of stathmokinesis. This 
data reproduced numerous times on different cell types (35-
39), demonstrate that cells have very heterogeneous 
residence times in GIA with a chcracteristic exponential or 
"probablistic-like" component. More extensive analysis of 
the stathmokinetic experiment 1s provided elsewhere (51). 

METABOLIC SUBCOMPARTMENTS OF THE CELL CYCLE 

Examples of cell subpopulations showing different 
metabolic properties which can be distinguished by flow 
cytometry were illustrated in the first portion of this 
Chapter. Based on these differences, we have proposed to 
subdivide the cell cycle into several distinct subcompart­
ments (9,10). Such subdivision offers higher accuracy of 
cell classification in comparison with traditional 
distinction of the four main phases of the cell cyclp. A 
sunrrary of characteristics and typical examples of these 
compartments are given below. 

1) GIA compartment is characteristic of exponentially 
growing populations. It is comprisec predominantly of 
early Gl, post-mitotic cells which have an RNA or protein 
content significantly lower than cells in early S-phase. 
The chromatin of GIA cells is also distinct. from the 
chromatin of early-S cells; the difference is manifested as 
increased sensitivity of DNA in situ to acid-induced 
denaturation. The cell residence times in GIA have a 
characteristic, exponential component which is responsible 
for heterogeneity of trans it times through Gl or perhaps 
for heterogeneity of ceoll generation times in general. 
Assuming the Mitchison's concept of the cell cycle (2), it 
was postulated (11) that the GIA phase represents a gap in 
the DNA division cycle. During this phase the cells are in 
a growth cycle accumulating certain metabolic constituents 
up to a critical threshold. Thus, GIA appears to be the 
"growth" or "equalization" subphase. Cells' residence 
times in GIA are inversely proportional to the amount of 
the metabolic constituents that th~y inherit during cyto­
k i nes is. 
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2) GIA-arrested cells have metabolic characteristics 
of GIA cells. In contrast to the latter, however, they do 
not progress towards S. Cells maintained in cultures 
deprived of serum (e.g. 3T3 cells) or growing in the 
presence of sodium butyrate (LI2l0) show characteristics of 
GIA cells. Upon release from the arrest, a delay of between 
10-12 hr is observed prior to their entrance to S. 

3) GIB cells are present in exponenti ally growing 
populations. The RNA or protein content of GlB cells is 
similar to that of early-S cells. Likewise, the chromatin 
structure of GlB cells reflected by the sensitivity of 
their DNA in situ to denaturation resembles that of early-S 
cells. MostlTIely, GIB cells are committed to enter S 
phase and are in the preparatory phase of DNA replication. 
GIB and early-S cells exhibit the highest resistance to DNA 
denaturation in situ. ---

4) Traditional S phase comprises cells replicating 
DNA. In unperturbed, exponenti ally growing popul ations a 
thres ho 1 d RNA or protei n content is reQu ired pr i or to 
entrance to S. However, the cells may hypass this require­
ment and under certain experimental conditions may enter S 
with a "subthreshold" quantity of RNA or protein (4). A 
progressive increase in DNA sensitivity to denaturation 
occurs during S. 

5) Cells in G2 accumulate additional quantities of RNA 
and protein and initiate chromatin changes preparatory to 
mitosis. The sensitivity of DNA in situ in G2 cells to 
denaturation is simil ar to that of m ceTTs and 1s clearly 
higher than that of the S or GIB cells. 

6) Cells in mitosis (late prophase, anaphase, meta­
phase, telophase) can be recognized as having the most 
condensed chromatin, which coincides with the highest 
degree of sensitivity of DNA in situ to denaturation. 
Mitosis is unequal, producing twO-daughter cells with dif­
fering quantities of RNA or proteins and thus generating 
heterogeneity in the cell cycle (11). Unequal mitosis may, 
to a large extent, contribute to the heterogeneity and 
exponential-like component in the transit times of cells 
through GIA. A mathematical model of the cell cycle based 
on the unequal distribution of metabolic constituents 
during mitosis has recently been proposed by us (52). 
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7) GIQ cells are characterized by minimal metabolic 
activity. They have low RNA and protein content, very 
condensed chromatin, high sensitivity of DNA in situ to 
acid- or heat-induced denaturation and a lownumber of 
mitochondria. By all these parameters, GIO cells are 
significantly different from their exponentially growing 
counterparts. Upon stimulation, these cells require a long 
(16-24 hr) prerep 1 i cati ve phase during whi ch they 
synthesize RNA, proteins, develop new mitochondria, and 
decondense chromatin. Nonstimulated peripheral blood 
1 ymphocytes or 3T3 ce 11 s mai nt a i ned at confl uency for an 
extented time are examples of GI0 cells. 

8) SO cells are characterized by an S-DNA but low RNA 
content and have DNA more sensitive to denaturation than 
cycling S cells. SO cells. however. either do not pr09ress 
through the cell cycle or do so very slowly. Cells with 
these characteristics were observed in human leukemia cell 
lines co-incubated with activated macrophaqes (53) and in 
the bone marrow of patients with chronic myeloid leukemia 
during blastic crisis (47). 

9) G20 cells share characteristics of SO cells except 
they have a G2 DNA content. 

10) S-arrested cells have all the metabolic features 
of S-phase cells except they do not replicate DNA. In 
certain tumors. anoxic cells exhibit these characteristics 
(~4). Cells arrested in S by most of the anti-tumor drugs 
(e.g. araC. hydroxyurea) develop. with time. signs of 
unbalanced growth. The degree of unbalanced growth can be 
estimated from the deviation in the ratio of RNA/DNA. or 
protei n/DNA from the normal values. When ce 11 s are in 
negative unbalanced growth (e.g. after treatment with 
actinomycin D or cycloheximide) they resemble SQ cells. 

11) GZ-arrested cells are similar, by metabolic 
criteria to G2 cells. Many antitumor drugs arrest cells in 
G2. Such arrested cells often develop signs of unbalanced 
growth. as the S-arrested cells. 

12) GID cells are fully differentiated and have a G1 
DNA content. Differentiated cell phenotypes may be charac­
terized by low- (granulocytes, nucleated erythrocytes), 
moderate- (macro phages , hepatocytes) or hi (lh- (p 1 asma 
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cells)-RNA content. Unlike GIQ, these cells cannot enter, 
the cell cycle. unless under unusual circumstances (cell 
fusion). 

13) Cells in transition. When cells underqo 
transition. e.g. from the GI0 state to proliferation, for' a 
certain period of time they possess intermediate metabolic 
features. Peripheral blood lymphocytes stimulated by 
mitogens exhibit characteristics of cells in transition 
from quiescence to prol iferation (GIl cells) during the 
first 24 hr of stimulation. Depending on their DNA content 
during the transition these cells can be classified as GIT, 
ST or G2T (9). 

CELL GROWTH AND DNA DIVISION CYCLE; 
THE MULTIPARAMETER FLOW CYTOMETRY EVIDENCE 

As mentioned before, simultaneous measurements of two 
or more parameters, one of which is DNA content, provides 
information on cell growth and cell progression through the 
DNA division cycle. The subject of the association between 
cell growth and DNA division, has been most clearly formu­
lated by Mitchison (2), and has been the subject of 
extensive investigations during the past three decades. 
Yet, still many uncertainties remain. A recent review by 
Baserga (4) offers a short but excellent coverage of this 
subject. In this article Baserga proposes that cell growth 
and initiation of DNA replication are coordinated durinq 
exponential cell growth. Thus, there must be mechanisms 
which sense accumulation of RNA or perhaps total or nuclear 
protein and transfer the signal to the re~ulatory pOint of 
initiation of DNA replication. Cell growth in size and 
cell progression throuqh the DNA division cycle, however, 
can be dissociated. e.g. by suppressors of protein 
synthesis (55), viruses (56) or other treatments. Exposure 
of cells to alkaline media was reported to trigger DNA 
rep 1 i cati on in the absence of cell growth ins i ze (57); 
this data. however. could not be reproduced (58). Still, 
there is enough experimental evidence indicating that cell 
growth and initiation of DNA synthesis can be decoupled to 
support Baserga's postulate that cell growth and the DNA 
division cycle may be under distinct regulatory mechanisms. 
The data obtained by mu1tiparameter flow cytometry is in 
support of this contention. 

The evi dence provi ded by flow cytomet r y, however. 
indicates that during nonperturbed, expontential growth in 
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cultures, the coupling of cell growth and DNA replication 
is very strong. Thus, in pxponentially growing cell popu­
lations, when rigorous controls of cell viability are 
exercised fewer than 0.01% cells in Gl with very low RNA 
content (low-RNA half of the G1A subpopulation) are 
observed to enter S phase. Furthermore, the couplin~ ;s 
also evident during S phase inasmuch as cells "overloaded" 
with RNA traverse S phase at much faster rates than their 
counterparts with a normal RNA content (18,27,(8). Whereas 
normal progression through S is associated with an increase 
in RNA content per cell, pro~ression of the "overloaded" 
cells does not involve any further RNA accumUlation 
(27,28). All these observations suggest that although the 
regulatory sitE'(s) for cell qrowth in size (e.~. 
transcription of rRNA messages) and DNA replication may be 
distinct, those sites are controlled in unison during 
nonperturbed cell growth. Further research is needed to 
assess to what extent regulation of those sites is 
coordinated in vivo, in normal tissues or durinq tumor cell 
growth, when- conditions are different than those in 
exponentially ~rowing cultures. The inability of tumor 
cells to enter a state of deep quiescence characterized by 
low rRNA (59) may point out that coordination of these 
sites may not be functioning during neoplastic growth. 
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ABSTRACT Mechanical trauma in the microcirculation 
contributes to the inefficiency of the metastatic process 
in terms of cancer cells, even though the process pro­
gresses and ultimately kills many patients. A filtration 
model was developed to assess qualitatively the kinetics of 
the damage and survival of cancer cells 1n passing through 
narrow channels, demonstrating that under physiologic 
capillary pressures, deformability is a traumatic event 
which kills the majority of cells passing through. 
Immediate damage to more than 90 percent of cells from the 
initial input was internal, reflected 1n impaired 
reproductive integrity (3H-TdR incorporation) and 
metabolism (14C-AA incorporation). Analogous loss of 
plasma membrane integrity and ultimately cell death were 
not apparent until 96h after filtration. A "dormant" state 
was observed in the approximately 10 percent surviving 
fraction until 214h (L12l0 cells) and 240h (EAT cells). 
Regular doubling time was resumed thereafter. The amount 
of damage and lower survival rates correlated inversely 
with the input cell concentration and shear rate and 
directly with pore size. Recovery from the trauma of 
deformamat1on was dependent on the spatial association of 
the cell and nuclear diameters and the components of the 
cytoskeleton and cell periphery. This portion of the work 
thus introduces an interesting concept that mechanical 
trauma induced in passing through narrow vessels under 
physiologic conditions can have a significant effect on the 
kinetics of circulating cancer cells. The second part of 
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this study was designed to determine whether survival from 
trauma is random or whether it 1s a manifestation of a 
trauma-res 1 stant subpopulat10n. However, "wild ll 

(heterogenous) as well as clonal subpopulations derived 
from filtration-trauma survivors were destroyed and 
recovered at the same rate as the original "wild" parental 
population. Thus, the work supports the concept that 
survival from mechanical trauma is a random event and that 
resistance is not hereditary. 

INTRODUCTION 

Based on a histologic analysis of human autopsy data, 
Muller (1) considered that circulating cancer cells seldom 
survive passage through the first organ encountered, as 
metastases were rarely seen in other tissues. Further 
studies on human autopsy material have generally supported 
the concept that IIpost-first organ" metastases are less 
conmon than "first organ" metastases (2). The first 
studies actually demonstrating cancer cell destruct10n 1n 
the circulation (3) have shown that after intravenous 
inoculation of viable cancer cells, mainly damaged cells 
were present 1n the blood vessels. Furthermore, intra­
venously injected cancer cells are killed at a much higher 
rate than the same cells injected by other routes suggest­
ing that the high death rate is related to the mechanical 
stress the cells are subjected to in passage through blood 
vessels (4). Studies on the kinetics of cancer cell 
destruction in the circulation have demonstrated that less 
than one percent of the initial intravenous inoculum 
actually survives to form metastases, most of the cells 
being killed or damaged in transit through the lungs 
("first organ") as extrapulmonary metastases are rare 
(5,6). The destruction of circulating cancer cells has 
generally been attributed to host defense mechanisms of 
inmunologic and non-inmunologic nature (7), the reticulo­
endothelial system (8), and blood coagulation and platelet 
aggregation (9). In this conmunication it is proposed that 
nonspecific mechanical trauma is responsible for the 
destruction of the majority of cancer cells in the 
circulation. 

It has been demonstrated that an important mechanical 
factor is the trauma due to the repeated deformation in 
passage through the microcirculation (10). It appears that 
more easily deformable cells are subjected to less trauma 
in transcapillary passage; cells which were more easily 
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deformable in vitro were able to pass through the lungs and 
give rise to-postpulmonary metastases after intravenous 
inoculation. Conversely. resistance to 
deformation in vitro correlated well with a high percentage 
of cells being killed in one lung passage. 

In order to study the phenomena of mechanical trauma in 
more detail, we must turn to in vitro model systems which 
allow for the variation of selected known factors. Filtra­
tion techniques can be used to study whole populations of 
cells and allow for reproducible alterations of many 
physical parameters, and microscopic studies of cells in 
the filters can be made. Thus, qualitative information 
regarding the mechanisms involved in cell destruction from 
the trauma of repeated passage through narrow channels may 
be obtained from filtration studies and may be relevant 
from a purely physical viewpoint to the damage done by 
passage through the microcirculation. A micropore 
filtration technique was, therefore, developed for the 
present study. 

It has been suggested that one reason for the numerical 
disparity in metastasis is that secondary lesions arise 
predominantly or exclusively from relatively stable, pre­
existing minor subpopulations of cancer cells within the 
primary tumor (11). As the mechanical resistance to 
circulatory trauma may be a major factor in determining the 
efficacy of the metastatic process, the second part of this 
study was designed to determine whether there exists within 
a population of cancer cells a trauma-resistant subpopula­
tion. and whether this property is heritable. 

MATERIALS AND METHODS 

Cells and Filtration. EAT and L1210 cells were used from 
suspension culture and were filtered at concentrations of 
0.13 to 1.0 x 106/ml. A filtration apparatus was 
developed, using Nuclepore polycarbonate filters with 5, 8. 
10 and 12 ~m pores in a Millipore 25 mm ultrafiltration 
cell. Positive driving pressure of 30 cm H20 was applied. 

Cell Damage and Survival. Damage and survival of cells 
after passing through filters under standardized conditions 
were studied by a number of techniques. Cell counts and 
assessment of plasma membrane integrity were made by dye 
exclusion. Reproductive capacity was assessd by the 
ability to divide upon further in vitro culture of filtered 
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cells and by their ability to s~nthesize DNA by the 
incorporation of 3H-thymidine (H-TdR). Active 
cellular metabolism was assessed by the ability of the 
cells to synthesize proteins by the incorporation of a 
14C-labeled amino acid mixture (l4C-AA). Standard 
rad101abeling techniques were used. 

Gabor 

Isolation of Subpopulat10ns from Filtration-Damage 
Survivors (FS). Filtrates were collected after one passage 
through 5 pm pores and were either placed in further in 
vitro culture il1lllediately ("wild") (12), or adjusted by 
end-point dilution to 10 cellslml and seeded in wells of 
microtest plates (clonal). Ten subpopulations of each cell 
type were derived from single FS cells (13). 

RESULTS 

Greatest cell loss occured in the first passage through 
filters with 5 pm gores of both cell types at an input con­
centration of 1x10 Iml (12). Most pores were obstructed 
so that the cells were exposed to the highest shear rates 
(12). Therefore, survival was assessed under these condi­
tions and was expressed as percent of the output at t=30 
min. (Fig. la). Progressive decrease in the percent of 
dye- excluding cells was observed 1n the first 9fih after 
replacement in culture. Thereafter, no increase in cell 
number occurred in the filtrates up to 240h (EAT) and 216h 
(L1210). There was a 130±7 and an 84±3 percent increase 1n 
cell number in 24h of unfiltered L1210 and EAT controls, 
respectively. A steady percentage of dye-excluding cells 
was counted over the time period of > 48h after filtration 
(Fig. lb). The "steady-state" in cell numbers observed 
over the period of 96-216h (L1210 cells) and 96-240h (EAT 
cells) was not, therefore, due to division of survivors 
being balanced by increased cell death, but to a "dormant" 
(14) state of the survivors. Exponential growth was 
resumed thereafter as a result of division in the 10 
percent surviving fraction. 

Fig. 2 shows dye exclusion and 3H-TdR and 
14C-AA 1ncorporation (a) immediately after one passage 
through filters with 5-12 pm pores, expressed as percent of 
the input cell number at t=O, and (b) in 24h expressed as 
percent of the output at t£30 min. Only L1210 cells are 
shown. Internal damage, reflected in the arrest of DNA 
synthesis was immediate, followed by perturbation of active 
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FIGURE 1 Filtration survival of L1210(0) and EAT (I) cells 
in suspension culture. A, Number of dye-excluding cells as 
percent of filtrate of one passage through 5 ~m pores (mean 
of 6 experiments, S.E. 3-5%). 8, Percent dye-excluding 
cells at each interval in 3A. 

cellular metabolism before loss of plasma membrane 
integrity was apparent. Using these viability assays no 
diffrerences were observed in immediate damage as well as 
24h survival, between the original "wild" cells and "wild" 
populations derived from the 10 percent FS cells. 
Thus, subpopulations were cloned from single FS cells and 
tested against the original "wild" population. Again, no 
differences in destruction and survival rates could be 
found (13). The clonal and "wild" populations were then 
filtered 5 successive times through filters with 5 ~m pores 
and the filtrates were then replaced in culture for 72h. 
No differences were found in their survival (13). 

DISCUSSION 

The present study introduces the concept that 
mechanical trauma from passage through narrow channels can 
have a significant effect on the kinetics of destruction 
and survival of cancer cells metastasizing via the blood 
stream. It shows that dye exclusion underestimates the 
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FIGURE 2 Effect of one filter passage on A, immediate cell 
damage and B, 24 h survival of previously unfiltered 
IIwild ll L1210 cells (I) vs. IIwild ll FS-Ll2l0 cells{o).Pore 
size vs. (a) number (mean of 6 experiments ± S.E.) of 
dye-excluding cells, (b) 3H-TdR incorporation as percent 
(± S.E.) of unfiltered controls, and (c), l4C-AA 
incorporation as percent (± S.E.) of controls. 
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amount of internal damage for several days after trauma has 
occurred. The pore size-dependent reduction in 14C-AA 
incorporation at both time intervals indicates a 
disturbance in active cellular metabolism, such as observed 
in cancer cells exposed to cytotoxic agents (14). The 
reduction in 3H-TdR incorporation is an indication of 
delayed mitosis, i.e., a temporary arrest in the G2 phase 
of the cell cycle or a "dormant" state, similar to that 
observed 1n cells exposed to radiation (15). The pore 
size-independent reduction in 3H-TdR incorporation in 24h 
indicates that damage to the mitotic apparatus occurs prior 
to the metabolic damage. Thus, progression of the 
different stages of filtration trauma can be demonstrated, 
each corresponding to the loss of a specific biologic 
function leading either to (a) cell death of the majority 
of the cells or (b) a "dormant" state in less than 10 
percent of the original input and eventually a restoration 
of reproductive capacity. 

The question was posed whether the surviving cell 
population can resist further filtration trauma; however, 
upon refiltratlon the survivors had no demonstrable In­
herent resistance to further damage than the original 
population. Since numerous studies have considered the 
existence of a genetically predetermined, relatively stable 
subpopulation of cancer cells from which metastases 
predom1natly or exclusively arise, one of its major 
characteristics, purely from the physical viewpoint, should 
be the ability to resist mechanical intravascular 
destruction. However, this study presents no evidence 
that clonal subpopulations are resistant to further 
filtration damage. Thus, based on these findings, 
resistance to trauma in passing through narrow channels is 
a random event. 

This work was partially supported by grant CD-21 from the 
American Cancer Society to Dr. L. Weiss. Dr. Gabor's 
present address is Children's Hospital, Oakland, CA, 94609. 
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EXPRESSTON OF AN "ACTIVATOR" RNA HYBRlDIZABLE TO TilE SV40 
PROMOTER CORRELATES W /Til TilE TRANSFORMED PHENOTYPE OF 
MOUSE AND HUMAN CELLS. 

Margarida Krause, Jolanta Kur~ and Uik Sohn 
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INTRODUCTION 

For the past seven years our laboratory has been pngag­
~'d in 'he study of a small molecular wei~ht nuclC'ar RNA-7S­
K, whcsp properties support the concept that it is a gene 
regulatory molecule (8-10, 12-14). This RNA was [ollnd to 
!>l:imulaU' transcription initiation by RNA polymt'ra!>t' IT (1)) 

and I.e act In a tissue- and species-specific manTlC'r (10). On 
lhe basis of thC'se results we hypothesized lhat different 
subpopulat ions of lS-K RNA might exist in di t ferpnl r. i ssups 
and that in ('ilch CilS!'. they would hI' capablC' of n'cllgllizil1g 
promoters of different gene families, faeUit.ilt iTlg lhe 
formation of the iniliatinn complex foc ,rilnscriprion of 
rissup-specitic genes. lbis hypothesis was subsequently 
te~.I('d in simian virus 1,0 (SV/IO)-transformcd mous(' IT] cells 
in which the SV/.O early gene for T-antigen was found to he 
clctively transcribed and necessary to maintain the t'xprt'ss­
ion of the t.cansform~d phenot.ype (J5). These eel Is were 
!;clcc:!l'd because the SV40 genomE' h<t~ bN'r! compl~'udy !H'quen­
Cf'd :md it!; promot f'r has bt'l'TI bl'ller charat:lcr ized than ilny 
nthl'r ('ukclryotic promoter (7). Thes(' rec.('nl. ('xp(>rim(>nls havt' 
shown that 7S-K R~A from SV40-transformed muusc cells does 
indeed hybridiz~ to the SV~O early promoter, wilh an cxten­
~ivt> homology wJt.h two 01 the 21 base-pair rf'peat!;( 14). Two 
of the three reppat~ have bppn identil ied as minimum 
essential element!; (or parly viral promoter lunCLion (3,6). 

The prpsent study was designed lo invcsllgate if lhe 
degree ol homology between 7S-K RNA and the SV40 promoter 

289 
('''I'Yli~hl '. I'JKoI hy Ihe HUMAN" rRESS. INC Clift .. lI. ~~W J,·r-.:y. 
AI! I i~h" "I rqlln.I""I"'" ill any fnrlll n''''rv~,t 
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corrC'I.1It's WLLh tl1<' t'xpn'sf>ion of th(· 1r.i!I~f()r!11ed pheno­
rypl'. To do this we USed .1 variety of htlman alld !11ouse (('11 
linl's ranf,inp, [rom embryonic primary «(,II.", which are sr.ill 
dip I 0 i d il n d sub j e C l lOa gin g, r 0 i 111m 0 rr il I i Zl'd (' S r a b lis 11<' d 
lim's, which are still conl.ilCI inhibited Lind lIolllu!11origenic, 
to fully tral1s(ormed Itlmorigf'nic lim's ohl.aiTll'd ~'ilhf'r by 
SV40-trans(ormati()TI or from.l mlllignant tum0r. However, 
when comparlTlg Tlor!11al ilnd transformed cell lines, one musl 
bear in miTld Ihar, even when Lhey origill<lrf' from the saml' 
pan.'111 ',I raiTl, thf'Y may have subsequeTllly diverged in ways 
ullrelated to the pr()(" (",', of I raTlsfnr!11ationper ',<,. To 
circumvent thi!.; problc'm, Wf' also used a t('mppraluT"e 
sl'llsitivl' mtllanl of SV40 (SV40 tsA), which is de[cctive ill 
rhe larg(, T antigl'n gl'l1l', to tr:1nsform lTJ mOUSl' n,IIe;. 
Cells thus transformed ('xprc'ss the translorml'd phl'TWl.ypl' 
at "oC (permissive tl'mlwraltlrt·) a!ld revert to normal al 
,9 11 C (11Onpl'rmis~,ivC' I ('mlwraturf') (I). This lI1lows for Ihl' 
mnnipulilL ion o~ phenOl ypic ('xpression of I he L rall!;FormC'd 
~, I ;11 (' by a s i 1l1p I l' S hi 1 tin cuI t u r l' le mp l' rill U r l' • 

MATt::RlflLS fiND METIIO[)S 

All !":l'll liTH'S \-Jere cultivatl'd in [)ulb('cco'C; !11odified 
F.agl("s mediu!11 supplementl'd with 10"/; h<lill or newborn clIlf 
serum. Smidl RNi\s were isulated as d(',-;cribed (13) <llId 
fr,lcr.ionaLed in 6-15% pnlY'lcryLlmid~' !l.J:ildil'T1I gels or 
3-171:. polyat'ryiamide-7M urra gC'ls. G<>b w<>r€' sLained with 
0.') mg/l it('r ('I hidium bromid~~ and photograpll\'d ulld~'r UV. 
For Norrhern blot hybridizat iOll rht' RNfI in thl' gd~ was 
t'll'Clrol rilTlsf~'rred to DBM paper ("!). Tht' probes uSl'd 
(mSVOl + mSV(2) ilrt! M-13 phages contai11ing the 111 bases 
SV40 EcoR1T-G fragml'nt in (·jlher orientation (a y,itl from 
Dr. M. dt'P,1mphilis). Thl' r<'pllcaliv~' form of tIll' philg(' Wil~ 
labeled with [32"1 dCTP by nick translc1ti()n (Il). lIybridiza­
tions Wl'rt' <arriNI oul in ')0"1., tormamidc 0.7') M N;lCI/7') m~ 
Na Cinare () x SSC) 25 mH N<l21'04 (pH O. '»)/0.1% e<lch lwvill" 
serum albumlTl, flcoll ilnd polyvinylpyrrolirlon~' containing 
250 ~g/ml denatured saJmt)n sperm IlNfI for 48 hr at ~)OoC 
followed by br ief wasl1<'~;, OTIC!' in 2xSSC/O. 'j~~ S[)S, onc(' in 
2xSSC/O.l°1. SIlS ill r.t. and a 2-hr wash in O.lxSSC/O.5"I" SDS 
at SOOC rcspectivl'ly. 

RESlJLTS AND DISClISSION 

Isolalion and fractionalion of small RNfls from nuclear 
and cytopl<lsmic fractions of (·ullurt'd mouse ilnd human (ells 



Transformation-Induced Activator-RNA 

1 
N C 

...... K-. 
L __ L ...... 

U3 -

U2 -

U1b­
U18-
5.85-
U4-

U5 -
55-
U6b­
uea-

291 

• • 

Figure 1. Nuclear (N) and cytoplasmic (C) small RNAs from mouse SV3T3 
cells. Cells were labelled in vivo with 32 p for 15 hr in phosphate-free 
medium and the small RNAs isolated from nucleus and cytoplasmic fractions 
(13) fractionated in 5-15% acrylamide gels and autoradiographed. 
Figure 2. Two-dimensional separation of small nuclear RNAs from mouse 
SV3T3. First dimension 5-15% polyacrylamide, stained with ethidium bromide; 
second dimension 3-12% polyacrylamide 7-M urea, silver stained. 

has revealed that the species responsible for activating 
transcription - 7S-K occurs exclusively in the nuclear 
fraction (see Fig. 1). Another 7S RNA-L, which has recently 
been found to be an essential component of the signal 
recognition particle (16) is a cytoplasmic species which 
can occasionally appear as a contaminant in nuclear 
preparations. 7S-K nuclear RNA is a 330 nucleotide long RNA 
which migrates as a single species in both one-dimension 
nondenaturing gels (Fig. 1) and two-dimension gels in which 
7M urea is used in the 2nd dimension (Fig. 2). Yet its 
properties as a transcription factor vary from tissue to 
tissue and are abolished in a different species (10) 
indicating that sequence heterogeneity does exist. 

Another variable is the yield of 7S-K RNA from 
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Figure 3. Effect of actinomycin D (AMD) on recovery of 7S-K RNA. 

4 

Mouse SV3T3 cells were labelled with 32p as in figure_l and treated with 
0.5 ~g/ml AMD during the last 3 hrs (lanes 1 & 3) or untreated (lanes 2 
and 4). A-ethidium bromide stained gel; B-autoradiograph. 
Figure 4. Exclusive hybridization of 7S-K RNA from mouse SV3T3 cells (M) 
and human He La cells (H) with the SV40 1I0 r i ll probe. RNAs were 
electrotransferred from acrylamide gels to DBM and hybridized with nick 
translated probe as described in methods. Lanes 2 and 3 - stained gel 
tracks; 1 and 4 - autoradiographs of DBM paper after hybridization. 

different cell lines or even from the same cell line at 
different stages of growth. We found that, on a per cell 
basis, roughly twice as much 7S-K RNA is recovered from 
transformed than from nontransformed exponentially growing 
cells and four times as much than frofficontact-inhibited cells. 
Furthermore in order to achieve a consistent optimum yield 
of 7S-K,we found that the cells must be treated with 0.5 
~g/ml actinomycin D (AMD) , 1-3 hr before harvest (see Fig.3) 
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This is bec~use 7S-K Lends Lo leak out of thp nucleus 
ciuring ('('11 lysisand it is reaelily c!egraded.Tre,Hmf.'nt with 
high doses of AMI) freezes it in the chcomil!.in, presumably 

as pan of !.h(' transcciption initoi.it.ion complex, when 
t'[onf',iI!ion U, inhibil.ed. Nol.p I.h'il. iI ';ui>!;t.:Jlltiaiiy li\q~pr 

q\J.:1llti~y of 7S-K is rc'covered in the' actinomycin D-treated 
silmp 1(' (t r''lcks I & °3) even though rhr 101 a I amClllnt. of 
samplt' JOiJ(i('d j~, much J('s~ Ihan in til<' conlrnJ ~,ample 

(t ;oacks 2 & 4), The ilut.oradiographs cli the RNAs atll'r 
in vivo labpllinp, wiloh ["l2pJ nrlhophorphatr show ('xCl'llp!l1 
"G"b;Jfing of 7S-K in spite of the tlMIl I r('atment. This is 
!lOI surprising not only bl'causr thl'!>!' ',mill I RNIIs have' Inng 
hill f Ii Vt'!, but ill so h('causf' tlH'y ilri S0 from (;1 ass I II grnt's 
which drc' highly Cf'sisL1nt to Ihr drug, 

Our prrvious Cf'POri thiH 7S-K RNA f r(lm SV40-1 riHlc,­
formed rnouc,f' ('1[5 hilS an l'xl!.'llsive homolop,y (4,) basps) 
wilh the SV40 promotrr (14) rilis('d Ihe question of whf'lhl'r 
or noL Lhis is an exclusivf' propf'rly of SV~O-trans[ormrd 
«('lis ,1TId or is somehow relaLed to transformilli<.lll. At the 
tim(',thc' hybridiz;it.ion sip,nill!, (lblain('d were r<llllt'r wl'ak. 
du!.' in p.Ht t.() thf' low ;tTld vilriabll' yif'lds of 7S-K ilnd 10 
tlH' I()", yi('ld of Ill(' Ell,RTI fragme'nl "G", which cont.ilins 
t.he ('rtrly prorn011'r rl'gion <lnd which must h(' rl'c()v(.'red (rom 
lhl' ag,Hose p,d afu'c EcoR11 dig(~stioll Ol total SV/IO DNA 
hc.·fore nick rr,l!lslation <lTld liyhrJdi70atiol1 with Ihp small 
RNA';, 11('cause (If this no signals Wf>rf' c1(~ll'ct('d witoh thf' RNtls 
of \Jilt riln:;(orm('d mOllse cells. Oncr W(' opl imiozed the yifdd 
of 7S-1< by AMD I r('illm('Tll ;111<.1 obtainf'd th(' M1J clones with 
the EcoRIl "e" in!;('rl (Ori region), the pr<>L()celis Wl'r(' 
greillly !.irnplif i('d ;Ind the stren/<\th of I ht' hyhridization 
sigTlid~, was suhst;IIHi.lI1y incr('ii~,t'd. Fig\Jre' II ';hows that. 
bOlh mO\l';(' and illlOlan cells, th(' firsl SV/IO-transforrlled, the' 
second ohl.ilinc'd from ,J h\Jm,11l tumor. hav(' homology betwC'el1 
7S-K RNlls and Lhe SV40 promol(·r. No other nuc[l'alo or 
cytoplasmic ~,milll RNAs W,IS found to hybridizl' 10 th!.' Ml3 
clonE'd fra/<\ITIf>IlI. WI' Ihl'n tested i1 nUlTlb!'r of cpll lines dnd 
fOllTlcl lhal unlr.lnslOrml'd rnollsP ,1nd human cells also sl)()w 
hybridizalion with SV40 • .1lbpir al a lower lev('l. Rrcallsf> 
th(' rl·lal.ive amount ol K RNA v.1rips from one c('11 linf' to 
rhl' Il('XI, il was nl'cl'ssacy t.o qUilnr:il.IIP, in each casE', thE' 
rol a I amollnl IIs('cl for hybridizat ion ;Hld 10 r(') i.ll e this valuf> 
to rhr hyhridiz;1I ion signal. This was don(' by del1sitoOlf'tl'r 
anillysis of bOlh l'lhidium-bromidr stailled g(·ls and thf' 
r(~spective aut0radiographs ohl.ailled ilft.f'r rorarlsfpr lo DMB 
and hybridization with the pcobf', Tab 1<.. I illustrates Lt\(, 
crsul"" It. is appaCrTlL Ihal !.r;lllsforme.d lumorigl'nic cells 
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Table I 

Correlation betMcen th, degree of hybridi7ation between 7S·K RNA and SV40 
"Ori" region and cancerous features of mouse and human cell lines. 

Cell line 

mouse 3T 3 
mouse l-929 
mouse SV3T3 
mouse A255 

(non-permissive tenp.) 
mouse A?55 

(permissive temp.) 
human 11138 

(diplcid. embryonic lung) 
human SVWI38 
human hela 

transformation 

cShblished line 
established line 
SV40 

SVI,O (tsA) 

SV40 (lsA) 

primary line 
SVI,O 
established lire 

Tumorigcnic hybridi7a~ion 
ratio· 

No 
No 
Yes 

No 

Yes 

No 
Yes 
Yes 

1.0 
1.5 
2.5 

1.0 

2.3 

0.7 
1.1, 
4.4 

Ithe hybridization ratio was obtained by densitometer scanninqs of bo~h 
ethidi~m bromide stained gel tracks of 7S-K and the respective 
hybridization signal obtained in the X-ray. Those Mere computer analysed 
and the ratio of hybridized signal over stained gel signal were obtained 
and normaliled to 1.0 for mousc JI3 cells. Standard deviations between 
experiments did not exceed 5%. 

hClve Iwic(' as milch RNA hybridizabl<.' to tIlt' SV40 ('arly 
promoter than I.heir respective parent strains. That this 
differ('nce is related to transformalion rather than to 
(:ircunsl.anl.i.l1 divergence between cell linl's c;ln 1)(' deduct­
ed trom the finding that the A2S5 cell line, which is 
temperuturl'-sensitive to expression of transformation, 
expresses twice the amount of 7S-K R~A, hybridi~able to the 
SV~O promoter, at the permissive temperature. Moreover, 
tumnrigpnic characteristics of the cells, rather than the 
presence of SV40 genes, appears to be the key factor in 
this relationship with SV40-hybrldlzablc small RNA, ~incp 

highly rumorig~nlc HeLa cells (derived (rom a humun 
cervical carcinoma) ~how the strongest signal. 

Previou~ rE'!'lull.!i frnm our lahoratory hIIV(' !'ohown I.hat 
7S-K is transcribed from a midr@pctitivE' family of host 
sl'quences (1[+ ~ S(~n'l'ning of a [l'comblnant I ibnlry of 
human DNA wirh t1w samc' SV40 "Ort" prohl' havp yleld('d 
li:1q~t.' numbl'rs ol dones hybridizilble Lo Lht.' pn>bl'. TIIl'Sl', 
in ~pile of h~ing partially homologous to one ilnoth~r, w~re 

not found to be part of a highly con!'lerved family of 
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sequences and were nol members of the previously described 
"tdu" family of reperllS (4). The hybridized region ol one 
of these clones (SVCR7) ~howed the same 6 sequence motits 
(CCGCCC) thaL were found to be essenlial elements in the 
21 base pair n'peats of the> SV40 promotpr (6). Mon' n'Cl'llt 
work on promoter-specific faclor5 have revealed that one 
5uch fa<:lor isolated from IIr>La cpll.:; (Spl), is a promotcr­
specific [actor which activates a class of promoters lhat 
includ('s the SV40 early promoter but not sl'veral othl'rs 
th'lt have het'n testpt! (5). Analysis of promoter del~!tion 
mutants and DNAse footprinting assay revealed that SpI 
hinds to the 2l hp regions of SV40 (5). The similarity 
between these findings and ours suggests that 7S-K RNA is 
part of the SpI lactor,helpinr. in selecliw' ilct iv.tt ion of 
a class 01 promotl'r~. which may participate i.n transforma-
t ion. By base-pairing to the late strand, in the case of 
the SV40 genes, (14) it may actually determine thp 
direction of transcription since the template (eilrly strand) 
is then lree to be copied into early messenger RNA, which 
is t ranslatl'd into T-ant igl'n, a prot!'in nepdl.'d to maintain 
SV40 transformation (IS). 

S~pported by the Natural Science5 and Engin~ering Research Council of 
Canada, the National Cancer 1nstitute of Canada and the Terry Fox Grant 
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GASTROINTESTINAL CELLS: GROWTH FACTORS, TRANSFORMATION, 

AND MALIGNANCY 

M.P. Moyer, P. Dixon, D. Escobar, J.B. Aust 

The University of Texas Health Science Center 
at San Antonio 

7703 Floyd Curl Drive, San Antonio, TX 78284 

INTRODUCTION 

At the cell ul ar 1 evel , growth regul ati on and 
di fferentiation of normal and mal ignant gastroi ntest; nal 
(GI) epithelium are poorly understood. This is due to 
many factors, including previous difficulties in culturing 
GI cells in vi tro for a useful time peri od (1-4). That 
problem has been rectified by our development of 
alternative methods for culturing normal human and animal 
GI cells (5,6) and GI tumor cells (7). In addition, our 
recent successful transformation of human colon cells (8) 
with the chemical carcinogen, azoxymethane, and the 
oncogenic virus simian virus (SV40) provides a baseline 
for expanding studies of in vitro transformation to 
include alternate sources of GI cells. In this paper, we 
relate some recent studies of in vitro transformation, 
growth, and characterization utilizing human and rodent GI 
cells. 

MATERIALS AND METHODS 

Normal and malignant human and rodent (rat or mouse) 
GI cells were initiated in vitro as previously described 
(5-8). Normal cells were harvested from the mucosal 
epithelium of the stomach, small intestine, and 
colon. Several base culture media (obtained from M.A. 
B;oproducts or GIBCO) were included in these studies: 
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minimal essential medium (MEM) , Dulbecco' s modified MEM 
(D-MEM), suspension culture MEM (S-MEM), L15, F12, MCCoy's 
SA, and CMRL 1066. Medi a addi tives tested were fetal 
bovine serum (FBS; 2-10'1, ['11'1]); insulin (Sigma; 
1-5 IJg/mll, transferrin (Sigma; 1-5 \.Ig/ml), pentagastrin 
(25 ng - 25 \.I9/ml; Peptavlon [Eli Lilly] and epidermal 
growth factor (EGF; 1-10 ng/ml; Collaborative Research 
Inc.). Conditioned medium (25'1, '11'1) from the same culture 
was used for all subsequent subcultures. 

Morphology and growth were analyzed by di rect 
observation and standard growth assay methods. 
Transepithelial transport was indicated by dome formation 
(9). Immunofluorescence assays with conmerc1ally 
available antibodies were done to analyze the presence of 
keratin, carcinoembryonic antigen (CEA) and fibronectin. 
Intestinal calcium binding protein (CaBP) and lactase were 
assayed by indirect immunofluorescence, using monospecific 
primary antibodies (kindly supplied by Drs. W.P. Gleason 
and R. Montgomery, respectively). Mucins were assayed by 
standard Periodic acid-Schiff (PAS) staining and 
radioimmunoassay for specific mucosal antigens (kindly 
performed by Dr. David Gold). Normal human or rodent GI 
cells from the various organ sites (stomach, small 
intestine, and colon) were transformed in vitro with 
azoxymethane or SV40 virions by methods detailed by Moyer 
and Au s t (8). 

RESULTS 

Many factors were important for successful initiation 
of primary cultures, which could then be subcultured for 
several generations (Table 1). The cultured GI epithelial 
cell s from humans and rodents di spl ayed conmon growth 
(Table 2) and morphological features (Table 3), and 
characteristics specific to GI epithelial cells (Table 4). 
Of interest, was that GI cells from the same organ site, 
but different species, were similar with regard to 
morphology, cell subpopulations, and other phenotypic 
features. Growth factors developed for cultures of normal 
human GI cells proved suitable for rodent GI cells (Table 
5). However, the rodent cells were less fastidious, often 
able to grow in medium supplemented with serum only or 
lower concentrations of growth factors (data not shown). 
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Table 1. FACTORS IMPORTANT FOR GI CELL CULTURE OF 
EPITHELIAL CELLS 

Propensity of cells to grow in suspension 
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Need for mechanical harvesting; standard dissociating 
chemicals are cytotoxic and often select for fibroblasts 

Many rinses of processed tissue must be done 

Small size of cells relative to cultured 
fibroblasts and most cell lines 

Growth factors from yeast and brain 
(or pituitary) extracts optimize growth 

"Split ratios" could not exceed 1:4 and 
conditioned medium required upon subculture 

The cells are "delicate" in vitro, requiring time to 
adapt and careful observation for proper maintenance 

Table Z. GROWTH CHARACTERISTICS OF CULTURED GI CELLS 

Preference to grow in suspension as cell clusters 

Differentiation from round or cuboidal dividing 
cells in cluster to columnar epithelial cells 

Growth rate: population doubling time of 72 to 
96 hours or more 

Variable proportions of dividing cells 

Subculture frequency variable: once every 1 to 4 
weeks 

No growth of single cells in soft agar 
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Table 3. MORPHOLOGY OF GI EPITHELIAL CELL CULTURES 

Clusters of dividing and differentiated cells; 
often gland-like structures 

Few or no fibroblasts in cultures 

Small; ~ 10-12 

Columnar and goblet cells with evident 
baso-lateral differences 

Junctional plasma membrane complexes 
typical of epithelial cells 

Table 4. DIFFERENTIATION/EPITHELIAL CELL CHARACTERISTICS 
DISPLAYED BY HUMAN OR RODENT GI CELLS 

Keratin 

Carcinoembryonic antigen (CEA) 

Little or no fibronectin 

Responsiveness to GI hormones 

Mucins: Synthesis of specific mucosal antigens; PAS 
reactivity 

Transepithelial Transport (e.g., dome formation) 

Intestinal calcium binding protein 

GI-specific enzymes (e.g., lactase) 
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Growth requirements varied for the large numbers of 
human Gl (primarily colon and stomach) tumors initiated in 
our facilities. Some grew well in "standard" culture 
media such as MEM. D-MEM. or US suppl emented with 10% 
FBS. whereas others grew best in the media utilized for 
normal cells (Table 5). Cell lines (initiated in our 
laboratory or obtained from culture collections) always 
grew optimally in the original medium used for selection. 
This included replicates initiated as primary cultures in 
several types of media. Several observations were 
consistently noted: (1) the cells grew best in the medium 
used for primary culture initiation; (2) tumor cell 
cultures initiated in medium of "high" calcium 
concentrations (i .e., 1 to 2 mM) and supplemented with 10~ 
FBS consisted of larger cells; these were often 
contaminated with fibroblasts that overgrew the tumor 
cells (particularly when standard trypsin-EDTA 
dissociation was used for subculture); and (3) although 
some tumor cells preferred the enriched medi um used for 
culturing normal cells, most cultures could be grown in 
media with fewer growth factor supplements. 

Cell cultures and lines of various GI and other human 
solid tumors were initiated at a high success rate (Table 
6), approximately 88% for GI tumors, using methods 
described elsewhere (7). Lines could be selected for 
growth in suspension or monolayers, depending on culture 
Inedia and conditions. Similar observations have been made 
with rodent solid tumors. 

As previously reported for human colon epi thel i al 
cells (8), SV40 and azoxymethane transformed a variety of 
GI cell cultures from the stomach, small intestine 
(duodenum, jejunum and ileum) and colon from humans and 
rodents. General characteri stics di spl ayed by the 
transformants are shown in Table 7. Of particular note 
was that some features (e.g., growth in soft agar) are 
also reported as "transformation-associated" charac­
teristics of fibroblasts, whereas others (e.g., enhanced 
substrate adherance) are opposite to observations of in 
vitro transformed fibroblasts. 
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Table 5. COMBINATION OF FACTORS STIMULATING GROWTH OF 
GASTROINTESTINAL CELLS 

Growth Factor 

FBS 
L Broth* 
Pituitary extract 
Insulin 
Transferrin 
Selenium 
Hydrocortisone or 

Dexamethasone­
Pentagastrin 
EGF 
Conditioned Medium 

Concentration 

2% (v/v) 
2% (v/v) 
1% (v/v) 
5 11 g/ml 
5 11 g/ml 
5 ng/ml 

10 11 g/ml 
40 ng/ml 
25 II g/ml 
10 ng/ml 
25% (v/v) 

*L Broth: provides source of yeast extract; composition: 
NaCl (5 g/l); bactotryptone (10 g/l); yeast extract 
(5 g/ml) 

Table 6. CULTURES OF COLON CANCERS AND OTHER 
SOLID HUMAN TUMORS INITIATED IN OUR LABORATORIES 

No. Cultured/ Percent 
Si te or TYEe No. AttemEted Cultured 

Colorectal 34/39 87% 
Gastric 8/9 89% 
Basal Cell 7/7 100% 
Pancreatic 5/6 83% 
Insulinoma 1/1 100% 
Bladder 2/2 100% 
Mammary 2/3 67% 
Ovarian 1/1 100% 
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Table 7. EPITHELIAL CELL CHARACTERISTICS CHANGED UPON IN 
VITRO TRANSFORMATION BY SY40 OR AZOXYMETHANE 

More cells adhere to culture substrate 

Decreased requirement for growth factors 
in yeast or brain extracts or conditioned medium 

Increased cell size 

Decreased sensitivity to dissociating chemicals 

Increased culture longevity 

Acquisition by some cells of ability to grow in soft agar 

Cell surface change: binding of peanut agglutinin lectin 

SV40 transformants: positive for SV40 T antigen 

DISCUSSION 

Successful culture of human and rodent cells confirm 
and expand previous studies (5). Display of 
morphological, epithelial, structural, functional, and 
intestinal differentiation characteristics indicated that 
the methods for cul ture i ni tfation and propagation were 
suitable, although efforts continue to further improve the 
culture environment. Interestingly, the rat cells were 
less fastidious than the human cells in their growth 
requirements, particularly after multiple subcultures. 
This concurs with studies of fibroblastic cells that show 
rodent cells are more easily propagated, have greater 
longevity, and are more readily established as cell lines, 
than human cells. However, cell lines have not yet been 
selected from any of the normal rat or human intestinal 
cells. 

Likewise, no cells lines have been selected from any 
of the in vitro transformed cultures, although they were 
maintained for multiple subcultures beyond the controls. 
In contrast, cell lines have been selected in our 
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laboratory and others from solid gastrointestinal tumors. 
Improved "culturabn i ty" of the transformed and/or tumor 
cells is probably explained by auto-stimulation from their 
own growth factors, as reported in other systems (10). 

The other phenotypi c changes observed in the 
transformed cells indicate an intermediate phenotype 
between normal and tumor cells. These changes are only a 
subset of GI cell transformation-induced alterations. 
Many more remain to be defined. Ongoing efforts to better 
characteri ze the transformants and to compare normal and 
tumor cells include studies of lectin binding, monoclonal 
antibodies, and a panel of b1ochemical/cytological 
features. Also in progress are transfection studies with 
oncogenic virus ON As maintained as recombinants with 
dominant selectable markers. In that regard, recent 
observations indicate that transformation of human and rat 
GI cells has been achieved (Moyer. unpublished 
observations) with pSV3~, an SV40 early gene recombinant 
with a ~ selectable marKer (11). 

Future work in developing these in vitro GI models 
will provide a valuable foundation in understanding GI 
malignancies, and will better define factors regulating GI 
physiology, toxicology and differentiation. 
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A NEW TECHNIQUE FOR DIAGNOSING CANCER BY 

INSPECTING BLOOD SERUM 

Abstract 
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Hungary 

A new method has been established for identifying 
cancer by inspecting the blood £erum. This 
technique is based on the perception that there 
is a marked difference in the composition of 
protein in the normal human blood serum and the 
deseased one. This novel technique is extremely 
beneficial to quick cancer checking of large 
groups of patients. 

Examinations which are focused on the human 
blood serum play an ever increasing role in 
medical diagnostics. Very much information of 
fundamental importance can be gathered by analys­
ing the results of blood tests. 
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Fig. 1 

The characteristic picture of dried 
blood-serum with threads (taken by 
scanning electron microscope, N=1500) 

We have not come across international publications 
dealing with the morphology of the dried blood 
serum so far. During our investigation we had 
been studying in morphological and topological 
respect the dried blood '~erum taken from both 
normal and ill patients suffering from tumorous 
illness. 

Suitably prepared blood serum dropped on a glass 
plate is left to dry at room temperature. After 
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the drying process is completed a characteristic 
picture develops which can be observed by an 
optical microscope. The dried blood serum becomes 
crackled and in the splits threads consisting of 
nodes can be seen. Besides, on the surface of the 
smear various kinds of salt condensations develop. 
This is shown in Fig.l and 2. 

During our work we had been studying the drying 
process, the nature and the synthesis of the 
treads. It has been found that the threads are 
formed at first and they influence the splitting 

Fig. 2 

Detail of a thread 
(SEM, N=6000) 
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of the blood serum. Before the drying process was 
completed a piece of blood-serum was removed from 
the middle of the drop. At this phase splits can 
not be observed yet on the surface but the threads 
and their nodes have been developed at the bottom. 
The next task was to determine the synthesis of 
the threads. It seemed to be obvious that the 
threads originate from plasma protein. Na2So4 
solution added to a fresh drop of blood serum 
prevents the formation of the thread structure. 
Namely, the Na2S04 solution precipitates the 
proteins in the blood serum which in turn, can not 
become arranged. After having had found this indirect 
proof the composition of the threads was investi­
gated by means of analytical chemistry. Proteins in 
the threads interact and this interaction is 
responsible for the structure of the net. 

Fig. 3 
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The drying process of the normal and cancerous 
blood serum was modelled by simulation programs 
which ran on a PDP-II computer system. The programs 
were written in BASIC. 

In case of normal samples it was assumed that the 
threads proceed straight from their starting points 
scattered at random. This process is unchanged as 
long as two threads get near "enough" to each 
other. Then the mutual attractive force between 
them diverts the one which grows later on. 

As for tourous samples it was supposed that there 
were very strong interactions in the medium which 
generate more starting points per area than in 
normal cases, on the one hand and modify the prog­
ression of the threads at random on the other. 

Fig. 4 
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Figures 3 and 4 show the pictures of the plot 
generated by the simulator described above. 

Pattern recognition and digital image processing 
programs are of vital importance in performing 
quick cancer checking of large groups of patients. 

More than two thousand blood serum drops taken 
from different groups of patients have been in­
vestigated so far. Among these, many patients 
suffered from tumorous illness. The thorough 
visual analysis of the surface of dried blood­
serum drops has shown that there is a marked 
difference between that of the normal (or human 
beings suffering from other illness than tumorous) 
and the cancerous patient. Figures 5 and 6 show 
the image of the dried blood serum of a healthy 
and of an ill patient respectively. 

It is important to note that tumorous illnesses 
of different kinds show similar images. For 
example the picture of the dried blood-serum of 
breast cancer, rectum cancer, prostate cancer and 
Non-Hodgkin lymphoma are similar in character. It 
means that the plasma proteins carry something 
which is common in all tumorous illnesses. 
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Fig. 5 

The picture of the dried blood serum 
of a patient who does not suffer from 

tumorous illness. (SEM, N=20) 
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Fig. 6 

The image of the dried blood serum of 
a patient who suffers from tumorous 

illness. (SEM, N=20) 



CYTOKINETICS OF HETEROPLOID Tmr>R SUBPOPUIATIONS BY COMBINED 

AUTORADIOGRAPHIC IMAGING AND FEULGEN DENSIT<Jm'l'RY. 

Robert J. Sklarew. Ph.D. 

NeM York University Research Service 
New York University School of Medicine 
Goldwater Memorial Hospital 
Roosevelt Island. New York. NY 10044 

Traditional autoradiographic methods for analysis of the 
cell cycle kinetics of tumors have been limited to estima­
tion of mean phase transit-times and their dispersion in the 
population as a whole. This obscures the proliferative 
heterogeneity which may exist among subpopulations. In human 
tumors Hhere polyploidy and aneuploid variants frequently 
co-exist. such measurements do not relate to the cytokinetic 
behavior of the distinct ploidy lineaqes. An important 
objective has therefore been to resolve their independent 
proliferative contributions. This has posed some formidable 
problems: In populations of unifora ploidy the cycle phase 
distribution may be resolved from statistical treatment of 
DNA distributions obtained by floH cytofluoroaetry or 
scanning densitometry (1). HOHever, in mixed polyploid I 
aneuploid systems such a phase deconvolution of subpopula­
tions is not amenable to precise methods due to extensive 
overlap of their DNA content ranges in the various cycle 
phases. It is the purpose to outline an approach for 
resolving the phase distribution and compartmental turnover 
kinetics of ~Ubpopulations based upon automated imaqe­
analysis of HTdR labeling and Feulgen densitometry in 
autoradiographs. The technical aspects of the methodology 
have been reported (4-6). The scheme is an extension of 
principles described for deconvolution of the S-phase 
compartment in heteroploid cell populations (7,8) 

MATERIALS AND METHODS 
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Labelin~ of Cell Cultures 

A heteroplOid sublbne of MCF-7 human breast cancer cells 
(3l Has cultured at 37 C in Eagles HEM Medium containing 10% 
fetal calf serum L-qlutaaine (292mg/ll. neomycin (50mcg/mll. 
and insulin no mcq/mll. Sultures Here split 2:1 every 10-14 
days and seeded at 4 x 10 cells/ml in Falcon T-250 flasks 
in 25 ml of media. Experiments Here initiated in 7 day log 
phase cultures. Feulgen-stained autoradiographs Here 
prepar3d afterl~arnoy-fixation (4)· 

I. H- and C-Thvmidine double-la~lin~. Replicate 
cultures Here pulsed for 20 min l.,ith H-thYm1dine (0.1 
pCi/ml. Sp. Act 6.7 Ci/mMl. grmm i~lolcemid (0.05 mcg/mll 
for up to lSh and then pulsed Hith C- thymidine 
(0.lpCi3ml. Sp Act 53 Ci/mM) 20 min prior to fixation. 

II. H-ThYmidine continuoU~-labelinl. Replicate cultures 
Here exposed continuously to H-Thymid ne (0.01 pCi/ml •• Sp. 
Act. 6.7 Ci/mM) for up to ISh in the presence of Colcemid 
(0.05 mcg/f\). Prior to termination they Here pulsed for 20 
min. wit~ C-thymidine (O.lpCilml. Sp. Act. 53Ci.'mMl. 

III. H-Thvmidine pUlse-labelimi. Replicate cultures Here 
pulsed Hith 3-Thvmidine (0.1 pCll •• Sp. Act. 6.7 Ci/mM) 
for 20 min and fixed. Diploid rat kidney cultures Here 
pulsed and processed in parallel to provide 2C and 4C DNA 
reference markers (6) 

Imaging Instrumentation and Measurements 

31n autoradiographs Feulgen-stained DNA and grain count 
of H-labeled and unlabeled interphase and mitotic cells Has 
determined Hith a Quantimet 7200 television imaging system 
interfaced to a PDP-ll/23 computer (4-6). Cells Here 
selected with the light pen of the Image-Editor Module. 

P.ESULTS 

Deconvolution of the Cell Cycle Phase Distribution 

The ploidy composition and size of the cycle compart­
ments is determined separately by allowing them to empty out 
and by collectinq their effluent for ploidy analysiS. The 
overall frequency of ploidy subpopulations is then 
determined by summing their compartmental contributions. 
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Note the definitions "compartmental frequency" (CF), the 
frequency of a ploidy subpopulation within a defined 
compartment; "population frequency" (PF), the frequency of a 
subpopulation in a defined compartment with respect to the 
overall cell mix; "Compartmental fraction" (FR), as in 
S-fraction (S-FR), the fraction of the overall population 
resident in a specific compartment without reqard to ploidy. 
For any subpopulation, PF = FR x CF for the specific 
compartment. The scheme is ~arized in Table I. 

S Phase. S-PF is determ!ned in Desiqn (I) from the DNA 
distribution of cells with H-alone (interphase + mitotic) 
after an3interval which permits complete emptyinq of the 
initial H-~abeled S compartment (Fiq.lb). Interphase 
cells with H-alone ar~ in3CZ. These are dist1nquished from 
S cells labeled with C. H ce3ls in GZ+M represent the 
labeled S effluent. Cells ~i1th H-alone are recored per 100 
sells overall to obtain S-PF. Redistribution of the 
H-cohort in G2+M At 6h and IBh is shown in Fiq.la,b. At 

ISh the intcqratcd S-PF (Z4%) 1s equivalent to the S-FR, 
qiven b'l the pulse-labelinq index. This indicates that 
complete empt'linq of S has been achieved. 

GZ Pha~e. In Desiqn II G2-PF is found from the IlIA 
distribution and fraction of unlabeled mitoses scored after 
an interval with Colcemid (ISh) that assures complete 
emptyinq of the initial GZ compartment (Fiq. Ie). 

G1 Phase. After pulsinq (Dcsiqn III) the DNA 
distribution of GI+GZ subpopulations is found from the DNA 
content of unlabeled interphase cells. (GI+GZ)-PF 1s qiven 
by the product of the compositc (GI+GZ)-CF and (Gl+G2)-FR. 
GI-PF (Fiq.lh) 1s derived by subtractinq G2-PF from the 
composite (GI+G2)-PF. In prescntinq GI-PF, Gl DNA content is 
doubled to correspond with the mitotic DNA ploidy index. 

Mitosis. M-PF is given by the product of M-FR (Z%) and 
M-CF (Design III). The ploidy composition of the overall 
population is obtained from (Gl-PF + S-PF + GZ-PF + M-PF), 
using mitotic DNA for indexing subpopulations (Fig.lk~ 
Table I. The compartmental frequencies of subpopulations are 
shown in Fig. 3. 

Cycle Phase distribution. This is obtained as the %ratio 
of phase PF with respect to total cycle frequency (C-Pf), 
Table 1, Fiq. 2. Subpopulations indicated by arrows show 
markedly different phase distributions as illustrated in the 
pie charts: lar~e G2-fraction (left). larqe S-fraction 
(center), and large Gl-fraction (riqht). The prevalence of 
these patterns in the overall mix can be appreciated by 
reference to their plotted cycle population frequencies. 
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Table I: Cytokinetic! of Ploidy Subpopulations 

Kerr Phase Exp Interval Scoret Parameters 
a) S I (t) IL+ML S efflunt 
b) S I (t»Smax** IL+ML S effluent, S-CF, S-FR 

d) G2 II (t) MU G2 effluent 
e) G2 II (t) >G2max ...... MU G2 effluent,G2-CF,GZ-FR 

m) H III 20 min MU M-CF,H-FR 

n) Gl+G2 III 20 min IU (Gl+G2)-PF 

h) Gl II, III MU,IU GI-CF, G2-FR: (n - e) 

p) Gl+G2 II (t) 1U residual (Gl+G2)-PF 

q) Gl LII,III ( t) Gl effluent: (n - p -d) 

j) C LII,II! (t) effluent: (a + d + g + m) 

k) C L II,III C-PF: (b + e + h + m) 

Compartmental Turnover Phase Distribution 

lCey Phase Exp Derivaton Exp Derivation 

c) S I alb I,II,III b/k 

f) G2 II dIe I,II,III elk 

H I. II, III mIlt 

i) GI II, III g/h I,II,III hIlt 

1) C I.II,III jlk I,II,III k 

'Letters correspond to Fig. 31 panels Hhere represented. 
*IU,MU,IL,HL: unlabeled & H-labeled interphase & mitoses. 

**Smax and G2max, maximum transit-time in S and in G2. 

Compartmental Turnover of Subpopulations 

Consider the estimation of 6h % compartmental turnover. 
S-Phase. It should be reiterated that the lSh labeled 

S-effluent gives the magnitude of ploidy subpopulations 
in1tially resident in S (Design I). %S turnover at 6h is 
given by the ratio of the 6h and l8h labeled S effluents: 
(c = alb), Table I, Fig.la,h,c. For the mixed popUlation, 
S-turnover NaS 7\/24\ or 29% overall. Analysis of component 
suhpopulat1ons revealed that S-turnover decreased H1th 
increasing DNA ploidy index (Fig.lc). 
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G2-Phase. The strategy is similar. In Design II, 
unlabeled mitoses collected by Colcemid are scored at the 
interval during continuous labeling. These represent the 
effluent from the initial G2 compartment. G2 turnover at 6h 
is then given by the ratio of 6h and ISh G2 effluents 
(f = die), (Fig.ld.e,f~ Table I). Note that G2 turnover 
increased with increasing DNA ploidy index (Fig.lf). The 
findings suggest an increase in S-time and a decrease in 
G2-t1me with increasing ploidy. 

Gl-Phase. One must first determine the Gl effluent for 
the interval. This requires an inventory of various 
components (Table I). The composite (Gl+G2)-PF (n) is found 
from unlabeled interphase cells after pulsing (Design III). 
Residual, unlabeled cells in GI+G2 (p) are scored after 6h 
continuous labeling (Design II). The combined GI+G2 effluent 
is then (n - pl. The 6h Gl effluent (g) = (n - p - d). Note 
the subtraction of the 6h G2 effluent (d). %GI turnover for 
subpopulations is the ratio of their 6h Gl-effluent and 
GI-PF: i = g/h. Note two peaks of high Gl turnover (Fig.li). 

Cycle-Turnover. Total cycle effluent is obtained by 
summing the compartmental effluents: i = (a + d + g + m). 
,Table I. % cycle turnover is the ratio of total cycle 
effluent and cycle PF: I = 11k. Two prominent sub­
populations with hiqh turnover were identified (Fiq.ll). 

DISCUSSION 

The present scheme for evaluating the cytokinetics of 
subpopulations exploits television imaging to automate 
autoradiographic analysis in conjunction with Feulgen 
densitometry. Algorithms have been developed for precise 
measurement of the Feulgen DNA content of 3H-Iabeled cells 
(4-6). The kinetic analysis is an extension of double­
labeling (9) and Colcemid collection principles (2). The 
S-phase analysis has been reported (7,8). The overall scheme 
permits a deconvolution of the phase distribution of 
heteroplOid populations and independent estimation of their 
compartmental turnover. The computer link provides rapid 
accession of multiparameter measurements and immediate 
graphic visualization of the cytokinetiC patterns of 
component subpopulations. The potential of this approach 
lies in monitoring the cell cycle kinetics and phase 
distribution of subpopulations and their response to 
specific hormones and cytotoxins. 
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INTRODUCTION 

Exponential growth is rarely observed in 
vivo. most mammalian tissues, whether normal or 
malignant, exhibit nonexponential kinetics in 
which growth decelerates continuously with time 
(1-10). This deceleration is characterized by a 
gradual but progressive increase in a tissue's 
doubling time, and a corresponding decline in 
its specific growth rate. 

Deceleratory growth occurs when a cell 
population exerts upon itself a progressive 
growth-inhibitory negative feedback. Growth 
rate is highest at a tissue's earliest point in 
development, and slows gradually thereafter 
(6,11-15). Deceleratory growth is widespread in 
nature, and is the single most common metazoan 
growth pattern (2-7, 9-18). The fine mechanisms 
which mediate it are not known, but the process 
does require some form of interaction or 
communication between member cells within a 
tissue community. 

Although deceleratory kinetics cannot be 
modeled by exponential equations, they have been 
fitted with varying degrees of success to 
several mathematical equations, including the 
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Gompertz, inverse cube root (volume/surface area 
ratio), logistic, and simple power functions 
(1-13,15-19). With mammalian tumors, these 
nonexponentia1 dece1eratory growth models have 
gained considerable importance in designing 
optimal schedules for adjuvant chemotherapy 
(10,20), for predicting the future progress of 
neoplastic disease by both primary and meta­
static foci (9,10,21-23), in weighing chemother­
apeutic efficacy against host toxicity (24), and 
in estimating kill fraction, possibility of 
cure, and probable time to cure following 
chemotherapy (24,25). 

The most common mechanism of deceleration 
which has been identified is the mass or self­
inhibition of growth (6,14,17,18,26-30). Mass 
inhibition was first recognized in studies of 
vertebrate regeneration (30), and has since been 
demonstrated in a wide variety of embryonic, 
postnatal, regenerative, and compensatory growth 
processes at the organismic, organ, and tissue 
levels (6,14,17,18,26-30). Several investiga­
tors have speculated that tumor growth might 
also be governed by mass inhibition (5,8,24), 
but the hypothesis has not been experimentally 
tested. 

Mass inhibition is a negative feedback 
process in which a tissue's growth rate is 
determined by its momentary size. It can be 
identified experimentally by transplanting 
innocula of several different sizes into host 
animals. With mass inhibition, the subsequent 
growth of these innocula is a function of their 
momentary size only, not of their chronological 
age, state of development, or innoculum size. 

In principle, the regulatory mechanisms 
which govern growth deceleration and mass inhi­
bition could best be studied in cell culture 
model systems. Unfortunately, mammalian cell 
growth in culture is generally regarded as an 
exponential process which is terminated at high 
density either by medium exhaustion or post­
confluency contact inhibition (18,31). Exponen­
tial and dece1eratory growth are fundamentally 
different kinetic processes, and one cannot be 
used as a model of the other. 
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In this chapter I will describe several 
culture systems which exhibit deceleratory 
growth, examine their similarity to in vivo 
growth processes, demonstrate their governance 
by mass inhibition, explore the regulation of 
their cell cycle, and discuss the implications 
of mass inhibition for experimental and clinical 
cancer chemotherapy. 

METHODS OF KINETIC GROWTH ANALYSIS 

Over the years many studies of growth have 
appeared in the literature. With few except­
ions, analysis of these data has been restricted 
to functions of state (size as a function of 
time). State analysis tells little about 
underlying mechanisms, and is poorly suited to 
extracting quantitative growth parameters of 
biological significance. Velocity analysis of 
growth, of the sort used to investigate chemical 
and enzymatic reactions mechanisms, has been 
rare despite its considerable power. 

Before describing our culture models of 
mass inhibition and deceleratory growth, I would 
first like to establish the kinetic properties 
of the in vivo growth processes which we hope to 
model. A velocity analysis was performed on 58 
normal and 49 neoplastic literature data bases 
of higher vertebrate in vivo growth processes. 
The data bases examined (Table 1) presented 
measurements of tissue size as a function of 
time. From these we calculated the specific 
growth rate (SGR) and doubling time (Td) for 
each successive pair of data points: 

Tu(Ln[S2/S1]/{O.69315)Tobs) 
SGR = 100( -1 + 2 
Td = 16.636/Ln(1 + O.OlSGR) 

where Sl and 82 are successive size measurements 
separated from one another by a period of time 
Tobs (in days); Tu is the unit period of time 
(1 day), SGR is in units of percent increase in 
size per day, and Td is measured in hours. 
Three growth phases can be identified from such 
an anaysis: acceleratory (increasing SGR); 
exponential (constant SGR); and deceleratory. 
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TABLE 1. IN VIVO DATA BASES. 

NORMAL DATA BASES NUMBER NUMBER 
MAMMALIAN: PIG 19 CAT 2 

RAT 15 SHEEP 2 
MOUSE 5 HUMAN 1 

PIKA 1 
AVIAN: FIELDFARE 6 GOOSE 1 

JACKDAW 3 QUAIL 1 
CHICKEN 2 

POSTNATAL 48 INTERNAL ORGANS 30 
EMBRYONIC/POSTNATAL 6 WHOLE ANIMAL 28 
EMBRYONIC 4 

TUMOR DATA BASES: 
MOUSE 34 CARCINOMAS 24 
RAT 14 SARCOMAS 11 
HUMAN 1 GLIOMAS 2 

MELANOMAS 2 
LEUKEMIA/LYMPHOMAS 2 UNCERTAIN 7 
PLASMOCYTOMAS 1 

(decreasing SGR). 
The ability of 18 different growth 

equations to model the data bases was examined 
(Table 2). Each of the equations was linearly 
transformable. We therefore employed linearly 
transformed data to permit a linear regression 
analysis of all models. For each equation, the 
least squares correlation coefficient (Rc) and a 
nonparametric index of curvature (C) were 
calculated. Like Rc, C ranges in value from 0 
to 1. A value of 0 indicates linearity, while a 
value of 1 indicates extreme curvature. The C 
test is based upon the principle that if data 
conformed well to the linearity hypothesis and 
deviated from the least squares regression line 
only by random error normally distributed around 
expected values, then there should be on average 
as many data points above the regression line as 
below it. By contrast, where transformed data 
deviated from the linearity hypothesis, some 
regions would possess an excess of points above 
the linear regression line and other regions 
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T~BLE 2. MATHEMATIC~L GROWTH MODELS. 

l. 
2. 
3. 
4. 

5. 
6. 
7. 
8. 

9. 
10. 
ll. 

N = 

N = 

N = 

1 
1/2 
1/3 
1/4 

-1 
-1/2 
-1/3 
-1/4 

12. N=-2 
13. - 3 
14. -4 

15. GOMPERTZ 

F~MILY OF EQNS 

Nth ROOT 

INVERSE Nth ROOT 

Nth POWER 

INVERSE Nth POWER 

16. EXPONENTI~L DEC~Y 

EQU~TION 

SGR = R(1 - S N/K NI 

SGR = G(Ln K - Ln SI 

SGR = Re-GS 
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17. HYPERBOLIC 
18. SIMPLE POWER 

SGR 1/ 2 ~ G(l - iLn S/Ln KJI 
Ln SGR = Ln G - (l/bILn S 

SGR = specific growth rate. 
S ~ tissue or tumor size. 
K = final size which tissue or tumor reaches. 
R = specific growth rate at infinitesimal size. 
a = specific growth rate at infinite size. 
G,b = arbitrary rate coefficients with no obvious biological meaning. 

would possess an excess of points below it. 
Graphical inspection of the data bases showed 
that the curvature of SGR-size plots was 
restricted to simple downward convexity and 
concavity. Thus curvature could be examined by 
dividing each data plot into just 3 regions -
left (1), middle (m), and right (r). C was 
calculated from the equation: 

+ + Er ) = ~ \ 
0.5 Nr 3 L 

Ei 
C = 1 ( E1 

3 0.5 N1 

Em 

0.5 Nm Ni 

where Ni is the number of datas points in a 
region, 3 is the number of regions, and Ei is 
the excess of points above 0.5 Ni either above 
or below the regression line in a particular 
region. A goodness-of-fit index (G) was 
calculated as the average of Rc and (l-C). 
G gives equal weighting to correlation 
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Fig. 1. Representative normal tissue data bases. 
From right to left in each panel: swine 
gastrocnemius: swine adrenals: swine tibia: 
swine eyes: strong wool ram: fine wool ram: rat 
body weight (43-45). 

coefficient and linearity as determinants of an 
equation's ability to model a data base. High 
values of G reflect a good fit while low values 
indicate a poor fit. 

NORMAL PATTERNS OF GROWTH. 

Normal tissues exhibited three kinetic 
patterns of growth (Fig. 1, Table 3). Pure 
deceleratory growth was the most common. Growth 
was fastest at the earliest developmental age 
examined, and slowed gradually but progressively 
thereafter. A less common pattern consisted of 
a brief acceleratory phase followed by a much 
longer period of deceleratory growth. The least 
common normal growth pattern consisted of a 
prolonged deceleratory phase ending in a period 
of limited tissue regression which presumably 
reflects compensation for an overshoot of the 
tissue's set point for final adult size. None 
of the data bases possessed an exponential 
phase. Exponential growth in nature appears to 
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TABLE 3. KINETIC PATTERNS OF IN VIVO GROWTH. 
D AD ED DED KD DR 

NORMAL DATA BASES 
NUMBER 49 7 0 0 0 2 
PERCENT 84 12 0 0 0 3 

TUMOR DATA BASES 
NUMBER 34 10 2 2 1 0 
PERCENT 69 20 4 4 2 0 

TABLE 4. CURVATURE OF SGR-SIZE PLOTS. 
DOWNWARD 
CONVEXITY 

NORMAL DATA BASES 53 
TUMOR DATA BASES 47 

LINEARITY 
4 
1 

DOWNWARD 
CONCAVITY 

1 
o 

be uncommon. Regardless of the particular 
growth pattern a tissue exhibited, the 
deceleratory was consistently the most prominent 
phase of growth. 

The normal data bases did not permit the 
mass inhibition hypothesis to be tested. Data 
were replotted as SGR versus time (Fig. 1), 
however, to at least examine its plausibility. 
In all of the data bases, SGR decreased 
monotonically with size suggesting that mass 
inhibition might be operating. Since there is 
no evidence that the growth deceleration of 
normal tissues results from the development of 
vascular insufficiency, and since the 
deceleratory phase generally extends from early 
embryogenesis into early adulthood, it is likely 
that deceleration results from mass inhibition 
in many of the data bases. 

Of the 58 normal data bases, 53 had a 
deceleratory phase that exhibited downward 
convexity when SGR was plotted against size 
(Table 4). Downward convexity indicates that a 
unit increase in size exerts a stronger growth 
inhibitory effect on a small tissue than on a 
large one. Its practical implication is that 
most of the total growth inhibition to which a 
tissue is eventually subjected develops early in 
a tissue's growth while it is still quite small 
in size. Opposite curvature (downward concav­
ity) indicates that little growth inhibition 
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TABLE 5. GOODNESS-OF-FITS TO GROWTH EQUATIONS. 

NORMAL DATA BASES TUMORS 
EQN # MEAN # BEST MEAN # BEST 

G FITS G FITS 
1 Nth ROOT N=l .657 3 .560 1 
2 N=.5 .693 3 .612 1 
3 N=.333 .709 2 .629 0 
4 N=.25 .719 1 .634 2 
5 INVERSE N=-l .741 9 .713 5 
6 Nth ROOT N=-.5 .774 4 .717 6 
7 N=-.333 .782 2 .718 3 
8 N=-.25 .787 7 .714 3 
9 Nth POWER N=2 .627 1 .502 0 

10 N=3 .476 0 .365 0 
11 N=4 .572 0 .444 0 
12 INVERSE N=-2 .676 1 .685 4 
13 Nth POWER N=-3 .655 4 .669 1 
14 N=-4 .640 1 .652 5 
15 GOMPERTZ .755 2 .693 2 
16 EXP. DECAY .724 4 .617 4 
17 HYPERBOLIC .785 9 .725 6 
18 SIMPLE POWER .727 5 .711 6 

occurs until a tissue is quite large and 
approaching its final adult size. This pattern 
of growth was observed in only 1 of the 58 
normal data bases. A linear decay of growth 
rate with size was observed in 4 cases. 

Table 5 summarizes the goodness-of-fit 
analysis for the normal tissue deceleratory 
phases. Two conclusions are immediately 
obvious. First, there is no single equation 
which consistently provides the best model of 
normal growth. Second, of the commonly used 
growth equations only the inverse cube root 
(volume/area ratio) was well above average as a 
general in vivo growth model. 16 of the 18 
growth equations provided at least 1 best fit to 
the normal data bases. The inverse 4th root 
equation (N=-.25) provided the highest mean 
value of G, the Spillman (N=-l) and hyperbolic 
equations had the most best-fits, the inverse 
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TABLE 6. NORMAL GROWTH CHARACTERISTICS. 

1. GROWTH IS EXCLUSIVELY OR PREDOMINANTLY 
DECELERATORY. 

2. DECELERATION IS PROBABLY CAUSED BY MASS 
INHIBITION IN MANY INSTANCEs. 

3. MOST OF A TISSUE'S GROWTH INHIBITION IS 
IMPOSED EARLY IN ITS DEVELOPMENT WHEN IT 
IS STILL QUITE SMALL (DOWNWARD CONVEXITY 
OF SGR-SIZE PLOTS). 
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4. INVERSE Nth ROOT EQUATIONS PROVIDE THE BEST 
FAMILY OF GROWTH MODELS, Nth POWER EQUATIONS 
THE WORST. 

Nth root was the best and the Nth power the 
worst family of growth equations (Table 6). 

TUMOR GROWTH PATTERNS. 

Tumor growth was also predominantly or 
exclusively deceleratory (Fig. 2). Of the 49 
tumor data bases, all contained a deceleratory 
phase (Table 3). 34 exhibited pure deceleratory 
(D) kinetics at all observed times, 10 had an 
acceleratory- deceleratory (AD) pattern, one 
exhibited an initial kill-off followed by 
deceleratory growth (KD), two began with a brief 
exponential phase that was followed by a 
deceleratory phase (ED), and two had a brief 
exponential phase in the middle of an otherwise 
deceleratory pattern (DED). These last 2 
exponential phases are probably artifacts of 
data fluctuation. In any event, the predomi­
nant mode of growth for tumors, as for normal 
tissues, was deceleratory. 

Seven of the tumor data bases provided 
growth data for innocula of more than one size, 
and therefore permitted a test of the mass 
inhibition hypothesis. Of the 7, 4 exhibited 
classical mass inhibition (Figs. 3,4) and 1 did 
not: the remaining 2 were equally compatible 
with both mass inhibition and age dependent 
growth regulation, so that no conclusion could 
be made about the nature of their control. Thus 
the growth of at least 4 and possibly 6 of the 7 
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Fig. 2. Representative tumor data bases. From 
left to right in each panel: mouse MTG-B mammary 
carcinoma; rat R4A2 sarcoma; mouse L12l0 
ascites; mouse P1798 lymphosarcoma; rat lewis 
lung carcinoma; rat R3A45 (3,24,46-48). 

tumors was governed by mass inhibition. 
As with normal tissues, the great majority 

of tumor deceleratory phases exhibited downward 
convexity in their SGR-size plots (Fig. 2, Table 
4). Most of the growth inhibition to which the 
tumors were ultimately subjected was imposed 
early in their development while they were still 
small. 

Again as with normal tissues, no single 
growth equation best modeled all data bases 
(Table 5). 14 different equations provided at 
least 1 best fit to the tumor data, the inverse 
square root equation had the highest G value, 
the hyperbolic and inverse square root equations 
gave the most best-fits, the inverse Nth root 
was the best family of growth equations, and the 
inverse Nth power the was the worst. 
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COMPARISON OF NORMAL AND NEOPLASTIC GROWTH. 

The predominant characteristics of in vivo 
tumor growth are summarized in Table 7. They 
are effectively identical to those of normal 
growth processes (Table 6). 

This unexpected finding is at odds with a 
number of popular views about neoplastic growth. 
The statement so commonly encountered in the 
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TABLE 7. TUMOR GROWTH CHARACTERISTICS. 

1. TUMOR GROWTH IS EXCLUSIVELY OR PREDOMINANTLY 
DECELERATORY. 

2. TUMOR GROWTH IS COMMONLY REGULATED BY MASS 
INHIBITION. 

3. MOST OF A TUMOR'S GROWTH INHIBITION IS 
IMPOSED EARLY IN ITS DEVELOPMENT WHEN IT IS 
STILL QUITE SMALL 
(DOWNWARD CONVEXITY ON SGR-SIZE PLOTS). 

4. INVERSE Nth ROOT EQUATIONS PROVIDE THE BEST 
FAMILY OF GROWTH MODELS, Nth POWER EQUATIONS 
THE WORST. 

literature - that tumor growth is unregulated, 
is clearly incorrect. Tumor growth is highly 
regulated, and the underlying control mechanism 
of mass inhibition is the same one which governs 
the growth of many normal tissues. 

Another common view - that tumor growth is 
abnormally regulated, is not supported by the 
present analysis and may also be incorrect as a 
generality. Qualitatively, there is no sensible 
difference between the growth patterns of tumors 
and normal tissues. It is still possible, of 
course, that the two employ the same regulatory 
mechanisms, but differ quantitatively. Growth 
rate coefficients, minimum doubling times, and 
final sizes can be extracted with considerable 
accuracy by regression analysis of the best-fit 
equations for particular data bases. Unfortun­
ately, the tumor data bases are not matched with 
corresponding normal tissues from the same host 
species, and therefore do not permit 
quantitative comparison. However, Steel (15) 
has compiled an exhaustive tabulation of 
tritiated thymidine data on this question. 
While his compilation does show that certain 
kinds of tumors tend to have shorter doubling 
times than their normal tissues of origin, it 
shows that certain other tumors tend to have 
slower and still others have the same doubling 
time as their normal counterparts. On balance, 
there is no sensible pattern of difference in 
doubling time between tumors as a group and 
normal tissues as a group. Thus the data which 
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are currently available do not support the 
hypothesis that tumor cell growth is generally 
more rapid than that of normal cells. While the 
hypothesis is almost certainly correct for 
certain types of tumors, it appears to be 
incorrect as a general proposition. It follows 
that if most normal and neoplastic growth 
patterns are both qualitatively and 
quantitatively identical, then most cancers 
cannot be diseases of abnormal growth. 

CANCER AS TISSUE NEOGENESIS. 

If cell growth is not the critical lesion 
in many cancers, what then is? The phenomenon 
of mass inhibition offers a possible answer. 
Mass inhibition results from a growth inhibitory 
negative feedback communication between member 
cells within a multicellular community. Three 
types of signals are likely to mediate this 
communication process. Direct cell contact 
interactions have been shown to do so in at 
least one tumor cell culture system, diffusable 
growth inhibitors are implicated in several in 
vivo systems, and the extracellular matrix may 
contribute in some cell culture systems (23, 
32-35). These interactions all tend to have 
some degree of target specificity, and therefore 
effectively constitute cellular recognition 
mechanisms. 

This suggests that deceleratory growth 
caused by mass inhibition may involve two 
separate steps: (1) an initial cellular 
recognition event which, if effective, acts as a 
switch to activate mass inhibition; and (2) the 
actual mass inhibition per see If this 
hypothesis is correct, then mass inhibition 
could only occur if an appropriate recognition 
has first been established. 

This suggests that neoplastic 
transformation may arise from an alteration in 
the cellular recognition processes which mediate 
mass inhibition. Tumors behave as if they were 
new types of tissues with normal growth regula­
tory policies and control mechanisms but 
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altered or inappropriate recognitive 
determinant. Thus neoplastic transformation 
may, in some cases, be a disease of tissue 
neogenesis. 

Skehan 

In a mass inhibited tissue, growth is 
fastest at infinitesimal size. As size 
increases, the rate of growth slows. Initiated 
cells during the earliest stages of preneoplas­
tic phenotypic progression within a mature 
adult tissue respond normally to the tissue's 
growth regulatory signals (36-38). As 
preneoplastic progression continues and the 
initiated cell gradually acquires additional 
phenotypic alterations, all that is necessary 
for its neoplastic conversion is a change in the 
nature of its growth regulatory recognitive 
determinants. Such a change would make it 
unresponsive to the mass inhibitory signals of 
the surrounding normal cells. The transformed 
cell would now have unique recognitive 
determinants. Having no access to other cells 
with the same or complimentary determinants, it 
would suddenly be released from mass inhibition 
and would undergo an explosive acceleration in 
its growth. As growth enlarged the tumor cell 
population, mass inhibition would gradually 
develop and the tumor's growth rate would begin 
to slow, giving rise to deceleratory kinetics. 
Growth would eventually stop altogether when the 
tumor reached its equivalent of a mature adult 
size, provided of course that it did not first 
kill its host. What causes such a tumor to 
temporarily grow faster than its normal tissue 
counterpart is not a change in either its growth 
or growth regulatory machinery per se, but 
rather the sudden loss of access to cells with 
identical or complimentary recognitive 
determinants. 

The ostensibly faster growth of tumors, so 
widely asserted in the literature yet 
contraditcted by available cell cycle data, is 
actually an artifact of analysis. In decelera­
tory growth, there is no single characteristic 
value of growth rate or doubling time. Both 
assume an infinite number of different values 
during the overall deceleratory process. To 
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make valid quantitative comparisons between 
normal tissue and tumor growth characteristics, 
it is necessary to compare them at the same 
specified size(s). There is no evidence that 
the kinetic parameters of normal tissue and 
tumor growth show any consistent differences 
when sizes are comparable. Tumors wrongly 
appear to grow faster than normal tissues only 
when relatively small tumors are incorrectly 
compared with large and fully mature adult 
tissues. This is not a valid comparison. In 
the tissue neogenesis hypothesis which I have 
outlined, a tumor may sometimes experience a 
change in its growth machinery so that it will 
grow either faster or slower that its normal 
counterpart at a specific size, but this change 
is incidental to neoplastic transformation and 
is not required for progressive neoplastic 
growth. 

IMPLICATIONS FOR CLINICAL AND EXPERIMENTAL 
CHEMOTHERAPY. 
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Cancer chemotherapy is presently confronted 
by two dilemmas: the antitumor drugs that are 
now available (largely antiproliferatives) work 
poorly if at all against most forms of cancer; 
and the animal and culture model systems that we 
use to develop new drugs have little predictive 
value for clinical use. Why the antiprolifera­
tives are so effective in models yet have such 
limited clinical effectiveness, is among the 
most important unsolved problems in cancer 
research. 

The deceleratory growth kinetics of tumors, 
combined with the downward convexity of most 
SGR-size plots, argues strongly that the 
antiproliferatives will not be effective except 
at small tumor size when rate of growth is high. 
By the time that tumors reach clinically 
detectable size, they are already growing very 
slowly in most cases, and can therefore be 
expected to respond poorly to antiproliferative 
chemotherapy. Indeed, because of their 
considerable toxicity to many host tissues, the 
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antiproliferatives may actually prove counter­
productive as a primary therapy against large 
tumor masses. 

Tumor sensitivity to antiproliferative 
chemotherapy can only be expected when tumors 
are very small, generally much below the minimum 
clinically detectable size. This situation only 
occurs during the earliest stages of neoplastic 
disease (when tumors are usually undetactable) 
or following the therapeutic elimination of most 
tumor burden. This latter consideration 
provides a powerful argument for the use of 
adjuvant antiproliferative chemotherapy against 
small residual tumor masses following the 
resection or irradiation of bulk mass. 

The in vivo analysis also provides an 
explanation for the commonplace failure of 
experimental antiproliferative chemotherapy 
models to accurately predict clinical drug 
efficacy. In cell culture models, drug efficacy 
is almost invariably tested under conditions in 
which the target cells are rapidly growing and 
therefore sensitive to antiproliferatives. By 
contrast, clinical tumors are usually in an 
advanced state of growth deceleration by the 
time they are detected, and are therefore not 
likely to respond well to antiproliferative 
therapy. A similar consideration probably 
explains the poor predictve ability of in vivo 
animal models as well. High density, slowly 
growing mass inhibited cultures and comparativ­
ely large tumors selected for rapid decay of 
growth rate with size are likely to prove more 
reliable indicators of clinical drug efficacy 
than the models currently in use. 

MASS INHIBITION IN CULTURE. 

We have identified 3 cell lines which in 
culture exhibit a prominent deceleratory phase 
that is mediated by mass inhibition. These are 
the rat C6 glioma, mouse SVS, and canine MDCK 
lines. The growth characteristics of the 3 
lines are nearly identical, and differ only in 
minor ways. A detailed characterization of C6 
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growth has already been published (31,40,41), 
and will be presented here in summary form only. 

When cells are subcultured, they proceed 
through a culture growth cycle consisting of 3 
successive phases: (1) lag1 (2) acceleratory~ 
and (3) deceleratory. The first two phases are 
brief, so that deceleration is the predominant 
mode of growth. During deceleration, growth 
exhibits the classical characteristics of a mass 
inhibited process. The specific growth rate is 
a monotonically decreasing function of momentary 
population density, but is independent of both 
initial density and culture age. This mass 
inhibition correlates with the degree of contact 
cells make with their neighbors, but does not 
involve growth inhibitory conditioned medium 
factors, the extracellular matrix, or medium 
depletion effects. SGR-density curves exhibit 
downward convexity that is mild for C6 cells, 
moderate for SVS, and strong for MOCK. In all 
cases, the inverse Nth root family of equations 
provided the best models of the deceleratory 
phase. Thus kinetically the deceleratory phase 
of these cell culture lines closely parallels 
that of in vivo tumors and tissues. 

The contact interactions which mediate mass 
inhibition are very different from those 
postulated by conventional postconfluency 
contact inhibition theory. We have termed the 
mass inhibition process contact modulation to 
avoid confusion. In contact modulation a cell's 
growth rate is a monotonically decreasing 
function of the percentage of its total cell 
surface area that is in contact with other 
surfaces. Any change in the extent of contact, 
no matter how small, causes a compensatory 
change of opposite direction in the specific 
growth rate, and the change in growth rate is 
proportional to the change in contact area. 
Contact modulation therefore acts at all 
densities in which even minimal cell contact 
occurs. For most types of cells this range 
encompasses the entire spectrum of culture 
operating densities from very sparse 
subconfluency to heavily multilayered 
supraconfluency. Confluency per se is 
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irrelevant to the process. Contact modulation 
provides a simple explanation of the 
acceleratory-deceleratory growth pattern which 
follows the inertial lag phase. The reduction 
of contact by subculture partly releases cells 
from mass inhibition, and growth acceleration 
results. This acceleration continues until 
cells achieve the new and higher growth rate 
appropriate for their new but reduced extent of 
contact. At this point acceleration ends, and 
cells are growing at the fastest rate they will 
achieve in this particular culture growth cycle. 
Continued growth increases population density 
and therefore cell contact, gradually reimposing 
mass inhibition, which is the cause of the 
deceleratory phase. 

Although mass inhibition is contact 
mediated in the cell lines we have thus far 
examined, the concept can be generalized to 
include any intercellular communication 
mechanism whose growth inhibitory effectiveness 
is proportional to tissue size or population 
density but independent of initial size/density 
and chronological time. In other words, this 
same concept can, when generalized, accomodate 
diffusable growth inhibitors and the extra­
cellular matrix as well as cell contact 
interactions. 

CELL CYCLE ANALYSIS OF DECELERATORY 
GROWTH IN VITRO. 

Control of the C6 cell cycle during contact 
modulated mass inhibition was examined by 
Acriflavin-Feulgen microspectrophotometry of 
nuclear DNA contents. Cell cultures were plated 
at several seeding densities, and samples 
collected on successive days throughout both the 
acceleratory and deceleratory phases. Median G2 
content together with upper and lower G2 bounds 
were determined on cells metaphase-arrested by 
colcemid, and the values were halved to obtain 
corresponding Gl parameters. Because S phase 
was large by comparison with Gl and G2, and 
generally asymmetric in shape, ordinary flow 
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Fig. 5. Histograms of cellular DNA content. 
Frequency of cells (ordinate) is plotted against 
DNA content channel (abscissa) for cells 
collected over a 6 day period. The day 0 cells 
were taken from a heavily multilayered, 
medium-depleted culture and show a prominant G1 
accumulation. Doubling times on days 0, 2, 4, 
and 6 were 113, 23.8, 73.5, and 563 hours 
respectively. 

cytometry-type cell cycle curve-fitting 
algorithms could not be used for phase analysis. 
Instead, we calculated pseudophase values which 
approximated G2 as twice the number of cells 
with DNA content greater than or equal to median 
G2 in the co1cemid-b1ocked sample, and G1 as 
equal to twice the number of cells with DNA 
content less than or equal to median G1. These 
criteria were used because overlap by S phase 
should be negligible in the lower half of the G1 
and the upper half of the G2 DNA channels. S 
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TABLE 8. C6 GLIOMA CELL CYCLE ANALYSIS. 

a. PERCENT OF CELLS IN PHASE 
%Gl %S %G2 

MASS INHIBITION 20 67 14 
DEPLETION INHIBITION 72 25 3 

b. MINUTES THAT A PHASE CHANGES 
FOR EACH 

Gl 
MASS INHIBITION 10.6 
DEPLETION INHIBITION 57.2 

c. PROPORTIONAL 
Td 

MASS INHIBITION 
DEPLETION INHIBITION 

293 
386 

60 MIN. Td CHANGE 
S G2 

46.8 2.6 
11. 6 -9.2 

PHASE 
Gl 
328 

2804 

INCREASE (%) 
S G2 

328 142 
236 -75 

phase frequency was calculated as total cells 
minus the Gl and G2 populations. 

Five cell cycle mechanisms of C6 mass 
inhibition were examined: (1) in-cycle arrest: 
(2) cycle exit into Go: (3) temporary arrest 
(transition probability, for example): (4) 
quantized transit rates: and (5) continual 
cycling with slowing of transit progression. 
The first four mechanisms all lead to a 
prominent accumulation of cells at specific 
restriction points in the cell cycle, while the 
last mechanism does not. 

Two separate mechanisms of cell cycle 
inhibitory control were observed (Fig. 5). The 
first operated at all densities and resulted 
from mass inhibition. It involved a gradual 
slowing of the cycle transit rate without any 
detectable arrest. The second was a Gl 
accumulation, which in well fed cultu es did 
not occur until extremely high densities of 4-5 
times confluency (4-5 C) were reached. It was 
in this same density range that medium depletion 
effects began to develop. The Gl arrest 
therefore appears to reflect the development of 
either a nutrient or serum factor deficiency. 
The Gl accumulation had the characteristics of a 
Lajtha cycle-exit process rather than a Gelfant 
in-cycle arrest (44,45): following release from 
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arrest, a number of hours were required before 
growth accelerated. 
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In cultures that were strongly depletion 
inhibited (density circa SC), cells accumulated 
primarily in GI. S phase was small and G2 was 
negligible (Table 8a). When these cells were 
subcultured and allowed to reach a mass 
inhibited steady state withour detectable 
depletion effects, S became the predominant 
phase, and GI and G2 were both moderately small. 
In depletion inhibited cultures, GI changed by 
an average of 57.2 minutes for each 60 minute 
change in doubling time (Table 8b). By 
contrast, during steady state mass inhibition a 
change in S phase accounted for 46.8 minutes of 
each 60 minute Td change. 

When the proportional change in phase 
duration is considered instead of the absolute, 
it can be seen that GI changes 
disproportionately in depletion inhibited 
cultures, while in mass inhibition each phase 
changes to a roughly similar degree (Table 8c). 
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