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Preface

This text is intended for an introductory course in bio-
chemistry. While such a course draws students from vari-
ous curricula, all students are presumed to have had at
least general chemistry and one semester of organic chem-
istry.

My main goal in writing this book was to provide stu-
dents with a basic body of biochemical knowledge and a
thorough exposition of fundamental biochemical con-
cepts, including full definitions of key terms. My aim has
been to present this material in a reasonably balanced
form by neither deluging central topics with excessive de-
tail nor slighting secondary topics by extreme brevity.

Every author of an introductory text struggles with
the problem of what to include in the coverage. My guide-
line has been to make sure first that the essentials are cov-
ered in sufficient depth to give students a firm basis on
which to build further. Beyond that, material is covered to
varying extents. More tangential material is frequently
collected in the final sections of a chapter so that it can be
omitted at the discretion of the instructor.

Following an introduction, which outlines the scope
of biochemistry, the book is organized into four parts
along traditional lines. Part I, FOUNDATION OF BIOCHEM-
ISTRY, covers four general “frameworks” of biochem-
istry—the origin of life, the living cell, water, and nonco-
valent interactions. Part II, BIOMOLECULES, surveys
structures and properties of the different classes of mole-
cules that occur in living systems. Part III, METABOLISM,
opens with an introductory chapter, followed by a study
of the essential reactions, interconversions, and pathways
of biomolecules. For cohesiveness, anabolism (synthesis)
and catabolism (degradation) of a given class of biomol-
ecules are covered in a single chapter. The discussion of

metabolism concludes with photosynthesis. The last sec-
tion of the book, Part IV, TRANSFER OF GENETIC INFOR-
MATION, also opens with an introductory chapter and then
explores the expression of genetic information. Replica-
tion, transcription, and translation are covered in this or-
der. To allow for varying student backgrounds and for pos-
sible needed refreshers, a number of topics are included as
four appendixes. These cover acid-base calculations,
principles of organic chemistry, tools of biochemistry, and
oxidation—reduction reactions.

Each chapter includes a summary, a list of selected
readings, and a comprehensive study section that consists
of three types of review questions and a large number of
problems. Asterisks mark more difficult problems, and
answers to all problems are given.

A solutions manual, providing step-by-step solutions
of the problems, is available separately, as is a set of over-
head transparencies.

The text has been extensively reviewed to eliminate
all errors in fact. I thank the following reviewers who crit-
ically read portions of the manuscript and made valuable
comments:

Richard Amasino, University of Wisconsin
at Madison
Gary D. Anderson, Marshall University
Linda Atwood, California Polytechnic State
University at San Luis Obispo
Katherine A. Bichler, Carthage College
Veronica C. Blasquez, University of Notre Dame
Ronald W. Brosemer, Washington State University
Larry Byers, Tulane University
Stephen W. Carper, University of Nevada
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A. J. Clark, Auburn University
Rick H. Cote, University of New Hampshire
Richard C. Crain, University of Connecticut
Dorothy E. Croall, University of Maine
John Cronin, Arizona State University
John R. Edwards, Villanova University
Jeffrey A. Evans, University of Southern
Mississippi
William Fordham, Fairleigh Dickinson University
Edward A. Funkhouser, Texas A & M University
Mina L. Hector, California State University
at Chico
John L. Hess, Virginia Polytechnic Institute
Ken Hilt, University of California at Davis
Mabhendra Jain, University of Delaware
Jerry P. Jasinski, Keene State College
Marjorie A. Jones, Illinois State University
Ivan I. Kaiser, University of Wyoming
Michael R. Kanost, Kansas State University
Herman W. Knoche, University of Nebraska
Roger E. Koeppe I, University of Arkansas
Glenn D. Kuehn, New Mexico State University
Michael Mendenhall, University of Kentucky
Robert Oberlender, University of the Pacific
Robert S. Orr, Delaware Valley College
R. Steven Pappas, Georgia State University
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Samuel J. Rogers, Montana State University

D. L. Rohlfing, University of South Carolina

Laura Silberstein, San Jose State University

Thomas W. Sneider, Colorado State University

Ming Tien, Pennsylvania State University

Anthony P. Toste, Southwest Missouri State
University

Martin Tuck, Ohio University

Ron Utecht, South Dakota State University
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Introduction
The Scope of
Biochemistry

Biochemistry—the chemistry of life—deals with the
chemical and physical properties of molecules and
processes of living organisms. This relatively new science
had its origin in the 1700s, emerged as an independent sci-
entific discipline at the beginning of the 20th century, and
erupted into unprecedented growth some 50 years ago.
For a long time, many people believed that reactions
in living organisms (as distinct from those in nonliving
systems) required a special “vital” force. Only when this
theory of ““vitalism” was discarded could development of
biochemistry proceed. One of the earliest scientists whose
work helped bring about the downfall of vitalism was An-
toine Lavoisier. In 1777, Lavoisier conducted experi-
ments on respiration and combustion and showed that
both processes converted organic matter to carbon dioxide
and water. He concluded that cellular respiration was
slower than combustion but not essentially different from it.
Half a century later, in 1828, Friedrich Wéhler suc-
ceeded in synthesizing urea by heating ammonium
cyanate in the laboratory. Until then, scientists had as-
sumed that urea, like other organic compounds of living
matter, could be synthesized only by and in a living organ-
ism. Two other important developments followed in short
succession. In 1838, Matthias Schleiden and Theodor
Schwann proposed that a membrane-bound structure—
the cell—is the fundamental unit of all living organisms.
In 1862, Louis Pasteur proved that living organisms arise
only from other living organisms and not by “spontaneous
generation.” Pasteur showed that microorganisms did not
form in a sterilized solution of organic matter unless that
solution was exposed to air and other microorganisms.
Vitalism was finally rejected as a scientific theory
when Eduard Buchner (1896) obtained a cell-free extract
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from yeast that was capable of carrying out fermentation
and when J. B. Sumner (1926) crystallized the enzyme
urease from jack beans.

The model of the double helix of DNA, proposed by
James Watson and Francis Crick in 1953, revolutionized
both biochemistry and biology. The proposal opened up
countless avenues for studying life sciences at the molec-
ular level. In particular, the concept of the double helix led
to an ever-increasing interweaving of the sciences of bio-
chemistry, cell biology, and genetics. This resulted in for-
mation of a separate discipline called molecular genetics
or molecular biology, which has mushroomed into a very
active research area with major implications for medicine
and other fields.

In the course of its development, at least four central
themes have come to characterize biochemistry.

1. Reactions carried out by living organisms obey the
laws of chemistry and physics that describe reactions in
the laboratory. Physical properties of molecules, chemi-
cal reaction mechanisms of inorganic and organic com-
pounds, energy relationships of products and reactants—
all these apply to biochemical reactions proceeding in vivo
in precisely the same manner as they apply to in vitro re-
actions carried out in the laboratory. No special forces
such as “vitalism,” or special processes like “spontaneous
generation,” play a role in the synthesis, degradation, and
interconversions of compounds found in living cells.

2. Structure and function are interdependent. Mole-
cules and larger aggregates have particular structures that
permit them to perform specific functions. Conversely, in
order to be capable of performing specific functions, com-
ponents must possess particular elements of structure. The
structure—function interdependence exists at all levels of
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organization. It occurs in low-molecular-weight com-
pounds such as amino acids and fatty acids, in polymers
such as proteins and nucleic acids, in supramolecular as-
semblies such as biological membranes, and in subcellu-
lar organelles such as mitochondria. Investigators have
achieved many important breakthroughs in biochemistry,
especially in molecular genetics, by focusing on the inter-
dependence of structure and function.

3. The cell is the basic unit of life. The cell is the fun-
damental unit of living matter in both single-cell and mul-
ticellular organisms. Physical properties, the organization
of chemical components, transport of substances in and
out, and energy requirements and exchanges—all these
play key roles in the functioning of a cell. Living cells are
composed of lifeless molecules, but assembly, organiza-
tion, and interactions of these molecules endow the cell
with life. It is the goal of biochemistry to understand how
cells accomplish this task.

Living cells exhibit an almost universal hierarchy of
molecular organization (Figure 1). All the molecules that
occur in living organisms (biomolecules) are formed from
a small number of elements, primarily carbon, hydrogen,
oxygen, nitrogen, phosphorus, and sulfur. Ultimately, all
biomolecules are derived from low-molecular-weight
precursors in the environment that contain these and sev-
eral other elements. Precursors are converted by living
matter via metabolic intermediates, or metabolites, into
building blocks that become linked covalently to form
macromolecules. Building blocks and/or macromolecules
associate to form supramolecular assemblies and or-
ganelles.

4. Living organisms exhibit both unity and diversity.
One of the outstanding phenomena of life is the existence
of extensive biochemical similarities among diverse cells
and organisms, despite significant morphological differ-
ences among them. This characteristic, known as the
“principle of unity and diversity,” describes a stunning
paradox: The immense diversity of life at the cellular and
organismal level is ultimately reducible to a surprising
unity at the molecular level. The unity becomes evident
not only in overall organization of cells (Figure 1), but
also in properties of cellular components.

Major classes of biomolecules have identical func-
tions in all types of cells. Nucleic acids store genetic in-
formation; proteins serve as structural components and as
catalysts of metabolic reactions and have many other
functions; lipids serve as a storage form of energy and as
components of cell membranes; and carbohydrates repre-
sent a storage form of energy and, in prokaryotes, serve as
components of the cell wall.

The biochemical unity of life, however, extends well
beyond similarities among biomolecules. Proteins with
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the same function in different organisms have similar
amino acid sequences. DNAs of closely related bacteria
have similar molecular structures. Many of the same
metabolic reactions and reaction sequences occur in a
wide range of organisms. Fundamental cellular processes
such as using nutrient energy, synthesizing proteins,
respiring, transporting substances across cell membranes,
and replicating genetic material involve identical or very
similar mechanisms and components. Likewise, the ge-
netic code used in the genes of nucleic acids is essential-
ly universal. Based on such findings, most scientists today
believe that all forms of life arose from a common ances-
tor and that, in the course of evolution, species diverged
much as branches diverge from the trunk of a tree (see
Section 1.1.2).
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Figure 1. Hierarchy in the molecular organization of cells.
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The biochemical unity of life makes it possible to ap-
ply information derived from one organism to the study of
a different organism. A large body of biochemical knowl-
edge comes from studies of prokaryotic microorganisms
and has been found to apply, either directly or with some
modifications, to eukaryotes, including humans. Similar-
ly, researchers routinely use studies with laboratory ani-
mals to screen for potential hazards that drugs or toxic
substances may pose for humans.

While many of life’s mysteries still need to be un-
raveled, a few general characteristics consistently distin-
guish living organisms from nonliving matter.

All living organisms are complex and highly orga-
nized systems. Even the simplest unicellular organism con-
tains many different components and constitutes a marvel
of organization. Any single cell incorporates simultaneous
control of multiple metabolic pathways and hundreds of
different chemical reactions. Multicellular organisms have
an even greater complexity of organization, and in higher
animals and humans, the number of interrelationships and
control systems must be truly staggering.

All living organisms contain many different kinds of
biomolecules. Biomolecules can be small or large, simple
or complex. They exist singly or form aggregates of vary-
ing sizes and intricacies. All forms of biomolecules have
unique and specific functions.

Despite the occurrence of numerous types of bio-
molecules, living systems exhibit an underlying molecu-
lar economy. The complexity of biomolecules appears to
be no greater than that required for molecular function.
Likewise, the number of different types of biomolecules
appears to be no greater than that needed to endow the cell
with attributes of life in general and characteristics of the
species in particular.

All living organisms require enzymes as catalysts for
their metabolic reactions. Enzymes are protein molecules
that catalyze most of the reactions of metabolism. These
biomolecules are specially engineered for their catalytic
function; they far exceed any human-made catalyst in both
their selectivity and their efficiency. Life processes would
not be feasible without the catalytic action of enzymes.

xxvii

Enzyme reactions involve both changes of biomole-
cules and transformations of energy. Many of the hun-
dreds of different enzyme reactions taking place within a
single cell are linked into specific sequences of anywhere
from 2 to over 20 steps. Intricate control systems regulate
the resulting network of metabolic pathways. Enzyme
reactions form the basis of the numerous processes char-
acteristic of living organisms, such as vision, growth,
nerve-impulse conduction, muscle contraction, and repro-
duction.

All living organisms require a supply of energy. The
Sun is the ultimate source of energy for all life on Earth.
Plants harness solar energy during photosynthesis and use
it to synthesize carbohydrates. Many animals subsequent-
ly obtain their nutrients by feeding on plants. All living or-
ganisms extract energy from nutrients in the form of free
energy and use it to drive life processes. Organisms return
unused energy to the environment in the form of heat. Ac-
cumulating waste energy increases the disorder or entropy
of the environment. Thus, living organisms maintain their
organization at the expense of the environment, which
they cause to become more random.

All living organisms have hereditary information en-
coded in genes. Life processes depend on the information
contained within genes, which are structural components
of nucleic acids. Because of the properties of their genet-
ic material, living organisms can self-replicate and there-
by transfer their genetic information to the next genera-
tion. Production of organisms identical in mass, shape,
and internal structure constitutes the most extraordinary
attribute of living systems.

Based on these characteristics of living matter, bio-
chemistry can be divided into three main areas that deal
with respectively, the chemistry of biomolecules, a study
of metabolism, and molecular genetics. Biochemistry
draws heavily on other life sciences and, in turn, provides
key insights for related physical and biological disci-
plines. Chemistry, biology, nutrition, medicine, microbi-
ology, physiology, agriculture, and biophysics are some of
the sciences closely linked with biochemistry.



Foundation of
Biochemistry

We begin our study of biochemistry by considering four major frameworks
within which biochemical systems operate: the origin of life—the postu-
lated chain of events leading to primordial life; the cell—the complex unit
of all living organisms; water—the unusual solvent that makes life possi-
ble; and noncovalent interactions—the forces that govern many aspects
of biochemical reactions.



Frameworks of
Biochemistry

We can consider biochemical systems to operate within four major frame-
works. One of these is the origin of life—the chain of events leading to the
first ancient cell from which all forms of life ultimately developed. A sec-
ond framework deals with the properties of the modern cell, the basic unit
of all living organisms and the site of most biochemical reactions. Water
constitutes a third framework. This unusual solvent provides the internal
aqueous environment of cells without which life, as we know it, would
not be possible. Lastly, noncovalent interactions form an essential frame-
work. Biochemical systems require these interactions for stabilization of
proteins, nucleic acids, cell membranes, and the like. Noncovalent inter-
actions also participate in the operation of many biochemical systems by
affecting the interplay among low-molecular-weight compounds, macro-

molecules, and other structures.

[.1. THE ORIGIN OF LIFI

1.1.1. Chemical Evolution

Life is believed to have arisen as a result of a long period
of chemical evolution that consisted of a multitude of
simple and complex chemical reactions. Chemical evolu-
tion took place over almost one billion years and includ-
ed the many different processes whereby molecules were
formed and altered and reactions arose, underwent change,
disappeared, or became established.

These processes are termed “chemical evolution” be-
cause scientists believe that they can be described by at-
tributes analogous to those that characterize “biological
evolution,” namely, mutation and selection. Investigators
think that a very large number of changes occurred at the
molecular level, ultimately producing compounds and re-
actions capable of sustaining life. Such changes constitute

the chemical equivalent of biological mutations in living
organisms. In the long succession of events, compounds
and reactions that, for whatever reason, were more suit-
able or useful tended to persist. The retention of com-
pounds and reactions constitutes the chemical equivalent
of biological selection of one organism or one species
over another.

Chemical evolution began some time after formation
of the Earth. Scientists consider the Earth to have formed
about five billion years ago as a result of a cataclysmic ex-
plosion known as the “big bang.” According to this theo-
ry, the matter of the universe was originally very dense, a
large amount of mass contained in a comparatively small
volume. This primordial mass exploded with tremendous
force, generating extremely high temperatures and a vast
expansion. Ever since, the universe has continued to ex-
pand and its average temperature has progressively de-
creased.



The original big bang resulted in formation of the
light elements hydrogen, helium, and lithium. Re-
searchers believe that the remaining chemical elements
formed by thermonuclear reactions that occurred in stars,
by star explosions called supernovas, and by cosmic radi-
ation acting outside stars following the formation of
galaxies. Biologically important elements such as carbon,
oxygen, nitrogen, phosphorus, and sulfur formed by ther-
monuclear reactions that occurred in some of the original
stars produced after the big bang.

Chemical evolution commenced when some cooling
of the Earth occurred, and it continued for the next billion
years (Figure 1.1). We commonly divide chemical evolu-
tion into three stages called synthesis, polymerization, and
self-assembly.

1.1.1A. Synthesis Stage. Chemical evolution
began with the synthesis of low-molecular-weight com-
pounds from primordial gases. Scientists believe that
these early abiotic reactions (“in the absence of life””) oc-
curred in both the primordial atmosphere and the primor-
dial oceans. Synthetic reactions probably involved one or
more energy sources such as electric discharge, ultravio-
let radiation, and volcanic activity.
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Figure 1.1. The time scale of chemical and biological evolution.
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For many years, researchers believed that the pri-
mordial atmosphere was largely a reducing one, com-
posed of gases like NH,, CH + Hy, and H,O. Recent evi-
dence has led us to reevaluate this assumption. Studies of
ancient rocks, which contain carbonates, and of volcanic
gases, which contain CO,, have indicated that significant
amounts of CO, must have existed in the atmosphere at
least 3.8 billion years ago. Hence, many investigators cur-
rently postulate that the primordial atmosphere was
nonreducing, containing such gases as N,, CO, CO,, and
H,0.

Numerous laboratory experiments have been con-
ducted to simulate conditions presumed to have existed on
the primitive Earth. In these experiments, primordial at-
mospheres and oceans were simulated by gas mixtures
and water, respectively. The temperature was varied, and
different energy sources (electric discharge, ultraviolet ra-
diation, etc.) were used to drive the synthetic reactions.
Early experiments used primarily reducing atmospheres,
whereas later ones used nonreducing atmospheres. These
simulations resulted in formation of a great diversity of or-
ganic compounds, including many types of low-molecu-
lar-weight biomolecules. Amino acids, fatty acids, carbo-
hydrates, and other compounds formed spontaneously
under some sets of experimental conditions. Based on ex-
periments of this type, most researchers believe that many
different low-molecular-weight biomolecules could have
been formed spontaneously under specific primordial
conditions.

1.1.1B. Polymerization Stage. In the sec-
ond stage of chemical evolution, macromolecules formed
from the low-molecular-weight compounds produced
during the synthesis stage. Low-molecular-weight com-
pounds could have accumulated in primitive oceans or at
their edges. Accumulation in small bodies of water, like
tide pools, may have resulted in a moderately concentrat-
ed aqueous solution, dubbed “primordial soup.” Polymer-
ization reactions could have taken place in aqueous solu-
tion, possibly via mechanisms resembling those involved
in current laboratory procedures.

Some scientists have postulated a thermal polymer-
ization mechanism that occurred outside the aqueous en-
vironment. They simulated this process by heating mix-
tures of dry amino acids and produced protein-like
polymers called proteinoids. Proteinoids have many
properties commonly associated with naturally occurring
proteins such as high molecular weight, dependence of
solubility on ionic strength, presence of peptide bonds,
and possession of catalytic activity.

Other scientists have proposed that polymerization
took place on clay particles because mineral substances
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similar to clay can serve as catalysts for some chemical re-
actions. According to this theory, patterns of ions on the
clay surface served as a code for polymerization of bio-
molecules, and growth of clay crystals resulted in replica-
tion.

1.1.1C. Self-Assembly Stage. During the fi-
nal stage of chemical evolution, polymeric molecules ag-
gregated to form supramolecular structures that ultimate-
ly evolved into forerunners of modern cells called
protocells. A number of cell-like structures have been
considered as possible intermediates in the development
of protocells.

The first model system proposed was that of coacer-
vate droplets. Coacervation constitutes a phase separa-
tion that occurs when a solvent contains two polymers that
interact with the solvent but do not interact well with each
other. After mixing, one polymer accumulates primarily
in one phase while the other polymer concentrates main-
ly in the second phase. Proponents of this model regard
the coacervate droplet as a space where simple chemical
reactions could have taken place, ultimately leading to de-
velopment of a protocell.

A more recently proposed model system is that of
microspheres. Microspheres are small spherical struc-
tures that form upon addition of water to hot proteinoid.
Microspheres have many of the properties commonly as-
sociated with living cells. Their size compares to that of
bacteria, and they can be stained by the Gram stain used
in microbiology. Additionally, microspheres exhibit sta-
bility to centrifugation and to changes in osmotic pressure
and have a boundary that appears to be a double layer.

Yet another model system of protocells is that of li-
posomes, artificial vesicles formed from some lipids un-
der appropriate conditions. Liposomes have a lipid bilay-
er membrane that encloses an aqueous compartment. The
bilayer resembles the lipid bilayer of biological mem-
branes. Liposomes can exchange material with their sur-
roundings.

Clay particles may also have served in the capacity
of protocells. According to this view, proteins synthesized
on clay particles subsequently aggregated to form mi-
crosphere-like structures.

A debate has raged for years as to whether proteins
and protein-containing protocells or nucleic acids and nu-
cleic acid-containing protocells arose first. Which came
first, the catalytic activity of enzymes, associated with
proteins, or the ability to transmit genetic information by
coding, associated with nucleic acids? Or did the two
types of molecules and processes arise more or less simul-
taneously, requiring some type of double-origin theory?

Several experimental findings tend to support the
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hypothesis that nucleic acids arose first. Of special note
is the finding in the mid-1980s that some RNA (ribonu-
cleic acid) molecules can catalyze their own intramolec-
ular transformations and can also catalyze reactions with
other substrates. Up until then, scientists had assumed
that all biological catalysts were proteins, namely, en-
zymes. In recognition of their catalytic activity, such
RNA molecules are called ribozymes. The discovery of
ribozymes suggests that an RNA-containing protocell
may have been able to carry out both catalytic and cod-
ing functions. Researchers generally believe that RNA
formation preceded the development of DNA (deoxyri-
bonucleic acid). So far, however, the question as to
whether proteins or nucleic acids came first, or whether
they were formed simultaneously, has not been settled in
any definitive way.

1.1.2. Biological Evolution

Once protocells were formed, they became subject to the
forces of biological evolution. Simple cells evolved into
more complex unicellular organisms, and these led to
multicellular organisms. Concomitantly, the many bio-
chemical processes characteristic of living systems be-
came established. Metabolic pathways, respiration, pho-
tosynthesis, energy metabolism, and the like originated
and underwent change. The continuous journey along the
evolutionary path stretched over a period of some 3.5-4.0
billion years and, ultimately, led to the development of all
current forms of life.

Organisms can be classified into five kingdoms (Fig-
ure 1.2), based on cellular complexity: Monera (unicellu-
lar prokaryotes), Protista (unicellular eukaryotes), and
Fungi, Plants, and Animals (all multicellular eukaryotes).

1.1.2A. Endosymbiotic Theory. An inter-
esting theory about the evolution of eukaryotes has grown
out of accumulated biochemical knowledge. We now
know that mitochondria and chloroplasts (organelles of
eukaryotic cells) contain their own genetic material in the
form of specific DNA. This DNA differs from the DNA
in the cell nucleus and functions in the synthesis of some
RNAs and proteins. Mitochondria and chloroplasts also
contain ribosomes, the sites of protein synthesis, which
resemble ribosomes of prokaryotes more than they do
those of eukaryotes. Similarities include size, sensitivity
to antibiotics, and nucleotide sequences of ribosomal
RNA. On the basis of this evidence, theorists have sug-
gested that mitochondria and chloroplasts represent evo-
lutionary descendants of ancient prokaryotes that became
incorporated into primitive eukaryotic cells. Specifically,
scientists have proposed that cyanobacteria took up resi-
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dence in ancestral nonphotosynthetic eukaryotes. We term
such a relationship endosymbiosis, a living together in
close association. The symbiotic relationship would have
been beneficial to both the eukaryote and the prokaryote,
with each contributing metabolically to the other.
Cyanobacteria form a heterogeneous group of prokaryot-
ic photosynthetic organisms that contain chlorophyll,
evolve oxygen, and use water as an electron donor. Many
can also fix nitrogen.

1.1.2B. Archaebacteria. Originally research-
ers thought that prokaryotes and single-cell eukaryotes

An evolutionary tree showing lines of descent from a primordial prokaryote to the five kingdoms of organisms.

were the only forerunners of multicellular organisms. A
recently discovered class of organisms, the Archaebac-
teria, has cast doubt on this assumption. Archaebacteria
constitute unusual organisms; we consider them to be-
long to kingdom Monera, but they are phylogenetically
neither prokaryotes nor eukaryotes. They have some
characteristics of prokaryotes (absence of a nucleus and
cell organelles), some characteristics of eukaryotes (ini-
tiation of protein synthesis and ribosome sensitivity to
antibiotics), and some characteristics unique to them-
selves (composition of cell wall and types of membrane
lipids).
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Archaebacteria consist of three groups, all of which
grow under extreme environmental conditions. The first
group comprises thermoacidophiles, which grow in hot,
acidic environments. Growth typically occurs at temper-
atures of 80-90°C and at a pH of about 2. Microbiolo-
gists have isolated thermoacidophiles from hot sulfur
springs and smoldering piles of coal tailings. The second
group, called halophiles, consists of organisms that grow
only in solutions of high salt concentrations. They have
been found in such habitats as the Great Salt Lake and
the Dead Sea. The third group comprises methanogens,
strict anaerobes that generate methane by reduction of
CO,. Methanogens occur in hot springs and the ocean
bottom.

Scientists think that these harsh environmental con-
ditions required for growth may reflect the adaptation of
ancient archaebacteria to the demanding conditions of the
primitive Earth. According to this view, archaebacteria
represent one of the earliest forms of living organisms.

1.2. THE LIVING CELI

1.2.1. The Varied lypes of Cells

The cell is the unit of structure and function in all living
organisms. It represents an incredible miracle of organi-

zation. Every cell carries out a large number of simulta-
neous metabolic reactions and controls the actions of a
multitude of molecules. A cell of the bacterium Es-
cherichia coli, the colon bacillus, contains about 5000 dif-
ferent types of molecules and an estimated total of some
500 million molecules. This number does not include the
water molecules, of which there are about four billion
(Table 1.1). Orchestrating this huge array of molecules to
produce one functional entity is an amazing feat.

Many different types of cells occur in nature. We
commonly base their classification on the form in which
carbon is required, on the type of energy source used, and
on cell structure.

1.2.1A. Carbon Source. Based on the form
of carbon they require, we divide cells into two types. Au-
totrophs (“self-feeding”) can use CO, as their sole source
of carbon and construct from it the carbon skeletons of all
their organic compounds. Heterotrophs (*“feeding on oth-
ers”) cannot use CO, exclusively and must obtain carbon
from compounds produced by other cells (autotrophs).
Photosynthetic cells and some bacteria are autotrophs,
whereas cells of higher animals and most microorganisms
are heterotrophs. Heterotrophs can be subdivided into two
groups: aerobes, which require oxygen, and anaerobes,
which use other oxidizing agents.

Table 1.1. Approximate Chemical Composition of a Rapidly Dividing Cell of Escherichia coli“

Number of
Average different

Percent molecular kinds of Number of

of total weight molecules molecules
Component cell weight (MW) per cell per cell
Water 70 18 1 4.0 x 100
Inorganic ions 1 40 20 2.5 X 10%
Polymers
Proteins 15 40,000 2000-3000 2 X 10°-3 x 10¢
DNA 1 1.6 X 10° 1 2 or 4*
RNA 6 2.5 X 10*-1.0 X 10° 1000 6.0 X 10°
Polysaccharides 0.8 1.0 X 10° 5 1.2 X 10
Monomers
Amino acids 0.4 120 100¢ 3.0 X 107
Nucleotides 0.4 300 2004 1.2 X 107
Carbohydrates 3.0 150 200 2.0 X 10%
Lipids 2.0 750 50 2.5 x 107
Other 0.4 150 200 1.5 X 107
Total (excluding H,0) ~5000 ~5 X 108

“Adapted, with permission, from 1. D. Watson, Molecular Biology of the Gene, 3rd ed., W. A. Benjamin, Menlo Park, California (1976).

PThere are two single strands (one double strand) before replication and four single strands after replication. The molecular weight given is that of a single strand.
“Includes the 20 amino acids found in proteins plus others functioning in metabolism.
“Includes the standard nucleotides of DNA and RNA plus others functioning in metabolism.



1.2.1B. Energy Source. Based on the type of
energy source that they use, we divide cells into two
groups. Phototrophs use light as their source of energy.
Chemotrophs use chemical compounds as a source of
energy in a series of oxidation-reduction reactions.

1.2.1C. Cell Structure. By far the most im-
portant classification of cells is based on their structure.
Major differences define two large classes of cells and or-
ganisms, prokaryotes and eukaryotes (Figure 1.3). All
prokaryotes are unicellular organisms; eukaryotes include
all of the multicellular forms of life and some unicellular
organisms.

1 . FOUNDATION OF BIOCHEMISTRY

Two major structural differences exist between
prokaryotes and eukaryotes. In eukaryotes (from the
Greek, meaning “true nucleus”), the genetic material,
DNA, occurs in a special subcellular structure, the nucle-
us. The nucleus is bound by a double membrane called the
nuclear envelope. The material surrounding the nucleus
constitutes the cytoplasm. Pores pierce the nuclear enve-
lope and permit communication between the nucleus and
the cytoplasm. Prokaryotes lack a true nucleus, and their
DNA occurs in a nuclear region, or nucleoid, a section
of the cytoplasm that contains the DNA but is not sur-
rounded by a membrane.

The second structural difference relates to the com-

Fipure 1.3 Schematic drawings of typical prokaryotic (A), plant (B), and animal cells (C).
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Table 1.2. Major Functions of Some Eukaryotic
Organelles and Other Cell Compartments
Compartment Major functions

Plasma or cell Transport of ions and molecules

membrane Receptors for binding molecules
Cell morphology and movement
Separation of intra- and extracellular
environments
Nucleus DNA synthesis and repair
RNA synthesis
Nucleolus RNA processing
Endoplasmic Membrane and lipid synthesis
reticulum Synthesis of proteins for organelles and

for export

Detoxification reactions

Modification of proteins

Export of proteins

Cellular respiration

Energy conservation

Oxidation of carbohydrates and lipids

Urea and heme synthesis

Cellular digestion (hydrolysis) of
proteins, carbohydrates, lipids, and
nucleic acids

Oxidative reactions involving O,

Metabolism of H,0, and other peroxides

Cytoskeleton structure

Cell morphology and motility

Intracellular movements

Metabolism of carbohydrates, lipids,
amino acids, and nucleotides

Protein synthesis other than that of
endoplasmic reticulum

Golgi apparatus

Mitochondria

Lysosomes

Peroxisomes

Microtubules and
microfilaments

Cytosol

position of the cytoplasm. In eukaryotes, the cytoplasm
consists of a soluble portion, the cytosol, and a particulate
portion, the organelles. Organelles are specialized sub-
cellular structures that have definite functions. One eu-
karyotic organelle 1s the nucleus; several others are listed
in Table 1.2. Eukaryotes have many organelles; prokary-
otes, by contrast, have few or no organelles and none that
are membrane bound.

Comparing Prokaryotes
and Eukaryotes

Prokaryotic cells have relatively simple structures. As
mentioned, the cytoplasm contains few or no organelles,
and the DNA occurs in a cytoplasmic nuclear region.
Prokaryotic DNA is a single, double-stranded, circular
molecule. It is also called chromosome, though we use the
term particularly for eukaryotic DNA. Since the DNA
contains all of the genes and genetic signals, it constitutes
the genome of the cell.

Throughout the cytoplasm are scattered ribosomes,

subcellular particles, composed of RNA and protein, that
function as sites of protein synthesis. A plasma mem-
brane or cell membrane separates the cytoplasm from
the outside world, and ions and molecules move across
this membrane in both directions. External to the cell
membrane in prokaryotes is the cell wall, a rigid protec-
tive layer containing polysaccharides. Some prokaryotes
have an additional outer cell coat of gelatinous polysac-
charide, known as a capsule.

The outer surface of a prokaryotic cell may be cov-
ered with pili (from the Latin, meaning “hair”’) and fla-
gella (from the Latin, meaning “whip”). Pili are small fila-
mentous projections that aid in attaching the cell to other
cells or surfaces. Pili also play a role in conjugation, the
genetic recombination in bacteria that resembles sexual
reproduction. Flagella are threadlike cellular extensions,
longer and less numerous than pili. Their rotation aids in
bacterial locomotion.

Eukaryotic cells have greater structural complexity.
A nucleus, surrounded by a nuclear envelope, contains the
DNA. Eukaryotic DNA occurs in the form of chromo-
somes that are large enough to be visible with the light mi-
croscope when they become condensed. Most cells con-
tain two complete sets of chromosomes (homologous
pairs). Each chromosome consists of one giant double-
stranded DNA molecule associated with basic proteins,
named histones. DNA and histones form complexes
called nucleosomes. A dense subcompartment of the nu-
cleus, the nucleolus, is rich in RNA and functions in the
assembly of ribosomes.

Eukaryotic cells, like prokaryotic cells, possess a
plasma membrane. A cell wall, however, does not occur in
all eukaryotes. Plant eukaryotes have rigid cell walls, but
animal eukaryotes have no cell wall. Many eukaryotic
cells have a thick, fuzzy cell coat of complex carbohy-
drates, called glycocalyx, located outside the cell mem-
brane.

The cytoplasm of eukaryotic cells contains a network
of cisternae, vesicles, and tubules known as the endo-
plasmic reticulum (ER). This network constitutes part of
a single continuous membrane system that extends
throughout the cell; it is attached to both the plasma mem-
brane and the nuclear envelope. The endoplasmic reticu-
lum occurs in two forms: one part, the rough endoplasmic
reticulum (RER), is studded with ribosomes and functions
in the synthesis of proteins; the other part, the smooth en-
doplasmic reticulum (SER), does not contain ribosomes
and functions in the synthesis of lipids.

We refer to another eukaryotic organelle—the mito-
chondrion—as the “power house” of the cell. As this term
implies, mitochondria function in energy metabolism.
You have already read that mitochondria are believed to
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be descendants of ancient aerobic bacteria that took up
symbiotic relationships with primitive eukaryotic cells.
Other eukaryotic organelles include the Golgi appara-
tus, a membrane-bound organelle, frequently associated
with the endoplasmic reticulum, that functions in protein
export from cells; lysosomes, sacs rich in enzymes that
catalyze hydrolysis reactions as part of metabolite
breakdown; and peroxisomes, which function in the
metabolism of hydrogen peroxide (H,O,) and other per-
oxides.

Throughout the cytosol of eukaryotic cells extends a
filamentous, flexible, and dynamic network called the cy-
toskeleton. Its major components—microtubules, micro-
filaments, and intermediate filaments—are interconnect-
ed by means of the microtrabecular network, a lattice of
very thin, interlacing filaments. The cytoskeleton gives
cells their characteristic shape and is responsible for
changes in cell shape during locomotion, cell division,
and phagocytosis. It also provides attachment sites for the
organelles and allows for communication between differ-
ent parts of the cell.

Plant cells differ from animal cells in a number of re-
spects. As already mentioned, plant cells have a rigid cell
wall whereas animal cells do not. Plant cells also have
many large vacuoles. These are membrane-bound sacs,
filled with water and used for space filling and for storing
waste and toxic substances. Animal cells contain few and
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small vacuoles. Lastly, plant cells possess specialized or-
ganelles: chloroplasts function in photosynthesis, and
glyoxysomes contain enzymes that catalyze the reactions
of the glyoxylate cycle.

Table 1.3 summarizes major differences between
prokaryotes and eukaryotes.

[.3. WATER—THE SOLVENT OF LIFE

Without water, life as we know it would not be possible.
Water, in the form of primeval oceans, is believed to have
been where life first arose, and ever since it has played an
essential role in the growth and reproduction of living or-
ganisms.

Water constitutes more than 70% of the weight of
most forms of life and provides the medium in which
metabolic reactions are catalyzed, chemical energy is
transferred, and nutrients are transported. In many meta-
bolic reactions, water serves as either a reactant or a prod-
uct. Cleavage of water by the action of sunlight during
photosynthesis makes water a required compound for
most photosynthetic organisms. All aspects of cell struc-
ture and function intimately relate to the presence of wa-
ter. In turn, water possesses some unique properties that
make it admirably suitable as a major component of the
internal environment of living cells.

Table 1.3. Comparison of Prokaryotic and Eukaryotic Organisms

Prokaryotes Eukaryotes
Structural organization
Nucleus No Yes
Organelles Few or none Many
Nucleolus No Yes
Cell membrane Yes Yes
Cell wall Yes Yes (plants), No (animals)
Cell coat Yes (capsule in some) Yes (glycocalyx in many)
Cytoskeleton No Yes
Cell diameter 1-10 pm 10-100 pm

Functional attributes
Metabolism

Cell replication
RNA synthesis
Protein synthesis

(except membrane and secretory proteins)

Molecular biological characteristics

Chromosomes
Nucleosomes
Ribosome sizes®
Ribosomal RNA sizes?

Anaerobic or aerobic Aerobic
Binary fission Mitosis/meiosis
Cytoplasm Nucleus
Cytoplasm Cytoplasm
1 >1
No Yes
308, 508, 70S 408, 60S, 80S
58S, 168, 23S 58, 5.8S, 188, 28S

2Sedimentation coefficients in Svedberg (S) units (see Appendix C).
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1.3.1. The Structure of Water

Water’s properties derive from the structure of the mole-
cule. The two hydrogen atoms are not colinear with the
oxygen atom but protrude at an angle of 105° (Figure 1.4).
Moreover, the two elements differ significantly in their
electronegativity—the tendency of an atom to draw elec-
trons toward itself in a chemical bond (Table 1.4). Oxy-
gen is strongly electronegative, but hydrogen has low
electronegativity. In most instances, hydrogen does not
draw an electron to itself but rather donates its electron to
the chemical bond. It then acts as an electropositive ele-
ment.

Because of the differences in electronegativity, elec-
tron density is increased around the oxygen atom and de-
creased around each of the two hydrogen atoms; oxygen
becomes slightly negative (87), and each of the hydrogens
slightly positive (8%). The partial separation of charges
along each O—H axis makes one end positive and the oth-
er negative. Each O—H axis has two electrical poles and
constitutes a dipole.

Because of the bent structure of the water molecule,
these two dipoles do not cancel each other out, so that the
molecule as a whole is also a dipole. The part containing
the oxygen carries a negative charge, and the part con-
taining the two hydrogens carries a positive charge. Be-
cause the dipole of the water molecule persists at all times,
it constitutes a permanent dipole.

Because of its dipole structure, water provides a
highly polar medium that has a high dielectric constant.
The dielectric constant measures the capacity of solvent

+

0

Figure 1.4, Structure of the water molecule. Top, Ball-and-stick mod-
el; bottom, space-filling model.
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Table 1.4. Electronegativity of Selected Elements

Element Electronegativity*
Fluorine (F) 4.0
Oxygen (O) 35
Nitrogen (N) 3.0
Carbon (C) 2.5
Sulfur (S) 25
Phosphorus (P) 2.1
Hydrogen (H) 2.1

“Values are derived from bond energies (Pauling scale). Fluorine is the most elec-
tronegative element.

molecules to act as insulators of charged particles by be-
coming interspersed between them. Dispersion of the
charged particles results in their being solubilized and il-
lustrates the principle that “like dissolves like.” Water has
a dielectric constant of 80, compared with 1.9 for hexane,
a nonpolar solvent.

Water is an excellent solvent for ionic compounds
and for nonionic polar compounds. Dispersion of NaCl il-
lustrates how ionic compounds dissolve in water. When
you add NaCl to water, water molecules are attracted to
the sodium and chloride ions via the oppositely charged
ends of the water dipoles. Surrounding the ions with wa-
ter prevents them from interacting with each other. The
occurrence of solute—solvent interactions that exceed
solute—solute interactions constitutes the essence of solu-
bility.

1.3.2. Hydrogen Bonding in Water

The partial charges on the H and O atoms in the water
molecule also account for water’s great capacity to form
hydrogen bonds. A hydrogen bond forms when a cova-
lently linked hydrogen atom becomes attracted to a
neighboring electronegative atom (see Section 1.4.1).
In the case of water, hydrogen bonds form when a hy-
drogen atom of one water molecule becomes attracted
to the oxygen of a neighboring water molecule. Exten-
sive hydrogen bonding in water accounts for its high
boiling point (100°C) by comparison with the boiling
points of related hydrogen compounds such as NH,
(=33°C), H,S (-61°C), and CH, (—164°C). These
compounds exist as gases at room temperature, whereas
water is a liquid under the same conditions. Disruption
of water’s hydrogen-bonded structure and conversion of
liquid water to the gas phase requires a great deal more
thermal energy than vaporization of the other com-
pounds.

Hydrogen bonding of water involves an interaction
of one water molecule with four neighbors. Each water
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molecule acts as an H-bond acceptor for two neighbors
and as an H-bond donor for two others. Together, the five
water molecules form a tetrahedral structure (Figure 1.5).
This arrangement becomes most clearly defined, and has
greatest regularity, when liquid water freezes into ice. In
ice, the tetrahedral lattice of H-bonded water molecules is
continuous and forms a crystal-like structure with many
open spaces. In liquid water, the ice lattice has been par-
tially dismantled, with remnants of the structure continu-
ally breaking apart and re-forming as molecules move
about. Since H-bonds break and form in ice-like clusters,
the structure has been dubbed the “flickering cluster”
model of liquid water.

Because of its many open spaces, ice is less dense
than water and floats on it. If ice were to sink in water,
as most solids do in their own liquid form, lakes and
rivers would continue to freeze throughout the winter un-
til they became solid blocks of ice, incapable of support-
ing life.

Two other properties result from the molecular
structure of water and provide certain biological advan-
tages. One of these is the large heat of vaporization—
the number of joules (see Table 1.9) required to change
one gram of a liquid to a gas at its boiling point. Because
of the large amount of energy involved, evaporation of
water, as by sweating, provides living organisms with
an effective mechanism for dissipating heat. Water also
has a large specific heat—the number of joules required
to raise the temperature of one gram of a substance by
1°C. Because of its high specific heat, water absorbs
heat well and thereby helps organisms minimize
changes in temperature. You can see that the large heat
of vaporization and specific heat of water aid living
organisms in maintaining a constant internal environ-
ment.

Figure 1.5. Hydrogen bonding in water. Each water molecule is capa-
ble of forming hydrogen bonds with four neighboring molecules, locat-
ed at the corners of a tetrahedron.
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1.3.3. lonization of Water

In addition to its capacity for hydrogen bonding, water’s
tendency to ionize is also critical for the life of the cell.
Water constitutes a weak electrolyte that dissociates into
ions only to a very small extent. At 25°C, approximately
one out of every 10 million water molecules dissociates
into hydrogen and hydroxide ions:

H,0 @ H* + OH~

Actually, a “bare” hydrogen ion (H*)—a proton—
does not exist as such in solution. Instead, the proton be-
comes hydrated to form a hydronium ion (H,0") as de-
scribed by the equation

2H,0 # H,0* + OH™

In this reaction, one water molecule loses an H* to
become OH™ while the other gains an H* to become
H,O0". According to the Brgnsted-Lowry theory of acids
and bases, a Brgnsted acid is a proton donor and a Brgn-
sted base is a proton acceptor. Thus, water, as it ionizes,
functions as both an acid and a base; it is amphoteric. For
simplicity, we will use H* throughout this book to de-
scribe hydrogen ions in solution.

The extent of water dissociation has been determined
by measurements of electrical conductivity. The equilib-
rium constant (K;q) for this reaction is given by

[H*][OH™]
K, = _[H_z(f_ (LD
where brackets indicate molar concentrations. At 25°C,
K’eq has a value of 1.8 X 10716, Since we base Kéq on mo-
lar concentrations rather than activities, we refer to it as
an apparent equilibrium constant. K, - like all equilibri-
um constants, does not have units.

Because water dissociates into ions to such a small
extent, the concentration of undissociated water may be
taken to be essentially constant and equal to the total wa-
ter concentration. We can calculate total water concen-
tration by considering 1.00 liter of water at 25°C. Since
the density of water is 1.00 g/ml and its mass 18.0 g/mol,
one liter contains 55.6 moles of H,O. In other words, wa-
ter is a 55.6M solution. Accordingly, we can rewrite Eq.
(1.1) as

K, (55.6) = [H*][OH]

The product of the hydrogen and hydroxide ion concen-
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trations is called the ion product of water (K ) At25°C,
K, has avalue of 1.0 X 10~ '

K, =[H*[OH ] =10X 10714 (1.2)
Provided that we are dealing with ordinary dilute solu-
tions, we can make the approximation that in any aqueous
solution at 25°C, the product of the molar H* and OH™
concentrations is a constant and equal to 1.0 X 10714,

1.3.4. pH

In addition to water, many biomolecules ionize in bio-
chemical systems as well. Since both the intracellular and
extracellular environments are aqueous solutions, ioniza-
tions can occur in either location. The state and extent of
ionization depend on the existing pH and on the pK’, val-
ues of ionizable groups.

1.3.4A. Definition and Scale. The pH con-
stitutes a measure of the hydrogen-ion concentration in
solution. S. P. L. Sgrensen introduced the term in 1909 and
defined it as

pH = —log[H*] = log (1.3)

1
[H7]
Since dissociation of every molecule of water pro-
duces one proton and one hydroxide ion, the concentra-

tions of these two ions in pure water are identical. It fol-
lows from Eq.(1.2) that

[H*] = [OH"] = 10°'M
so that
pH = —log(10~7) = log(1/107) = 7

The Sgrensen definition of pH converts cumbersome
exponential values of concentration to a set of small pos-
itive numbers and allows us to construct a simple pH
scale. On that scale, which typically runs from 0 to 14
(Figure 1.6), a neutral solution has a pH of 7, acidic solu-
tions have pH values below 7, and basic solutions have
pH values above 7. Two simple pH calculations are illus-
trated in Appendix A.

Three corollaries follow from the definition of pH.
First, the pH scale is not a linear scale in terms of hydro-
gen-ion concentration (Table 1.5). For example, a change
of 0.1 pH unit represents different changes in proton con-
centration ([H*]), depending on the location within the
scale. Second, an increase in [H*] is equivalent to a de-
crease in pH. Lastly, a small change in pH represents a
sizable change in hydrogen-ion concentration. Thus, a de-

13
pH
1M NaOH 7\ 14
13
Household bleach
Household ammonia Increasingly |{2
Basic
11
10
Baking soda 9
(NaHCOg4 solution)
Egg white, Seawater 8
Sweat, Tears
Milk Neutral 7
6
Black coffee 5
Tomato juice 4
Vinegar 3
i Increasingly | 2
L . g
emon juice Acidic
1
1M HCI y 0

Figure 1.6

The pH scale.

crease of the pH by one unit represents a 10-fold increase
in the hydrogen-ion concentration.

Living systems generally cannot tolerate appreciable
changes in pH. In humans, the normal pH of blood is about
7.4; pH values of several other biological fluids are listed
in Table 1.6. A small decrease in pH, acidosis, or a small

Table 1.5. The Relationship between pH and [H*]

pH [H*]

0 1 X 10°M
6.9 130 X 10°M
7.0 100 X 10°°M
7.1 80 X 10°M
7.9 13 X 10°M
8.0 10 X 10°M
8.1 8 X 10°M
14 1 X 10-14Mm
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Table 1.6. pH Values of Some Human Fluids

Fluid pH
Pancreatic juice 7.8-8.0
Blood plasma 7.4
Interstitial fluid 7.4
Cytoplasm, liver cell 6.9
Saliva 6.4-7.0
Cytoplasm, muscle cell 6.1
Urine 5.0-8.0
Gastric juice 1.5-3.0

increase in pH, alkalosis, can be tolerated, but larger
changes are deleterious. A drop in the pH of blood below
6.8 or a rise above 7.8 is usually lethal. Thus, human life
can function normally only within a blood pH range of
about one pH unit (7.3 = 0.5).

1.3.4B. Brensted Acids and Bases. Many
of the acids and bases of importance in biochemistry are
weak acids and bases. These include amino acids that
serve as building blocks of proteins, purines and pyrimi-
dines that constitute structural components of nucleic
acids, and numerous metabolites. Like water, such weak
acids and bases dissociate only slightly into ions in solu-
tion. When a weak monoprotic acid (“containing one dis-
sociable proton”) dissociates into ions

HA=2 H*+ A~

HA constitutes a Brgnsted acid or proton donor, and A~ a
Brgnsted base or proton acceptor. Together, HA and A~
represent a conjugate acid-base pair. Whenever a com-
pound acts as a Brgnsted acid (the protonated form), it
must form a Brgnsted base (the deprotonated form), and
vice versa. For the above reaction:

HA = Brgnsted acid; proton donor; conjugate acid

A~ = Brgnsted base; proton acceptor; conjugate base

We must stress two points regarding Brgnsted acids
and bases in biochemical systems. First, note that a com-
pound may act as an acid in one reaction and as a base in
another, in which case it is amphoteric. As an illustration,
consider the ionization of phosphoric acid, a triprotic acid
(“containing three dissociable protons”):

H,PO, (acid) @ H,PO; (base) + H*  (1.4)
pK;1 =212

H,PO; (acid) 2 HPO2 (base) + H*  (L.5)
pK;, =7.21
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HPO2~ (acid) 2 PO3~ (base) + H*
pK! =124
3

(1.6)

In reaction (1.4), H,PO," functions as a base, while
in reaction (1.5) the same ion functions as an acid. Like-
wise, HPO}‘ acts as a base inreaction (1.5), but as an acid
in reaction (1.6).

The second point deals with an important conven-
tion: In biochemistry, we consider all dissociations in-
volving protons in terms of a loss of protons. Thus, all dis-
sociation constants used in biochemistry represent acid
dissociation constants (K’) and the corresponding pK’
values represent acid pK’ values, or pK (pK, = —log
K). This means that not only weak acids, like the phos-
phoric acid forms shown above, dissociate to yield pro-
tons, but weak bases are likewise considered to be in their
protonated forms and to dissociate to yield protons:

Glycine: R-NH;" @ R-NH, + H*
pK, = 9.60

Ammonia: NH; & NH, + H*
pK, = 9.25

1.3.4C. Henderson-Hasselbalch Equa-
tion. An important relationship exists between the acid
dissociation constant of a weak acid and the pH of a solu-
tion containing both that acid and its conjugate base. This
relationship is described by the Henderson-Hasselbalch
equation. The equation has wide application in biochem-
ical research, particularly when we need to control pH for
optimum reaction conditions.

We can readily derive the Henderson—Hasselbalch
equation from the dissociation reaction of a weak acid
HA=2H*+A™):

o AT

«= AT (1.7

By taking logarithms and rearranging, we obtain

[A7]
[ -+
logK’ = log [H™] + log [HA]
or
[A7]
—_ *] = — !
log[H*] logK’, + log [HA]

Since pK, = —log K (analogous to pH = —log
[H*]), we replace the logarithmic terms with pH and pK
to obtain the Henderson—Hasselbalch equation:

[A7]

pH = pK, + log ——

AT (1.8)
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Because we consider both weak acids and weak bases
to behave as Brgnsted acids with regard to proton dissoci-
ation, the HA of the Henderson—Hasselbalch equation de-
notes any Brgnsted acid: an undissociated weak acid or a
protonated weak base. Likewise, A~ denotes any Bronsted
base: a dissociated weak acid or an unprotonated weak
base. It follows that the symbols HA and A~ do not neces-
sarily indicate the correct charges of the Brgnsted base and
acid. Some examples of [A™]/[HA] illustrate this point:

[CH,COO~ /[CH,COOH]
[HPO2~}/[H,PO; ]
[NH,J/[NH;]

Based on the above, we can write the Henderson—
Hasselbalch equation in its most general form as

[proton acceptor or Brgnsted base]

H = pK’ +1
P PRa T 08 [proton donor or Brgnsted acid]

(1.9)

To practice using the Henderson—Hasselbalch equa-
tion, refer to the examples in Appendix A. In one exam-
ple, we calculate the percent of a compound present in its
HA and A~ forms at certain pH values. This calculation
leads to an important general conclusion: At a pH that is
one pH unit above the pK of a Bronsted acid, 91% of the
compound will be present in the dissociated form (A™). If
the pH is two units above the pK, 99% of the compound
will be present in its A~ form. Conversely, if the pH is one
(or two) units below the pK of a Brgnsted acid, 91% (or
99%) of the compound will be present in the undissociat-
ed form (HA). Note that these percentages are determined
by the difference between pH and pK/, not by their ab-
solute values. You must keep these results in mind when
considering charges of biomolecules at various pH values.
When the pH differs from the pK by two units or more,
you can assume that, for all practical purposes, the com-
pound exists entirely in either one form or the other.

1.3.5. pk:
el

1.3.5A. The Meaning of pK_. In the previ-
ous section we saw that pK/ = —log K. This constitutes
a mathematical definition. By referring to the Hender-
son—Hasselbalch equation we can also provide a concep-
tual definition of pK . Note that, when [A™] = [HA], the
logarithmic term becomes log 1, which is equal to zero so
that pH = pK. Thus, pK_ represents a pH value. Specif-
ically, pK, is the pH of a solution that contains equal con-
centrations of the dissociated and undissociated forms of
a conjugate acid—base pair.
We can illustrate the conceptual definition of pK, with
ahypothetical solution of lactic acid (HA = CH,—CHOH—
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COOH; A~ = CH,—CHOH—CO0O0"), which has a pK{; of
3.86. If we dissolve, for example, 4 X 10%° molecules of
undissociated lactic acid (HA, the protonated form) and 4 X
10%° “molecules” of sodium lactate (A~, the deprotonated
form) in 250 ml of water, the pH of the resulting solution
will be exactly 3.86. The number of molecules and the num-
ber of milliliters chosen here are completely arbitrary. As
long as the amounts of lactic acid and sodium lactate are
identical (in terms of moles, millimoles, micromoles, and
the like, not in terms of grams), they can be dissolved in any
volume and the resulting pH will be 3.86.

The condition [HA] = [A™] occurs at the inflection
point of the titration curve of the weak acid HA (Figure
1.7). At that point in the curve, exactly one-half of the to-
tal number of molecules have been titrated and converted
from the HA form to the A~ form. Hence, we can also de-
fine pK as the pH corresponding to the inflection point of
such a titration curve.

1.3.5B. The Effects of Variables on pK_.
At the same molar concentration, a stronger acid dissoci-
ates more and yields greater concentrations of A~ and H*
than a weaker acid. Therefore, the stronger the acid is, the
greater the dissociation constant and the smaller the pK .
Lactic acid, with a pK of 3.86 (K = 1.38 X 107%),is a
stronger acid than acetic acid, which has a pK; of 4.76 (K(:
= 1.76 X 1073). Table 1.7 lists the pK values of some
acids encountered in biological systems.

Several other variables affect pK. Because an equi-
librium constant varies with temperature according to the
van’t Hoff equation, pK must vary likewise. Additional-
ly, pK, decreases as the ionic strength (see Appendix A)

Titration end
[A"] only —

]nf_lep!_ion po_int

«— [HA] = [A

-«— Titration start
[HA] only

0 0.5 1.0
Moles OH ™ added per mole HA titrated

Titration of a weak monoprotic acid, HA, with base: HA +
OH™ & A~ + H,0. The relatively flat portion of the curve, on either side
of the inflection point, constitutes the buffering region (Section 1.3.6).
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Table 1.7. pK_ Values of Some Bronsted Acids

Conjugate acid/conjugate base

Acid (HA) (A7) pK!
Phosphoric acid (1)¢ H,PO, /H,PO; 2.12
Pyruvic acid CH CO—COOH /CH,—C0O—C00 2.50
Malic acid (1)* HOOC CH,—CHOH—COOH / HOOC—CH,—CHOH—COO0"~ 3.40
Formic acid HCOOH / HCOO 3.75
Lactic acid CH,—CHOH—COOH / CH,—CHOH—COO0 3.86
Succinic acid (1)¢ HO(}C—CHZ—CHE—C(J(JH /HOOC—CH,—CH,—C00" 4.21
Acetic acid CH;—COOH /CH,—CO0~ ) 4.76
Malic acid (2)” HOOC—CH,—CHOH—COO0~/~00C—CH,—CHOH—COO" 5.26
Succinic acid (2)” HOOC—CH,—CH,—CO0~/ "OOC—CH,—‘-CH,—COO 5.64
Carbonic acid (1)* H,CO,/ HC@; ) ) ’ 6.37
Phosphoric acid (2)" H,PO,/HPO3~ 7.21
Ammonium ion NH; /NH, 9.25
Carbonic acid (2)° HCO; / CO2~ 10.25
Phosphoric acid (3)° HPO?~ / PO} 12.40
“Refers to dissociation of the first proton.

"Refers to dissociation of the second proton.
“Refers to dissociation of the third proton.

of a solution increases. Lastly, the pK of an ionizable
group is affected by other charges in the molecule. We can
illustrate this by referring once more to the ionization of
phosphoric acid (Egs. 1.4-1.6). The progression in pK
values for dissociation of the first (2.12), second (7.21),
and third (12.4) protons proceeds in the order of decreas-
ing acid strength or increasing pH because of the changes
that occur in the molecule as it ionizes.

The first pK, reflects the strength of base, [OH™], re-
quired to abstract a proton from H,PO,, a neutral mole-
cule that carries no charge. Subsequent protons must be
abstracted from an anion having a charge of —1 (H,PO,")
or —2 (HPO3 ™). Abstracting a proton against the electri-
cal attraction of the molecular anions becomes progres-
sively more difficult and requires increasing base strength
so that pK ' > pK > pK Such pK, relationships hold
for all acids contammg more than one dissociable proton.

1.3.6. Buffers

Proper functioning of biochemical systems generally re-
quires careful control of pH. Both in vivo and in vitro, this
is accomplished by means of buffers. A buffer is a solu-
tion containing a mixture of a Brgnsted acid, HA, and its
conjugate base, A~, that has the capacity of resisting sub-
stantial changes in pH upon addition of small amounts of
acid or base (see Figure 1.7).

1.3.6A. Buffers in Biochemistry. Table 1.8
lists some examples of buffer systems useful in the labo-
ratory. In vivo, buffers that control pH belong primarily to
three classes: proteins, phosphoric acid systems, and the
carbonic acid system. Proteins constitute very effective

buffers, on a molar basis, because each molecule contains
a large number of weakly acidic and weakly basic func-
tional groups. The phosphate buffer of greatest impor-
tance in biological systems is the H,PO,/HPOZ-
acid-base pair because its pK ' (7.21) is close to physio-
logical pH (7.00). Contributions from the other two phos-
phate systems, H,PO,/H,PO,” and HPO2~/PO;~, can
usually be neglected because their pK values differ from
pK by five units. The carbonic acid/bicarbonate sys-
tem (pK ' = 6.37) also constitutes an effective buffer un-
der physwloglcal conditions. Its pK is based both on the
ionization of H,CO, to HCO; and on the equilibrium be-
tween H,CO, and dlssolved CO

H,CO, 2 CO, + H,0

Laboratory buffers may consist of inorganic com-
pounds (e.g., NaH,PO,/Na,HPO,) or organic compounds
(e.g., citric acid/sodium citrate). Certain buffers, called
biological buffers or Good’s buffers (e.g., TRIS, HEPES,
and PIPES), are especially useful for biological systems
because they:

have a pK in the range of 6-8,

are nontoxic and noninhibitory,

are enzymatically and hydrolytically stable,
have good solubility in water, and

have a pK, that varies little with temperature.

You can prepare a buffer in one of two ways. You may
weigh out specific amounts of the conjugate acid and base
forms and dissolve them in a given volume of water. Alter-
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Table 1.8. Some Useful Biochemical Buffer Systems

Buffer system

HA/A™ pK!
Cacodylate 6.27
(CH,),AsO,H/(CH,),AsO;
PIPES 6.8
|piperazine-N,N'-bis(2-ethanesulfonic acid))
7S 'R
"O,SCH,CH,— N N —CH1CH,SOZ/_035CH,CH,—§1 N—CH,CH,SO0,
- - C \ / - T b - - \ -0
e —/
Phosphate 7.21
H,PO, /HPO;~
HEPES 7.6
(NV-2-hydroxyethylpiperazine-N'-2-ethanesulfonic acid)
-"_ - ;"_‘-.
HOCH,CH,— " N —CH,CH,SO, /HOCHECHJ—N N—CH,CH,S0,
H —/ N/
TRIS 8.3

[tris(hydroxymethyl)aminomethane|
(HOCH,),CNH, */(HOCH,),CNH,

natively, you can begin with one buffer component and con-
vert some of it to the conjugate form by adding either strong
acid or base. The two methods are illustrated in Appendix A.

1.3.6B. Mechanism of Action. Controlling
pH with a buffer involves an interconversion of the two
buffer components, the Brgnsted acid and its conjugate
base. Adding acid (H*) to a buffer converts some of the
A~ to the HA form; adding base (OH ™) converts some of
the HA to the A~ form. As a result, adding either H* or
OH™ changes the [A™]/[HA] ratio. Because that ratio ap-
pears as a logarithmic function in the Henderson-Hassel-
balch equation, the change in pH is relatively minor.

The interconversion of buffer components can be
illustrated by the phosphate buffer system, H,PO, /
HPOZ~, for which:

H,PO, 2 HPO2~ + H*

Adding protons drives this reaction from right to left.
Added protons combine with HPO?~, thereby converting
some HPO? ™ to H,PO,; the equilibrium shifts from right
to left according to Le Chatelier’s principle. Adding hy-
droxide ions removes protons from the reaction as they
combine with the added OH™ to form water. Consequent-
ly, some H,PO," dissociates to form HPO? ~, and the equi-
librium shifts from left to right.

We can characterize a buffer by its working range
and by its capacity. The working range is determined by
the buffer’s pK; it falls within =1 pH unit from pK so

that a buffer functions within the range of [A™]/[HA] =
10 to [A"}/[HA] = 0.1 (Figure 1.8). Beyond that range,
not enough of both buffer forms is present to allow the
buffer to function effectively when either acid or base is
added. The system can, however, still accommodate addi-
tion of acid or base, as the case might be.

Buffer's
working range
(PKa 1)
H,PO,” =HA /-\._A_.——-\ HPO,Z ™=
100
=
e
k=
2
8
£ 50
(=]
L&
£
=1
m
0
5.21 6.21 7.21 a.21 9.21

(A7) pPH

E— # + + + +

[HA] 0.01 0.1 1.0 10 100

Figure 1.8. Changes in the relative amounts of the two components of

a phosphate buffer as a function of pH.
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The capacity of a buffer is determined by the con-
centrations of its two components. The greater is the con-
centration of buffer components, the greater the buffer ca-
pacity. Note that buffer concentration always refers to the
total, combined concentration of both buffer components.
Thus, in a 0.5M phosphate buffer, made from H,PO," and
HPOf_, the sum of the concentrations of H2PO4' and
HPO2~ is 0.5 mole per liter. A buffer has maximum ca-
pacity for addition of either H* or OH™ when buffer pH
equals buffer pK since at that point [A~] = [HA].

1.4. NONCOVALENT INTERACTIONS

We have already noted the role of one noncovalent inter-
action—the hydrogen bond—in determining the proper-
ties of water. In addition, H-bonds, as well as other types
of noncovalent interactions, serve to stabilize proteins and
nucleic acids and participate in various binding reactions.

1.4.1. Hydrogen Bonds

'We define a hydrogen bond as the attractive interaction be-
tween a covalently linked hydrogen atom and a neighbor-
ing electronegative atom. The atom to which the hydrogen
is linked covalently is the hydrogen bond donor; the elec-
tronegative atom to which the hydrogen becomes attracted
is the hydrogen bond acceptor. Hydrogen bonds can form
between groups within the same molecule, resulting in in-
tramolecular H-bonds. Alternatively, groups in different
molecules may interact, forming intermolecular H-bonds.

A hydrogen bond results from the interaction be-
tween two permanent dipoles, with the hydrogen being the
positive end of one of these dipoles, as in the following:

- + -/ a+
8 —H 8 .......... 8O_C 8
! A
Hydrogen bond donor Hydrogen bond acceptor

In biological systems, the electronegative atoms
serving as donors and acceptors are usually those of oxy-
gen and nitrogen, and the distance between them varies
from 0.26 to 0.31 nm. Typical donor and acceptor groups
include the following:

\
H-bond donors: —OH, —COOH, —NH,, g\IH

\ \ A\
H-bond acceptors: /C=O, /O, }\I, —/P=O

Hydrogen bonds are weaker and have smaller bond en-
ergies (the standard enthalpy change for breaking a bond)

I « FOUNDATION OF BIOCHEMISTRY
than covalent bonds (Table 1.9). In fact, all noncovalent in-
teractions are weaker than typical covalent bonds; because
of this, we frequently refer to them as “weak interactions.”

Strengths of hydrogen bonds depend on the elec-
tronegativities of the bonded atoms and on their relative
alignment. The bond has greatest strength if the two in-
teracting dipoles are both coplanar and coaxial, and it has
least strength if the dipoles are neither coplanar nor co-
axial (Figure 1.9). Even though each individual bond is
weak, numerous H-bonds taken together represent a sig-
nificant bonding strength. The multiple hydrogen bonds
that occur in proteins and nucleic acids play a major role
in stabilizing these biopolymers.

1.4.2. Hydrophobic Interactions

We refer to the attractive forces between nonpolar groups,
which lead to their association in an aqueous environ-
ment, as hydrophobic interactions. The nonpolar groups
can be intact molecules or parts of molecules.
Introducing nonpolar groups into water restricts the

Table 1.9. Some Typical Values of Bond Energies

Bond energy”

Bond type (AH*®; kJ/mol)
Covalent bonds
S—S 213.4
C—N 292.9
S—H 3389
c—C 368.2
N—H 393.3
C—H 414.2
H—H 435.1
O—H 460.2
C=N 615.0
C=C 682.0
C=0 711.3
N=N 945.6
Noncovalent interactions
Hydrogen bonds 10-40
Hydrophobic interactions —10to —30
Ionic interactions

Ion-ion 40-400

Ton—permanent dipole 3-10

Ion-induced dipole 0.4-3
Van der Waals interactions

Permanent dipole—permanent dipole 0.5-3

Permanent dipole—induced dipole 0.4-3

Induced dipole-induced dipole 0.1-10

“The preferred units of energy are the joule (J) or kilojoule (kJ) rather than the
calorie (cal) or kilocalorie (kcal). A joule, the SI unit of energy, is the product of
force (kg-m/s?) and distance (m). Thus, 1J = 1 kg-m?/s. One kilojoule is equal
to 1000 joules. A calorie, or small calorie, is the amount of heat required to raise
the temperature of one gram of water by one degree Celsius (from 14.5 to 15.5°C).
The calorie used in nutrition is the large calorie (Cal; kcal), equal to 1000 small
calories. The conversion between calories and joules is 1 cal = 4.184 J.
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Stronger Intermediate Weaker
\ /[N
—®o=d [/ @,
\
coplanar coplanar not coplanar
coaxial not coaxial not coaxial

Figure 1.9

water molecules in their movement and in their capacity
to form hydrogen bonds with each other. When these non-
polar groups associate, water molecules can move about
more freely and can form hydrogen bonds more exten-
sively. Because aggregation of the nonpolar groups results
in a more random water structure, water’s entropy (a mea-
sure of randomness) increases. The increase in entropy
constitutes the basic driving force of hydrophobic inter-
actions. In a sense, the term hydrophobic (from the Greek,
meaning “fear of water”) is a misnomer. It implies that the
dissolved substance “dislikes” water, whereas in reality it
is the water that dislikes the dissolved substance.

We can illustrate the principles of hydrophobic inter-
actions by some data (Table 1.10) on the transfer of small
nonpolar hydrocarbons from the polar environment of wa-
ter to the nonpolar environment of an organic solvent. Such
transfers are analogous to forming hydrophobic interactions
in which nonpolar groups must also leave their polar aque-
ous environment to interact with other like groups in a non-
polar environment composed of the associated groups.

On the basis of these data, we can characterize hy-
drophobic interactions by an increase in entropy and a de-
crease in free energy. Consequently, forming hydrophobic
interactions is thermodynamically favored. The interac-
tions represent unusual bonding because they stabilize as
the temperature increases (AH® is positive); the equilibri-

The strength of hydrogen bonds.

um constant for forming the interactions increases with
temperature over the range of about 0-60°C.

To illustrate the role of hydrophobic interactions in
biochemical systems, let us consider the formation of a
soap micelle. Soap molecules are salts of long-chain car-
boxylic acids. As an example, the sodium salt of stearic
acid, sodium stearate, has the structure

CH,—(CH,),,—COO~Na*

which can be represented as consisting of two parts:

® .

Hydrocarbon Ton
Organic Inorganic
Nonpolar Polar

Water-insoluble ~ Water-soluble

The long hydrocarbon chain has nonpolar character,
typical of organic compounds. If it existed by itself, it
would be water-insoluble. By contrast, the carboxyl group
with its associated sodium ion has ionic character, typical
of inorganic compounds. If this polar group existed by it-
self, it would be water-soluble. We call such molecules,
composed of two distinctly different regions, one polar or

Table 1.10. Thermodynamic Parameters for the Transfer of Hydrocarbons
from Polar to Nonpolar Solvents at 25°C¢

AH® AS° AG®
Process (kJ /mol™") (Jdeg "mol™") (kJ /mol™")
CH, (in H,0) — CH, (in benzene) +11.7 +75.3 —10.9
CH, (in H,0) = CH, (in CCl,) +10.5 +75.3 —12.1
C,H, (in H,0) — C,H, (in benzene) + 9.2 +83.7 —-159
C,H, (in H,0) = C,H (in CCI,) + T:l +753 —15:5

“Changes in free energy (AG®), enthalpy (AH®), and entropy (AS°) are related as follows: AG® = AH® — TAS®, where T is

the absolute temperature.
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hydrophilic, the other nonpolar or hydrophobic, amphi-
pathic molecules.

When we dissolve soap molecules in water at a con-
centration above a critical micelle concentration, they
spontaneously form spherical aggregates called micelles
(Figure 1.10). In each micelle, the nonpolar hydrocarbon
chains are arranged in radial fashion on the inside of a
sphere and are held together by hydrophobic interactions.
The carboxyl groups with their associated sodium ions
constitute the surface of this sphere. By forming a micelle,
nonpolar hydrocarbon chains move from the polar envi-
ronment of water to a nonpolar environment, composed of
other hydrocarbon chains.

Note that each micelle becomes coated with a negative
charge and is thus repelled by, and kept separate from, oth-
er micelles. Because of their surface charge, micelles can be
hydrated and “solubilized” by water like ordinary salt ions.

As we shall see later, the principle of the soap micelle
also applies to the structure of globular proteins and bio-
logical membranes. In the case of globular proteins, non-
polar amino acids tend to be clustered inside the molecule
while polar amino acids are spread over its surface. In the
case of biological membranes, their basic structure is a
lipid bilayer, a double layer of amphipathic lipids. The
lipids have their nonpolar parts in the interior of the bi-
layer and their polar parts on its two surfaces.
lonic Interactions

143,

The electrostatic forces between charged entities, at least
one of which is an ion, are called ionic interactions. Three
types of ionic interactions occur: ion—ion, ion—permanent
dipole, and ion-induced dipole.

The energy of interaction between charged entities
decreases rapidly with increasing distance (r) between
them. It varies with 1/r, 1/r2, and 1/r* for the ion-ion,
ion—permanent dipole, and ion—induced dipole interac-
tion, respectively. The first two types of interactions may
be both attractive, formed between oppositely charged en-

Hydrocarbon
hain
/ <+ Carboxyl

Group

//

Structure of a soap micelle in water. Sodium ions or oth-
er cations (not shown) surround the micelle, so that the solution is elec-
trically neutral.
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tities, or repulsive, formed between charged entities of the
same sign. Ion—induced dipole interactions are strictly at-
tractive in nature.

Ion—ion interactions constitute the strongest of the
three types of ionic interactions (Table 1.9). We call the
attractive force of such an interaction an electrostatic
bond and describe it by Coulomb’s law:

919>

D2 (1.10)
where F is the force of attraction or repulsion between two
ions, ¢, and g, are the charges of the two ions, D is the di-
electric constant of the medium, and r is the distance be-
tween the two ions.

Note that the force of interaction varies with 1/72
whereas the energy of interaction, as noted above, varies
with 1/r. Electrostatic bonds occur in proteins between
positively and negatively charged functional groups in the
side chains of neighboring amino acids. For example, a
bond could form between the 3-carboxyl group of aspar-
tic acid and the e-amino group of lysine:

—COZ_ e e e .+H3N____

We can use Coulomb’s law to get a rough idea of the in-
teraction between charged groups in a protein, provided
that these groups are far enough removed from other
charged groups that the effect of the latter can be ignored.

In an ion—permanent dipole interaction, an ion is at-
tracted to, or repelled by, one of the ends of a permanent
dipole. Examples of such dipoles in biochemical systems
are the potential donors and acceptors of hydrogen bonds:

dF ¥~
—COO™ - ---H—N:—
Ion Permanent dipole

(H-bond donor)

Hydration of salt ions, like Na* and C1~, by water mole-
cules is another example of ion—permanent dipole inter-
actions.

An ion—-induced dipole interaction represents the at-
tractive force between an ion and an induced dipole. In or-
der to see how this type of interaction can occur, imagine
a positive ion and a nonpolar molecule moving toward
each other (Figure 1.11). As the cation approaches the
molecule, some of the electrons in the molecule shift to-
ward the side closest to the ion, producing a slight polar-
ity in the molecule. When the cation is next to the mole-
cule, it induces a definite polarity so that the molecule
becomes an induced dipole. The attractive force that now



1 - FRAMEWORKS OF BIOCHEMISTRY

ion

21

O—  o— o— o
-O-0-0 -0

nonpolar
molecule

slight
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igure 1,11

exists between the ion and the induced dipole also pro-
duces a slight polarization (a dipole) in the cation. As the
ion passes the molecule, the molecule loses its polariza-
tion and returns to its nonpolar state.

1.4.4. Van der Waals Interactions

The electrostatic forces of attraction between two dipoles
are called van der Waals interactions. Because dipoles
may be either permanent or induced, three types of inter-
actions occur:

I. Permanent dipole—permanent dipole: Orienta-
tion effect

2. Permanent dipole—induced dipole: Induction ef-
fect

3. Induced dipole-induced dipole: London disper-
sion forces

strong
polarity

nonpolar
molecule

Ion-induced dipole interaction (left to right). Induced polarization in the ion has been neglected for simplicity.

Van der Waals interactions represent short-range
forces. The energy of interaction drops off rapidly with in-
creasing distance (7) between the dipoles; it varies with
1/r®. Although van der Waals interactions are weak, their
contribution can add up to a considerable force as the
number of interactions between molecules increases. The
interaction between two permanent dipoles resembles that
between two ions. A permanent dipole—induced dipole in-
teraction is analogous to the ion—induced dipole interac-
tion described above.

Other types of induced dipoles occur because, at any
given moment, the distribution of electrons around an
atom is not perfectly symmetrical. The atom functions as
a small instantaneous dipole that can induce a small in-
stantaneous dipole in a neighboring atom. The interaction
between these two transient dipoles constitutes a van der
Waals induced dipole—induced dipole interaction.

SUMMARY

Scientists believe that life evolved over a long period of both chemical and
biological evolution, the former amounting to about one billion years fol-
lowed by about four billion years of the latter. Chemical evolution con-
sisted of three stages: synthesis of low-molecular-weight compounds; their
polymerization to yield macromolecules; and self-assembly of macro-
molecules to produce forerunners of modern cells.

Living cells are classified on the basis of the form of carbon they re-
quire, the type of energy source they use, and their overall structure. Eu-
karyotes differ from prokaryotes in having DNA located in a membrane-
bound nucleus and in possessing cytoplasmic organelles.

Water molecules form dipoles that are held together by hydrogen
bonds. This structure is responsible for the polarity of water, its large spe-
cific heat, and large heat of vaporization, all properties that make water
an ideal solvent for living systems. Water ionizes to a slight extent, yield-
ing protons (H*) and hydroxide (OH™) ions.

Proton concentration is expressed as pH = —log [H*] and is equal to
7.0 in pure water. Acidic solutions have pH values below 7.0, and basic
solutions have pH values above 7.0.

In biochemistry, we use the Bransted definition of acids and bases.
An acid (HA) is a proton donor, and a base (A™) is a proton acceptor. The
two form a conjugate acid-base pair. We consider proton equilibria of
both weak acids and weak bases in terms of loss of protons. The pK of an



22

I . FOUNDATION OF BIOCHEMISTRY

acid-base pair is the pH of a solution containing equal concentrations of
the HA and A~ forms. Calculations for such systems involve the Hender-
son—-Hasselbalch equation.

Proper functioning of living systems requires careful control of pH by
means of buffers—conjugate acid-base systems that minimize changes in
pH upon addition of acid or base. A buffer functions by interconver-
sion of its two components. Important buffers in biochemistry include pro-
teins, the H,PO,/HPOZ~ pair, and the H,CO,/HCO; system. A buffer
functions effectively within one pH unit of its pK), (pbH = pK_ + 1).

Four types of noncovalent interactions occur in biochemical systems.
A hydrogen bond forms when a covalently linked hydrogen becomes at-
tracted to another electronegative atom. Hydrophobic interactions com-
prise the attractive forces that cause nonpolar molecules or groups to as-
sociate together in an agueous environment. lonic interactions consist of
attractive and repulsive forces between ions or between an ion and a per-
manent or induced dipole. Van der Waals interactions consist of attractive
forces produced by different combinations of permanent and induced
dipoles. Noncovalent interactions serve to stabilize the structure of pro-
teins and nucleic acids and participate in binding reactions. We refer to
these interactions as “weak interactions” because their strength is consid-
erably less than that of common covalent bonds.

SELECTED READINGS

Alberts, B., et al., Molecular Biology of the Cell, 3rd ed., Garland Pub-
lishing, New York (1994).

Calvin, M., Chemical Evolution, Oxford University Press, New York
(1969).

Cassé, M., Lehoucq, R., and Vangioni-Flam, E., Production and evolu-
tion of light elements in active star-forming regions, Nature (Lon-
don) 373:318-319 (1995).

de Duve, C., The birth of complex cells, Sci. Am. 274:50-57 (1996).

Fenchel, T., and Finlay, B. J., The evolution of life without oxygen, Am.
Sci. 82:22-29 (1994).

Ferris, J. P, Hill, A. R., Jr,, Liu, R., and Orgel, L. E., Synthesis of long
prebiotic polymers on mineral surfaces, Nature (London) 381:
59-61 (1996).

Gould, S. J., The evolution of life on the earth, Sci. Am. 271:84-91
(1994).

Herrmann, B., and Hummel, S. (eds.), Ancient DNA, Springer-Verlag,
New York (1994).

Kleinsmith, L. J., and Kish, V. M., Principles of Cell and Molecular Bi-
ology, HarperCollins, New York (1995).

Lohse, P. A., and Szostak, J. W., Ribozyme-catalyzed amino acid trans-
fer reactions, Nature (London) 381:442-444 (1996).

McMillan, G. K., pH Measurement and Control, 2nd ed., Instrument
Society of America, Research Triangle Park, North Carolina
(1994).

Orgel, L. E., The origin of life on the earth, Sci. Am. 271:76-83 (1994).

Robertson, M. P, and Miller, S. L., An efficient prebiotic synthesis of
cytosine and uracil, Nature (London) 375:772-774 (1995).

Roger, J., Angel, P, and Woolf, N. J., Searching for life on other plan-
ets, Sci. Am. 274:60-66 (1996).

Stenesh, J., Core Topics in Biochemistry, Cogno Press, Kalamazoo,
Michigan (1993).

Tanford, C. The Hydrophobic Effect: Formation of Micelles and Bio-
logical Membranes, 2nd ed., Wiley-Interscience, New York (1980).

Woese, C. R., Archaebacteria, Sci. Am. 244:98-122 (1981).

REVIEW QUESTIONS

A. Define each of the following terms:

Hydrophobic interactions pH

Micelle Protocell
Proteinoid Chemotroph
H-bond donor Dipole
Electronegativity Buffer

Amphoteric
Conjugate acid-base pair

lon product of water
Plasma (cell) membrane

B. Differentiate between the two terms in each of the fol-

lowing pairs:

Cytoplasm/cytosol Ampbhoteric/amphi-
Autotroph/heterotroph pathic

Bransted acid/Bronsted base Lysosome/liposome
Aerobe/anaerobe Phototroph/chemo-
Nucleus/nucleolus troph
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FRAMEWORKS OF BIOCHEMISTRY

(1) Why is the term evolution applied to the chemical
reactions believed to have occurred during the first bil-
lion years after formation of the Earth? What are the
three stages into which we commonly divide chemical
evolution?

(2) How can cells be classified? What are the major differ-
ences between prokaryotes and eukaryotes? How do plant
cells differ from animal cells? What are archaebacteria?
(3) What are some of the biochemical implications of
the molecular structure of water?
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(4) Why are pK_ values of triprotic acids related as fol-
lows: pKa’1 <pkK, < pKa;?

(5) Write the profon dissociation reactions, as custom-
ary in biochemistry, for propionic acid (CH,CH,
COOH) and methylamine (CH,NH,). Identify the
Bransted acids and bases.

(6) List the major types of noncovalent interactions and
explain how they arise.

PROBLEMS

Why are soap micelles and NaCl soluble in water?
A researcher is attempting to prepare “inverted” mi-
celles of soap molecules by dispersing them in ben-
zene together with a small amount of water. Could
inverted micelles be formed under these conditions,
and, if so, what would their structure be?

Consider two interacting charged structures, sepa-
rated by a distance r. By what factor will their ener-
gy of interaction decrease when ris increased to 2r
if the interactions are of the type: (a) ion—ion; (b)
ion-permanent dipole; (c) ion-induced dipole; (d)
van der Waals?

What is the free energy change (AG®) accompanying
the transfer of 32.0 g of methane (CH,; MW = 16.0)
from water to benzene?

The compounds urea (NH,—CO—NH,), sodium
dodecyl sulfate [SDS, a detergent; CH,—(CH,),,
—OS80; Na*], and NaCl can be used to disrupt non-
covalent interactions. Which of these compounds
do you expect to disrupt electrostatic bonds, hydro-
gen bonds, and hydrophobic interactions, respec-
tively? What is the mechanism of action for each
compound?

The three atoms comprising carbon dioxide are
colinear (O=C=0). Is there a charge separation
along each C=0 axis? Does the molecule, as a
whole, constitute a dipole?

Which of the following functional groups are polar
and which are capable of hydrogen bonding?

—CH,—OH
Sulfide Phenyl Hydroxymethy!
(thioether)
—SO,H —CH, —CONH,
Sulfonic Methyl Amide
acid

Use the data in Table 1.1 to calculate the mass, in
grams, of water, protein, DNA, RNA, and polysac-

1.10.*

charide in a cell of E. coli. Assume that the cell con-
tains two single strands of DNA, and use 1.0 X 106
for the molecular weight of RNA and 2.0 X 10° for
the number of protein molecules. Recall that one
mole contains Avogadro’s number (6.02 X 1023) of
molecules.

How do you explain the fact that ammonia (NH,)
and ethanol (CH,CH,OH) are very soluble in water?
How would you prepare 2.00 liter of a 0.250M ace-
tate buffer at pH 4.50 from concentrated acetic acid
(CH,COOH; 17.4M) and 1.00M NaOH? (pK! of
acetic acid = 4.76)

In the acidification of urine, plasma at pH 7.40 en-
ters the kidney; a urine at pH 5.60 is excreted.
HPOZ~ and H,PO; are present in both plasma
and urine. Calculate the factor by which the ratio
[HPOZ~1/[H,PO, ] changes from what it is in plas-
ma to what it is in urine.

What is the pH of pure water at 37°C, given that the
ion product of water (K ) at that temperature has a
value of 2.4 X 107142

An enzyme is assayed at pH 6.8. During the assay,
hydroxide ions are released. Which of the following
would you choose to prepare a buffer for the enzyme
assay? Why?

CH,COOH/CH,CO0™  pK’ = 4.76
H,PO, /HPO2~ pK’ =7.21
HCO;/CO2~ pk’ =10.25

" How would you prepare 250 ml of a 0.100M phos-
phate buffer at pH 7.00 from solid KH,PO, (MW =
136) and K,HPO, (MW = 174)?

" Calculate: (a) the ionic strength of the buffer pre-
pared in the previous problem (ignore contributions
of H* and OH~ from water); (b) the number of mil-
liliters of 1.00M HCl that can be added to the buffer
in Problem 1.14 before its capacity for addition of
acid becomes exhausted.

* A buffer is prepared by mixing 20.0 mmol of solid
sodium acetate (CH,COO~Na*), 16.0 ml of 1.00M
HCl, and 750 ml of water. After preparation of the
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buffer, 3.00 ml of 2.00M NaOH is added. What is
the final pH? (pK, of acetic acid = 4.76)

By what factor does the hydrogen-ion concentration
change when the pH is changed from 4 to 8?

Why does the pH scale ordinarily run from 0 to 142
Is it possible for the scale to extend beyond 0 and
142 If so, how?

Part of adenosine triphosphate (ATP), a key com-
pound in energy metabolism, consists of three phos-
phate groups linked as shown below. Assume that
the ionization of each phosphate group is not af-
fected by the state of ionization of the other two
groups. On that basis, indicate whether you would
expect the first proton dissociating from each phos-
phate group to have a pK ; approximately equal to
pKa’( pKa’Z, or pKa’3 of H,PO,,. Explain your answer.

T
HO_FI’_O_F{_O_P_O— [adenosine]
OH OH OH

I - FOUNDATION OF BIOCHEMISTRY

" What is the pK, of a monoprotic acid (HA) if, at pH

6.00, 20.0% of the acid is in the ionized form (A™)?

* What is the molarity of a monoprotic acid (HA) if a

15.0-ml sample, when titrated to the inflection point,
requires precisely 15.0 ml of 0.100M KOH?

Refer to Table 1.7 to decide which is the stronger
acid in each of the following pairs: pyruvic/lactic;
acetic/formic; succinic (2)/phosphoric (3).

Explain why it is possible to prepare a number of
phosphate buffers that have identical pH values and
buffer components but differ in the concentrations of
these components, such as the following:

0.010M phosphate buffer at pH 7.0
0.20M phosphate buffer at pH 7.0
1.0M phosphate buffer at pH 7.0

What is the range of hydrogen-ion concentrations in
urine?

What is the percent ionization of 0.100M pyruvic
acid at pH 3.00? (see Table 1.7)



Biomolecules

Living organisms contain many different kinds of both small and large mol-
ecules. Some of these, such as proteins, polysaccharides, and nucleic
acids are polymers, composed of hundreds or thousands of low-molec-
ular-weight building blocks. In this part of the book, we examine the struc-
tures and properties of the major types of biomolecules. In so doing, we
must discuss them not only in light of classical chemical principles, but
also by considering their size, shape, and charge—properties integral to
their function in living systems.



Amino Acids
and Peptides

Amino acids are low-molecular-weight biomolecules that serve as build-
ing blocks of peptides and proteins. In forming these larger compounds,
amino acids become linked covalently, producing chains of varying
lengths. We call short chains, consisting of two or more amino acids, pep-
tides. Long chains, often containing hundreds of amino acids, are polypep-
tides or proteins. Each chain has a unique sequence of amino acids.

Twenty amino acids occur commonly as structural components of
proteins. Of these, glycine was the first and threonine the last to be iden-
tified. H. Braconnot isolated glycine from a gelatin hydrolysate in 1820,
and W. C. Rose isolated threonine from a fibrin hydrolysate in 1935. In
addition to the amino acids found in proteins, other amino acids function
as intermediates in the reactions of metabolism.

Amino acids were among the first products identified in experiments
on the origin of life. S. L. Miller performed a classic experiment in 1953.
He subjected a gaseous mixture of NH,, H,O, CH,,, and H,—components
then believed to have constituted the primordial atmosphere—to an elec-
tric discharge. After an extended period, significant quantities of organic
compounds formed in the reaction mixture, including several amino acids.
Similar experiments have since been performed using an atmosphere of dif-
ferent composition in line with current thinking, discussed in Section 1.1.

2.1. AMINO ACID STRUCTURE

As the name implies, amino acids are bifunctional com-
pounds, being both acids and amines. All but one of the
amino acids found in proteins have the structure

COO0~ b

Loy a-carbon

H,N —C— H
[
R
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in which a hydrogen, a carboxyl group, and an amino
group are all attached to the same o-carbon atom. The re-
maining part of the molecule, the R group, constitutes the
amino acid side chain. Under physiological conditions
(pH 7.0), both the a-carboxyl and the a-amino groups
are ionized as shown above. By reference to glyceralde-
hyde, the above structure is that of an L-amino acid (see
Appendix B). One amino acid, proline, has a different,
cyclic structure:
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Monpolar R groups
({hydrophobic)
CcoO0™ COO™ CoOo™ COO~
+ | + I + I + |
HSN_?——H H3N—E:—H HSN—{IJ—H HaN—{;:—H
1 1 T 1
CH CH CH H— C—CH
’ G CH | t ’
3 3 CH CH,
S |
HaC CH3 CHS
Alanine Valine Leucine Isoleucine
CoO0~ Coo~ COo0~ CoOo~
| - M + | + | + l
HaN — C— H| |H4qN — C— H||H;N — C—H
+ 3 1 3 ! 3 1
H2N CH2 T T T
| CH, CH, CH,
H,C—— CH, 1 I
CH, C=CH
[ I
s - NH
|
CH,
Proline Methionine Phenylalanine Tryptophan
Polar but uncharged R groups
(neutral R groups)
Co0~ COC™ CO0~ CO0~ COoO~ COC~ Co0~
e | e | g : | i + | £ |
HSN—{I:—H HSN—CI:—H HSN—(I:—H HSN—(':—H HSN—{:‘,—H H3N—(|:—H H3N_{::_H
T I T ] 1 T T
H CH,0H H—(IJ —OH (|3H2 CH, THE C|:H2
CHj SH c CH
T 7
HN O |
C
<
o1 HN O
Glycine Serine Threonine Cysteine Tyrosine Asparagine Glutamine
Negatively charged R groups Positively charged R groups
(acidic R groups) (basic R groups)
COOo~ CoOo- COO- ool co0~
+ | + 1 + | + | + 1I
H3N—(|3‘—H HGN—(E—H HSN_(,:_H HSN_(I:_H HSN_(IZ"—H
I T | ' T
T P T T I
Coo~ (I.‘.H2 CltH2 (IJH2 Cc— I\{H
- CH
Co0 (|3H2 CLJH2 /
C—N*
{'IH2 NH H H
Aspartic Glutamic | |
acid acid NH C=NH}
3 | 2
NH2
Lysine Arginine Histidine
Figure 2.1, Structures of the 20 amino acids found in proteins. At pH 7.0, amino acids exist in the ionized forms shown. Portions outside the boxes

represent the side chains or R groups.
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COO~
| H
C «— a-carbon

VAN

H,N  CH,
| 1
CH,— CH,
2.1.1. Side-Chain Functional Groups

Figure 2.1 gives the structures of the amino acids found in
proteins. Each amino acid is abbreviated by a three-letter
symbol that, in most cases, consists of the first three let-
ters of its name (Table 2.1). Alternatively, we can desig-
nate amino acids by one-letter symbols, which is useful
for depicting amino acid sequences of larger peptides and
proteins. Of the amino acids found in proteins, all but
glycine have one or more chiral carbons and exist as op-
tical isomers. Generally, amino acids of peptides and pro-
teins have the L-configuration.

All of the amino acids have at least two functional
groups, an a-carboxyl and an a-amino group (—NH;—
for proline). Additionally, many have a third functional
group as part of their side chain. The chemical nature of the
side chain varies greatly. Some amino acids have an
aliphatic side chain; others have one that is aromatic. The
side chains of two amino acids contain sulfur, and other
amino acids have side chains that contain an alcoholic hy-
droxyl, a second acidic carboxyl, or a basic nitrogen-
containing group. Based on their side-chain structure,

Table 2.1. Amino Acid Abbreviations
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amino acids found in proteins include five aliphatic
amino acids (alanine, glycine, isoleucine, leucine, and va-
line), three aromatic amino acids (phenylalanine, trypto-
phan, and tyrosine), two hydroxy amine acids (serine and
threonine), two sulfur amine acids (cysteine and methio-
nine), two acidic amino acids (aspartic acid and glutamic
acid), and three basic amino acids (arginine, histidine, and
lysine). The remaining amino acids comprise proline, a cy-
clic amino acid, and asparagine and glutamine, amide de-
rivatives of aspartic acid and glutamic acid, respectively.

Some of the side-chain functional groups can ionize
(Table 2.2). Recall from Section 1.3 that biochemists con-
sider proton ionizations for both acidic and basic groups
in terms of a loss of protons. The state of ionization of each
functional group depends on its pK| (Table 2.1) and on the
pH. The nonionizable functional groups of the amino
acids are listed in Table 2.3.

2.1.2. Classifying Amino Acids

We divide amino acids into two large groups, polar and
nonpolar amino acids (Figure 2.1). These terms refer
specifically to the nature of the side chain. Overall, all of
the amino acids are polar compounds because each con-
tains at least two ionizable functional groups. We classify
amino acids in this fashion because «-COOH and a-NH,
groups link amino acids together in a peptide or protein,
thereby forming uncharged amide groups (—CO—
NH-). This leaves the side-chain functional groups to

and pK Values (at 25°C)

Amino acid Abbreviation

Alanine Ala A
Arginine Arg R
Asparagine Asn N
Aspartic acid Asp D
Cysteine Cys G
Glutamic acid Glu E
Glutamine Gin Q
Glycine Gly G
Histidine His H
Isoleucine lle [
Leucine Leu L
Lysine Lys K
Methionine Met M
Phenylalanine Phe F
Proline Pro P
Serine Ser 5
Threonine Thr =1}
Tryptophan Trp W
Tyrosine Tyr 1

Valine Val \'

pK,, value
a-COOH a-NHY Side chain
2.34 9.69
2.17 9.04 12.48
2.02 8.80
2.09 9.82 3.86
1.71 10.78 8.33
219 9.67 4.25
2.17 9.13
2.34 9.60
1.82 9.17 6.04
2.36 9.68
2.36 9.68
2.18 8.95 10.53
2.28 9.21
1.83 9.13
1.99 10.60
2.21 9.15
2.63 10.43
23 9.39
2.20 9.11 10.07
2.32 9.62
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Table 2.2. lonizable Functional Groups of the Amino Acids

Functional group

lonization
Low pH High pH
Amino acid Name - — —
Functional groups in basic structure
All a-Carboxyl —COOH = —COO~ + H*
All but proline a-Amino —NH} = —NH, + H*
Proline Pyrrolidine ring
CH,—CH CH,—CH
e e (2T 2 +H*
CH, —CH —C00~ = CH, — CH —C00~
NN+ NN
H, H
Side-chain functional groups
Arginine Guanido _NH_(|:_NH2 = —NH—C—NH, + H*
| [
NH; NH
Aspartic acid B-Carboxyl —COOH = —COO~ + H*
Cysteine Sulfhydryl —SH = —S~ + H*
Glutamic acid «y-Carboxyl —COOH = —COO~ + H*
Histidine Imidazole —C=CH _C=CH
| | | | + H*
HN\—}IH* = HN\_IN
& @
H H
Lysine e-Amino —NH} = —NH, + H*

Tyrosine Phenolic hydroxyl —
H = e HE
\ 7/ < :>

Table 2.3. Nonionizable Functional Groups
of the Amino Acids

Functional group

Amino acid Name Structure - - K ——CH — -
- Al (i‘,oo (l;oo thll (l:H Ccoo
Asparagine B-Amide —CONH, HN—C—H  HN—C—H CH, CH,
Glutamine ~v-Amide —CONH, I | “en”
Methionine Thioether —CH,—S—CH, CHe (Ha |
CH, ) OH
Phenylalanine Phenyl | | Hyd ol
H—C—OH ~O0—P=0 ydroxyproline
| I
Serine Alcoholic hydroxyl —OH ?Hz °
Threonine Alcoholic hydroxyl —OH NHg Phosphoserine
Tryptophan Indole ring N Hydroxylysine
N
H Figure 2.2 Structures of some derived amino acids.
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Table 2.4. Human Dietary Amino Acid Requirements

Essential amino acids Nonessential amino acids

Arginine Alanine
Histidine Asparagine
Isoleucine Aspartic acid
Leucine Cysteine
Lysine Glutamic acid
Methionine Glutamine
Phenylalanine Glycine
Threonine Proline
Tryptophan Serine

Valine Tyrosine

“Essential in young organisms only; arginine is synthesized by humans, but the rate
is insufficient to meet the need during growth.

provide most of the polar or nonpolar character of the mol-
ecule. Polar amino acids are subdivided into two groups,
those having charged and those having uncharged side
chains, respectively, at neutral pH.

Polar amino acids with charged side chains consist of
two types: acidic amino acids have negatively charged
groups at pH 7.0, and basic amino acids have positively
charged groups at the same pH. The imidazole group of
the amino acid histidine generally carries a partial positive
charge because its pK increases to about 7.0 when histi-
dine becomes incorporated into protein.

At times, some amino acids undergo modification af-
ter their incorporation into protein. Figure 2.2 shows three
examples of such derived amino acids. Lysine and proline
can be hydroxylated to form hydroxylysine and hydroxy-
proline, respectively. Serine readily forms phosphoserine,
in which a phosphate group is esterified at the hydroxyl
group of the amino acid.

On the basis of their nutritional value, we categorize
amino acids as essential or nonessential amino acids
(Table 2.4). The two terms relate strictly to dietary re-
quirements. All amino acids are “essential” in the sense
that they are needed as building blocks of proteins. As
used here, the term essential amino acids refers to those
that an organism cannot synthesize, or cannot synthesize
in sufficient quantity, and that must be obtained through
the diet. Amino acids that are essential for one organism
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must be produced by some other organism(s) for which
they are nonessential.

2.2. ACID-BASE PROPERTIES
21

Because all amino acids contain ionizable functional
groups, the net charge of the molecule is a function of pH.
Simple amino acids—like glycine, alanine, and valine—
have only two ionizable functional groups, an a-COOH
and an a-NH, group. Atlow pH (e.g., pH 1), both of these
groups are protonated, giving the molecule a net charge of
+1. At high pH (e.g., pH 11), both groups lose a proton,
resulting in a molecule with a net charge of —1 (Figure
2.3). How does the charge of such a simple amino acid
change from +1 to —1 as the pH increases from I to 117

Since the carboxyl group is a stronger acid (has a low-
er pK) than the amino group, it loses its proton first as the
pH increases from 1 to 11. This means that an intermediate
form of the amino acid is produced that carries both a neg-
ative (—COO™) and a positive (—NH3) charge. We call
this form a dipolar ion or zwitterion (from the German,
meaning “hybrid ion”). The dipolar ion is amphoteric; it
can act as either an acid or a base. When the dipolar ion acts
as an acid, or proton donor, it is converted to the negative-
ly charged amino acid present at high pH. When it acts as
a base, or proton acceptor, it is converted to the positively
charged amino acid present at low pH. Dipolar ions, like
other ions, are electrolytes. Accordingly, we also refer to
zwitterions as amphoteric electrolytes, or ampholytes.

We can extend the acid—base relationships discussed
for glycine and other simple amino acids to more complex
amino acids that carry an additional ionizable group in the
side chain. When these groups are protonated, they be-
come either uncharged (e.g., B-COOH, —SH) or posi-
tively charged (e.g., e-NH3). Upon dissociation of a pro-
ton, the groups become either negatively charged (e.g.,
B-COO~, —S7) or uncharged (e.g., e-NH,). As the pH
increases, the fate of these groups parallels that of a-
COOH and a-NH, groups.

As a result, all amino acids exist as positively

Dipolar lons

Net

Charge: Positive Zero Negative
COOH ) (ofelopy , (|:00‘
| -H’ | -H

+ A + 5
HgN—C —H ——— HN—C—H FT—— HN—C—H

[ T Pt

Strongly acidic solution Dipolar ion Strongly basic solution

(zwitterion)

Low pH (e.g.pH 1)
Large [H*]

IBUre 2.3

High pH (e.g. pH 11)
Small [H]

'3, Transformation of a simple amino acid, containing only an a-carboxyl and an a-amino group, as a function of pH.
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charged molecules at low pH and as negatively charged
ones at high pH. Moreover, because peptides and proteins
contain the same ionizable groups (only in larger num-
bers), they are subject to the same pH—charge relationship.
Thus, all amino acids, peptides, and proteins have a net
positive charge when the pH is suffiently low and a net
negative charge when the pH is sufficiently high. This
generalization applies regardless of the types of amino
acids that occur in the molecule or the order in which they
are linked. However, the actual pH values at which these
states are attained, as well as the precise number of
charges, depend on the structure of the molecule.

2.2.2. The Isoelectric Point

The dipolar ion depicted in Figure 2.3, in addition to being
amphoteric, has another important property. It has a net
charge of zero; the negative and positive charges cancel
each other out. The pH at which a molecule has a net charge
of zero is termed the isoelectric point. We designate this pH
as pl. All amino acids, peptides, and proteins have isoelec-
tric points. As the pH increases from low to high, these mol-
ecules change from cationic forms having net positive
charges to anionic forms having net negative charges. Ac-
cordingly, they must pass through a state at which they have
a net zero charge. That state is the isoelectric point.

In terms of pl, the pH—charge relationship can be
stated as follows: All amino acids, peptides, and proteins
have a net positive charge at a pH below the pI and a net
negative charge at a pH above the pl (Figure 2.4).

The isoelectric point of an amino acid always falls
halfway between two pK values (see Problem 2.3).
Specifically, for

neutral amino acids: pl = %(pKa’1 + pKa’z)
pl = ipK, + PK,)
pl =%pK, + pK,)

acidic amino acids:

basic amino acids:

We can determine the isoelectric point experimentally by
subjecting the compound of interest to electrophoresis

Net
Charge
@ molr_? basl;ic
PR =
Al ?
ggr;;'i-geasczds ZERO pH=pl
Proteins
@ more acidic
pH < pl

Figure 2.4, Net charge of biomolecules as a function of pH.
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(see Appendix C) in buffers of varying pH. As long as the
pH is above or below the pl, the compound moves either
toward the anode or the cathode. The buffer pH at which
the compound does not migrate in the electric field con-
stitutes the experimentally determined isoelectric point.
The isoelectric point can also be determined by isoelectric
focusing, a modified form of electrophoresis. In this tech-
nique, buffers are used to create a pH gradient in a gel col-
umn. A given protein bands in the gradient at a point
where the pH of the gradient equals the isoelectric point
of the protein.

2.2.3. Titration Curves

Side-chain ionizable functional groups of amino acids
undergo acid—base equilibria like those illustrated in Fig-
ure 2.3. Like a-NH, and a-COOH groups, side-chain
functional groups are amphoteric and can act as either a
Brgnsted acid or a Brgnsted base. Hence, all ionizable
functional groups of amino acids can be titrated with ei-
ther acid or base. Titrating the zwitterionic form of alanine
results in the following two reactions:

+ +
H,N—CH—COO~ + HCl 2 H,N—CH—COOH + CI~
| |
CH, CH,
Base (A7) Acid (HA)
+
H,N—CH—COO~ + NaOH @ H,N—CH—COO™ + Na* + H,0
| |
CH, CH,
Acid (HA) Base (A7)

Similar equations apply to other amino acids and
other functional groups. For any particular equilibrium,
adding one millimole of acid produces one millimole of
the HA form; adding one millimole of base produces one
millimole of the A~ form. Each group represents a typi-
cal buffer system.

Amino acid titration curves resemble those of any
weak acid (see Figure 1.7). Each curve has two or more
buffering regions, depending on the number of functional
groups in the molecule (Figure 2.5). For any functional
group, we calculate the fractions of [HA] and [A™] pres-
ent at a particular pH from the Henderson—Hasselbalch
equation (Section 1.3).

To titrate an amino acid with base, the starting solu-
tion must be acidic (low pH) so that the amino acid is in
its fully protonated form and has a net positive charge. As
titration proceeds, the charge becomes less positive,
changes to zero at the isoelectric point, and subsequently
becomes increasingly negative. A case in point is the titra-
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Figure 2.5.

tion of cystine, the compound formed by linking two cys-

teine residues via a disulfide bond:
Net
charge

HOOC—CH—CH,—S—S$~CH,—~CH—COOH

Il\IH_;' | OH- I‘\IH; PK, (-COOH)= 104  +2
HOOC—CH—CH,—S—S—CH,—CH—C00"~

NHy '

| OH~ NH; pK, (@-COOH)= 205 +1
2

~00C—CH—CH,—S$—$—CH,—CH—C00"~

1111{; L OH~ IJ\IH; PK. (NH) = 800 0
*OOC—CH—CHZ—S—S—CHZ—CH—COO;

ll\IH2 | OH~ lem; PK, (-NH,) =1025 —I
~00C—CH—CH,—S—S—CH,—CH—C00"~

I'\IHZ I‘\IH:Z -2

Note that the two carboxyl groups constitute identi-
cal functional groups and have identical locations in a
symmetrical molecule. Yet they have different pK | values.
The same applies to the two amino groups. Why is this so?

The answer lies in the electrostatic interactions be-
tween the proton and the molecule from which it dissoci-
ates. We have already seen how such interactions account
for the three different pK | values of phosphoric acid (Sec-
tion 1.3). In the case of cystine, the first carboxyl proton
dissociates from a molecule that has a net charge of +2.
The second carboxyl proton dissociates from a molecule
that has a net charge of + 1. The second proton is repelled
less by cystine than the first proton and is more difficult
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Moles OH added per mole amino acid titrated

Titration curves of amino acids. Fully protonated forms are titrated with NaOH. (A) Alanine; (B) histidine (@) and glutamic acid (O).

to remove. Hence, pKa’2 > pKa’]. Likewise, the protons dis-
sociating from the first and second amino groups are re-
moved from a molecule having a net charge of 0 and —1,
respectively. The second proton is attracted more to cys-
tine than the first proton and is more difficult to remove.
Hence, pK; > pK, .

In nonsymmetrical compounds, larger peptides, and
proteins, such electrostatic interactions are more complex.
Identical groups may be located in disparate electronic en-
vironments and may have quite different pK | values. Ac-
cordingly, pK_ values of free amino acids can serve only
as a rough guide to those of the same groups in peptides
and proteins.

Charge properties of amino acids form the basis for their
separation by ion-exchange chromatography (see Appen-
dix C). To illustrate the method, assume that we apply a
mixture of arginine, glycine, and glutamic acid to a cation-
exchange resin at a pH at which the amino acids have a net
positive charge but the resin groups will still be negative-
ly charged. Typically, this occurs at a pH of about 2.5. We
now proceed to elute the amino acids with buffers of in-
creasing pH. As the pH increases, each amino acid changes
from its cationic to its isoelectric, and then to its anionic
form. Glutamic acid, having the lowest pl, will be the first
to change in this fashion. Arginine will be the last, and
glycine will fall in between. Hence, the order of elution
will be glutamic acid (first), glycine, and arginine (last).
Analyzing amino acid mixtures by ion-exchange
chromatography usually involves reacting the amino
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acids in the eluted fractions with the compound ninhydrin.
The colored complex formed absorbs strongly in the visi-
ble range (at 440 nm for proline, at 540 nm for all other
amino acids):

By measuring the absorbance of the eluted fractions,
we can make both a qualitative and a quantitative deter-
mination of amino acids (Figure 2.6). We identify amino
acids by the elution volumes or the fraction numbers of
the peaks and determine their amounts by measuring the
absorbance of the peak fractions. The entire analysis can
be carried out automatically by means of an apparatus
called an amino acid analyzer.

2.2.5. Estimating Net Charge

As you can see from Table 2.2, protons dissociate from the
functional groups of amino acids in one of two ways:

e An ionizable group that has no charge can lose
a proton to acquire a charge of —1; this applies
to the carboxyl groups (a, B, and v), the
sulfhydryl group, and the phenolic hydroxyl
group.

¢ An ionizable group that has a charge of +1 can
lose a proton to become uncharged; this applies
to the amino groups (a and €), the pyrrolidine
ring, the imidazole group, and the guanido

group.

With that in mind, you can estimate the net charge of an
amino acid as a function of pH by considering the charges
of the functional groups in the molecule. The method in-
volves three steps:

1. Write the structure of the amino acid in schemat-
ic form, showing the ionizable functional groups
in uncharged form, regardless of the pH. Indicate
pKvalues in parentheses.
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Figure 2.6 Ion-exchange chromatography of amino acids on a cation-
exchange resin. Amino acids are applied to the column at pH 2.5 and
eluted with buffers of increasing pH.

2. Assign charges of —1, —3, 0, +%, +1 to each
group by comparing its pK with the given pH.
Since each ionizable group is either a weak acid
or a weak base, you can treat its dissociation by
means of the Henderson—Hasselbalch equation.
Based on that equation, when the pH is 1-2 units
removed from the pK_, an ionizable group exists
essentially in one form only, and you can assign
it a full positive or a full negative charge. If the
pH is near the pK, concentrations of undissoci-
ated (HA) and dissociated (A ™) forms are essen-
tially equal, and you assign the group a charge of
+3or —3.

3. Estimate the net charge of the molecule to the
nearest 3 unit by adding algebraically all of the
positive and all of the negative charges.

Let us illustrate the method by determining the net
charge of cysteine at pH 8.0. We first write the structure
of cysteine in schematic form (step 1). In this case, pKa'I =
171, pK, = 8.33, and pK; = 10.78:

COOH
(1.71)

H,N
(10.78) SH

(8.33)

In order to assign charges (step 2), we note that pH
8.0 is about two pH units below pK; . Therefore, the
amino group exists essentially entirely in its protonated
(HA) form and can be assigned a charge of +1. In con-
trast, pH 8.0 is about six pH units above pK a'l. It follows
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that the carboxyl group exists essentially entirely in its
dissociated form (A7) and can be assigned a charge of
—1. Lastly, pH 8.0 is practically at the pK' of the
sulfhydryl group, so that in essentially half of the mole-
cules, that group exists in the dissociated form, and in half
of the molecules it exists in the undissociated form. Con-
sequently, [HA] =~ [A™], and we can assign the group a
charge of —%. On this basis, we rewrite the schematic
structure as

H,N
(+1)

COOH

SH (=D

1
and conclude (step 3) that the net charge of cysteine at pH
8.0is —3.

You can use the same method to estimate the net
charge of a peptide, assuming that the pK values of its
amino acids are identical to those of the free amino acids.
Lastly, you can estimate the pl of a peptide by determin-
ing the pH range within which the pI must fall. For ex-
ample, the tetrapeptide Tyr-Ser-Glu-Lys has a net charge
of —3 at pH 9 and a net charge of +7 at pH 4. Hence, the
pl must lie between pH 4 and pH 9, probably near the mid-
point of pH 6.5.

253 THIEPEPTIRE BOND

Peptides and proteins result when amino acids become
linked together by means of covalent peptide bonds. In
living systems, peptide bond formation is part of a multi-
step process. A peptide bond forms when two amino acids
are joined, cleaving out a molecule of water between the
carboxy! group of one amino acid and the amino group of
a second amino acid:

O 0O
+ a I + o I
H,N—CH—C—0~ + HHN—CH—C—0™ —
’ | . |
R R’
Peptide bond
N
O 0}
i o |
H;N —([IH —C—NH-(IiH—CHO‘ +H,0
R R’

A peptide bond represents an amide bond formed
between two amino acids. Linking two amino acids to-
gether by means of a peptide bond produces a dipep-
tide (two amino acids, one peptide bond). When a third
amino acid becomes linked to the dipeptide, a tri-
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peptide is formed (three amino acids, two peptide
bonds):

0 0 0
I I I

H,N—CH—C—NH—CH—C—0~ + H,N—CH—C—0~ —»
| | |

R R’ R"
Peptide bonds
SN
0 0] 0]
. I I I

H,N—CH—C—NH—CH—C—NH—CH—C—0~ + H,0
I |
R R’ l|2"

Continuing in this fashion leads to formation of larg-
er peptides (designated with Greek prefixes di, tri, tetra,
penta, and so on) and ultimately to polypeptides and pro-
teins. We call peptides containing from 2-10 amino acids
oligopeptides, and those containing over 10 amino acids
polypeptides. Large polypeptides, if naturally occurring,
are proteins. The dividing line between polypeptides and
proteins is arbitrary. Typically, we consider a polypeptide
having a molecular weight of several thousands to be a
protein. One of the smallest known proteins is the hor-
mone insulin (Figure 2.7), which has a molecular weight
(MW) of 5733 and consists of 51 amino acids.

Linking amino acids together by means of peptide
bonds produces a polypeptide chain. Because of the tetra-
hedral nature of the a-carbon, the carbon backbone of this
chain exists as a zigzag-type structure (Figure 2.8). A pro-
tein may consist of one or several polypeptide chains, and
these may be linked covalently or noncovalently. Insulin
consists of two polypeptide chains, linked covalently via
two disulfide bonds.

The four atoms of the peptide bond form two reso-
nance structures

:O“) :0:
Wz of VoS
C—:N =— C=N"*
/ \ /A

H H

so that the bond is a resonance hybrid of these two struc-
tures. As a result, the carbon-nitrogen bond has a partial
double bond character, and the four atoms of the peptide
bond, plus the two linked a-carbon atoms, lie in one plane:

8~ (at)
O (.
\-'»__ /
C=N 8}‘
/ \
C==E=H
(o)
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A chain B chain
Gly Phe
lie val
Val Asn
G:!u GIn
5 Gin s His
Cys Li:su
Cys S—8§ —— C]l,'s
S Al Gly
S Ser Ser
10 \.I'.?I 10 His
— Cys Leleu
Sgr Val
Leu Giu
Tyr Ala
15 Glln 15 Léu
Leu Tylrr
G:Iu Leu
Asn V:al
Tyr §—g — Cys
20 Cys 20 Gly
Asn Glu
A'rg
Giy
Phe
25 Pi‘le
Tf;r
Thr
F':'o
Lys
30 Aia
Figure 2.7, Amino acid sequence of the A and B chains of bovine in-
sulin.

Moreover, since configurations of atoms about a double
bond yield two geometrical isomers (cis and trans), the
peptide bond can have two configurations:

0] H O C(a)
\. \L H
C—N 2==N
/ \ / A

C(a) C(a) C(a) H

cis trans

In the cis configuration, bulky R groups, attached to the
a-carbons, tend to interfere with each other sterically.
Consequently, in most proteins, the trans configuration is
preferred.

We write sequences of amino acids in a polypeptide
chain according to a convention such that the remaining
free «-NH, group is on the left and the free a-COOH
group is on the right. We refer to the end of the polypep-
tide chain containing the free amino group as the amino-
or N-terminus; the end containing the free carboxyl

Il . BIOMOLECULES

/H\l/l /\
N /l\/

Figure 2.8, The polypeptide chain. The carbon backbone has a zigzag
configuration with amino acid side chains protruding from it on both
sides in alternating fashion.

group is termed the carboxyl- or C-terminus. We call the
amino acids in the chain (AA) amino acid residues and
number them from left to right:

+
H,N—AA,—AA,—AA,—AA,—AA,

........ AA —COO~
N-terminal Internal C-terminal
residue residues residue

In naming peptides, we proceed, amino acid by
amino acid, from the N- to the C-terminus. Names of all
residues, except the C-terminal one, end in “yl.” Thus, the
tetrapeptide glycyl-phenylalanyl-leucyl-tyrosine has gly-
cine as N-terminus, phenylalanine and leucine as internal
residues, and tyrosine as C-terminus.

2.4. END-GROUP ANALYSIS

Amino acids undergo various chemical reactions. Of
particular interest for the biochemical laboratory are
those used in end-group analysis. End-group analysis,
as the name implies, refers to an analytical determi-
nation involving a group located at the end of a mole-
cule, especially a polymer. End-group analysis is not
limited to peptides and proteins but can be applied to
other biopolymers as well. Fred Sanger, a British bio-
chemist, originally developed the method as part of his
effort to elucidate the structure of insulin. Insulin be-
came the first protein to be completely sequenced
(1953), and Sanger received the Nobel Prize for his
work in 1958.

2.4 The Sanger Reaction

Sanger’s end-group analysis is based on the reaction of 1-
fluoro-2,4-dinitrobenzene (FDNB, Sanger reagent) with
the a-NH,, groups of amino acids, peptides, and proteins
in alkaline solution. Reaction of the reagent with a free
amino acid produces a dinitrophenyl amino acid, or DNP-
amino acid (DNP-AA):
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i~y —cH—coo- —

Ny

oN—( ) @
N/

\
NO,

H R

1-Fluoro-2.,4-dinitrobenzene
(Sanger reagent)

O,N—¢

\

NO,

—NH—CH—COO~ + HF

Dinitrophenyl amino acid
(DNP-amino acid)
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In end-group analysis, we first derivatize the protein
or peptide by reaction with FDNB, yielding a DNP-pro-
tein (Figure 2.9). Acid hydrolysis of the DNP-protein
cleaves all peptide bonds but does not break the acid-sta-
ble linkage between FDNB and the N-terminal amino
acid. We obtain a mixture of free amino acids and one
DNP-AA, namely, that corresponding to the N-terminus.
We can extract the DNP-AA from the mixture because of
differences in solubilities and can identify it by chro-
matography (see Appendix C). Typically, researchers use
paper chromatography because DNP-amino acids have
intense yellow colors; unknowns can be identified by vi-
sually inspecting the chromatogram and comparing the
unknown spot with those of standard DNP-amino acids.

Protein

o
NOo
1-Fluoro-2,4-dinitrobenzene (FONB)

NOo

DNP-Protein
| Acid hydrolysis

o I OO A® -
NOo |

NOo

DNP-Amino acid
(N-terminal AA)

Ii:'..l[f'

02N—©—H-@

amino acids in free form

I Mixture of all remaining
Extract

DNP-AA
(acid stable; yellow color)

NOo
l Chromatography

Qualitative
. . determination
[
} tott
Unknown | Standard
DNP-AA DNP-AA's
1. Elute spot . o
uantitative
%bwsfr?g'r]m?e‘_ o *|  determination

End-group analysis of a peptide or protein by means of the Sanger reaction.
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Quantitative end-group analysis involves eluting the
colored spot from the paper and determining the amount
of DNP-AA from the absorbance of the solution (see Ap-
pendix C). From these data, the minimum molecular
weight of the original protein can be calculated, based on
the argument that there must be at least

one molecule (mole) DNP-AA/one molecule (mole) protein

To illustrate this approach, assume that you obtained
X moles of DNP-AA starting with Y grams of protein. If
the molecular weight of the protein is M, its mass is M
gram/mole, and you have used Y/M moles for your exper-
iment. This number of moles must equal the number of
moles of DNP-AA produced so that X = Y/M. Knowing X
and ¥, you can calculate M, the minimum molecular
weight. The true molecular weight could be larger but can-
not be smaller. Assume, for example, that the protein con-
sists of four individual polypeptide chains, each of which
carries the same N-terminal amino acid. In that case, one
mole of protein would yield four moles of DNP-AA. Con-
sequently, X = 4(Y/M), and the true molecular weight is
the minimum molecular weight, multiplied by four. A
popular method for determining true molecular weights of
individual polypeptide chains is sodium dodecyl sulfate-

o - B)- @-@

CH CH
\3 / .
N
Dansyl
chloride

02—~ ()~ @~

Dansyl-protein
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polyacrylamide gel electrophoresis (SDS-PAGE) (see Ap-
pendix C). You can calculate minimum molecular weights
whenever you can argue that there must be at least one par-
ticular functional group, atom, ion, or the like, per mole-
cule. Based on the above, the Sanger end-group analysis
provides answers to three questions:

I, What is the N-terminal amino acid of the protein?

2. Are all polypeptide chains in the sample identi-
cal with respect to the N-terminal amino acid?
(If they are not, the experiment would yield a
mixture of DNP-amino acids, resulting in more
than one spot on the paper chromatogram.)

3. What is the minimum molecular weight of the
protein? (Actually, the calculated value is the
minimum molecular weight of the average chain
length because polypeptide chains in the sample
could have identical N-termini but different
chain lengths.)

2.4.2. The Dansyl Chloride Reaction

Because of some disadvantages of the Sanger reaction,
such as toxicity of the reagent, it has now been largely re-
placed by the dansyl chloride reaction (Figure 2.10). The

— ()———() —coo”

Protein

(9 — (29— — — () — coO™

Acid hydrolysis and subsequent
steps as in Figure 2.9.

Qualitative and quantitative determination
of dansyl amino acid (N-terminal AA)

Figure 2.10.

The use of dansyl chloride for end-group analysis.
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method has great sensitivity because dansyl derivatives of
amino acids are fluorescent and can be detected even at
very low concentrations. As little as one nanomole of
amino acid (one nanomole = 10~ mole) can be deter-
mined. In terms of the basic procedure and the informa-
tion derived, the dansyl chloride reaction is similar to the
Sanger reaction.

2.4.3. The Edman Degradation

The Edman degradation constitutes a third type of end-
group analysis (Figure 2.11). In this procedure, a-amino
groups of amino acids, peptides, and proteins react with
phenylisothiocyanate (Edman reagent). The protein is
first treated with the reagent under alkaline conditions,

N\
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forming a phenylthiocarbamyl derivative (PTC-protein).
Subsequent treatment with strong anhydrous acid cleaves
the N-terminal amino acid from the polypeptide chain and
cyclizes it to a thiazolinone derivative. The great tendency
for forming this cyclic compound is responsible for break-
ing the peptide bond between the N-terminal amino acid
and the next amino acid in the polypeptide chain. The re-
maining peptide bonds, by contrast, remain intact; condi-
tions are insufficient to bring about their hydrolysis. Thus,
in addition to the cyclic compound, we obtain a second re-
action product that consists of the original polypeptide
chain shortened by one amino acid (the N-terminal AA).
We can separate the thiazolinone derivative and the
shortened protein because of differences in solubility.
Treating the thiazolinone derivative with aqueous acid
leads to a rearrangement and formation of a phenylthio-

(8]
Oies + mHom @ @@ @ @-000
R1

Phenylisothiocyanate
(Edman reagent)

Protein

Basic
pH

S 0]
@-NH-ﬁ%@de---- ----- () - 00~
R

Phenylthiocarbamyl-protein

Anhydrous (PTC-Protein)
acid

(cleavage)

Orrig=t- - D B @ @ @-000"

S CH-Ry
Thiazolinone N/
derivative of AA4

I
O

Original polypeptide chain
shortened by one (N-terminal) AA.
Can be extracted and treated with

Edman reagent and acids.
1. Extract
2. Aqueous acid l 2nd cycle
(rearrangement)
-N—C=8 g Original polypeptide
@ | | PTFEAA shortened by two AA's.
0=C NH
CH’ 3rd cycle
i etc.
R,
Phenylthichydantoin-AA4
(PTH-AA{)

Derivative of N-terminal AA.
Can be used for end-group
analysis like DNP-AA.

1l

Figure 2.11.

The Edman degradation of peptides and proteins.
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hydantoin amino acid (PTH-AA). You can use a PTH-AA,
like a DNP-AA or a dansyl-AA, for end-group analysis.

However, the importance of the Edman degradation
is due to its potential to provide even more information
than that obtained from an end-group analysis. This is ac-
complished by repeating the above steps. You can subject
the original protein, shortened by one amino acid, to a sec-
ond cycle of reactions starting with the Edman reagent.
The second cycle yields the PTH derivative of the second
amino acid in the chain and the original protein, now
shortened by two amino acids. You can repeat the process,
shortening the polypeptide chain by one amino acid at a
time—hence the term degradation. Identifying the re-
leased amino acids [commonly by high-performance lig-
uid chromatography (HPLC); see Appendix C] provides

I . BIOMOLECULES

the amino acid sequence of the polypeptide chain. The
entire set of reactions has been automated by means of an
apparatus called a protein sequenator. Practical limita-
tions of the method result from accumulation of impuri-
ties and incomplete reactions, so that a maximum of
40-60 amino acid residues can be sequenced reliably.

2.5. NATURALLY OCCURRING PEPTIDES

Naturally occurring peptides vary in size from dipeptides,
the smallest possible, to large ones containing 20-30
amino acids (Table 2.5). Many peptides contain only the
standard amino acids that serve as building blocks of pro-
teins. Some peptides contain modified amino acids, like
pyroglutamic acid and glycinamide. Still other peptides

Table 2.5. Some Naturally Occurring Peptides

Name Structure
Carnosine B-Ala-L-His
Glutathione v-Glu-Cys-Gly
Thyrotropin- pyroGlu-His-Pro(NH,)
releasing
factor®

Leu-enkephalin

Met-enkephalin

Vasopressin® NH,*—Cys-Tyr-Phe
' |
S
| Gln
S
| |
Cys — Asn
Pro-Arg-Gly(NH,)
Oxytocin® NH,*—Cys-Tyr-Ile
|
S |
| Gln
s !
|

Tyr-Gly-Gly-Phe-Leu

Tyr-Gly-Gly-Phe-Met

Cys — Asn
|

Pro-Arg-Gly(NH,)
Gramicidin S L-Val—L-Orn—L-Leu—Db-Phe—L-Pro

L-Pro—b-Phe—L-Leu—Dn-Orn—L-Val

Source and function

Found in vertebrate and human
muscle; function unknown

Widely distributed; scavenger
of harmful oxidizing agents
(antioxidant)

Secreted by the hypothalamus;
causes the pituitary gland to
secrete thyrotropic hormone

Found in the brain; relieves
pain (analgesic)

Found in the brain; relieves
pain (analgesic)

Secreted by the pituitary gland;
increases blood pressure
and stimulates reabsorption
of water by the kidney
(antidiuretic)

Secreted by the pituitary
gland; stimulates uterine
contraction and ejection of
milk from mammary gland

Produced by Bacillus brevis;
an antibiotic

Gastrin® pyroGlu—Gly—Pro—Trp—Leu—Glu—Glu—Glu—Glu—Glu—Ala—Tyr— Secreted by the stomach;
(human) Gly—Trp—Met—Asp—Phe (NH,) | causes the stomach to
50, secrete acid

@ Pyroglutamic acid (pyroGlu) is a ring structure formed by linking the y-COOH and the a-NH, groups via an amide bond.
b (NH,) refers to formation of an amide at the C-terminal carboxyl group of the peptide.



2 . AMINO ACIDS AND PEPTIDES

contain amino acids not found in proteins, such as (-ala-
nine, ornithine (Orn), and p-amino acids:

+ B« + o
H,N—CH,—CH,—CO0~ H3N—(CH2)3“—C]H—COO’
B-Alanine NHY

Ornithine (Orn)

Peptides vary greatly in their function. For some, like
carnosine, no precise biological function has yet been de-
termined. Many biologically active peptides serve as hor-

A NH3" ?|)
|
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mones: thyrotropin-releasing factor, vasopressin, oxy-
tocin, and gastrin. Vasopressin and oxytocin possess a
cyclic structure because a disulfide bond links two cys-
teine residues in the molecule. Not all hormones are pep-
tides; some proteins and steroids also function in that ca-
pacity (see Section 8.2).

Gramicidin S is an antibiotic—a compound pro-
duced by a microorganism or a plant, or a close chemical
derivative of such a compound, that is toxic to microor-
ganisms from a number of other species. Gramicidin S has
an unusual structure; it is a cyclic peptide that contains or-

O
Il

“00C— CH—CHp—CHy—C—N—CH—C—N—CHy, — COO"

¥-L-Glutamyl-L-cysteinylglycine

GSH
(reduced glutathione)

+2H

NH; ?
|

~00C— CH— CHy—CHp—C—N—

|
H

NH3" 0]
| Il

H CHy H
|
(SH]
\Sulfhydryt
group
-2H

o]
Il

CH—C— N— CH, — COO~
[ |

CHy H

|

S
| |+ disulfide
i bond

CHs o
| I

_OOC—CH—CHa—CHE—C—I‘lwl—CH—C—N—CHz—COO_
|

GSSG H
(oxidized glutathione)

2GSH

H

GSSG

B OXIDATION
REDUCTION

H202

GSSG

2H-,0

2GSH

c %
NADH, H* OXIDATION NAD*

(NADPH, H*)

(NADPY)

NADH, H*

H 3 t
D 202 )( SOk )( AR GLUTATHIONE
REDUCTASE
GSSG
2H20

Figure 2.12

Major reactions of glutathione. (A) Oxidation and reduction of glutathione; (B) deactivation of hydrogen peroxide by glutathione;

(C) regeneration of reduced glutathione; (D) coupled reactions involving glutathione.
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nithine, an amino acid not found in proteins, and several
D-amino acids. Scientists believe that the antibiotic activ-
ity is due, in part, to these D-amino acids, thereby illus-
trating the interdependence of structure and function. The
proper function of biomolecules depends on specific
structural aspects, and slight changes in structure fre-
quently lead to profound changes in function.

The two pentapeptides leu-enkephalin and met-
enkephalin are neurotransmitter peptides, naturally
occurring peptides that influence nerve transmission in
some parts of the brain. There are three groups of neuro-
transmitter peptides: endorphins, enkephalins, and dynor-
phins. All are known as opioid peptides because they bind
to specific receptors in the brain to which opiates bind. As
aresult of their binding, opioid peptides mimic some of the
pharmacological properties of opiates (narcotics that re-
semble opium in their action). Unlike opiates, however,
opioid peptides degrade rapidly after being released and do
not accumulate in large enough amounts to induce the kind
of tolerance experienced by morphine addicts.

The remaining compound in Table 2.5, glutathione,
is a tripeptide that readily undergoes oxidation. In the
process, two molecules of reduced glutathione, or GSH,
combine by forming an interchain disulfide bond between
the sulfhydryl groups of the two cysteine residues. The
product is oxidized glutathione, or GSSG (Figure 2.12A).
This reaction accounts for the protective action of glu-
tathione in biological systems.

Glutathione acts as a scavenger of harmful oxidizing
agents, produced by certain metabolic pathways. These
agents include hydrogen peroxide, H,0,, the hydroxyl
radical, OH-, and the superoxide anion radical, O . If
not deactivated, these oxidizing agents can do serious

+2 HS— CHy— CHp— OH

2-Mercaptoethanol

——
S
| + 2GSH
? Glutathione
Protein
\ CHoSH
|
+ HO —Cli ~—=H
H—C—OH
|
CHoSH
Dithiothreitol

Figure 2.13
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damage to proteins, nucleic acids, and lipids. Reduced
glutathione deactivates the oxidizing agents by reducing
them, either in the absence or in the presence of an en-
zyme. Simultaneously, the reduced glutathione is oxi-
dized (Figure 2.12B). Recall that no oxidation takes place
without reduction, and vice versa.

Oxidized glutathione is subsequently reduced by
means of glutathione reductase. This reaction, too, requires
that some other substance be oxidized at the same time. The
coenzymes nicotinamide adenine dinucleotide, NADH, and
nicotinamide adenine dinucleotide phosphate, NADPH (see
Section 11.1), serve in that capacity (Figure 2.12C). We fre-
quently describe linked oxidation-reduction reactions by a
sequence of curved arrows (Figure 2.12D).

The ease with which glutathione and other SH-group-
containing compounds (e.g., 2-mercaptoethanol and dithio-
threitol) can be reversibly oxidized to disulfide structures
has two experimental applications. First, we frequently add
glutathione or other sulfhydryl compounds to reaction mix-
tures to prevent oxidation of essential SH groups of en-
zymes and other proteins. In these instances, the added SH
compound acts as an antioxidant; it, rather than the protein
or the enzyme, undergoes oxidation. The second application
involves the intentional cleavage of disulfide bonds in pro-
teins by treatment with glutathione or other SH-containing
compounds. In these cases, we reduce disulfide bonds in a
protein to sulfhydryl groups; reduction of each disulfide
bond is coupled to oxidation of an added SH compound to
its corresponding disulfide (Fig. 2.13).

As a final note to this chapter, let us look at a syn-
thetic peptide of recent interest, namely, aspartame. This
dipeptide is an artificial sweetener, approved by the U.S.
Food and Drug Administration.

?—CHQ—CHE—OH
S— CHp — CHy— OH

+ GSSG

el

HO CHo N

Cleavage of disulfide bonds in proteins by treatment with glutathione or other sulfhydryl compounds.
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Aspartame is marketed under the trademark Nu-

traSweet when used as an ingredient in a product and un-

CO0- der the trademark Equal when sold as a sugar substitute.

\ | It has a sweetness rating about 200 times that of table sug-

CH, O CH, O ar (sucrose). Interestingly, substitution of a D-amino acid

+ | I | I for either of the two L-amino acids in aspartame produces
H,N —CH_C*T_CH_CO_CHS a derivative that is bitter rather than sweet.

H
Aspartame (L-aspartyl-L-phenylalanine methyl ester)

SUMMARY

Twenty amino acids commonly occur as building blocks of proteins. A
number of other amino acids serve as intermediates in metabolism. We
divide amino acids into two groups, polar and nonpolar amino acids,
based on the nature of the side chain. All amino acids have at least two
functional groups, an «-COOH and an «-NH, group (—NHZ%— for pro-
line). In addition, many amino acids have a third functional group in their
side chain. Some side-chain functional groups ionize and can be titrated
with either acid or base. Because of their ionizable groups, the net charge
of amino acids changes as a function of pH. At the isoelectric point (pl),
an amino acid has a net charge of zero. At pH values below the pl, it has
a net positive charge, and at pH values above the pl, it has a net negative
charge. Amino acids differ in their isoelectric points and in the depen-
dence of their net charge on pH. These differences permit us to separate
them by ion-exchange chromatography.

Amino acids are linked covalently via peptide bonds to form pep-
tides. Oligopeptides contain from 2 to 10 amino acids; polypeptides
contain more than 10 amino acids. Large, naturally occurring polypep-
tides are proteins. We call the string of linked amino acids a polypeptide
chain.

End-group analysis involves a reaction of the free a-NH, group of
peptides or proteins with one of three commonly used reagents: 1-fluoro-
2,4-dinitrobenzene, dansyl chloride, or phenylisothiocyanate. End-group
analysis provides information about the type and amount of N-terminal
amino acid and the minimum molecular weight of the peptide or protein.
The reaction with phenylisothiocyanate, when used in repeating cycles,
allows us to determine the sequence of amino acids in the polypeptide
chain. Naturally occurring peptides vary widely in their size, amino acid
sequence, and function. Some peptides serve as hormones, antibiotics, or
neurotransmitters.
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Define each of the following terms:

Polypeptide chain Zwitterion

Peptide bond End-group analysis
Minimum molecular weight Isoelectric point
Antibiotic Neurotransmitter

peptides

Differentiate between the two terms in each of the fol-
lowing pairs (AA = amino acid):

C-terminus/N-terminus AA side chain/AA se-

quence

Essential AA/nonessential AA Polar AA/nonpolar
AA

Antibiotic/antioxidant Sanger reagent/Ed-

man reagent

How would cysteine and tyrosine be grouped if the
classification of polar amino acids in Figure 2.1 were
based on: (a) pH 4; (b) pH 122
Write out the complete structure for carnosine in its
fully protonated state (pH 1).

* The ionization of a neutral amino acid can be writ-
ten as

H,A* 2 HA® + H* (K))

HA= 2 A~ + H* (Ka’z)

Show that, for such amino acids, pl = %(pK‘_i’1 + pKa’z).
(Hint: Write out the equilibrium constants for the
above two equations.)

The isoelectric point of peptides can be calculated
by means of the equation pl = }pK,' + pK/ )
in which m represents the maximum ntmber of pos-
itive charges the peptide can have at low pH. On this
basis, calculate the isoelectric point of the tetrapep-
tide Tyr-Ser-Glu-Lys discussed at the end of Section
2.2.5.

Is there a pH at which an ordinary protein, com-
posed of the standard 20 amino acids, has an ab-
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Stenesh, J., Core Topics in Biochemistry, Cogno Press, Kalamazoo,

Michigan (1993).

Takamoto, K., Kamo, M., Kubota, K., Satake, K., and Tsugita, A., Car-

boxy-terminal degradation of peptides using perfluoroacyl anhy-
drides—a C-terminal sequencing method, Eur. J. Biochem. 228:
362-372 (1995).

(1) Why are the pK? values of functional groups in a
peptide or a protein likely to be different from those in
the free amino acids?

(2) Explain the principle of the Sanger end-group analy-
sis of proteins. What specific questions can be an-
swered by this method and how are the answers ob-
tained?

(3) Name the side-chain functional groups of the amino
acids, and indicate which amino acid carries which
group. Write out the mode of ionization for each group.
(4) What conventions are embodied in writing out the
amino acid sequence of a polypeptide chain? How is
the configuration of this chain affected by the tetrahe-
dral nature of the a-carbon and the planarity of the pep-
tide bond?

(5) Give some examples of naturally occurring pep-
tides, and list some of their properties.

solute, rather than net, zero charge? In other words,
is there a pH at which the protein has all of its func-
tional groups in uncharged form? Explain.
Atripeptide (Lys-Gly-Asp) is hydrolyzed with sodium
hydroxide at pH 12. The resulting hydrolysate is neu-
tralized to pH 7.0, applied to an anion-exchange
column, and eluted with buffers of decreasing pH.
What is the order of elution of the amino acids?
Justify the statement “all peptide bonds are amide
bonds, but not all amide bonds are peptide bonds.”
* A certain protein is known to consist of two
polypeptide chains linked by a number of inter-
chain disulfide bonds (like the two disulfide bonds
in insulin, Figure 2.7). A 1.00-g sample reacts fully
with 25.0 mg of reduced glutathione (GSH; MW =
307). (a) What is the minimum molecular weight of
the protein? (b) How many disulfide bonds occur
per molecule if the true molecular weight of the
protein is 98,2402 (c) How many milligrams of 2-
mercaptoethanol (MW = 78.0) would be required
for complete reaction with the original 1.00-g sam-
ple?
Using one-letter symbols, write out all of the differ-
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ent tripeptides that can be made from the following
three amino acids: alanine (A), glycine (G), and pro-
line (P).

Write out the structures of (a) aspartic acid and (b) ly-
sine as a function of increasing pH, beginning with
the fully protonated forms. Indicate which form pre-
dominates at pH 6 and which predominates at pH
12.

A peptide is subjected to end-group analysis using
the Sanger reagent. Chromatography yields no spot
of DNP-AA. Suggest two possible explanations for
this result.

A peptide derived from a naturally occurring protein
contains glycine and several acidic and basic amino
acids. Would you expect glycine to have the t- or the
D-configuration?

What is the net charge of the tetrapeptide Asp-Cys-
Arg-Lys at: (a) pH 5; (b) pH 142 What is the approxi-
mate isoelectric point of the tetrapeptide?

* Calculate the ratio of the zwitterionic form of gly-

cine to that of the uncharged form, that is,
[*H;N—CH,—COO~J/[H,N—CH,—COOH], at the
isoelectric point of glycine. (Hint: Consider the dis-
sociation of cationic glycine to form either the un-
charged or the zwitterionic species, and assume that
the pK_, values in Table 2.1 apply to both reactions.)

5. Twenty milliliters of 0.100M isoelectric arginine is

titrated with 0.10M NaOH. What is the pH after: (a)
addition of 5.00 ml of NaOH; (b) 75.0% of the
guanido group has been titrated?

One hundred milliliters of an amino acid solution
(0.365 g/100 ml) is titrated with 0.100M NaOH. The
amino acid is in the fully protonated form. Three dis-
tinct inflection points are observed, each requiring
precisely 25.0 ml of NaOH for titration. What is the
molecular weight of the amino acid?

The three dipeptides Asp-Phe, Gly-Cys, and Tyr-Lys
are separated by electrophoresis at pH 6.0, resulting
in the pattern shown. Identify each spot.

origin
|
C
(+)] = . e | (—)

For what pH ranges could alanine serve as a buffer?
At what pH values would alanine buffers have max-
imum capacity for resisting the addition of either
acid or base?

At which of the following pH values will proline,
aspartic acid, and lysine be separable by electro-
phoresis? (a) pH 2; (b) pH 7; (c) pH 12.

I
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(@) Asn-Ala-Gln
(d) Pro-Ser-Tyr

[ ]

mL HCI added

[

pH
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Classify the following peptides as aliphatic, aromat-
ic, acidic, basic, polar, or nonpolar:

(b) Met-Trp-Trp
(e) Lys-His-Leu

(c) Phe-Arg-Glu
(f) lle-Val-Gly

“ Ten grams of a protein is subjected to end-group

analysis using the Sanger reagent (FDNB). A single
DNP-AA spot is obtained, identified as DNP-Phe,
and eluted to yield 5.00 ml of a yellow solution. The
solution has an absorbance of 0.600 at 350 nm when
measured with a light path of 1.00 cm. The extinc-
tion coefficient (see Appendix C) of DNP-Phe at 350
nmis 15.0 cm™*M~'. What is the minimum molec-
ular weight of the protein?

A dansyl amino acid spot on a chromatogram has an
R, of 0.20. If the solvent front is 30.0 cm from the
origin, how far is the dansyl amino acid spot from
the origin? (See Appendix C.)

An amino acid titration curve is sketched below. (a)
Indicate the pK values and identify the amino acid
from them. (b) Indicate the isoelectric point and the
buffering regions. (c) Indicate the regions where the
amino acid has a net charge of +1, —1, or —2.

0 1 2 3
Moles OH™ added per mole amino acid titrated

Students are asked to plot the titration curve for the
amino acid lysine, using a set of axes reversed from
that commonly used. Among the plots submitted are
the four sketched below. Is there a correct plot
among these four? If so, which one?

NN

—



Proteins

In the first half of the 19th century, the Dutch chemist Gerardus Mulder
was investigating the properties of substances extractable from both ani-
mal and plant tissues. He found these to contain carbon, hydrogen, nitro-
gen, and oxygen and believed them to be “without doubt the most im-
portant of the known substances in living matter, and without them life
would be impossible on our planet.” In 1838, at the suggestion of the
Swedish chemist Jons Jakob Berzelius, Mulder named these substances
“proteins” (from the Greek, meaning “first” or “foremost”).

Mulder’s surmise that proteins are of primary importance in biologi-
cal systems proved to be correct. We now know that proteins are the most
abundant of cellular components, constituting more than half of the dry
weight of most organisms. It is the variety of functions performed by pro-
teins, however, that makes them so essential for living systems. Proteins
run the gamut of biological function, stretching from relatively inert struc-
tural components to compounds of high biological activity and specifici-
ty such as enzymes, hormones, antibodies, and the like.

A typical cell contains several million protein molecules, represent-
ing thousands of different kinds of macromolecules (see Table 1.1). In each
protein, a unique amino acid sequence determines the properties of the
molecule. Despite their tremendous diversity, all proteins are derived from
20 major amino acids. How can such few building blocks be assembled
into so many different proteins? Mathematically, it is quite feasible.

The number of sequences that can be formed from n different objects
is nfactorial (n!), where n! = n(n — 1)(n—2) ... 1. Thus, a dipeptide com-
posed of two distinct amino acids (A, B) can have 2!, or 2 X 1 = 2, se-
quences (AB and BA). For a tripeptide of three different amino acids (A, B,
C), atotal of 3!, or 3 X 2 X 1 = 6, unique sequential arrangements are
possible (ABC, ACB, BAC, BCA, CAB, CBA). For a polypeptide of 20 dif-
ferent amino acids, with each occurring only once, the number of possi-
ble sequences increases to 20!, or approximately 2 X 10'8, The number
of possible amino acid sequences for still larger polypeptides and proteins
becomes truly astronomical. For an average protein, composed of 300
amino acids, the number of possible sequences is so large that if only one
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molecule of each possible sequence were to exist, the total mass of these
molecules would far exceed the mass of the Earth. Out of this myriad of
possible sequences, several thousand have evolved into the proteins char-

acteristic of a given organism.

3.1. THE NATURE OF PROTEINS
3.1.1. Definition

In terms of their structural organization, we can define
proteins as polymers of amino acids, joined via peptide
bonds. Let us examine the different parts of this definition.
You have read about the properties of amino acid building
blocks and their linkage via peptide bonds in Chapter 2.
Amino acids that occur in proteins generally have the
L-configuration, and all but glycine are optically active.
Peptide bonds form between the a-carboxyl group of one
amino acid and the a-amino group of a second amino acid.
The peptide bond is planar, and its trans configuration is
usually preferred for protein structure.

3.1.1A. Occurrence of Peptide Bonds.
Early researchers found that the peptide bond constitutes
the major, and in most cases the only, covalent bond link-
ing amino acids together in a protein. Titrations of pro-
teins with acid and base revealed that few o-NH, and
a-COOH groups, but large numbers of side-chain func-
tional groups, were accessible to titration. Unavailability
of a-NH, and a-COOH groups for titration suggested that
these groups served to link amino acids together in the
polypeptide chain. This concept was supported by exper-
iments in which the protein was hydrolyzed and aliquots
were titrated as a function of time. As hydrolysis pro-
ceeded, the number of titratable a-NH, and «-COOH
groups increased. Moreover, the two types of groups were
released in equal numbers. Investigators concluded that,
in the intact protein, amino acids were linked by a bond
involving the a-COOH group of one amino acid and the
a-NH, group of a second amino acid.

Additional evidence for the preponderance of pep-
tide bonds in proteins came from using enzymes. When
researchers used enzymes known to catalyze hydrolysis of
peptide bonds in small peptides, the same enzymes also
caused extensive hydrolysis of proteins. Lastly, occur-
rence of peptide bonds was indicated by the findings that
specific colorimetric reagents formed identical colored
complexes when reacted with either proteins or model
compounds containing CO—NH groups.

These early studies were followed by direct determi-
nations of amino acid linkages in proteins via X-ray dif-
fraction. William Astbury carried out pioneering studies

in the early 1930s in England. Astbury found that fibers of
hair and wool yielded characteristic diffraction patterns,
suggesting a periodicity of structure. Subsequently, Linus
Pauling and Robert Corey, working in the United States,
analyzed amino acids and peptides. From studies carried
out in the 1940s and 1950s, they ultimately deduced the
precise structure of the peptide bond.

3.1.1B. High Molecular Weights. Bio-
chemists showed early on that proteins were high-molec-
ular-weight compounds, or macromolecules (Table 3.1).
One indication came from minimum molecular weight
calculations (Section 2.4) for hemoglobin, the oxygen-
carrying protein of the blood. Isolated hemoglobin con-
tained 0.335% (w/w) iron (at. wt. = 55.85), and thus its
minimum molecular weight (MW) could be calculated
from the equation

MW(0.335) _
100 = 55.85

yielding MW = 16,700. We now know that hemoglobin

consists of four polypeptide chains, each surrounding an

atom of iron, so that there are actually four atoms of iron

per molecule. On this basis, the molecular weight of he-

Table 3.1. Molecular Data for Selected Proteins

Molecular Number of

Protein weight (MW)?  polypeptide chains
Insulin (bovine) 5,700 2
Myoglobin (horse) 16,900 1
Hemoglobin (human) 64,500 4
Hexokinase (mammalian) 100,000 1
Phosphofructokinase (muscle) 340,000 4
Satellite tobacco necrosis

virus (virus coat) 1,300,000 60
Pyruvate dehydrogenase

complex (bovine) 8,400,000 192
Tobacco mosaic virus

(virus coat) 40,000,000 2130

“ Molecular mass may be expressed in terms of molecular weight (MW) or in units
of daltons (D). The molecular weight is a dimensionless quantity, equal to the ra-
tio of particle mass to that of a '>C atom. A dalton is identical to an atomic mass
unit (amu). In biochemistry, we use molecular weight and molecular mass syn-
onymously with particle weight and particle mass. Even for huge aggregates like
the tobacco mosaic virus, which contains thousands of molecules, we use the
terms molecular weight and molecular mass.
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moglobin is 16,700 X 4 = 66,800, which is close to the
accepted value (Table 3.1).

3.1.2. Classifications and Functions

Originally, biochemists classified proteins on the basis of
their solubility in various solvents and solutions. While
you may still see an occasional reference to such solubil-
ity properties and while some of the early group names
such as albumin and globulin survive, the general nomen-
clature has been discarded. Currently, we use three classi-
fication schemes based on the function, composition, and
shape of proteins.

3.1.2A. Specific Functions. When we clas-
sify proteins on the basis of their function, we refer to cata-
lytic proteins, storage proteins, transport proteins, and the
like. Often, in addition to the categories listed in Table 3.2,
we group proteins according to their location or sets of re-
actions in which they participate. Such groups include
blood proteins (proteins in blood that participate in clot-
ting, transport, and other reactions), membrane receptor
proteins (proteins that form specific surface sites on mem-
branes), digestive proteins (enzymes catalyzing the degra-
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dation of macromolecules), electron transfer proteins
(proteins participating in oxidation—reduction reactions),
vision proteins (proteins responsible for the biochemistry
of vision), and so on.

3.1.2B. Chemical Composition. On the
basis of their composition, we place proteins in two broad
classes, simple proteins and conjugated proteins. Sim-
ple proteins consist of only a protein component (i.e.,
amino acids). Conjugated proteins contain some compo-
nent in addition to amino acids. The additional component
may be a metal ion (such as the iron in hemoglobin), an
inorganic group (such as the phosphate in phosphopro-
teins), a low-molecular-weight organic compound (such
as a sugar or a lipid), or a high-molecular-weight organic
compound (such as a polysaccharide or a nucleic acid). In
all cases, the nonprotein component may be tightly bound
to the protein or only associated with it loosely. We call a
tightly bound nonprotein component a prosthetic group
and base the designation on the results of dialysis. In this
technique, one places the protein solution in a bag made
of a semipermeable membrane. The bag is immersed in
water or an aqueous solution and is agitated. lons and low-
molecular-weight compounds pass through the pores of

Table 3.2. Some Specialized Functions of Proteins

Type and examples

Occurrence or function

Catalytic proteins (enzymes)
Trypsin
DNA polymerase
Regulatory proteins (hormones)
Insulin
Growth hormone
Protective proteins
Antibodies
Interferon
Storage proteins
Casein
Ferritin
Transport proteins
Hemoglobin
Myoglobin
Structural proteins
Collagen
Ribosomal proteins
Contractile proteins
Myosin
Actin
Genetic function proteins
Histones
Repressor
Toxic proteins
Ricin
Cholera toxin

Hydrolysis of peptide bonds
Synthesis of DNA

Stimulates glucose metabolism
Stimulates bone growth

Combine with foreign proteins
Impairs virus replication

Major protein in milk
Iron storage in liver

Transports oxygen in blood
Transports/stores oxygen in muscle

Fibrous connective tissue
Associated with RNA in ribosomes

Thick filaments of muscle
Thin filaments of muscle

Associate with DNA of chromosomes
Blocks expression of genes

Toxic protein of castor beans
Bacterial toxin causing cholera
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the membrane, but macromolecules remain trapped inside
the bag. If dialysis does not remove the nonprotein com-
ponent, then we call it a prosthetic group.

Frequently, we describe proteins in terms of their
nonprotein component. Lipoproteins, glycoproteins, nu-
cleoproteins, and metalloproteins refer to proteins that
contain lipids, carbohydrates, nucleic acids, and metals,
respectively.

3.1.2C. Molecular Shape. Based on their
overall shape, we distinguish two large categories of pro-
teins, globular and fibrous proteins. Globular proteins
have roughly spherical or ellipsoidal shapes. They are rel-
atively compact and may consist of a single polypeptide
chain, as in myoglobin, or of several polypeptide chains,
as in hemoglobin. The protein may be a simple or a con-
jugated one and is usually water-soluble. Enzymes are
typically globular proteins.

Fibrous proteins have elongated, cylindrical shapes.
They, too, may consist of either one or several polypep-
tide chains. The protein may be a simple or a conjugated
one and is usually water-insoluble. Structural proteins of
connective tissue, contractile tissue, hair, and skin are typi-
cally fibrous proteins.

3.1.2D. General Functions. In addition to
their specialized functions, proteins have four general
functions: they serve as a source of energy and as a source
of nitrogen, they are effective buffers, and they contribute
to osmotic pressure.

Degradative metabolism (catabolism) of proteins
produces roughly 17 kl/g (4 kcal/g), a yield comparable to
that of carbohydrates. However, normally carbohydrates
and lipids serve as primary fuels, and proteins are degrad-
ed only as a last resort. Proteins provide amino acids for
metabolism but do not serve directly as nutrients. In high-
er organisms, a sparing mechanism prevents tissue pro-
teins from being degraded until all of the stored carbohy-
drate and lipid has been used up for production of energy.
This mechanism protects vital organs from degradation.

Most nitrogen that humans and other animals obtain
through the diet comes in the form of proteins. Some bac-
teria and plants can assimilate nitrogen in other ways, but
animals get most of their dietary nitrogen from proteins.

Because of the large number of weakly basic and
acidic functional groups in the amino acid side chains,
proteins have good buffer capacity. Proteins serve as
buffers of biological fluids such as blood and cytosol. The
bulk of blood buffering is due to the protein hemoglobin,
located inside the red blood cells, and to albumin and oth-
er proteins present in the plasma, rather than to inorganic
buffers like bicarbonate and phosphate.
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Osmotic pressure is one of the colligative properties
of solutions—properties that depend on the number of
particles and not on their size or shape. Osmotic pressure
functions in maintaining cell and tissue structure and in
regulating fluid balance. Water-soluble proteins con-
tribute to the osmotic pressure of both intracellular and ex-
tracellular fluids.

Isolation, Purification, and
Characterization

3.1..3.

3.1.3A. Isolation and Purification of
Proteins. Before we can determine the structure and
properties of a specific protein, we have to isolate and pu-
rify it. This amounts to a difficult undertaking that is part
art and part science. To put protein isolation and purifica-
tion in perspective, recall that a typical bacterial cell
(Table 1.1) may contain about 3 million protein mole-
cules, representing some 3000 different types. Addition-
ally, the cell contains about 50 million nonprotein mole-
cules. You can now appreciate the magnitude of the task
of isolating a few hundred or a few thousand molecules of
a specific protein from this mixture. The work requires a
great deal of perseverance, ingenuity, biochemical exper-
tise, and luck. The overall approach can be broken down
into four basic stages: extraction from source, removal of
impurities, protein fractionation, and storage. At every
stage, we must take care to use conditions and methods
that are as mild as possible so as not to alter the protein.
You will read more about that in Section 3.6.

3.1.3A.a. Extraction from Source. After selecting
aknown or suspected source, you must extract the protein
of interest. Sometimes you can do this directly, as in iso-
lating an extracellular protein from blood plasma, but in
most cases you have to begin by breaking cells. This you
can accomplish by freezing and thawing tissue repeated-
ly, grinding it with an abrasive, homogenizing it in a
blender, or exposing it to high-frequency sound waves
(sonication). You can also break cells by exposing them
to large and rapid changes in osmotic pressure (osmotic
shock), or by subjecting them first to high pressure in a
French pressure cell and then exploding them by sudden-
ly releasing the pressure.

When cell breakage is involved, we generally remove
tissue fragments, cells, and cell debris by low-speed cen-
trifugation (see Appendix C) and obtain a cell-free extract.
We usually keep the temperature low to prevent degradation
of proteins by proteolytic enzymes present in the extract.
Assuming that the desired protein is located in the cell-free
extract, the next steps entail a workup of this solution.

3.1.3A.b. Removal of Impurities. To purify the
cell-free extract, we generally remove nonprotein compo-
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nents first. High-molecular-weight contaminants, such as
polysaccharides and polynucleotides, may be removed by
centrifugation, precipitation, degradation, or adsorption
onto a suitable adsorbent. Low-molecular-weight conta-
minants, such as simple sugars and amino acids, are com-
monly removed by dialysis.

3.1.3A.c. Protein Fractionation. If you carried out
the previous stages successfully, you are now left with a
mixture containing from a few to several thousand differ-
ent types of protein molecules. To isolate one specific type
of protein molecule from this mixture, you will use any
known or suspected properties of the protein, such as
acid-base character, content of specific amino acids, or
approximate molecular weight, to aid isolation.

You can remove proteins that are either smaller or
larger than the protein of interest by differential centrifu-
gation, using various speeds and centrifugal forces. Oth-
er techniques include electrophoresis, chromatography,
and fractional precipitation by adding salt (Section 3.6).
Usually, you will apply a number of different experimen-
tal approaches before obtaining a pure protein—one in
which all of the macromolecules are of one kind (e.g., in-
sulin).

3.1.3A.d. Storage. We generally obtain pure pro-
teins in the form of aqueous solutions. In most cases, such
solutions cannot be kept for any length of time even in the
refrigerator, because of the growth of microorganisms. In-
stead, the aqueous solution may be frozen and kept in a
freezer at —20°C, or even at the temperature of liquid ni-
trogen (—196°C). At other times, the protein may be pre-
cipitated by the addition of acetone, and the precipitate
collected, dried, and stored in the form of an acetone pow-
der. In most cases, however, the method of choice is
freeze-drying or lyophilization. This involves freezing the
protein solution in a round-bottom flask and then evacu-
ating the flask so that the water sublimes. Lyophilization
effectively removes water from a preparation and is least
likely to damage the protein.

3.1.3B. Characterization of Proteins.
Once you have isolated and purified a protein, you have to
characterize it to understand its function. This process re-
quires many different types of measurements: two funda-
mental ones are determining the amount and the activity
of the protein. Preferred methods for quantitative estima-
tions of proteins use absorbance measurements (see Ap-
pendix C). Two common methods employ the Biuret and
Lowry reactions, in which colored complexes form be-
tween copper ions and peptide bonds in alkaline solution.

You can carry out various assays (determinations) of
protein activity by measuring absorbance, mass, radioac-
tivity, or some other property. Frequently, proteins such as
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enzymes and hormones possess such high activity at low
levels that describing their solutions in terms of common
measures of concentration is not very useful. In these cas-
es, you will find it helpful to express concentration in
terms of defined units based on the activity of the mole-
cule (see Section 4.3).

In addition to quantitative determinations and assays
of activity, you must determine other chemical, physical,
and biological parameters. A chemical description of the
protein includes determining its amino acid sequence,
acid-base properties, and the like. A physical description
consists of determining the protein’s size, shape, and re-
lated properties. A biological description may entail pin-
pointing the exact intracellular location of the protein and
the various control mechanisms regulating its function.

3.2,

PRIMARY STRUCTURE

We find it convenient to discuss protein structure in terms
of four levels, known as primary, secondary, tertiary, and
quaternary structure. These levels roughly follow the or-
der of increasing molecular complexity. Primary structure
corresponds to the covalent structure of the polypeptide
chain. Secondary and tertiary structures describe periodic
and irregular folding of this chain, respectively. Lastly,
quaternary structure consists of the interactions of multi-
ple polypeptide chains.

We define primary structure as the type, number,
and sequence of the amino acids in the polypeptide chain.
Only one bond—the covalent peptide bond—functions to
maintain the primary structure of proteins; covalent disul-
fide bonds are a component of the tertiary structure. The
primary structure includes the configurations of atoms
about the a-carbon, but spatial arrangements of other
atoms form part of the secondary and tertiary structures.
3.2.1

=

. Amino Acid Composition
and Peptide Maps

3.2.1A. Amino Acid Composition. In or-
der to study any protein in detail, we must determine its
primary structure. We can obtain two aspects of the pri-
mary structure—types of amino acids present and their
relative amounts—from ion-exchange chromatography of
a protein hydrolysate. The data provide the amino acid
composition of the protein, usually expressed in terms of
mole percent (mol %), that is, the number of moles of an
amino acid per 100 moles of total amino acids. If you
know the molecular weight of the protein, you can calcu-
late the actual number of amino acids per protein mole-
cule. If you do not know the molecular weight of the pro-
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Table 3.3. Specific Hydrolysis of Polypeptide Chains by

Endopeptidases
R, O R, O
R
N-terminus . . . —N—CH—C—N—CH—C— . .. C-terminus
| I
H H
AAn AAn+1
Enzyme AA AA L,
Trypsin Lys, Arg Not Pro
Chymotrypsin Phe, Trp, Tyr Not Pro
Pepsin Phe, Leu, others Not Pro
Thermolysin Not Pro Phe, Trp, Tyr
Elastase Ala, Gly, Ser Not Pro

tein, you can calculate its minimum molecular weight by
assuming that the amino acid present in smallest amount
occurs only once per protein molecule (see Section 2.4).

3.2.1B. Peptide Maps. Determining the ami-
no acid sequence represents the most difficult aspect of
elucidating a protein’s primary structure. Before dis-
cussing this process, let us examine a method that does not

(Cyanogen bromide) N = C — Br
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yield the amino acid sequence but provides information
about it. At times, it is desirable to compare amino acid se-
quences of several proteins without determining them. We
can do this by constructing peptide maps or fingerprints.
The technique requires partial hydrolysis of each protein
into a number of fragments, followed by two-dimension-
al separation of the fragments using chromatography,
electrophoresis, or both.

We can cleave the polypeptide chain by using one or
more proteolytic enzymes (proteases) or other chemical
reactions. Proteolytic enzymes catalyze hydrolysis of
peptide bonds; some work on all peptide bonds, whereas
others work only on certain bonds, formed from particu-
lar amino acids linked in a specific fashion. Table 3.3 il-
lustrates the hydrolysis step of creating a peptide map. The
enzymes listed are endopeptidases, which catalyze hy-
drolysis in the interior of the polypeptide chain. Other
peptidases, called exopeptidases (see below), catalyze hy-
drolysis beginning at an end of the polypeptide chain.
Polypeptide chains can also be fragmented by means of
cyanogen bromide (Br—C=N), which cleaves the chain
at the carboxyl end of a methionyl residue (Figure 3.1).

To prepare peptide maps, we treat each protein with
the same enzyme(s) and/or with cyanogen bromide. We
then separate the mixture of peptides in one dimension,

|N=C—8— CH, | (Methyl thiocyanate)

Figure 3.1
having one more CH,, group than serine.

Cleavage of polypeptide chains with cyanogen bromide. A lactone is an intramolecular ester, and homoserine describes a compound
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turn the supporting medium (filter paper, gel slab, etc.) by
90°, and separate the mixture again (Figure 3.2) in order
to spread out the fragments. After treatment with a color-
producing reagent, the fragments form a pattern of spots
called a peptide map or fingerprint.

If you compare two unknown proteins that are in fact
identical, you will obtain identical peptide maps. The
number of spots, their positions, and their intensities will
all be identical. If the two proteins differ greatly in their
amino acid sequences, they will yield very different pep-
tide maps. Lastly, if the two proteins are similar in their
amino acid sequences, the maps produced will also be
similar. Thus, peptide maps provide a good indication of
the degree to which any two amino acid sequences are
similar or dissimilar.

3.2.1C. Sickle-Cell Anemia. The peptide
map method was originally developed by Vernon Ingram,
a British biochemist, in his studies on hemoglobin. He-
moglobin consists of two a-chains and two -chains. In-
gram isolated the B-chains from both normal individuals
and patients aftlicted with sickle-cell anemia. He obtained
two peptide maps (Figure 3.2) that were almost identical,
differing in only two spots. By eluting the variant spots
and determining the amino acid sequence of the corre-
sponding peptides, Ingram was able to show that the dif-
ferent patterns resulted from replacement of one amino
acid in the B-chain. In normal hemoglobin or hemoglobin
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A, glutamic acid occupies position 6; in sickle-cell hemo-
globin or hemoglobin S, valine occupies this position.

Hemoglobin A  Val-His-Leu-Thr-Pro-Glu-Glu-Lys
Hemoglobin S Val-His-Leu-Thr-Pro-Val-Glu-Lys

B-Chain 1 2 3 4 5 6 7 8
Replacement of the polar and acidic glutamic acid by
the nonpolar valine leads to a remarkable aggregation of
deoxyhemoglobin molecules. Aggregation results from
noncovalent interactions, mediated in large part by the
mutant valine residues (Figure 3.3). The multimolecular
aggregates have less affinity for binding oxygen than nor-
mal deoxyhemoglobin. In addition, formation of these
long linear aggregates inside red blood cells distorts the
cells, converting ordinary biconcave cells to ones having
a crescent shape. The distorted, elongated red blood cells
rupture easily and get stuck within blood capillaries. Both
effects further retard delivery of oxygen to the tissues. All
these factors combine to produce anemia. Sickle-cell ane-
mia is an example of a molecular disease, a disease that
can be traced to a change in a single type of molecule.
3.2.2. Determining Amino Acid Sequence
‘We now turn to the actual determination of amino acid se-
quences. The general approach for sequencing a protein
was originally devised by Sanger in his work on insulin.

Electrophoresis

Figure 3.2

Peptide maps of the B-chain from normal (HbA) and sickle-cell (HbS) hemoglobin after digestion with trypsin. The two nonidentical

spots (dark spots) represent N-terminal octapeptides that contain glutamic acid and valine, respectively at position no. 6. [Reprinted from C. Baglioni,
Biochim. Biophys. Acta 48:392-396 (1961) with kind permission of Elsevier Science-NL, Sara Burgerhartstraat 25, 1055 KV, Amsterdam, The

Netherlands.]
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Figure 3.3

Double-stranded polymers formed by aggregation of de-
oxygenated sickle-cell hemoglobin. Valine 6 from a {3, subunit in one
strand fits into a hydrophobic pocket formed by phenylalanine 85 and
leucine 88 in the B, subunit of a second strand. [After B. C. Wishner et
al., J. Mol. Biol. 98:179-194 (1975). With permission.]

That important research (late 1950s, early 1960s), which
established definitively that proteins have unique covalent
structures, was carried out by a number of scientists over
a period of some 10 years, using about 100 g of insulin.
Since then, the relevant techniques have been improved
tremendously so that nowadays a skilled technician can
sequence a protein of similar size in a few days, using just
a few micrograms. The sequencing strategy can be divid-
ed into three parts, which we will discuss in turn: (1)
preparing the protein for sequencing; (2) sequencing the
polypeptide chains; and (3) deriving the complete struc-
ture.

3.2.2A. Preparing the Protein for Se-
quencing. Many proteins consist of smaller fragments
held together noncovalently. We call such proteins
oligomers, and the smaller fragments subunits or
monomers. An oligomeric protein can be dissociated into
its subunits without cleaving covalent bonds. A subunit
may consist of an individual polypeptide chain or of two
or more polypeptide chains linked covalently. In hemo-
globin, the four chains (two o and two ) constitute four
subunits. Insulin, on the other hand, can form a dimer
composed of two subunits, with each subunit consisting
of two covalently linked polypeptide chains (Figure 2.7).

The material that you plan to sequence must consist
of a single type of polypeptide chain. Consequently, you
must first separate an oligomeric protein into its subunits.
If necessary, purify the subunits to remove nonprotein
components. Next, you must separate the subunit into its
component parts if it contains more than one polypeptide
chain. You do this by breaking interchain disulfide
bonds, formed between two cysteine residues located in
different polypeptide chains. You must also break intra-
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chain disulfide bonds, formed between two cysteine
residues located in the same polypeptide chain. Both types
of disulfide bonds can be broken either by reduction to
sulfhydryl groups (Figure 2.13) or by oxidation to cys-
teic acid groups (—SO,H). Breaking intra- or interchain
disulfide bonds, by either reduction or oxidation (Figure
3.4), produces a compound(s) with new ionizable groups
(—SH and —SO,H) and different chromatographic and
electrophoretic properties.

Molecular weight, on the other hand, is a property
that may or may not be affected by breaking disulfide
bonds. Cleaving an intrachain disulfide bond will not
change the molecular weight of the protein. The increase
in mass due to the change of —S—S—to2 SHor 2 SO,H
is trivial for a molecule as large as a protein. Cleaving an
interchain disulfide bond, however, will produce two mol-
ecules, each having a smaller molecular weight than the
original protein. Hence, if the molecular weight of an un-
known protein decreases upon breakage of disulfide
bonds, the presence of interchain bonds is indicated. This
does not rule out the possibility that the protein may con-
tain intrachain disulfide bonds as well.

A final step in preparing the protein for sequencing
requires a determination of the amino acid compositions
and the molecular weights of the separated polypeptide
chains. We have already discussed how to obtain the
amino acid composition by ion-exchange chromatogra-
phy. Molecular weights of peptides and proteins can be
determined by various methods, including gel-filtration

C—]— C-—;

N—T—¢C N — Cc N —I—C
SH S SO,H
|
SH S SO4H
H—— Ne—l—-c N—L—c
Figure 3.4, Breakage of intra- and interchain disulfide bonds. Inter-

chain bonds can occur in parallel or antiparallel strands, and functional
groups may be ionized: pK, (SH) = 8.33; pK, (SO,H) = 7.20.
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chromatography, electrophoresis, ultracentrifugation, os-
motic pressure, and light scattering.

3.2.2B. Sequencing the Polypeptide
Chains

3.2.2B.a. N-Terminal Amino Acid. You can identi-
fy the N-terminal amino acid of a polypeptide chain using
any of the three end-group analysis reactions discussed in
Section 2.4. A different approach employs aminopepti-
dase, an enzyme that catalyzes the hydrolysis of all types
of peptide bonds and does so by moving from the N- to-
ward the C-terminus (Figure 3.5). The enzyme is an exo-
peptidase, as distinct from the endopeptidases listed in
Table 3.3.

Using this approach, we incubate aliquots of the pro-
tein with aminopeptidase for brief periods, precipitate
residual protein, and identify amino acids released into the
supernatant by chromatography. Suppose that three such
experiments yield the following results:

Amino acids detected
in the supernatant

lncﬁiwliun time
(min)
0.25 Tyr
1 Tyr, Ala
2 Tyr, Ala, Leu

We can conclude that tyrosine is the first amino acid to be
released by enzymatic digestion, followed by alanine and
leucine, in this order. Thus, the sequence at the N-termi-
nus must be

H,N-Tyr-Ala-Leu. . .

You may wonder why no one uses this method for
complete sequencing of a protein. To do so would require
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that the specific hydrolysis proceed with a 100% yield.
Unfortunately, that is difficult to achieve experimentally.
As time goes on, the amino acid released becomes in-
creasingly contaminated with amino acids released from
previously unreacted chains. Interpreting the data be-
comes impossible. In practice, the N-terminal amino acid
and a few subsequent ones in the chain can usually be
identified reliably.

3.2.2B.b. C-Terminal Amino Acid. To identify the
C-terminus, you can use an enzymatic procedure analo-
gous to that described for the N-terminus. The enzyme
carboxypeptidase is also an exopeptidase but has opposite
specificity to that of aminopeptidase; it moves along the
polypeptide chain from the C- to the N-terminus (Figure
3.5). Here, too, we can usually identify the C-terminal
amino acid plus a few preceding residues in the chain.

Two other methods exist for identifying the C-termi-
nal amino acid (Figure 3.6). In one, we treat the polypep-
tide chain with lithium borohydride (LiBH ;). This reagent
modifies only the C-terminal amino acid residue, reducing
its carboxyl group to an alcohol group. Hydrolysis of the
treated peptide yields free amino acids and the amino alco-
hol of the C-terminal amino acid. The amino alcohol is
identified by chromatography. In the second method, we
treat the polypeptide chain with hydrazine (NH,-NH,).
This reagent cleaves all of the peptide bonds (hydrazinoly-
sis) and converts all of the amino acid residues, except the
C-terminal one, to aminoacyl hydrazides. The unchanged
C-terminal amino acid is identified by chromatography.

3.2.2B.c. Internal Amino Acid Residues. Whereas
identifying the N- and C-terminal amino acids is relative-
ly simple, determining the amino acid sequence of the re-
maining internal residues is much more complex. The
essence of the method lies in breaking the original protein
down to ever smaller fragments until we obtain peptides
of such small size that we can determine their amino acid

Aminopeptidase

- OO O ons
=ik

Carboxypeptidase

;i'.'.'._JI'L' }.5

(aminopeptidase) or vice versa (carboxypeptidase).

Exopeptidase mode of action. Exopeptidases catalyze hydrolysis of all peptide bonds, proceeding from the N- to the C-terminus
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Figure 3.6

Chemical methods for identifying the C-terminus. (A) Re-
duction with lithium borohydride, followed by hydrolysis; (B) cleavage
with hydrazine.

sequence unambiguously. The strategy consists of three
stages:

Partial hydrolysis of the protein. The protein is
partially hydrolyzed by treatment with one or
more endopeptidases, producing a number of
smaller peptide fragments of varying lengths.
Separation of the peptides. The peptides obtained
in Stage 1 are separated by chromatography, typi-
cally high-performance liquid chromatography
(HPLC), so that they can be studied individually.
3. Sequencing of the peptides. Each peptide frag-
ment is fully sequenced. This requires a deter-
mination, for each fragment, of:

-2

Amino acid composition
Molecular weight (size)
N-terminal amino acid
C-terminal amino acid

Sequence of internal amino acids

Researchers routinely carry out stage 3 by means of
the Edman degradation and an amino acid sequenator
(Section 2.4). Recall that this allows sequencing of a pep-
tide containing about 40-60 amino acids. Thus, if you
happened to isolate a decapeptide (10 amino acids), de-
termined the N- and C-terminal amino acids, and then se-
quenced the internal residues by the Edman degradation,
the peptide would be fully sequenced.
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But suppose that one large fragment contained 85
amino acids. What then? In that case you would subject
this fragment again to partial hydrolysis, using different
enzymes, to break it down to smaller fragments that, at
this point, you hope could be sequenced. If not, you would
break these secondary fragments down further. To obtain
different size fragments, you must often hydrolyze the
original protein or some of its fragments with a number of
different proteases, producing overlapping fragments
(Figure 3.7). For this reason, the procedure is known as
the overlap method.

3.2.2C. Deriving the Complete Struc-
ture. Once you have fully sequenced all of the frag-
ments, you can deduce the amino acid sequence of the
original peptide by working backward, lining up the frag-
ments. All of the isolated fragments must fit into the de-
duced sequence; there can be no exception. Figure 3.7 il-
lustrates this approach with a simplified example in which
we deduce the sequence of a 24-amino acid peptide, which
has leucine as N-terminus and glycine as C-terminus.

Lastly, you must establish the number of inter- and in-
trachain disulfide bonds and their precise location in the
molecule. To do this, you subject the native protein, with all
of its disulfide bonds intact, to partial hydrolysis with en-
dopeptidases. You identify and isolate fragments contain-
ing a disulfide bond. After cleaving the disulfide bonds, you
sequence each fragment and locate it within the protein.

A completely different approach to protein sequenc-
ing has been made possible by rapid developments in the
sequencing of nucleic acids. At present, biochemists can
sequence nucleotides in a polynucleotide faster and with
greater ease than they can sequence amino acids in a
polypeptide. Accordingly, it is becoming increasingly com-
mon to deduce the amino acid sequence of a polypeptide
from the nucleotide sequence in the DNA gene that codes
for the polypeptide. However, direct amino acid sequenc-
ing retains its importance because DNA sequencing does
not provide information about the number or types of disul-
fide bonds, does not indicate whether messenger RNA
(mRNA) processing occurs, and does not identify amino
acid residues modified after the protein was synthesized.
3.2.3. Primary Structure as a Molecular
Determinant

Elucidation of the primary structure of a large number of
proteins has led to acceptance of the following principle:

The three-dimensional structure and the functional as-
pects of a protein are determined by the primary struc-
ture of the polypeptide chain. The structure and prop-
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by digestion with the endopeptidases trypsin and chymotrypsin.

erties of the protein are effectively “built into” it by
virtue of the structure, properties, and sequence of its
component amino acids.

This statement illustrates an important general bio-
chemical principle that we encountered already in our dis-
cussion of soap micelles. The supramolecular complex of
the micelle formed spontaneously as a result of the struc-
ture and properties of the component individual fatty acid
molecules. Many other large multimolecular aggregates
(viruses, ribosomes, multienzyme systems, and the like)
assemble from their component parts in a similar manner.

For proteins, the primary structure of the polypeptide
chain serves as a major determinant—and for simple pro-
teins (nonconjugated ones) it serves as the only determi-
nant—of the structure and properties of the molecule.
Once the amino acids join together in proper sequence, the
polypeptide chain folds spontaneously to take on the mole-
cule’s characteristic three-dimensional shape.

Laboratory synthesis of polypeptide chains of de-

Principle of the overlap method for sequencing amino acids. In this example, aliquots of the original peptide have been fragmented

fined sequences exemplifies this principle. Once pro-
duced, a synthetic chain can fold to yield a functional pro-
tein. In vivo, however, the process is more complex. Pro-
tein folding requires the action of specific proteins, called
chaperones, that help in the proper assembly of protein
structure. Several types of chaperones exist; some are en-
zymes. Chaperones function either by assisting in the cor-
rect folding of a polypeptide chain or by preventing im-
proper interactions between parts of one chain or between
two different chains (more in Section 19.7).

Studies of the primary structure of proteins have led
to several other important generalizations about protein
structure and function:

. Nosingle partial amino acid sequence exists that
is common to all proteins. No single peptide seg-
ment exists that is essential for the structure of all
proteins.

2. Every possible combination of two successive
amino acids can occur in nature. There exist no re-
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strictions regarding the occurrence of any amino
acid prior to, or following, any other amino acid.

3. Proteins that have different functions generally
have different amino acid sequences. The amino
acid sequence determines the functional proper-
ties of the molecule.

4. Proteins that have similar functions have similar
partial amino acid sequences. The degree of simi-
larity varies from slight to extensive. Sequence
comparisons of such proteins help pinpoint sec-
tions that are critical for the function of the mole-
cule.

5. Proteins that have the same function and are de-
rived from different members of the same species
have identical amino acid sequences except for
the occurrence of mutations. Normal (HbA) and
sickle-cell hemoglobin (HbS), isolated from dif-
ferent individuals, illustrate this principle.

6. Proteins that have the same function and are de-
rived from different species have varying de-
grees of similarity of amino acid sequences. We
use the term sequence homology to describe the
occurrence, in different proteins, of segments
having identical amino acid sequences. The
greater the sequence homology is, the more
closely related the species from which the pro-
teins are derived.

3.2.4. Primary Structure as an Index

of Evolution

The point just made suggests that sequence comparisons
of the same protein, but isolated from different sources,
may be used to evaluate evolutionary relationships of
species. We find that evolutionary trees, constructed on
the basis of biochemical studies involving a single pro-
tein, are in excellent agreement with those obtained on the
basis of a large body of biological evidence. The finding
of close relationships among organisms at the molecular
level provides strong support for the concept of chemical
evolution discussed in Section 1.1.

One protein that has been studied extensively with
respect to evolutionary relationships is cytochrome c. Re-
searchers have determined the amino acid sequence for
cytochrome c isolated from 38 different organisms, rang-
ing from yeast to humans, and spanning 1.2 billion years
of biological evolution. Cytochrome ¢ from all of these or-
ganisms consists of a single polypeptide chain that varies
in length from 103 to 112 amino acids. Of these, 38 amino
acids show total homology; they are identical or invariant
in all species. Additionally, 23 amino acids show func-
tional homology; they are replaced by other, functionally
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similar amino acids. In these instances, one polar amino
acid replaces another, one acidic amino acid replaces an-
other, and so on. Amino acid replacements include
Ser/Thr, Glu/Asp, Arg/Lys, Val/Leu, and similar substitu-
tions.

Table 3.4 gives the number of different or variant
amino acids for cytochrome ¢ from 25 species. Figure 3.8
shows a plot of such data for three different proteins.
These proteins differ not only in their structure and func-
tion but also in the degree to which they are essential for
overall metabolism and survival of the organism.

Functionally speaking, cytochrome c represents the
most highly specialized protein of the three in Figure 3.8.
Cytochrome c has a critical role in the complex array of
the electron transport system. Without cytochrome c, the
electron transport system cannot operate and aerobic me-
tabolism cannot function. Hemoglobin comes next in im-
portance as a deliverer of oxygen to the tissues of eukary-
otes. Each hemoglobin chain must interact with three
others to form a functional oligomer. Least important are
the fibrinopeptides—two peptides removed from fibrino-
gen during its conversion to fibrin as a blood clot forms.
On the basis of these comments and the graphs of Figure
3.8, we can draw the following conclusions:

1. Evolutionary changes in a given protein can be de-
scribed by a linear relationship between the percentage of
amino acid replacements and time of divergence of the
species (time at which the species separated). From the
slope of the line we compute an evolutionary rate, called
the unit evolutionary period (UEP) and defined as the
time required for the amino acid sequence of a protein to
change by 1% after two species have diverged.

2. The evolutionary rate varies greatly from protein
to protein but seems reasonably constant for a given pro-
tein, regardless of the organisms from which the protein
is derived.

3. The more highly specialized and critical the pro-
tein, the longer it takes for a change in amino acid se-
quence to result in an altered but still functional protein.
For essential proteins, it takes a long time to produce an
“acceptable” mutation, resulting in a large unit evolution-
ary period. Of the proteins shown in Fig. 3.8, fibrinopep-
tides have the smallest and cytochrome ¢ has the largest
UEP, with hemoglobin falling in between.

3.3. SECONDARY STRUCTURE

Determination of protein structure involves a great deal
more than merely establishing the correct primary struc-
ture. Once the amino acids have been covalently linked in
their proper sequence, the polypeptide chain must fold
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“Table copyrighted @ by Irving Geis. Reproduced with permission.

“Each table entry indicates the average number of amino acid differences when comparing
multiple individuals of the species noted 1o the left and below that entry. For example, the av-
erage difference between the cytochromes ¢ of rattlesnakes and rabbits is 18 amino acids.

and twist to generate the final complete three-dimension-
al structure of the molecule. This requires the elements of
secondary and tertiary structure.

We define secondary structure as the regular or pe-
riodic folding of the polypeptide chain along an axis. Sec-
ondary structure describes the local spatial arrangement of
segments of the polypeptide chain without regard to the
conformation of side chains or to the relation of one seg-
ment to other segments. The major bond responsible for
maintaining the secondary structure is the noncovalent
hydrogen bond formed between two peptide bonds. Hy-
drogen bonds form between the NH group of one peptide
bond, serving as hydrogen bond donor, and the CO group
of a second peptide bond, serving as hydrogen bond ac-
ceptor. Hydrogen bonds can be intrachain, formed be-
tween two peptide bonds located in different segments of
the same polypeptide chain, or they can be interchain,
formed between two peptide bonds located in segments of
different polypeptide chains.

Formation of either intra- or interchain hydrogen
bonds generates two basic structural models that were first
described by Linus Pauling and Robert Corey in 1951.
Development of these models was based on interatomic
distances derived from X-ray diffraction patterns and on
the following three assumptions:

I. The amide group (CONH) of the peptide bond
plus the two linked a-carbons form a planar
structure that has a trans configuration.

2. Bond angles and interatomic distances in a pro-
tein correspond to those found in small organic
compounds.

3. Protein structure requires forming the maximum
number possible of hydrogen bonds. Every CO
group must H-bond to an NH group, and vice
versa. Pauling and Corey made this assumption
in order to describe a structure of greatest stabil-

ity.
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Chemical evolution of proteins. A plot of the average dif-
ference in amino acid sequence as a function of time (since the species
diverged) for three unrelated proteins. The unit evolutionary period, cal-
culated from the slope, is listed under each protein. Numbers in paren-
theses denote critical branch points in evolution. Standard names of geo-
logical periods are abbreviated on the left. (Figure copyrighted © by
Irving Geis. Reproduced with permission.)

3.3.1. Intrachain Hydrogen Bonds—
the Alpha Helix

In order to form intrachain H-bonds according to the Paul-
ing-Corey model, the polypeptide chain must fold or
twist. The resulting configuration constitutes a spiral or
coil, like a spring, and is called a helix. Theoretically, an
infinite number of helices can exist, depending on the di-
ameter and pitch of the helix. Pitch is the distance along
the helix axis from one point to an identical point: from
one crest to another or from one trough to another; the dis-
tance for one complete turn of the helix. Helices can be ei-
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ther right-handed or left-handed, much like the thread of
a right-handed or left-handed screw. We call the specific
helix formed in a protein by intrachain H-bonds an alpha
helix (a-helix) (Figure 3.9). It is a right-handed helix that
has a pitch of 0.54 nm and 3.6 amino acid residues per
complete turn. Every CO group is H-bonded to the NH
group of the third amino acid residue behind it in the
chain: AA, ... AA, AA5 ... AA,, and so on.

Ahelix can exist in the form of mirror images. A right-
handed coil constitutes a mirror image of a left-handed coil.
In the case of proteins, a right-handed helix of L-amino
acids is a mirror image of a left-handed helix of p-amino
acids. Thus, regardless of the optical activity of the com-
ponent amino acids, a helical structure by itself makes a
contribution to the total optical activity of the molecule.
The optical rotation of a protein consists of the sum of the
rotations of its amino acids and those of its a-helical seg-
ments. Accordingly, we can get an indication of the extent
of helical structure by determining the difference between
the optical rotation of the native protein and that of the
amino acid mixture obtained by hydrolyzing the protein.
That a helix has optical activity can be demonstrated di-
rectly. Of all the amino acids, only glycine lacks a chiral
carbon and has no optical rotation. However, polyglycine,
a synthetic polypeptide of glycine, forms an a-helix and
possesses optical activity. The optical rotation of poly-
glycine results entirely from the asymmetry of the a-helix.

3.3.2. Constraints on a-Helix Formation

The sequence of amino acids in a polypeptide chain plays
a major role in determining whether or not that chain can
fold to form an a-helix. There exist four constraints on
formation of the a-helix: helix-breaking amino acids,
amino acids with bulky side chains, ionic interactions, and
planarity and trans configuration of the peptide bond.

3.3.2A. Helix-Breaking Amino Acids.
The occurrence of proline or hydroxyproline in the
polypeptide chain causes a disruption in the a-helical
structure. Proline and hydroxyproline contain an imino
rather than an amino group. When the imino group forms
a peptide bond, its nitrogen loses its hydrogen atoms and
can no longer serve as a hydrogen bond donor. Conse-
quently, the helix is disrupted at this point; proline and hy-
droxyproline are helix-breaking amino acids.

3.3.2B. Amino Acids with Bulky Side
Chains. Amino acids that have bulky side chains may
disrupt the a-helix. The effect depends on the positions of
the amino acids in the polypeptide chain and on the size
and shape of their R-groups. If a number of such amino
acids (asparagine and leucine, for example) occur in close
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Figure 3.9.  The right-handed a-helix. (A) Early illustration. [Reprinted, with permission, from L. Pauling, The Nature of the Chemical Bond, 3rd
ed., Cornell University Press, Ithaca, New York (1960)]. (B) Recent illustration. (Figure copyrighted © by Irving Geis. Reproduced with permis-
sion.) (C) The CO group of each amino acid is H-bonded to the NH group of the third amino acid residue behind it in the chain.
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proximity, steric interaction of the R-groups may effec-
tively prevent a-helix formation.

3.3.2C. lonic Interactions. Ionic interactions
among amino acid residues in close proximity may also
prevent helix formation. The synthetic polypeptide polyly-
sine does not form a helix at pH 7 but forms one at pH 12.
At pH 7, the e-NH, groups of the lysine residues carry pos-
itive charges (pK = 10.5), and the electrostatic repulsion
generated by the large number of like charges along the
polypeptide chain prevents it from folding into a helix. At
pH 12, on the other hand, the e-NH, groups carry no charge,
and the polypeptide chain folds to form an o-helix. Like-
wise, the synthetic polypeptide polyglutamic acid does not
form an a-helix at pH 7 but forms one at pH 2. The vy-
COOH groups of the glutamic acid residues carry negative
charges at pH 7 (pK = 4.3) but carry no charge at pH 2.

3.3.2D. Planarity and Trans Configura-
tion of the Peptide Bond. Planarity of the peptide
bond limits rotations of the backbone of the polypeptide
chain to those about the C(a)—N and the C(a)—C(1)
bonds. We designate the angles of rotation about these two
bonds as ¢ (phi) and ¥ (psi), respectively (Figure 3.10).
We can describe conformations of the polypeptide chain
by specifying the ¢ and ¥ values for each amino acid
residue.

Knowing the van der Waals distances between
atoms, we can calculate whether a given combination of
& and { values results in a possible conformation of two
amino acid residues, or whether the structure is impossi-
ble due to steric hindrance between nearby atoms. Such
calculations have been made for polyalanine. The data
can be plotted to yield a diagram, called a Ramachandran
plot after its inventor (Figure 3.11). You can see that out
of the total number of possible conformations, only a
small fraction are sterically feasible. These conforma-
tions are indicated by the three small shaded regions of
the diagram and correspond to left- and right-handed a-
helices and to B-pleated sheets (see below). Note that the
left-handed a-helix appears to be feasible based on the
Ramachandran plot for polyalanine. However, for other
amino acids, significant steric interaction exists between

T
C CH N CH
\CHD NIYA leC/ ’SCH/ \N/ N
| v ¢ wl ¢| |
R, H 0 R H

Figure 3.10. Restricted rotation about single bonds in a polypeptide
chain. The C—N bond cannot rotate, but the a-carbon to carbonyl car-
bon () and the a-carbon to nitrogen (¢) bonds can rotate.
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Figure 3,11, A Ramachandran plot showing the allowed values of ¢

and ¢ for L-alanine (red). These regions, except for a left-handed a-he-
lix, are allowed for all amino acid residues. Additional regions (shaded)
are allowed only for glycine because of its small side chain. [Adapted,
with permission, from G. N. Ramachandran and V. Sasissekharan, Adv.
Protein Chem. 23:283-437 (1968).]

amino acid R-groups so that generally the right-handed
a-helix is preferred.

3.3.3. Interchain Hydrogen Bonds—
the Beta-Pleated Sheet

We call the Pauling—Corey model of secondary structure
generated by forming interchain hydrogen bonds a beta-
pleated sheet, or simply a B-sheet. As in the case of the
a-helix, this model requires forming the maximum num-
ber possible of H-bonds: every CO group in one chain is
H-bonded to an NH group in another chain, and vice ver-
sa (Figure 3.12). Much as the helical model yields two
structures (a right- and a left-handed helix), so pleated
sheets can occur in two forms, a parallel [3-sheet and an
antiparallel B-sheet, depending on the directions in
which the polypeptide chains run. However, whereas only
the right-handed a-helix occurs in proteins, both parallel
and antiparallel B-sheets serve as structural components.
Both types of sheet structure represent allowable confor-
mations on the basis of Ramachandran plots (Figure 3.11).

3.3.4. Reverse Turns

The confines of globular proteins dictate that helices and
B-pleated sheets cannot extend indefinitely. Turns must be
an integral part of the folded polypeptide chain. Some of
these turns are very sharp, abruptly reversing the direction
in which the chain runs by almost 180°. Such turns, called
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Figure 3.12

ical Bond, 3rd ed., Cornell University Press, Ithaca, New York (1960).]

reverse turns, are largely responsible for giving globular
proteins their compact spherical structure. We also call
these turns 3-bends because they frequently connect suc-
cessive strands of antiparallel B-pleated sheets.

A reverse turn usually consists of four successive
amino acid residues. It often includes glycine, proline, and
polar amino acids, and frequently a hydrogen bond stabi-
lizes the turn (Figure 3.13). Glycine constitutes part of the
turn because its small size (R group = H) presents little
steric interference. Proline occurs in the turn because its
cyclic structure naturally contributes to a change in direc-
tion of the polypeptide chain. Lastly, polar amino acids
participate because in globular proteins polar amino acids
tend to be located preferentially at the surface of the mol-
ecule, where reverse turns generally occur.

3.3.5. Supersecondary Structures

X-ray diffraction has revealed that, in addition to the «-
helix and the B-pleated sheet, proteins contain structural
components called supersecondary structures. These
structural components do not occur with the regularity and
periodicity of a helix or a pleated sheet. Accordingly, they
straddle the dividing line between secondary and tertiary
structure. Figure 3.14 shows a number of the more com-
mon supersecondary structures.

3.4. TERTIARY STRUCTURE

Whereas the secondary structure involves periodic fold-
ing of the polypeptide chain, the tertiary structure consists
of folding that is not regular. Forming the tertiary struc-
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Structures of parallel (A) and antiparallel (B) B-pleated sheets. [Reprinted, with permission, from L. Pauling, The Nature of the Chem-

ture requires that a polypeptide chain that already con-
tains folded a-helical and B-sheet segments be folded once
more, but in an irregular manner. As such, the tertiary
structure represents the arrangement in space of all the
atoms of a protein or of a subunit. It constitutes the spe-
cific three-dimensional structure of the molecule. Tertiary
structure results from the interaction of amino acid side
chains, located either close or far apart along the chain.
We consider disulfide bonds and nonprotein compo-
nents as part of the tertiary structure. Even though the

A R R
N H /
CH—C —N —CH
/ AN e
NH o c=o0
N /
C=0Q-HN
7 N
CH CH
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o] R
I:‘\ & i
CH—C—N—CH
N/H H N o
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CH CH

Figure 3.13. Two types of reverse turns, each consisting of four amino
acid residues, with a H-bond between residues | and 4. The two types
differ by a 180° flip of the peptide bond linking residues 2 and 3. [Adapt-
ed, with permission, from P. Y. Chou and G. D. Fasman, J. Mol. Biol.

115:135-175 (1977).]



Figure 3,14, Schematic drawings of supersecondary structures in pro-
teins. An a-helix is indicated by a coil, and a B-sheet strand by an arrow.
(A) BB unit; (B) aa unit; (C) B meander; (D) Greek key motif. Other
supersecondary structures, called beta barrels, contain rolled-up sections

of B-sheets.

Figure 3.15.
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polypeptide chain folds in an irregular manner, the fold-
ing is unique for any given protein, fully reproducible
from molecule to molecule, and critical for the protein’s
function. Any slight alteration in the tertiary (and/or the
secondary) structure may cause the molecule to lose its
biological activity.

3.4.1. X-Ray Diffraction

'We can investigate the tertiary structure of proteins by X-
ray diffraction, a technique that provides information
about the positions of atoms and the distances between
them. The method was first successfully applied to pro-
teins by John Kendrew, studying myoglobin (1957), and
by Max Perutz, working on hemoglobin (1959).

In X-ray diffraction we expose protein crystals to
beams of X rays, a high-energy radiation of short wave-
lengths. The protein crystal is mounted in a capillary and
positioned with a precise orientation relative to the im-
pinging X-ray beam. As the X rays pass through the crys-
tal lattice, they strike the atoms in that lattice and are scat-
tered by them. The intensity of an atom’s scattering
depends on its electron cloud. Heavier atoms contain
more electrons in their electron clouds than lighter atoms
and produce more scattering. The scattered X rays are al-
lowed to strike a photographic film, giving rise to a dif-
fraction pattern (Figure 3.15A) that consists of a multitude

B

X-ray diffraction analysis. (A) Photograph of the diffraction pattern from a myoglobin crystal. [Reprinted, with permission, from J.

C. Kendrew, Science 139:1259-1266 (1963). Copyright © 1963 American Association for the Advancement of Science.] (B) Section of the 2.0-A
resolution electron density map of myoglobin, showing location of the heme group (red) and the central iron atom (red circle). (Figure copyrighted

© by Irving Geis. Reproduced with permission.)
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gure 3. 16,

Tertiary structure of a globular protein. In this schemat-
ic representation of carbonic anhydrase, a-helices are indicated by cylin-
ders, and strands of B-sheets are shown as arrows, pointing to the C-ter-
minus of the polypeptide chain. The enzyme contains a Zn?* ion (red)
coordinated to three histidine side chains. [Reprinted, with permission,
from K. K. Kannan et al., Cold Spring Harbor Symp. Quant. Biol.
36:221-231 (1971).]

of spots varying in both position and intensity. A change
in the angle at which the X-ray beam strikes the crystal
produces a different diffraction pattern.

Perutz discovered a way to extract information from
X-ray diffraction patterns. His approach requires intro-
ducing a heavy metal atom into the protein without
changing either the protein’s conformation or the size and
symmetry of the crystallographic unit cell. We term this
an isomorphous replacement. The heavy metal ion pro-
duces intense scattering of the X-ray beam and yields an
exceptionally dense spot in the diffraction pattern. With
this spot as a reference point, and by means of thousands
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of calculations performed with a computer, one can ana-
lyze a diffraction pattern and convert it to an electron den-
sity map (Figure 3.15B), analogous to a geological con-
tour map. Mapping electron densities in this fashion is
tantamount to mapping the positions of individual atoms,
since a region of high electron density pinpoints an
atom’s location.

3.4.2. Globular and Fibrous Proteins

The tertiary structure of globular proteins consists of vary-
ing portions of a-helices, B-sheets, and irregularly folded
polypeptide chain segments (Figure 3.16). We refer to the
percentage of amino acid residues that occur in the form
of a-helical segments as the helical content of the mole-
cule. As you can see from Table 3.5, the helical content of
proteins varies greatly and does not necessarily correlate
with the amount of B-pleated sheet and the number of re-
verse turns.

Fibrous proteins can form from polypeptide chains in
either the a-helical or the B-sheet configuration. Some fi-
brous proteins, like a-keratin (see Section 3.8), consist en-
tirely of bundles of a-helices. Other proteins, like B-ker-
atin and silk fibroin, consist entirely of B-pleated sheets.
Additionally, protein fibers, while not strictly fibrous pro-
teins, can form by linear aggregation of globular proteins.

]

3.4.3. Forces Stabilizing the

Tertiary Structure

Both covalent and noncovalent bonds are responsible for
maintaining the tertiary structure of proteins (Figure
3.17). Covalent bonds consist of intra- and interchain
disulfide bonds. Noncovalent bonds include van der
Waals interactions, hydrogen bonds, ionic interactions,
and hydrophobic interactions.

Table 3.5. Structural Features of Some Globular Proteins“

a-Helix B-Pleated Sheet
Number of Number of Number of Number of
Protein Percent helices Percent sheets strands Reverse turns
Hemoglobin 79 8 0 0 0 6
Insulin 52 3 6 1 1 0
Lysozyme 40 6 12 2 6 6
Cytochrome ¢ 39 5 0 0 0 6
Ribonuclease 26 3 35 1 6 2
Chymotrypsin 14 3 45 2 12 17
Concanavalin A 2 1 57 3 18 0

“Adapted with permission from A. Liljas and M. G. Rossman, Annu. Rev. Biochem. 43:475-507 (1980), @ 1980 by Annual

Reviews, Inc.
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Figure 3.17,

Van der Waals interactions between uncharged mol-
ecular groups can make a significant contribution to the
stability of proteins. Globular proteins generally have a
tightly packed interior, as indicated by X-ray diffraction.
Accordingly, interatomic contacts abound, and a variety
of interactions can take place between adjacent atoms and
molecular groups. H-bonds can form between peptide
bonds, both in a regular manner as in an a-helix or a B-
sheet, and in an irregular manner between any two peptide
bonds located suitably close to each other in the folded
polypeptide chain. Additionally, H-bonds can form be-
tween proton donor and acceptor groups in amino acid
side chains. Ionic interactions occur between oppositely
charged functional groups of the amino acids, and hy-
drophobic interactions involve nonpolar amino acid side
chains.

Although a protein does not constitute a micelle, a
globular protein is constructed somewhat along similar
principles. X-ray diffraction has shown that, in globular
proteins, polar amino acids tend to be spread over the sur-

Forces that stabilize the tertiary structure of proteins.

face of the molecule while nonpolar amino acids tend to
be located inside the protein. This resembles the structure
of a soap micelle (Figure 1.10), where polar carboxyl
groups lie on the outside while nonpolar hydrocarbon
chains cluster inside. Likewise, hydrophobic interactions
between nonpolar amino acid side chains stabilize globu-
lar proteins much as interactions between hydrocarbon
chains stabilize soap micelles. Lastly, polypeptide chains
fold spontaneously to produce three-dimensional struc-
tures and soap molecules aggregate spontaneously to form
micelles.

As an interesting footnote, we might mention that
the fundamental structural models of proteins, the a-he-
lix and the B-pleated sheet, were proposed solely on the
basis of H-bond considerations. We now realize that, in
addition to H-bonds, hydrophobic interactions are quite
important in maintaining the structural integrity of pro-
teins. Indeed, at times they may be the major force re-
sponsible for stabilizing the three-dimensional structure
of the molecule.
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3.4.4. Domains

As X-ray diffraction data and other information about pro-
tein structures accumulate, we see that a protein frequent-
ly has recognizable subsections of its overall three-di-
mensional structure, called domains.

A domain is an independently folded, relatively glob-
ular region of a polypeptide chain. A domain occurs as a
spatially isolated structure that can be physically separat-
ed from other parts of the molecule by a suitable cut, or
cuts, in the polypeptide chain. Proteins containing over
200 amino acid residues usually fold into two or more do-
mains. Domains may interact slightly or extensively with
each other; they may be associated with specific functions;
and they vary in size. Most domains contain about
100-200 amino acid residues. Typically, one or, at times,
two polypeptide segments connect one domain to another.
Figure 3.18 shows an enzyme having two distinct domains.
The variable and constant regions of immunoglobulins
also constitute separate domains (see Figure 3.31).

3.5. QUATERNARY STRUCTURE

We can fully describe a monomeric protein by its prima-
ry, secondary, and tertiary structures. However, oligomer-
ic proteins composed of subunits require still another
structural level for their description. We call that level the
quaternary structure. It consists of the arrangement and
interaction of subunits without regard to the internal struc-
tures of the subunits. The interaction between the four
subunits of hemoglobin (two a-chains and two (3-chains)
that results in formation of the functional molecule illus-
trates quaternary structure.

Forces responsible for maintaining the quaternary
structure are generally noncovalent. Because subunits are
typically globular proteins, nonpolar amino acids tend to
cluster inside each subunit while polar amino acids tend
to spread on its surface. These structural characteristics
minimize hydrophobic interactions among subunits and
maximize van der Waals interactions, H-bonds, and ionic
interactions. Exceptions do, however, occur. The quater-
nary structure of hemoglobin, for example, results from
numerous H-bonds as well as from extensive hydropho-
bic interactions among the subunits.

3.6. PROPERTIES OF PROTEINS
3.6.1. Net Charge

Acid-base properties of proteins reflect their molecular
structure. Many of the functional groups in the amino acid
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side chains undergo ionization. Recall that you can use pK
values of free amino acids only as a rough guide to pK val-
ues of the same groups in a protein. Actual pK values de-
pend on the location of each group within the polypeptide
chain and on the electronic environment surrounding it.
Every protein, like every amino acid and peptide, has its
specific isoelectric point (pI), the pH at which the molecule
has a net zero charge. At pH values more basic than the pl,
the protein has a net negative charge; at pH values more
acidic than the pI, the protein has a net positive charge.

Researchers make use of this fact in procedures re-
quiring the precipitation of proteins by means of heavy
metal ions. For example, casein, the major protein in milk,
and egg albumin, the major protein in egg white, have pl
values of 4.7 and 4.6, respectively. To precipitate these
two proteins with heavy metal ions like Hg?*, Pb*, or
Ag*, it is best to carry out the reaction at a pH above 5.0.
Above pH 5.0, either protein has a net negative charge and
interacts well with the metal cations.

A clinical application of this principle involves the
treatment of poisoning caused by the ingestion of such
heavy metal ions. In these cases, the patient receives a
dose of egg white or milk—effectively a dose of egg al-
bumin or casein—or both. Although some digestion of ca-
sein and egg albumin occurs in the stomach, a large frac-
tion of each protein passes from the stomach into the
intestine in undigested form. Intestinal fluid has a pH of
about 7. At that pH, both proteins are negatively charged
and combine readily with any heavy metal cations that
have gotten into the intestine. The protein/metal-cation
complex precipitates out and can be excreted, thereby
detoxifying the intestine. This treatment does not remove
metal cations left in the stomach, in which the pH is about
2; to eliminate them, the stomach must be pumped out.
3.6.2. Protein Solubility
We saw earlier that in order to become soluble, solute par-
ticles must interact more with solvent molecules, general-
ly water, than with each other. The pH dependence of pro-
tein solubility reflects the same principle (Figure 3.19).

At pH values below or above the pl, the protein has
a net positive or a net negative charge, respectively, and
the charged protein particles repel each other. Extensive
hydration by water dipoles further ensures that protein
molecules stay apart. At those pH values, the protein is
soluble. At the isoelectric point, however, the protein has
anet zero charge, and protein molecules tend to react more
with each other than with water. At this pH, solute—solute
interactions exceed solute—solvent interactions, and pro-
tein molecules aggregate and precipitate out.

Protein solubility also varies with the ionic strength
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Figure 3,18, Subunit structure of glyceraldehyde 3-phosphate dehydrogenase from Bacillus stearothermophilus. Two distinct domains can be seen.
The first (residues 1-146) binds the coenzyme NAD*, and the second (residues 147-333) binds the substrate, glyceraldehyde 3-phosphate (not shown).
[Reproduced, with permission, from G. Biesecker, Nature (London) 266:328-333 (1977). Copyright © 1977 Macmillan Magazines Limited.]
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Figure 3.19.

(see Appendix A) of the solution. As the ionic strength in-
creases, protein solubility at first increases. We term this
“salting in.” However, beyond a certain point, the solu-
bility begins to decrease, a phenomenon called “salting
out” (Figure 3.20). At low ionic strengths, added salt ions
surround and shield the protein’s ionizable groups. This
prevents interactions among ionizable groups so that
protein—protein interactions decrease and protein solu-
bility increases. At high ionic strengths, so much water has
become bound by the added salt ions that not enough re-
mains to properly hydrate the protein. This increases in-
teractions among ionizable groups so that protein—protein
interactions increase and protein solubility decreases.
Because of differences in structure and amino acid

Salting in
Salting out

Solubility =—>

lonic strength —>

Figure 3.20.  Variation of protein solubility with ionic strength.
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sequence, proteins differ in their salting-in and salting-out
behavior. Moreover, solubility curves vary depending on
the type and valence of the salt ions added. These proper-
ties form the basis for fractional precipitation by adding
salt, a useful technique in isolating and purifying proteins.
In this technique, one slowly adds a salt, typically ammo-
nium sulfate, to a protein solution. As the salt concentra-
tion increases, different proteins precipitate out and can be
removed or collected.

3.6.3. Denaturation

It is apparent from our discussion that the complete, three-
dimensional structure of a protein represents a delicate
balance of covalent and noncovalent interactions. We
must take care when isolating and studying proteins that
this balance is not disturbed and that we do not alter the
structure of the molecule in any way. Even a slight struc-
tural alteration may result in a significant change in the
protein’s properties and a decrease or loss of its biologi-
cal activity. We refer to such alterations in, or loss of, the
native structure of a protein as denaturation. Hans Neu-
rath defined the term as “any non-proteolytic modification
of the unique structure of a protein giving rise to definite
changes in chemical, physical, or biological properties.”

Denaturation includes cleavage of disulfide bonds,
disruption of noncovalent interactions, and any other
change in the protein except the breaking of peptide bonds
(termed degradation). Denaturation may be reversible or
irreversible. A reversal of denaturation is called renatura-
tion. Denaturation applies not only to proteins. Breaking
noncovalent interactions in nucleic acids also constitutes
denaturation.

Protein denaturation consists of a partial or complete
unfolding of the polypeptide chain, an opening up of the
molecule’s native structure (Figure 3.21). Regularly fold-
ed segments of a-helix and 3-sheet lose their specific con-
figurations, and the polypeptide chain forms a random
coil—a flexible chain folded in an unordered manner. A
dish of spaghetti resembles a collection of denatured
polypeptide chains. These structural alterations lead to ob-
servable changes in the molecule’s properties. To take a
well-known example, consider boiling an egg. The heat
leads to alterations in the configuration of egg albumin.
The native polypeptide chains undergo denaturation and
subsequently aggregate to form the coagulated egg white.
Thus, denaturation amounts to the unseen cause that pro-
duces the observable effects.

Denatured proteins are generally more susceptible to
enzymatic attack. Random-coil structures provide easier
access to enzymes catalyzing peptide bond hydrolysis. De-
naturation during cooking produces proteins that are more
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readily digested by proteolytic enzymes. Denaturation usu-
ally leads to exposure of some nonpolar groups, previous-
ly buried inside the protein, so that protein solubility de-
creases. Optical activity also decreases during denaturation
as helical segments unfold to form random coils. Denatured
proteins generally have less or no biological activity. Un-
raveling a polypeptide chain may alter the configuration of
an active site and prevent an enzyme from binding a sub-
strate, an antibody from binding an antigen, and so on.

Many factors can bring about denaturation. Any
agent that disrupts either a covalent or a noncovalent bond
critical for the structure of the molecule may cause partial
or complete unfolding of the protein. Temperature is a
common agent of denaturation. An increase in tempera-
ture disrupts hydrogen bonds and, at higher temperatures,
hydrophobic bonds as well. Various compounds that re-
duce or oxidize disulfide bonds have already been de-
scribed (Figures 2.12, 2.13, and 3.4).

Increasing the ionic strength or changing the pH may
break ionic interactions among amino acid side chains.
Added ions interact with oppositely charged groups on the
protein and thereby disrupt intraprotein ionic interactions.
Changes in pH alter the charges of specific functional
groups and thus affect electrostatic interactions involving
these groups. Compounds capable of forming hydrogen
bonds or participating in hydrophobic interactions may
cause denaturation by competing with corresponding
groups of the protein. For example, urea and guanidine
hydrochloride break intraprotein H-bonds, and soaps and
detergents disrupt intraprotein hydrophobic interactions.

NH} C1-

H,N—C-—NH, H,N—C—NH,
Urea Guanidine

hydrochloride

CH,—(CH,),,—0SO; Na*

Sodium dodecyl sulfate (SDS),
a detergent
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Lastly, physical agents such as ultraviolet light, pressure,
and sonication can lead to protein denaturation.

)

Bl

PROTEIN BINDING—HEMOGLOBIN
AND MYOGLOBIN

‘The capacity to bind atoms, ions, and small or large mole-
cules constitutes an essential aspect of protein function.
The bound entity, called ligand, is usually, but not al-
ways, linked to the protein noncovalently. The binding
site on the protein might be a simple functional group,
such as a carboxyl group binding a proton. Alternatively,
the binding site may be a section of the tertiary struc-
ture—a region on the surface of the protein defined by
one or more segments of the polypeptide chain. The site
can consist of one or several amino acid residues that may
be close together or far apart along the chain, depending
on its folding. There may be one or several binding sites
per molecule. Multiple binding sites may bind the same
ligand or different ligands. You can see that binding is a
varied phenomenon, and we shall encounter many exam-
ples of it in our study of biochemistry. A powerful appli-
cation of specific binding interactions, affinity chro-
matography, is discussed in Appendix C. In this section,
we will illustrate some important aspects of protein bind-
ing by examining the binding of oxygen to hemoglobin
and myoglobin.

)

3.7.1. Oxygen Saturation Curves

Hemoglobin is present in high concentration in red blood
cells; it binds oxygen in the lungs and releases it to the tis-
sues and cells around the blood capillaries. Hemoglobin
functions primarily as an oxygen transport protein. Myo-
globin is located in muscle cells; it binds and releases oxy-
gen in the cytoplasm of these cells in response to changes
in the oxygen concentration. Myoglobin functions pri-
marily as an oxygen storage protein.

A plot of the extent of oxygen binding by these two
proteins as a function of increasing oxygen concentration
yields two curves, called oxygen saturation curves, that
differ in their shape (Figure 3.22). You can see from this
figure that myoglobin has great affinity for oxygen. Only
a small increase in oxygen concentration (partial pressure)
is needed to fully saturate myoglobin with oxygen. The
curve rises steeply; it is a Ayperbolic curve. Hemoglobin,
on the other hand, initially binds oxygen with difficulty
since the curve rises slowly at low oxygen concentrations.
As the oxygen concentration increases, the binding affin-
ity also increases, as detected by an increase in the slope
of the curve. The curve levels off when hemoglobin be-
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Figure 3.22. Oxygen saturation curves of myoglobin and hemoglobin.

Oxygen concentration is expressed as partial pressure ( pO,) in torr (1
torr = | mm Hg; 1 atm = 760 torr).

comes fully saturated with oxygen. We call this type of
curve a sigmoidal curve or an S-shaped curve.

The different properties of hemoglobin and myoglo-
bin allow an organism to shift oxygen between these two
proteins according to need. For example, starting with the
deoxygenated proteins and increasing the partial pressure
of oxygen (as in moving a person from high altitude to sea
level), the myoglobin stores are replenished before the cir-
culating hemoglobin is fully oxygenated. Conversely,
starting with the fully oxygenated proteins and decreasing
the partial pressure of oxygen (as in moving a person from
sea level to high altitude), most of the hemoglobin is de-
oxygenated before the oxygen stores of myoglobin are de-
pleted as a last resort. Similar changes in oxygen concen-
tration occur in animals as the blood flows from the tissues
(lower pO,) to the lungs (higher pO,) or vice versa.

The shift of oxygen between hemoglobin and myo-
globin is analogous to shifting money between a savings ac-
count (myoglobin) and ready cash (hemoglobin). As mon-
ey becomes available, prudent individuals build up savings
accounts before spending excess funds as cash. Conversely,
as spending becomes necessary, most individuals use up
cash reserves before dipping into savings accounts.

3.7.2. Cooperativity—Multiple
Binding Sites

Apart from the usefulness of having two proteins with
unique oxygen binding properties, we must ask what ac-
counts for this different behavior. The answer is that the
properties of hemoglobin and myoglobin are a function of
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their respective structures. Myoglobin occurs as a
monomeric protein in which the polypeptide chain, or glo-
bin, surrounds a heme. Heme consists of an iron atom coor-
dinated in a planar tetrapyrrole ring system, called proto-
porphyrin IX (Figure 3.23). Hemoglobin, on the other hand,
occurs as a fetrameric protein in which each subunit con-
sists of a polypeptide chain (globin) surrounding a heme.
Hemoglobin contains two types of polypeptide chains (two
a~chains and two B-chains), and both resemble the single
polypeptide chain of myoglobin. Additionally, the heme
structure is identical in both myoglobin and hemoglobin.

Thus, there exists only one major difference between
the two proteins: hemoglobin is a tetramer, with four bind-
ing sites for oxygen, whereas myoglobin is a monomer,
with only one binding site for oxygen. Each binding site
in the two proteins binds a molecule of oxygen, O,. Myo-
globin has great affinity for oxygen, and binding proceeds
rapidly. Moreover, binding of a single O, fills the protein’s
binding site so that no additional oxygen binding can oc-
cur. Such binding results in a hyperbolic oxygen satura-
tion curve.

Hemoglobin has a lower affinity for oxygen, and
binding proceeds slowly at first. However, once some
oxygen has become bound, hemoglobin’s affinity for ad-
ditional oxygen increases. The change in affinity is only
possible because hemoglobin has more than one binding
site per molecule. The initial binding of oxygen to some
sites enhances oxygen binding to subsequent sites. We re-
fer to this phenomenon as cooperative interactions, or

CH,  OH

CH,
|
CO,H

Figure 3.23

Protoporphyrin IX.
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cooperativity. This type of binding results in a sigmoidal
oxygen saturation curve.

Cooperativity exists whenever the binding of one lig-
and affects the binding of subsequent ligands (identi-
cal or different ones) to other sites (identical or differ-
ent ones).

Multiple binding sites may be located on a single
macromolecule or distributed over a macromolecular ag-
gregate. Cooperative interactions characterize oligomeric
proteins that consist of two or more subunits, with each
subunit having one or more binding sites. Cooperative in-
teractions in such proteins are revealed by a sigmoidal
binding curve.

Porphyrin

His
plane
} R

[ i".» re 3.24

units. (C) Movement of iron into the porphyrin plane upon oxygenation.

II . BIOMOLECULES

Cooperative interactions may be positive or negative.
With positive cooperativity, the binding of a ligand en-
hances the binding of a subsequent ligand. With negative
cooperativity, the binding of a ligand diminishes the bind-
ing of a subsequent ligand. Note that if ligand binding is co-
operative, then ligand dissociation must likewise be coop-
erative. Thus, removal of the first O, from oxyhemoglobin
proceeds slowly, but subsequent molecules of O, dissociate
more readily.

3.7.3. Changes in Hemoglobin
upon Oxygenation

We understand the nature of the cooperative interactions
in hemoglobin quite well (Figure 3.24). Upon oxygena-

.= Porphyrin
(tetrapyrrole ring system; simplified)

Cooperative interactions in hemoglobin. (A) Schematic drawing of a subunit. (B) Electrostatic interactions within and between sub-
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Figure 3.25.  The structure of oxyhemoglobin and deoxyhemoglobin. Subunits are closer together in oxyhemoglobin than in deoxyhemoglobin.
(Figure copyrighted © by Irving Geis. Reproduced with permission.)
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tion, the effective radius of the iron atom decreases;
introducing the electronegative oxygen molecule com-
presses the electron cloud surrounding the iron. As a
result, the iron atom, which was originally not cen-
tered in the plane of the protoporphyrin, can now move
into that plane. Displacement of the iron amounts to
0.6 A.

Iron has six coordination positions, four of which are
taken up by linkage to the nitrogens of the protoporphyrin
ring. A fifth position links the iron to a histidine residue in
the polypeptide chain of the surrounding globin. The sixth
position is the one at which an oxygen molecule (O,) can
bind. The fifth and sixth coordination positions are on op-
posite sides of the protoporphyrin plane. Since the iron is
coordinated to the globin polypeptide chain, movement of
the iron into the protoporphyrin plane distorts the globin
chain.

This conformational change breaks several inter-
chain ionic bonds. The structural change in one subunit,
resulting from oxygenation, becomes translated into
structural changes at the interfaces of other subunits.
Properties of these subunits, including their affinity for
oxygen, are thereby altered. In this way, binding of oxy-
gen to one site affects the binding affinity of other sites.
Such effects constitute the essence of cooperative interac-
tions.

The conformational changes brought about in the

Tissues Lungs

100

Mb—

80 y
pH 76] 72 68

60

40

Saturation (%)

20

0 20 40 60 80
PO, (torr)

100

Figure 3.26
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subunits by oxygenation result in oxyhemoglobin being
more compact than deoxyhemoglobin. In oxyhemoglobin,
the subunits are closer together and the central cavity is
smaller than in deoxyhemoglobin (Figure 3.25). The con-
formational changes also cause alterations in acid—base
properties. For example, the distance between an aspartic
acid residue (#94) and a histidine residue (#146) on the
same [3-chain increases. Upon oxygenation, the proton of
the imidazole group of histidine is less attracted to the
negatively charged B-carboxyl group of aspartic acid. In
other words, the imidazole proton dissociates more read-
ily; its pK," has been lowered. The histidine has become
a stronger acid.

Several other such changes alter the acid—base prop-
erties in a similar manner. As a result, oxyhemoglobin is
a stronger acid than deoxyhemoglobin, which may be in-
dicated schematically by writing:

HHb + O, 2 HBO,~ + H* 3.1

3.7.4. The Bohr Effect

Equation (3.1) describes one of the central aspects of the
chemistry of respiration. It also explains a phenomenon
known as the Bohr effect. The Bohr effect refers to the
decrease in the oxygen affinity of hemoglobin produced
by either a decrease in the pH or an increase in the par-

The Bohr effect. Variation of oxygen binding by hemoglobin with pH (A) and partial pressure of CO, (B). Binding of oxygen by

myoglobin varies little with pH so that the curve is approximately correct at all three pH values.
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tial pressure of carbon dioxide (Figure 3.26). Put some-
what differently, a decrease in pH or an increase in
[CO,] favors the dissociation of oxygen from oxyhemo-
globin.

You can see from Eq.(3.1) that a decrease in pH, or
increase in [H*], drives the reaction from right to left ac-
cording to Le Chatelier’s principle, causing oxygen to dis-
sociate from oxyhemoglobin. The effect of CO, results
from two reactions in which CO, participates. In one re-
action, CO, is hydrated to carbonic acid, which then ion-
izes to bicarbonate and a proton:

CO, + H,0 2 H,CO, 2 HCO; + H*

In the second reaction, CO, reacts with amino groups of
hemoglobin and other proteins to form carbamino com-
pounds that also ionize:

CO, + R-NH, 2 R-NH-COOH & R-NH-COO~ + H*

An increase in [CO,] drives both of these reactions
from left to right, thereby increasing the H* concentration.
Hence, an increase in [CO,] has the same effect as an in-
crease in [H*] and favors oxygen dissociation from oxy-
hemoglobin.

Conditions of low pH and high [CO,] are precisely
those that exist at the level of actively metabolizing tis-
sue. As we shall see, most metabolic intermediates are
weak acids. Metabolizing tissue, therefore, tends to have
a somewhat lower pH than inactive tissue. Likewise, the
citric acid cycle, which produces most of the respirato-
ry CO,, is fully operative during aerobic metabolism so
that the concentration of CO, is higher in metabolizing
tissue than in inactive tissue. You can see that the condi-
tions in actively metabolizing tissue produce a perfect
match between the tissue’s increased need for oxygen
and the enhanced release of oxygen from oxyhemoglo-
bin.
3.7.5. 2,3-Bisphosphoglycerate—a

Regulator of Oxygen Binding

In addition to the Bohr effect, there exists another impor-
tant regulatory factor in the chemistry of respiration—2, 3-
bisphosphoglycerate (BPG):

CO0~

H—lc—opogf

H—|C—OPO§‘
}'1
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BPG binds electrostatically to the central cavity of
intracellular hemoglobin. The binding involves specific
interactions between the five negative charges present on
BPG at intracellular pH and eight positively charged sites
on hemoglobin (Figure 3.27). In deoxyhemoglobin, the
central cavity is large enough so that BPG fits into it well.
In oxyhemoglobin, the cavity is too small to accommodate
BPG. Consequently, BPG binds to deoxyhemoglobin but
not to oxyhemoglobin.

Upon binding to deoxyhemoglobin, BPG effective-
ly “locks” the protein into this form, retards its oxy-
genation to oxyhemoglobin, and thereby lowers deoxy-
hemoglobin’s affinity for oxygen. While binding of
oxygen increases the proportion of oxyhemoglobin,

Figure 3.27.

Binding of 2,3-bisphosphoglycerate (BPG) to the central
cavity of deoxyhemoglobin. Binding involves electrostatic interactions
between BPG’s five negative charges and eight positive charges of two
{3-subunits of deoxyhemoglobin: a-NH, of Val 1; imidazole of His 2;
€-NH, of Lys 82; and imidazole of His 143. (Figure copyrighted © by
Irving Geis. Reproduced with permission.)
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The effect of 2,3-bisphosphoglycerate (BPG) on oxygen saturation curves. (A) Hemoglobin, stripped of BPG, binds oxy-

gen almost as well as myoglobin. (B) Fetal hemoglobin has greater affinity for oxygen because it binds BPG less strongly than adult hemo-

globin.

binding of BPG increases the proportion of deoxyhe-
moglobin.

BPG concentration in red blood cells is high and
nearly identical to the concentration of hemoglobin. As a
result, normal hemoglobin has significant amounts of
BPG bound to it. “Stripping” such hemoglobin of its BPG
leads to an almost complete loss of the characteristic sig-
moidal oxygen saturation curve, and the binding of oxy-
gen approaches that shown by myoglobin (Figure
3.28A).

BPG has an important physiological role because it
binds less strongly to fetal hemoglobin than to adult he-
moglobin. Consequently, fetal hemoglobin has a greater
affinity for oxygen than adult hemoglobin (Figure 3.28B).
This difference allows oxygen released by maternal he-
moglobin in the placenta to become bound to fetal hemo-
globin and transported to fetal tissues.

The decreased binding of BPG to fetal hemoglobin
results from the structure of its central cavity. Fetal he-
moglobin, like adult hemoglobin, is a tetramer. It con-
tains two a-chains, but instead of two B-chains it con-
tains two <y-chains, in which a histidine has been
replaced by serine. Because this residue forms part of
the lining of the central cavity, fetal hemoglobin has
only six positive charges in its central cavity, compared
to eight for maternal hemoglobin. Because of the fewer

charges, fetal hemoglobin has a lower binding affinity
for BPG.

3.8. STRUCTURES OF SOME
SPECIFIC PROTEINS

We can illustrate some of the principles discussed in this
chapter by describing the structures of several proteins, in-
cluding Kkeratins, collagen, myosin, and immunoglobulins.

3.8.1. Keratins

Keratins are fibrous proteins. a-Keratins occur in hair
and wool of mammals; their basic structural unit is a
coiled coil of two a-helices. Two of these coiled coils
form a protofibril. Protofibrils are arranged in a “9 + 27
pattern, or microfibril, in which nine protofibrils form a
ring that surrounds a central core of two protofibrils. A
large number of microfibrils make up a single hair or
strand of wool.

The springiness of hair and wool fibers results from the
coiled coil’s tendency to untwist when stretched and to re-
form when the force is relaxed. Stretching the fibers breaks
hydrogen bonds, and relaxing the force lets these bonds re-
form so that the fibers regain their original conformation.
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Figure 229, The triple helix of collagen—a right-handed supercoil,
composed of three left-handed helices. Each individual helix has 3.3
residues per turn and a pitch of 1.0 nm. Crowding of the helices requires
glycine at every third position of each polypeptide chain. Hydrogen
bonding is not shown.

When human hair is given a “permanent,” disulfide bonds
linking the helices are first broken and then allowed to re-
form in different positions after the hair has been set.
B-Keratins have B-sheet structures and occur in
feathers, skin, and scales of most birds and reptiles.

3.8.2. Collagen

Collagen, the major component of connective tissue in all
multicellular animals, represents the most abundant pro-
tein of vertebrates. Collagen is a right-handed triple helix,
composed of three left-handed helices, linked by H-bonds
(Figure 3.29). Individual triple helices are cross-linked
covalently, resulting in a structure that has great tensile
strength. The polypeptide chains of collagen contain large
amounts of proline, hydroxyproline, and glycine.

Two heavy chains

C-termini <

Coiled coil rod
(tail)

Figure 3.30
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3.8.3. Myosin

Myosin, the structural unit of the thick filaments of striat-
ed muscle, constitutes about 60-70% of total muscle pro-
tein (Figure 3.30). Myosin consists of six polypeptide
chains, two heavy ones (MW = 230,000 each) and two
pairs of light ones (MW = 20,000 each). The functional
complex has a molecular weight of 540,000, and its struc-
ture is part fibrous and part globular. The N-terminal half
of each heavy chain folds into a globular head, while the
C-terminal half forms a long a-helical tail. Two light
chains are complexed to each heavy-chain head. A thick
filament consists of several hundred myosin molecules
with their rodlike tails packed end-to-end in a regular stag-
gered array.

3.8.4. Immunoglobulins

Immunoglobulins, or antibodies, form a related but
enormously diverse group of proteins that have a common
structural unit (Figure 3.31) composed of two heavy
chains (MW = 50,000) and two light chains (MW =~
25,000). Immunoglobulins contain five different types of
heavy chains and two types of light chains. The chains are
linked via disulfide bonds and noncovalent bonds to form
an asymmetric, Y-shaped, globular molecule. Each heavy
chain has an oligosaccharide linked to it so that im-
munoglobulins constitute a group of glycoproteins. The

Two light chains

“—N-terminus

<— N-terminus

Two light chains

Schematic structure of myosin.
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Figure 2.21.  Immunoglobulins. Basic antibody structure. C and V

five classes of immunoglobulins are designated IgG, IgA,
IgM, IgD, and IgE. They vary in their structures and func-
tion in different protective roles.

Both the light and the heavy chains have variable re-
gions, in which many amino acid substitutions occur, and
constant regions, in which the amino acid sequence is

designate constant and variable regions; L and H designate light and
heavy chains. IgG is a monomer of the basic structure; IgA occurs as a
monomer, dimer, or trimer, and IgM is a pentamer. Monomers are linked
by a joining chain (J-chain) via disulfide bonds.

conserved. The variable region of a light chain, together
with that of a heavy chain, forms an antigen binding site.
For a given class of antibodies, the amino acid sequences
are constant in the constant regions. Variations in amino
acid sequences in the variable regions are responsible for
the great specificity of antibodies within each class.

SUMMARY

Proteins have many specialized and several general functions. They are a
source of energy, provide dietary nitrogen, serve as buffers, and contribute
to osmotic pressure. We recognize four levels of protein structure: prima-
ry, secondary, tertiary, and quaternary. The primary structure refers to the
type, number, and sequence of amino acids in the polypeptide chain. We
determine it by partially hydrolyzing the protein, separating the peptide
fragments, and then sequencing each fragment.

Regular folding of the polypeptide chain along one axis produces the
secondary structure. According to the Pauling—-Corey models, secondary
structure results from hydrogen bonding between peptide bonds. H-bonds
form between the NH group of one peptide bond and the CO group of an-
other, and all peptide bonds participate in H-bond formation. Formation
of intrachain hydrogen bonds produces an a-helix; formation of interchain
hydrogen bonds produces a B-pleated sheet. We can estimate the helical
content of proteins by measuring optical rotation.

Tertiary structure constitutes the three-dimensional structure of the mol-
ecule, the irregular but reproducible folding of an already folded polypep-
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tide chain. The tertiary structure is stabilized by disulfide bonds, H-bonds,
and van der Waals, hydrophobic, and ionic interactions. We can determine
tertiary structure from X-ray diffraction data. The arrangement of subunits in
an oligomeric protein and the interactions among different subunits consti-
tute the quaternary structure. Subunits are generally linked noncovalently.

Proteins, like amino acids and peptides, have isoelectric points (pl),
at which the molecules carry a net zero charge. At a pH above its pl, a
protein has a net negative charge; at a pH below its pl, it has a net posi-
tive charge. Protein solubility varies as a function of pH and ionic strength.

Binding of oxygen to myoglobin and hemoglobin yields two different
types of oxygen saturation curves: a hyperbolic one for myoglobin and a
sigmoidal (S-shaped) one for hemoglobin. These curves reflect the differ-
ent structures and properties of the two proteins. Because of its subunit
structure, hemoglobin shows cooperative effects in oxygen binding. Co-
operative interactions occur when the binding of some ligands to some
sites affects the binding of subsequent ligands to other sites. Cooperativi-
ty can be positive (enhance binding) or negative (diminish binding). Bind-
ing of oxygen to hemoglobin leads to conformational changes and to
changes in the acid-base properties of the molecule. Changes in pH,
[CO,], and concentration of 2,3-bisphosphoglycerate affect the binding.
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REVIEW QUESTIONS

A. Define each of the following terms:

Denaturation
Cooperative interactions

Random coil
Globular protein
Prosthetic group Reverse turn

Peptide map Unit evolutionary period (UEP)
Bohr effect Subunit

B. Differentiate between the two terms in each of the fol-
lowing pairs:

a-Helix / B-pleated sheet
Domain / supersecondary

Oligomer / monomer
Simple protein /

structure conjugated

Intrachain disulfide bond / protein
interchain disulfide Sequence homology /
bond amino acid

Ligand / binding site composition

Protofibril/ microfibril
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(1) What is meant by the terms primary, secondary, ter-
tiary, and quaternary structure of proteins? What bonds
or forces are involved at each level and how can these
bonds be disrupted? How are solubility and optical ro-
tation related to protein structure?

(2) What changes occur in deoxyhemoglobin as it un-
dergoes oxygenation and how do these changes ex-
plain the positive cooperativity observed?

(3) Outline the steps typically used in the isolation, pu-
rification, and characterization of a protein.

(4) Describe the stages involved in determining the pri-
mary structure of a protein.

(5) Studies of the primary structure of proteins have led
to a number of important generalizations or principles.
What are they?

(6) What are the constraints on the formation of an a-
helical segment and why do they have this effect?

PROBLEMS

Draw a graph, plotting solubility as a function of pH,
for two hypothetical proteins, A and B. Protein A
consists of 60 glutamic acid and 20 lysine residues;
protein B consists of 20 glutamic acid and 60 lysine
residues. On the basis of your graph, suggest a way
of separating these two proteins.

The two least frequent amino acids in a protein are
valine and threonine. The protein contains 0.400
mol % valine and 0.500 mol % threonine (mol % =
no. of moles/100 moles). What is the minimum mol-
ecular weight of the protein, assuming that the mol-
ecular weight of an amino acid residue is 110?
Assuming that 2,3-bisphosphoglycerate binds non-
specifically to proteins, which of the following might
be likely to exhibit such binding at pH 7.0?

Urease (pl = 5)
Myoglobin (pl = 7)
Lysozyme (pl = 11)

The following amino acids are internal residues in a
polypeptide chain and are located such that they can
interact as indicated. Which amino acid pairs in (a)
could produce ionic interactions? Which pairs in (b)
could form H-bonds? Which pairs in (c) could pro-
duce hydrophobic interactions?

(a) (b) (c)

1. Leu...His Cys...Cys Arg...Thr
2. Asn...GIn Ala...Pro lle ...lle

3. Arg...Asp Tyr ... Glu Val...Leu
4. Cys...Met Gly...Ala Pro...Phe

Consider a typical globular protein that is titrated
twice: (a) using the native protein and (b) using the
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denatured protein. Would you expect to find any
differences with respect to the number of side-
chain functional groups accessible to titration in (a)
and (b)? If you were able to determine the pK_ of a
given functional group of a given amino acid
residue, would you expect it to be the same in (a)
and (b)?

An oligomeric protein consists of a number of
nonidentical subunits; each subunit is a single
polypeptide chain. DNP end-group analysis of
1.8 g of protein yields 0.050 millimoles of DNP-
Gly and 0.040 millimoles of DNP-Trp. What is the
minimum average molecular weight of the sub-
units?

* Ten grams of a protein (MW = 20,000) is dissolved

in 100 ml of water at pH 7.0. To this solution is
added 2.0 ml of 6.0M HCI, resulting in a new pH
of 6.0. Calculate the number of protons that have
become bound per molecule of protein upon ad-
dition of the HCI, on the assumption that all of
the added protons have become bound to the pro-
tein.

* What is the sequence of a tetrapeptide (4 AA) for

which the following have been ascertained?

(@) It contains an unhydroxylated, helix-breaking
amino acid.

(b) It yields an optically inactive DNP-amino acid
when treated with the Sanger reagent.

(c) It yields the most basic amino acid when treat-
ed for a very brief period with carboxypepti-
dase.

(d) It contains an imidazole group but no sulfur.

(e) It can be cleaved to two dipeptides, both of
which, at pH 4, migrate toward the cathode in
electrophoresis (see Table 2.1).

Ten milligrams of a protein is completely precipi-
tated by adding 1.0 ml of 2.0 X 107*M HgCl,.
What is the minimum molecular weight of the pro-
tein?

Incubation of 1-g samples of a protein with the
enzyme aminopeptidase yields the following re-
sults:

Amino acids released

Incubation time (micromoles)
(s) Phe Leu
10 5.0 _
20 8.0 2.0
4.0

40 8.0

What is the minimum molecular weight of the pro-
tein?
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" Deduce the sequence of a hexapeptide (6 AA) that

yields:

(@) DNP-Asp when treated with 1-fluoro-2,4-dini-
trobenzene, followed by acid hydrolysis

(b) PTH-Met during the second cycle of an Edman
degradation

(c) the amino alcohol of glycine when reduced
with LiBH,, followed by hydrolysis

(d) free glycine and histidine when treated for a
brief period with carboxypeptidase

(e) two spots, corresponding to dipeptides, when
subjected to fingerprinting after treatment with
cyanogen bromide

A heptapeptide (7 AA) yields two peptides when
treated with performic acid. The smaller peptide
yields:

(@) DNP-Cys when treated with the Sanger reagent

(b) cysteine and alanine when treated for a brief
period with aminopeptidase

(c) two amino acid derivatives and free proline
when treated with hydrazine

The larger peptide yields:

(d) PTH-Phe after one cycle of the Edman degra-
dation

(e) the amino alcohol of aspartic acid when treat-
ed with LiBH,,, followed by hydrolysis

(f) aspartic acid and leucine when treated for a
brief period with carboxypeptidase

Deduce the sequence of the original heptapeptide.
One millimole of a pure protein (MW = 60,000)
reacts with exactly 6.0 millimoles of 2-mer-
captoethanol to produce a pure, single macro-
molecular component having a molecular weight
of 20,000. What can you conclude from these
data?

" Deduce the sequence of a pentapeptide (5 AA) from

the following information. The peptide:

(@) consists of five different amino acids

(b) contains arginine and tyrosine

(c) yields DNP-Ser when treated with the Sanger
reagent

(d) yields glutamic acid and cysteine when treated
briefly with carboxypeptidase

(e) is cleaved into two peptides. The smaller pep-

tide yields PTH-Ser when treated with the Ed-

man reagent. The larger peptide vyields the

amino alcohol of cysteine when treated with

LiBH,, followed by hydrolysis. At pH 6.0, the
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two peptides carry opposite charges; one frag-
ment moves toward the anode, and the other
moves toward the cathode.

Consider the ionic interaction between the side-
chain functional groups of aspartic acid 94 and his-
tidine 146 in hemoglobin (Figure 3.24). Assuming
that all other conditions remain constant, how
would this interaction be affected if: (a) the pH is
changed from 7.0 to 11.0; (b) the pH is changed from
7.0 to 3.0; (c) the distance between the two func-
tional groups is increased?

Calf thymus histone H3 (a basic protein found in as-
sociation with DNA) has 135 amino acid residues
and a unit evolutionary period of 330 X 10° years.
How many years would it take to bring about two
amino acid changes per molecule as a result of mu-
tation?

An oligomeric protein (MW = 72,000) consists of
identical subunits. The oligomer is fully dissociated
into its subunits and then reacted with 1-fluoro-2,4-
dinitrobenzene. A total of 5.56 micromoles of DNP-
Gly is obtained from 100 mg of protein. How many
subunits are there per molecule of oligomer?

Based on Figure 3.26, estimate the factor by which
the partial pressure of oxygen has to be increased in
order to raise the saturation of (a) myoglobin and (b)
hemoglobin (at pH 7.2) from 10 to 90%.

List the peptide fragments that you would obtain by
hydrolysis of human gastrin (Table 2.5) with: (a)
trypsin; (b) chymotrypsin.

A peptide’s composition is: Asp Gly, His, Leu, Phe
Tyr. Partial hydrolysis of the peptide yields:

Gly-Leu

His-Tyr
Gly-Leu-Asp
Gly-His-Phe
Asp-His-Tyr
Leu-Gly-Leu
Tyr-Gly-His-Phe

NO UG W=

Deduce the sequence of the original peptide.

An a-helical segment consists of 180 amino acid
residues. How many turns are there in this segment,
and how long is it?

" Given that denaturation of an a-helical segment usu-

ally involves cooperative interactions and usually
leads to the specific rotation (see Appendix B) be-
coming more levorotatory (negative), draw a graph,
plotting specific rotation as a function of pH, for
polylysine and polyglutamic acid.

After how many turns will the a-helix of polyalanine
repeat itself exactly, that is, have all of the atoms in
the same precise orientations?
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Solubility (mg/mL) >

How many different forms of tetrameric hemoglobin
could occur if the a and B subunits associated, not
as indicated in the chapter, but rather in a linear fash-
ion?

Two proteins, A and B, have the solubility behavior
shown. Suggest a way of separating the two proteins.

(NH4)2S04 (M) >
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}.26. What is the approximate growth rate in a protofibril

of human hair that is increasing in length by 20 cm
per year in terms of (a) amino acids incorporated and
(b) peptide bonds synthesized per second?

“ An unknown polypeptide was divided into two parts.

One part was hydrolyzed with trypsin, and the other
part was treated with cyanogen bromide. The frag-
ments obtained are listed below. What was
the amino acid sequence of the original polypeptide?
I.  Trypsin hydrolysis

1. Asp-Met-Lys

2. Ala-Met-Glu-Ser-Lys

3. Leu-His-Arg

4. Phe-Gly-Met-Lys
Il. Cyanogen bromide treatment

5. Glu-Ser-Lys-Asp-Met

6. Leu-His-Arg-Ala-Met

7. Lys-Phe-Gly-Met

8. Lys



Enzymes

Enzymes are the catalysts of biochemical reactions. They serve to make
reactions in living systems proceed at accelerated rates. Without the ac-
tion of enzymes, reactions would proceed too slowly, and life, as we know
it, would not be feasible.

The discovery of enzymes occurred around the middle of the 19th
century and is generally attributed to Anselme Payen and jean-Francois
Persoz, working in a sugar factory in Paris. In 1833, these chemists re-
ported on a reusable factor, prepared from a malt extract, that was capa-
ble of converting starch into sugar. Payen and Persoz called the factor di-
astase, but we now term it amylase. The name diastase ultimately led to
the current naming of enzymes by use of the suffix “-ase,” first proposed
by E. Duclaux in 1898.

Shortly after the discovery of diastase, Pierre Berthelot successfully
separated a fraction from a cell-free extract of yeast that catalyzed the con-
version of sucrose to glucose and fructose (1860). During the second half
of the nineteenth century, controversy raged around the views of Justus
von Liebig, who held that yeast fermentation and similar processes were
due to the action of chemical substances, and those of Louis Pasteur, who
maintained that fermentation was inseparable from living cells. The two
scientists referred to the active components as “unorganized ferments”
(extracted enzymes) and “organized ferments” (microorganisms), respec-
tively. The Pasteur—Liebig controversy came to an end when Eduard Buch-
ner, in 1897, obtained a cell-free extract from yeast that was capable of
carrying out fermentation.

The name enzyme (from the Greek, meaning “in yeast”) was pro-
posed by Wilhelm Kiihne in 1878, but the protein nature of enzymes was
not fully established until J. B. Sumner, in 1926, crystallized the enzyme
urease from jack beans. He showed that despite multiple crystallizations
of the preparations, the ratio of enzymatic activity to protein mass re-
mained constant. This provided strong evidence that the protein mole-
cules, rather than a contaminant, were responsible for the catalytic activ-
ity observed. By coincidence, urease, the first purified enzyme, happened
to catalyze the breakdown of urea, the first organic compound synthesized
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in the laboratory. Shortly after Sumner’s work, John Northrop and his col-
leagues isolated crystalline proteolytic enzymes. By about 1940, isolation
and purification of intracellular enzymes was in full swing.

4.1. GENERAL PROPERTIES
OF CATALYSTS

We can characterize all catalysts, including enzymes, by
four general properties:

1. A catalyst is a substance, other than a reactant or
a product, that alters the rate of a chemical reaction. In
common usage, the term catalyst is synonymous with pos-
itive catalyst and refers to a substance that increases the
reaction rate.

2. A catalyst accelerates both the forward and the re-
verse reaction. A catalyst lowers the energy of activation
(see Section 4.2) for both the forward and the reverse re-
actions. Accordingly, the reaction proceeds faster in either
direction and equilibrium is established more rapidly.
Thus, a catalyst shortens the time to reach equilibrium; it
does not, however, alter the position of the equilibrium
(value of the equilibrium constant). Nor does a catalyst al-
ter a reaction’s overall free energy change, which is de-
termined by the initial and final states (energies of reac-
tants and products).

3. A catalyst can only function in a reaction that
would occur without it. For a catalyst to be effective, the
reaction must proceed in its absence, if only at an infini-
tesimally slow rate. An endergonic reaction that has a pos-
itive free energy change (AG > 0) is thermodynamically
not feasible and does not proceed spontaneously. Adding a
catalyst, be it an enzyme or some other substance, cannot
make such a reaction go. By the same token, if a reaction
is not feasible because of chemical considerations, adding
a catalyst cannot make that reaction proceed either.

4. A catalyst appears unchanged at the end of the re-
action. A catalyst can be recovered in its original form and
is not permanently altered during the reaction. Most en-
zymes behave in this fashion, but some undergo inactiva-
tion after catalyzing a reaction with certain toxic analogs
of their natural substrates (a substrate is a reactant acted
upon by an enzyme). These toxic analogs are called “sui-
cide substrates” because they cause the enzyme to “com-
mit suicide.”

In addition to these four general properties, enzymes
have other characteristics that set them apart as special
kinds of catalysts. First of all, enzymes (excluding cat-
alytic RNAs; see Section 7.1) are proteins and have all of
the attributes of these biomolecules (charge, solubility,

denaturation, and so on). Additionally, enzymes have
unique properties that we will discuss under three broad
headings related to the great specificity of enzymes, their
unusual efficiency, and their detailed regulation.

4.2. ENZYME SPECIFICITY

Enzyme action comprises three essential parts. First, the
substrate must bind to the enzyme. Next, the enzyme cat-
alyzes chemical alterations of the substrate, including
breaking and/or formation of chemical bonds. Lastly, the
products of the reaction are released from the enzyme.

An enzyme catalyzes only certain, more or less re-
lated, reactions. We call this selectivity in the type of re-
action catalyzed enzyme specificity. The degree of speci-
ficity varies. Some enzymes catalyze a reaction in which
many compounds can serve as substrates. Other enzymes
show greater specificity, being effective with only a few
substrates. Absolute specificity exists when an enzyme
catalyzes only one reaction, involving a single substrate
in the forward reaction (a different substrate is involved in
the reverse reaction).

The proteolytic enzymes aminopeptidase, car-
boxypeptidase, trypsin, and chymotrypsin have varying
degrees of specificity (Table 3.3). Urease is an enzyme
that has absolute specificity. As far as we know, this en-
zyme catalyzes only the hydrolysis of urea to ammonia
and carbon dioxide:

NH,CONH, + H,0 - 2NH, + CO,

4.2.1. The Active Site
4.2.1A. Lock-and-Key Theory. Enzyme spe-

cificity derives from the unique binding interaction be-
tween enzyme and substrate. Two models describe this in-
teraction. According to one model, the substrate binds to
the enzyme at a certain part of the enzyme, the active site
(Figure 4.1), but only if there exists structural comple-
mentarity between the substrate and the active site. The
substrate must fit stereochemically into the active site,
thereby forming an enzyme—substrate complex as an in-
termediate in the reaction sequence. This complex is gen-
erally, but not always, a noncovalent complex. Only com-
pounds having the proper stereochemical configuration of
the substrate, or a configuration reasonably close to it, can
bind at the active site and undergo reaction.
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x / Active site

Enzyme

Figure 4.1,

In this model of enzyme action, substrates either fit
or do not fit into a preformed active site. We refer to this
concept as the lock-and-key theory. The substrate fits
into the active site much as a key fits into a lock. On this
basis, we write the fundamental reaction in enzymology
as

E+S2ES=2E+P

where E is an enzyme, S is a substrate, ES is the en-
zyme—substrate complex, and P is the product.

4.2.1B. Induced Fit Model. Some enzymes
interact with their substrates differently. In these cases, the
enzyme does not possess a preformed active site. Instead,
exposing the enzyme to the substrate induces a conforma-
tional change in the enzyme that causes the active site to
be formed or exposed. Only after this has occurred can the
enzyme bind the substrate in a manner that results in catal-
ysis. We say that such enzymes have a flexible active site
(Figure 4.2) and that substrate binding involves an in-

S
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[P ]« Product

Lock-and-key theory. The substrate fits into a preformed active site on the enzyme.

duced fit. We can explain the action of many enzymes by
the lock-and-key theory, but for others we must invoke the
induced fit model.

Regardless of whether an enzyme possesses a pre-
formed or an inducible active site, that site is often formed
by two or more segments of the convoluted polypeptide
chain(s) coming close together in the tertiary structure of
the enzyme. The structure and function of the active site
depend on the interplay of amino acid residues at differ-
ent locations along the chain(s). This means that even
a small conformational change in the enzyme may be
enough to disrupt the precise architecture of this site and
cause the enzyme to lose its biological activity. Knowing
the structure of the active site makes it possible for us to
design drugs that activate or inhibit specific enzymes.

4.2.1C. Polyaffinity Theory. One aspect of
the interaction between substrate and enzyme relates
to the stereospecificity of enzymes as explained by the
polyaffinity theory. Frequently, an organic compound,
though lacking in chiral carbons, has the potential to react

/

3 =

\

Figure 4.2,

Induced fit model. The substrate causes a conformational change in the enzyme, resulting in formation of the active site.
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asymmetrically if the enzyme acting on it has an asym-
metric active site. We call organic compounds that can act
in this fashion prochiral compounds, and the carbons ca-
pable of reacting asymmetrically prochiral carbons. A
prochiral carbon represents a carbon atom that has two
identical and two different substituents attached to it; re-
placing one of the identical groups with a different one re-
sults in formation of a chiral center. In the following for-
mulas, prochiral carbons are designated by an asterisk:

H H H
H—'iflj—OH H—*(lj—OH H—"E—COOH
HO—:"('Z—H (IZH3 HO— "'C:—COOH
H—'Cl—OH H—*C—COOH
H !
Glycerol Ethanol Citric acid

In ordinary chemical reactions, which involve the
two identical groups of a prochiral carbon, 50% of the re-
action proceeds with one of these identical groups and
50% with the other group. Equal amounts of two products
result unless other factors operate.

An enzyme, however, generally reacts with only one
of the two identical substituents so that only one product
results. Historically, this phenomenon was discovered in
1948 when A. Ogston studied the conversion of citric acid
in the citric acid cycle. Ogston found that only one of two
possible chiral products formed from citric acid. This led
him to propose that the enzyme’s active site was asym-
metric and contained a minimum of three sites to which
the citric acid molecule must bind in a specific manner.

With the requirement of at least three points of con-

Properly oriented
group

Substrate

Enzyme

Figure 4.3, Polyaffinity theory. Enzyme and substrate have a mini-
mum of three points of contact so that only one of two identical groups
of a prochiral carbon is oriented properly to undergo reaction.
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tact between the substrate and the enzyme, the two iden-
tical groups of a prochiral carbon become fixed in space
and occupy unique positions (Figure 4.3). One group is
positioned correctly and undergoes enzyme-catalyzed re-
action; the other group is positioned incorrectly and does
not undergo reaction.

4.2.2. Enzyme Classification

We name and classify enzymes according to the reaction
that they catalyze. A special Enzyme Commission (EC) of
the International Union of Biochemistry (IUB) assigns
each enzyme a recommended or common name and a sys-
tematic name. The recommended name may be the previ-
ously used trivial name (e.g., trypsin, chymotrypsin) or a
name that includes the substrate (e.g., urease, sucrase) or
the reaction catalyzed (e.g., methionine decarboxylase,
lactate dehydrogenase). We use systematic names when
ambiguity must be minimized. Systematic names consist
of the name(s) of the substrate(s) followed by a word with
the suffix “ase” specifying one of the six main classes of
enzymes (Table 4.1). In enzyme nomenclature, as well as
in other biochemical terminology, we commonly name
weak acids as their salts. Hence we use “lactate” rather
than “lactic acid.” This convention recognizes that at
physiological pH, these acids exist in deprotonated forms,
as the corresponding anions.

The Enzyme Commission has subdivided the six
main classes further. Each enzyme is assigned four clas-
sification numbers, separated by periods and preceded by
the letters EC. The first number represents the main class,
based on reaction type; the second stands for the subclass,
based on the substrate(s) for the reaction; the third, the
sub-subclass, identifies unique properties of the enzyme;
and the fourth number is an arbitrarily assigned serial
number. A partial breakdown of hydrolases (Main Class
3) illustrates these principles:

Class 3: Hydrolases
Subclass 4: Acting on peptide bonds
Sub-subclass 17: Metallo-carboxypep-
tidases
Serial no. 1 Carboxypeptidase A
(EC34.17.1)
Subclass 4: Acting on peptide bonds
Sub-subclass 21: Serine proteinases
Serial no. 4 Trypsin
(EC3.4.21.4)
Subclass 5: Acting on nonpeptide

Sub-subclass 1:
Serial no. 5

C—N bonds
In linear amides
Urease (EC 3.5.1.5)
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Table 4.1. Enzyme Classification

Enzyme class and example® Type of reaction and example

1. Oxidoreductases Oxidation-reduction reactions

Example:

Alcohol dehydrogenase
(alcohol:NAD*
oxidoreductase),
EC1.1.1.1

2. Transferases

Example:

Aspartate amino-
transferase (L-
aspartate:o-
ketoglutarate
aminotransferase),
EC26.1.1

3. Hydrolases

Example:

Dipeptidase (dipeptide
hydrolase),
EC3.4.13.11

4. Lyases

Example:

Pyruvate decarboxylase

Ethanol

Transfer of functional groups

Amino acid

Hydrolysis reactions

(pyruvate carboxy-lyase),  Pyruvate
EC4.1.1.1
5. Isomerases Isomerization reactions
Example:

Amino acid racemase L-Amino acid — p-amino acid
(Amino acid racemase),
EC5.1.1.10

6. Ligases

CH,CH,OH + NAD* — CH,CHO + NADH + H*
Acetaldehyde

R—CH(NH})—COO~ + R'—CO—C00~ — R—CO—COO0~ + R'—CH(NH})—CO0O0O~
Keto acid’

Keto acid Amino acid’

Amino acid—amino acid + H,0 — 2 amino acids
Elimination of a group to form a double bond, or addition of a group to a double bond

CH,—CO—CO00~ + H* — CH,—CHO + CO,
Acetaldehyde

Bond formation by joining two molecules, or two parts of one molecule, coupled with hydrolysis of ATP or

similar energy-rich pyrophosphate bonds

Example:
Pyruvate carboxylase
(pyruvate:carbon
dioxide ligase),
EC6.4.1.1

Pyruvate

|

Oxaloacetate

CH,—CO—COO~ + CO, + ATP*~+ H,0

~00C—CO—CH,—COO~ + ADP*~ + P2~ + 2H*

“ For each enzyme, the common name is listed first, followed by the systematic name (in parentheses) and the classification number.

4.2.3. Mechanism of Action

According to transition-state theory, a chemical reaction
proceeds when the reactants become activated by conver-
sion to an energy-rich intermediate, called an activated
complex or transition state, which subsequently breaks
down to form products. The activated complex is a chem-
ical entity even if it has only a fleeting existence; it con-
stitutes a transient state, an unstable complex stabilized by
noncovalent bonds. Conversion of reactants to activated
complexes, and from there to products, can be depicted
graphically by plotting free energy (G) as a function of a
reaction coordinate that describes the progress of the re-
action (Figure 4 .4).

The change (A) in free energy, as for all thermody-
namic functions, refers to the difference between final and
initial states. In this case:

AGre:action = Gproducls " Yreactants

For a reaction to occur spontaneously, reactants must
have a higher energy level than products. The reaction is
exergonic; its AG is negative. However, despite the fa-
vorable energy difference between reactants and products,
the reactants must be raised to a still higher energy level—
that of the activated complex—before they can be con-

verted to products. We call the additional amount of ener-
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gy that needs to be channeled into the reactants energy of
activation. The requirement of an energy of activation has
a beneficial consequence. If reactants did not require ac-
tivation, all substances capable of spontaneous reactions
would be unstable, and life would be impossible.

As indicated in Figure 4.4, enzymes function by low-
ering the energy of activation. It takes less energy to raise
the reactants to the level of an activated complex in the
presence of an enzyme than in its absence. You can un-
derstand why lowering the energy of activation acceler-
ates a reaction from inspection of a Maxwell distribution,
a plot of the number of molecules as a function of their en-
ergy (Figure 4.5). Assume that the energy of activation for
a given reaction has a value of E_. In that case, only the
few molecules having energies equal to, or greater than,
E, can immediately undergo reaction; all others must first
be activated to that level. If the energy of activation is now
lowered to E; a much larger fraction of molecules can re-
act immediately; the reaction is accelerated. Moreover,
since less energy is required to activate molecules to E
than to E,, any added energy will activate a larger num-
ber of molecules so that, again, the reaction will proceed
more rapidly.

Even a small lowering of the energy of activation re-
sults in a significant increase in reaction rate, as you can
see from Table 4.2. Typically, enzymes enhance the rate
of an uncatalyzed reaction by a factor of about 106 to 102°
(107 for carbonic anhydrase, 104 for urease, and 10" for
catalase). To put these numbers in perspective, consider
that with a rate enhancement of 103, catalase can do in
one second what it would take the uncatalyzed reaction
31.7 million years to do!

The free energy of a reaction is related to two other

Transition state

Energy —>»

Catalyzed

Uncalalyzed\

Products

Reaction coordinate —>

Figure 4.4, Activation energy of a catalyzed (E.) and an uncatalyzed
(E,) chemical reaction.
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Fraction of molecules ——»
(1/N)(dN/dE)

E; Ea

Kinetic energy —
(or velocity)

Figure 4.5

Maxwell distribution of the kinetic energy of molecules.
N is the number of molecules of a gas or a liquid that have kinetic ener-
gy E. E, and E, are the activation energies in the absence and presence
of a catalyst, respectively.

thermodynamic functions, entropy (S) and enthalpy or
heat content (H), by the equation

AG = AH — TAS 4.1)
where T'is the absolute temperature. Because formation of
the activated complex from the reactants is itself a chem-
ical reaction, the energy of activation is identical to the
free energy change for formation of the activated complex
(AG#). Therefore, we can characterize the formation of an
activated complex from reactants thermodynamically by

AG* = AH* — TAS* (4.1a)
where ¥ refers to the reaction that yields the activated com-
plex. Consequently, a decrease in the energy of activation

Table 4.2. Energy of Activation (E,) for the
Decompeosition of H,0,°

Rate? E,
Catalyst (mol liter—! s~ 1) (kJ mol~1)
None 1078 71.1
HBr 1074 50.2
Fe2+/Fe3+ 1073 41.8
Fe(OH),-triethylenetetramine 103 29.3
Catalase 107 8.4

“From Physical Chemistry: Principles & Applications in Biological Sciences, 3/e,
Tinoco/Sauer/Wang © 1995. Reprinted by permission of Prentice-Hall, Inc., Up-
per Saddle River, NJ.

bRate = change in [H,0,] with time, calculated for 1M concentration of H,0,, IM
concentrations of nonenzymatic catalysts, and 1M concentration of active sites for
catalase. Catalase catalyzes the decomposition of hydrogen peroxide according to
the equation 2H,0, — 2H,0 + O,.
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(AG#) can be produced by changes in enthalpy (AH*) and
entropy (AS¥) for formation of the activated complex. En-
zymes function by decreasing AH*, by increasing AS#, or
by doing both.

4.3. ENZYME EFFICIENCY

Asillustrated by the enzyme catalase (Table 4.2), enzymes
are incredibly efficient. They catalyze reactions at rates
that cannot be matched by simple catalysts used in organ-
ic chemistry, such as platinum, palladium, and nickel.

4.3.1. Turnover Number

We commonly describe enzyme efficiency in terms of a
turnover number, defined as the number of moles of sub-
strate transformed into products per mole of enzyme per
second. If the enzyme has more than one active site, the
turnover number refers to the transformations per mole of
active site.

Catalase is one of the most active enzymes known. It
has a turnover number of approximately 40 X 10°. This
means that one molecule of catalase catalyzes the decom-
position of 40 million molecules of hydrogen peroxide per
second! Table 4.3 lists turnover numbers of several other
enzymes. Most enzymes have a turnover number in the
range of 1-10,000.

We compute the turnover number by dividing the
maximum velocity of an enzyme, V___(see Section 4.5),
by the total enzyme concentration, [E,], and frequently re-
port it as a number with dimensions of reciprocal seconds
(E = enzyme, AS = active site):

(E,]

moles (S = P) X s71 X liter ™! 1
= = S

moles (E or AS) X liter !

Turnover number =

4.2)

Table 4.3. Turnover Numbers of Some Enzymes

Turnover number

Enzyme (moles substrate/mole enzyme per second)
Catalase 40,000,000
Carbonic anhydrase 600,000
Acetylcholinesterase 20,000
Urease 10,000
Lactate dehydrogenase 1,000
B-Galactosidase 208
Chymotrypsin 100
DNA polymerase I 15
Tyrosyl-tRNA synthetase 8
Tryptophan synthase 2
Pepsin 0.5
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4.3.2. Enzyme Units

Because many enzymes have high turnover numbers, de-
scriptions of enzyme solutions in terms of common mea-
sures of concentrations are frequently not very useful. In-
stead, we express enzyme concentrations in terms of
defined units based on their activity. One enzyme unit is
the amount of enzyme causing the transformation of one
micromole of substrate per minute under defined condi-
tions. By measuring both enzymatic activity and total pro-
tein concentration, one can derive the specific activity,
defined as the number of units per milligram of total pro-
tein. In the course of an enzyme purification, one pro-
gressively removes more and more extraneous protein so
that the specific activity of the desired enzyme increases.
However, the total activity, the total number of enzyme
units, frequently decreases at the same time owing to
losses at various steps of the isolation. Table 4.4 illustrates
a few steps in the purification of a bacterial enzyme. En-
zymes and other proteins vary in the degree of purifica-
tion they require. Some necessitate a hundredfold or even
several hundredfold purification.

4.3.3. Factors Contributing to Catalysis
Biochemists believe that the tremendous efficiency of en-
zymes results from a combination of different factors.
Several possible ones are outlined below.

4.3.3A. Proximity and Orientation. In or-
der for a reaction to take place, two substrate molecules
(or one substrate molecule and a catalytic group) must ap-
proach each other closely (proximity) and must be prop-
erly aligned with respect to the susceptible bonds (orien-
tation). Occurrence of a reaction at the enzyme’s active
site facilitates both of these requirements. The probabili-
ty that two substrate molecules are suitably close to each
other and have their functional groups properly aligned is
much greater when the substrates fit stereochemically into
an active site than when they merely collide randomly in
solution. Note, however, that the enzyme still must collide
with and bind the substrate initially.

Binding of substrate molecules to the active site also
increases the time during which the molecules are in suit-
able orientation for undergoing reaction as compared to
that available during random collisions in solution. We
term this concept substrate anchoring.

Lastly, the fact that substrate molecules have a ten-
dency to become bound to the active site results in an in-
crease in the local concentration of substrate. It has been
calculated that the effective concentration of substrate
near the active site might be some 10° times greater than
its concentration in the bulk enzyme solution. Since the
rate of a chemical reaction is proportional to the concen-
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Table 4.4. Purification of DNA Polymerase 11l Holoenzyme from E. coli®

Total protein Total activity Specific activity Purification®  Yield®
Step (mg) (units X 107 (units X 10~3/mg) (fold) (%)
1. Cell-free extract? 293,000 —_ — — —
II. Ammonium sulfate
precipitation 2,040 102 50 1.0 100
III. Backwash 185 49 260 5.2 48
IV. Heparin-agarose
chromatography 72 16 2,200 44 16
V. DEAE-cellulose
chromatography 0.39 12 30,000 600 12
VI. Heparin-agarose
chromatography 0.18 6 33,000 660 6

@ Adapted with permission from S. Maki, and A. Kornberg, J. Biol. Chem. 263:6555-6560 (1988).

® Purification = specific activity at a given step/specific activity of the initial extract.

€Yield = (total activity at a given step/total activity of the initial extract) X 100.

4710 g of E. coli were used for the purification. Frequently, purification and yield are computed on the basis of the cell-free

extract, rather than on a subsequent fraction as done here.

trations of the reactants, a very large enhancement of rate
can be expected in such a localized area of high concen-
tration.

4.3.3B. Electrostatic Effects. Electrostatic
interactions are stronger in organic solvents than in water
because of lower dielectric constants (see Eq. 1.10). Sci-
entists postulate that this property could be used by en-
zymes to stabilize polar transition states in sections of the
molecule where the protein structure provides a low di-
electric medium. Stabilization may involve fixed dipoles
in the enzyme, such as the NH groups of the polypeptide
chain. Other electrostatic interactions occur when en-
zymes use part of their own structure or bound ions, rather
than bulk water, to solvate transition states.

4.3.3C. Entropic Factors. Biochemists think
that one of the most important factors in enzyme catalysis
is entropy. Catalyzed reactions in solution are slow be-
cause bringing together catalyst and substrate involves a
considerable loss of entropy (an increase in order). En-
zyme reactions take place in the confines of the en-
zyme—substrate complex, in which catalytic groups form
an integral part. Because reactants, transition states, and
products are all bound to the enzyme, the entropy losses
are much smaller than for reactions in solution.

4.3.3D. Strain and Distortion. Binding of
substrate to an enzyme’s active site may be associated
with a conformational change in the substrate, the en-
zyme, or both. This binding may distort the substrate,
destabilize some of its bonds, and make it easier to break
or form bonds during the reaction. Alternatively, substrate

binding may induce a conformational change in the en-
zyme, thereby enhancing its catalytic properties. Recent-
ly, the modified concept of transition-state stabilization
has gained favor. According to this concept, it is not so
much that the substrate is destabilized, but rather that the
transition state makes better contacts with the enzyme
than the substrate.

4.3.3E. Acid-Base Catalysis. Interaction of
enzyme and substrate frequently includes acid—base catal-
ysis for one or more steps of the mechanism. Specific
acid-base catalysis refers to rate enhancement produced
by H* or OH ™ ions. General acid—base catalysis refers to
rate enhancement produced by various Bregnsted acids and
bases. Specific acid—base catalysis appears to be of minor
importance in enzyme reactions, but general acid-base
catalysis is very likely to be involved in many cases. Of the
large number of acidic and basic groups that enzymes car-
ry, those located at or near the active site may contribute
significantly to the total catalytic efficiency of the enzyme.

4.3.3F. Covalent Catalysis. Some enzymes
form an intermediate in which the substrate is linked co-
valently to the enzyme. Such enzyme-substrate com-
pounds differ from ordinary enzyme—substrate complex-
es and may provide a more efficient mechanism for the
reaction. For covalent catalysis to be effective, the en-
zyme—substrate compound must be unstable, so that it is
rapidly converted to products. (A stable enzyme—substrate
compound would serve to inactivate the enzyme.) The cat-
alytic mechanism of chymotrypsin, described at the end
of this chapter, illustrates proximity and orientation as
well as acid-base and covalent catalysis.
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4.4. REGULATION OF ENZYME ACTIVITY
I: ENZYME PROPERTIES

Enzymes differ from ordinary catalysts of organic
chemistry in that their activity is affected by many fac-
tors and controlled in various ways. All mechanisms of
enzyme regulation fall into one of two basic categories
(Figure 4.6). One category of regulatory modes includes
those that affect the amount of enzyme—the actual num-
ber of enzyme molecules per cell at any given time. En-
zyme amount reflects intracellular rates of protein syn-
thesis and degradation, topics that we will cover in
Chapter 19. The second category of regulatory modes
comprises those that affect enzyme activity—the actual
effectiveness of the enzyme molecules of any given cell.
In this section, we will discuss the many different vari-
ables that influence enzymatic activity as grouped in
Figure 4.6.

4.4.1. Rate, Concentration,

and Reaction Time

4.4.1A. Rate. The rate or velocity of a reaction
(v) refers to the speed with which it proceeds. The rate rep-
resents the change in concentration of substrate (S) or
product (P) with time:

P _ _dis)

y= —=- =

3
dt dt @3

where d denotes an infinitesimal change. The negative
sign in front of the d[S}/dt term indicates that the concen-

I. Control of amount of enzyme
1I. Control of enzyme activity

T

Enzyme properties Enzyme kinetics Enzyme types

Rate, concentration, and The steady state Inactive forms

reaction time

pH Michaelis-Menten Isozymes
kinetics
Temperature Measures of enzyme  Multienzyme systems
activity
Cofactors, vitamins, and Enzyme Regulatory enzymes
hormones inhibition -Allosteric
-Covalently modified
Inhibitors

Figure 4.6

An overview of the multifaceted regulation of enzymes.
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Figure 4.7, Time course of the change in substrate and product con-

centrations in a typical enzyme-catalyzed reaction.

tration of S decreases with time. In practice, the rate may
be expressed as

_A[P] __A[S)

Pp=e— =

== 4.
At At (@.4)

where A denotes a finite small change:

A[P] = [P], = [P]; A[S]I=I[S),—[S];; Ar=1,—1

In a plot of substrate or product concentration as a func-
tion of time (Figure 4.7), the rate is given by the slope of
the curve at any given time. The initial velocity is the rate
at the very earliest stages of the reaction—the slope of the
curve measured at the origin.

4.4.1B. Concentration. Rates of enzymatic
reactions depend on substrate concentration (Figure 4.8).
A plot of rate (v) as a function of substrate concentration
yields a hyperbolic curve, analogous to that describing the
binding of oxygen to myoglobin (Figure 3.22).

Historically, it was the determination of v versus [S]
curves that led to development of the concept of an en-
zyme-substrate complex. In an attempt to explain the ob-
served hyperbolic shape of the curves, investigators pos-
tulated that the enzyme must combine with the substrate
to form an enzyme-substrate complex. In that event, as
the substrate concentration increases, more enzyme-—
substrate complexes can form per unit time and the rate
should increase. At a certain substrate concentration, how-
ever, all available enzyme molecules have substrate
bound per unit time; all exist as enzyme—substrate com-
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Figure 4.8. The effect of substrate concentration on the rate of an
enzyme-catalyzed reaction.

plexes. At this substrate concentration, the rate should lev-
el off as it becomes independent of substrate concentra-
tion. In this range the reaction proceeds at its maximum ve-
locity, and the enzyme is saturated with substrate, much
as oxymyoglobin is saturated with oxygen. You can see
that the concept of an enzyme—substrate complex qualita-
tively explains the shape of the v versus [S] curve. (A
mathematical treatment of this concept was developed by
Leonor Michaelis and Maude Menten in 1913, building
on earlier work by Victor Henri. We will discuss the
Michaelis—Menten equation in Section 4.5.)

Rates of enzyme reactions also depend on enzyme
concentration when the substrate is present in excess. Un-
der those conditions, an increase in enzyme concentration
leads to an increase in the number of enzyme—substrate
complexes formed per unit time and, consequently, to an
increase in rate (Figure 4.9).

4.4.1C. Reaction Time. The rate of an en-
zyme reaction changes as a function of the time the en-
zyme is incubated with substrate. The rate decreases with
time and ultimately levels off (Figure 4.10). Leveling off
results from a number of factors such as substrate deple-
tion, product inhibition, enzyme denaturation, coenzyme
inactivation, and increase of the reverse reaction as the
product concentration builds up. Accordingly, you must
determine the rate not at any arbitrary time but only at the
very beginning of the reaction, when these factors are gen-
erally insignificant. In other words, it is essential to deter-
mine the initial velocity of enzyme reactions.

4.4.2. pH

An enzyme’s catalytic activity is often limited to a rela-
tively narrow pH range. On either side of this range, the
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Figure 4.9. The effect of enzyme concentration on the rate of an
enzyme-catalyzed reaction.

activity may drop off so that a plot of rate as a function of
pH frequently yields an approximately bell-shaped curve
(Figure 4.11).

We call the pH at which an enzyme shows maximum
activity the optimum pH. This pH does not represent a
fixed molecular property of the enzyme, like amino acid
sequence or molecular weight. An optimum pH is fixed
only as long as all reaction variables (temperature, ionic
strength, buffer type, incubation time, etc.) have specified
values. The optimum pH is frequently close to neutrality,
though some enzymes have unusually high or unusually
low pH optima. Many reactions that occur without en-
zymes only at extreme pH can proceed at physiological
pH in the presence of enzymes. For example, protein hy-

Time —>»

Figure 4.10.  The effect of incubation time on the rate of an enzyme-

catalyzed reaction.
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Optimum pH
pH —>
Figure 4.11. The effect of pH on the rate of an enzyme-catalyzed
reaction.

drolysis in test tubes requires incubation with 12M HCI at
110°C for 1-2 days. By contrast, the same reaction is car-
ried out in our digestive tract at physiological pH in a short
time. Enzyme location, optimum pH, and surrounding pH
are well matched in this system. Pepsin (in the stomach)
has an optimum pH close to gastric pH, and trypsin (in the
intestine) has an optimum pH close to intestinal pH.

As discussed below, dependence of rate on pH may
result from changes in the ionization or the conformation
of the enzyme or the substrate.

4.4.2A. Changes in the State of loniza-
tion. A pH change may affect a reaction by altering the
state of ionization of the enzyme, the substrate, or an in-
termediate. Assume, for example, that forming an en-
zyme—substrate complex requires electrostatic attraction
between oppositely charged groups of the enzyme and the
substrate. Within a relatively narrow pH range, the
charges of these groups remain essentially the same so
that the rate, a function of substrate binding, does not vary
greatly. At a sufficiently low or high pH, however, some
of these groups lose their charge, thereby impairing bind-
ing. Additionally, previously uncharged groups may ac-
quire a charge as the pH increases or decreases. At some
pH values, complementary regions of the enzyme and the
substrate may carry charges of the same sign and repel
each other, leading to a drop in rate.

4.4.2B. Changes in Conformation. A pH
change may also affect a reaction by causing a change in
the conformation of the enzyme or the substrate, or both.
Altering the charges of functional groups leads to altered
ionic interactions involving these groups. These new in-
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teractions may produce a conformational change at the ac-
tive site, affecting the site’s capacity to bind substrate. Al-
ternatively, protein and nucleic acid substrates may un-
dergo conformational changes and lose their capacity to
bind to the enzyme.

4.4.3. Temperature

A plot of reaction rate as a function of temperature fre-
quently yields a skewed curve, as shown in Figure 4.12.
We call the temperature at which an enzyme shows max-
imum activity the optimum temperature. This tempera-
ture, like the optimum pH, is fixed only as long as all oth-
er reaction variables have specified values. The optimum
temperature for enzymes falls typically in the range of
20-40°C, though some enzymes have unusually high tem-
perature optima (thermostable enzymes), and some have
unusually low temperature optima (cold-stable enzymes).
Dependence of enzymatic reactions on temperature re-
sults from two opposing effects, an increase in rate and an
increase in denaturation.

4.4.3A. Effect of Temperature on Reac-
tion Rates. Rates of enzyme reactions, like those of
most other chemical reactions, increase as the temperature
goes up. The extent to which the rate changes depends on
the magnitude of the energy of activation, as is apparent
from the Arrhenius equation:
Ink=1InA— E,/RT 4.5)
where k is the rate constant (see Section 4.5), A is a con-

stant, E, is the energy of activation, R is the gas constant,
and T is the absolute temperature. A plot of the logarithm

Optimum temperature

!

Temperature —»

Figure 412, The effect of temperature on the rate of an enzyme-

catalyzed reaction.
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Log k =——>

1/T—>

Figure 4.13.  An Arrhenius plot.

of the rate constant (In & or log k) versus the reciprocal of
the absolute temperature constitutes an Arrhenius plot
(Figure 4.13). The energy of activation can be calculated
from the slope (—E_/R) of such a plot.

We call the ratio of two reaction rates at two temper-
atures, 10°C apart, the temperature coefficient (Q, ) of
the reaction:

rate at (T + 10) 10

x 22
rate at T I,-T, v,

4.6)

10

where v, and v, are reaction rates at temperatures T, and
T, respectively. Typically, chemical reactions have a 9,
of about 2 so the rate doubles for every 10°C rise in tem-
perature. Enzyme reactions have a Q,, of about 1.7-2.5.

10

Rate of enzyme reaction

0 20 40 60 80 100
Temperature

Figure 4,14
of enzyme denaturation with temperature, assuming a sigmoidal curve.
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The rate of an enzyme reaction will increase exponential-
ly with temperature over the range in which Q,, has a
fixed value (Figure 4.14A).

4.4.3B. Effect of Temperature on En-
zyme Stability. If the enzyme is a protein, as most en-
zymes are, an increase in temperature leads to denaturation
of the molecule. The higher the temperature is, the more ex-
tensive the denaturation and the smaller the amount of na-
tive, active enzyme that remains (Figure 4.14B).

The two opposing effects of temperature typically
combine to produce a skewed curve for the variation of
rate with temperature. Below the optimum temperature,
the predominant effect of a temperature increase is a
steady rise in reaction rate. Above the optimum tempera-
ture, the major effect is extensive enzyme denaturation.
Despite the continued increase in reaction rate, so little ac-
tive enzyme remains that the rate decreases sharply.

4.4.4. Cofactors, Vitamins, and Hormones

Frequently, an enzyme requires a non-amino acid compo-
nent for catalysis (Figure 4.15). We refer to such compo-
nents as cofactors; they may consist of either a metal ion
(activator) or an organic compound (coenzyme). As for
proteins in general, we use the term prosthetic group to
describe a tightly bound cofactor, one that cannot be re-
moved by dialysis. For enzymes that require cofactors, we
term the protein component apoenzyme and the combina-
tion of apoenzyme and cofactor holoenzyme. The holoen-
zyme generally has full activity whereas the apoenzyme
has little or no activity.

Water-soluble vitamins (Section 8.4) are structural
components of coenzyme molecules. A vitamin deficien-

Amount of active enzyme —>»

Temperature —>

The effect of temperature on enzyme reactions. (A) Variation of reaction rate with temperature, assuming a Q, , of 2.0. (B) Variation
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(Metal ion) (Organic compound)

\ May or may /
not be a
Prosthetic
group

Figure 4.15.

N

Nonprotein components of enzymes required for full
catalytic activity.

cy leads to decreased synthesis of the corresponding coen-
zyme, impairment of the enzyme reactions requiring this
coenzyme, and development of a characteristic deficien-
cy disease.

Hormones (Section 8.2) can affect either the amount
or the activity of an enzyme. Steroid hormones act pri-
marily at the level of gene expression by stimulating syn-
thesis of specific enzymes and other proteins. Epineph-
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rine activates or inactivates target enzymes such as the
membrane-bound adenyl cyclase. Insulin functions at
both control levels; it stimulates protein synthesis and acts
on target enzymes in carbohydrate metabolism.

4 .4.5. Inhibitors

Much as enzymatic activity can be enhanced by the action
of some substances, it can be decreased by the action of
others. Enzyme inhibition refers to the decrease in rate
produced by specific ions or molecules—the inhibitors—
that combine with the enzyme. Inhibitors fall into two
broad classes, reversible and irreversible inhibitors.

A reversible inhibitor binds to the enzyme nonco-
valently, at the active site or elsewhere. We will discuss
three important groups of reversible inhibitors, called
competitive, noncompetitive, and uncompetitive, in Sec-
tion 4.5. For a reversible inhibitor, there exists a dynamic
equilibrium between the enzyme, the inhibitor, and the
enzyme—inhibitor complex. Affecting this equilibrium,
through either physical or chemical means, may displace
the inhibitor from the enzyme and restore full enzymatic
activity. Removing an inhibitor by dialysis and displacing
a competitive inhibitor by increasing the substrate con-
centration illustrate physical and chemical means, respec-
tively, for eliminating the effect of a reversible inhibitor.

o]
Il

|I—CH,—C —NH,

lH—SH

lodoacetamide (IAA)

Sulfhydryl group of cysteine

Acetamide derivative

I
I | I
CH, F CH,

lR—OH

o}
Il

I | I
CH, O—R CHy

HsC—CH—0—P—0—CH—CH,

HgC—CH—O0—P— O— CH— CH,

Diisopropyl fluorophosphate (DFP)

Hydroxyl group of serine

Diisopropyl phosphate ester

Figure 4.16

Examples of irreversible inhibitors. (A) Iodoacetamide (IAA); (B) diisopropy! fluorophosphate (DFP).
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An irreversible inhibitor binds to the enzyme co-
valently, at the active site or elsewhere. An irreversible in-
hibitor cannot be removed by physical means but may be
taken off by chemical means. Depending on the chemical
treatment required, the enzyme may regain its full initial
activity, have partial activity, or be completely inactive.
Todoacetamide (IAA) and diisopropyl fluorophosphate
(DFP) are two irreversible inhibitors (Figure 4.16). IAA
combines with the sulfhydryl group of cysteine; DFP
combines with the hydroxyl group of serine, an amino
acid that frequently occurs at or near the active site. DFP
is a potent inhibitor of acetylcholinesterase, the enzyme
that catalyzes the hydrolysis of acetylcholine to choline
and acetate during transmission of nerve impulses. This
accounts for DFP’s use in nerve gas.

4.5. REGULATION OF ENZYME ACTIVITY
[I: ENZYME KINETICS

4.5.1. Rate Equations

The rate behavior or kinetics of reactions constitutes a
second major way for regulating enzyme activity. Rates
are proportional to reactant concentration because reac-
tants must collide in order to undergo reaction, and in-
creasing their concentrations increases the number of
their collisions. Rates may also depend on product con-
centration if the reverse reaction occurs to an appreciable
extent. Expressing the rate as a function of the concen-
trations of reactants, or reactants and products, yields a
rate equation. Table 4.5 lists several examples of rate
equations. Rate equations may be simple or complex de-
pending upon the mechanism of the reaction. The sum of
the exponents of the concentration terms provides the re-
action order (zero order, first order, etc.). A zero-order
reaction is one whose rate is independent of concentra-
tion (v is constant). The proportionality constant k is
called the rate constant.

Table 4.5. Rate Equations and Reaction Orders
for Various Reactions®

Stoichiometric reaction Rate equation Reaction order

2N,0, — 4NO, + O, v = k[N,O,] 1
L-Ile — p-Ile v = k[L-Ile] 1
Hbe30, + O, — Hb*40,? v = k[Hb*30,][0,] 2
2NO, —2NO + O, v = k[NO,]? 2

4 From Physical Chemistry: Principles & Applications in Biological Sciences, 3/e,
Tinoco/Sauer/Wang © 1995. Reprinted by permission of Prentice-Hall, Inc., Up-
per Saddle River, NJ.

5 Hb = hemoglobin.
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4.5.2. The Steady State
To be able to make quantitative calculations for a given en-
zyme reaction, you have to derive the appropriate rate equa-
tion. To do this, you must assume a mechanism based either
on equilibrium conditions or on those of a steady state.
Often, we cannot describe biochemical reactions by
equilibrium conditions. First of all, there may not be
enough time for a reaction to achieve true chemical equi-
librium. Second, many biochemical reactions are linked to
other reactions; the product of one reaction serves as re-
actant for a second reaction, and so on. Consequently, a
section of metabolism is typically described by a pathway
consisting of a series of consecutive reactions, such as

A-B—>C->D—->E->F->G

In this pathway, B and C, for example, cannot achieve true
chemical equilibrium. As C is used up by being convert-
ed to D, it is replenished by conversion of B. Likewise, as
B is converted to C, it is replenished by conversion of A.
Components of such a pathway may, however, attain a
steady state, a condition in which a given component is
produced as rapidly as it is consumed. If C forms from B
at the same rate at which it undergoes conversion to D, C
attains a steady state. Despite the fact that both reactions
may proceed at full speed, the concentration of C remains
constant because of the balance

Rate of C formation = Rate of C consumption

A classroom with students entering and leaving pro-
vides a simple analogy to the steady-state condition. Con-
sider such a room that has 30 students and in which every
20 seconds 10 students go out through one door and leave
the building, while 10 students arrive from elsewhere to
enter the classroom through a second door. The total num-
ber of students in the classroom (like the concentration of
C) remains constant as a function of time because the rate
of students entering equals the rate of students leaving.
The steady-state concept is central to enzyme kinetics and
other aspects of metabolism.

4.5.3. Michaelis—-Menten Equation

The Michaelis—Menten equation represents an important
rate equation in enzymology. It applies to the following
enzyme-catalyzed reaction in which a substrate S is con-
verted to product P by forming an enzyme—substrate com-
plex, ES:

kl k2
E+S=ES=E+P (%)
k*l k72
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Note that we designate rate constants for forward and
reverse reactions by positive and negative subscripts, re-
spectively.

4.5.3A. Underlying Assumptions. The Mich-
aelis-Menten equation, as derived by George Briggs and
John Haldane, involves three assumptions:

1. The enzyme—substrate complex is in a steady state;
the rate at which the complex forms from E and S equals
the rate at which it is consumed by being broken down to
E and P in the forward reaction and to E and S in the re-
verse reaction.

2. Formation of product is proportional to the con-
centration of enzyme-substrate complex, so that v =
k,[ES]. This assumption implies that the breakdown of
ES to E and P constitutes the rate-determining step (a
step significantly slower than all other steps in a reac-
tion sequence; a reaction cannot proceed faster than at
the rate of this step). The assumption that v = k,[ES]
further implies that the reverse reaction, from E + P to
ES and governed by k_,, can be ignored: no or very lit-
tle product has been formed so that k_,[E][P] is negli-
gible. In other words, measurements refer to those of ini-
tial velocity.

3. Substrate concentration greatly exceeds the en-
zyme concentration. Hence the decrease in substrate con-
centration resulting from formation of the ES complex can
be ignored, and the substrate concentration is taken to be
constant.

4.5.3B. Derivation of the Rate Equa-
tion. The steady-state assumption (assumption 1) can be
expressed mathematically as

d[ES] _
dt

0 (4.8)

The rate of change of [ES] with time (d[ES]/dt) rep-
resents the difference between the rate of ES formation
and the rate of ES consumption. To obtain expressions for
these rates, we must consider all of the ways in which ES
may be formed and all of the ways in which it may be con-
sumed:

Rate of ES formation = k,[E[][S] + k_,[E/][P] (4.9)
where [E] is the concentration of free enzyme.

Since we ignore the reverse reaction (assumption 2),
the second term in Eq. (4.9) can be deleted. [S] is constant,
based on assumption 3. Thus, the equation reduces to

Rate of ES formation = kl[Ef][S] (4.10)
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Proceeding in a similar manner, we express the rate
of ES consumption. In this equation, both terms must be
retained:

Rate of ES consumption = k_,[ES] + k,[ES]

= (k_, + k,)[ES] (4.11)

By means of Eqs.(4.10) and (4.11), we rewrite the
steady-state expression as follows:

d[ES
%]— = k,[E[] [S] — (k_, + k,)[ES] = 0 “8)
Formation Consumption ’
so that
k,[E]S] = (k_, + ky)[ES] (4.5

Formation = Consumption

Because there are two forms of the enzyme in this
mechanism, free enzyme (E,) and substrate-bound enzyme
(ES), we can express the toral enzyme concentration (E)
as being equal to the sum of two terms:

[E] = [E/] + [ES] 4.12)
It follows that
(E¢] = [E] - [ES]
Substituting for [E,] into Eq. (4.8a) yields
k,((E] = [ESD[S] = (k_, + k))[ES]
or
(- msps = s @)

1

We now define a new constant, K,, such that
(4.14)

The constant K, is called the Michaelis constant. Sub-
stituting this constant into Eq. (4.13) yields

([E] — [ESDIS] = K, [ES]
or

[E][S] — [ES][S] = K, [ES] (4.15)



98

Since the reaction rate is proportional to the concen-
tration of ES complex (assumption 2),
v = k,[ES] (4.16)

Substituting for [ES] from this equation into Eq. (4.15)
leads to the rate equation

1% v

[EIlS] - X [S1=K, A 4.17)
Rearranging Eq. (4.17) yields
k,[EI[S] - V[S] = K, (4.18)

The maximum velocity (V) of the reaction oc-
curs when all of the enzyme molecules are combined with
substrate molecules per unit time. Under those conditions,
the total enzyme concentration equals the concentration of
enzyme-substrate complex; the concentration of free, un-
combined enzyme is zero. When [E;] = 0, Eq. (4.12) re-
duces to [E] = [ES]. Therefore, to obtain the maximum
velocity, we replace [ES] with [E] in Eq. (4.16):

V... = k[E] 4.19)
Replacing the first term on the left-hand side of Eq. (4.18)
with V___[S], we obtain

max

V. [SI—VSI=K,v
which, upon rearranging, yields

V_.[S]

max

y = K +18] (4.20)

Equation (4.20) is the Michaelis~-Menten equation.

4.5.3C. Description of the v versus [S]
Curve. We saw earlier that a plot of rate as a function of
substrate concentration yields a hyperbolic curve (see Fig-
ure 4.8). We can now show that the Michaelis—-Menten
equation describes a curve of this type. To do this, con-
sider two conditions:

1. When [S] is very small compared to K, , the [S]
term may be deleted from the denominator of Eq. (4.20).
The equation then reduces to

_Vmax[S]

m

=k"[S] 4.21)

Equation (4.21) is the rate equation for a first-order
reaction, in which the rate is proportional to substrate con-
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1

Zero order

V =Vmax

First order
V=(Vmax /Km )[S]

(8] —

Figure 4.17.  Variation of rate as a function of substrate concentration.

centration, because Vmax/Km is a constant (k). This cor-
responds to the low concentration end of the v versus [S]
curve (Figure 4.17).

2. When [S]is much larger than K, the K, term may
be deleted from the denominator of Eq. (4.20). The equa-
tion then reduces to

=V 422
[S] max 4.22)

Equation (4.22) is the rate equation for a zero-order
reaction, in which the velocity is independent of substrate
concentration. This corresponds to the high-concentration
end of the curve in Figure 4.17. The central part of the
curve is described by the intermediate range of substrate
concentrations. A special case in this range occurs when
the substrate concentration equals K, . At that point, Eq.
(4.20) reduces to

Ve ISI W,

p=—max 0 _ max 4.23)
[S] +[S] 2
We can, therefore, define K, as the substrate con-
centration that yields one-half of the maximum velocity of
the reaction. You can verify that K has units of concen-
tration by dimensional analysis of Eq. (4.20).

4.5.3D. Sample Calculations. We can per-
form several types of calculations with the Michaelis—

Menten equation. Two examples follow.
(a)GiventhatK_=1.00 X 10~*MandV_ = 4.00
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X 1072 mol liter " min~!, calculate the rate at a substrate
concentration of 1.00 X 1072 M.

Solution:

— Vmax[s]
Km + [S]
_ (4.00 X 107) mol liter ! min ™! X (1.00 X 10°2)YM
(1.00 X 107H M + (1.00 X 1072) M

=3.96 X 1072 mol liter~! min~!

(b) What is the K, of an enzyme if, at [S] =
1.0 X 1073 M, we obtain 25% of the maximum velocity
of the reaction?

Solution:

C VewldSl Vo X (10X 107H)M

T K, 4181 K, +(10X10)M

=025V,

so that

V_ (1.0 X 1073) = 0.25V,

max max

[Km + (1.0 X 1073)]
and
K, =3.0 X 1073

4.5.3E. Lineweaver—Burk Transforma-
tion. The accuracy with which we can estimate K, from
the hyperbolic curve in Figure 4.17 depends on how
clearly the curve levels off at high substrate concentra-
tions. To get around this difficulty, scientists have pro-
posed a number of linear transformations of the
Michaelis—Menten equation. The most widely used one,
proposed by Hans Lineweaver and Dean Burk, takes the
following form:

K 1 1

1
em (4.24)
v V__IS] V

max max

A plot of 1/v versus 1/[S] yields a straight line hav-
ing a slope of K /V_ ., an intercept on the ordinate of
1/V_ .. and an intercept on the abscissa of —1/K _ (Figure
4.18). The quantities K, and V,___can be calculated from
any two of these three parameters that determine a straight
line. We term such a plot a double-reciprocal plot. Note
that K, , which has units of concentration, intercepts the
1/[S] axis, which has units involving concentration. Like-
wise, V which has units of velocity, intercepts the 1/v

max’
axis, which has units involving velocity.

99

“l"_"

<%— Slope = Km

Vmax

1

S

—

Figure 4.18. A Lineweaver—Burk plot of the Michaelis-Menten equa-

tion.

4.5.3F. Michaelis Constant (K_). You have
seen that the Michaelis constant, K _, is a fundamental
constant in enzymology. Let us summarize its key aspects:

o The K is the substrate concentration at which
one-half of the maximum velocity of the reaction
is observed. This is the most general definition of
K, and holds for all types of reaction mecha-
nisms, even those not described by Eq. (4.7).

o The K, has units of concentration. Small and
large K values mean, respectively, that relative-
ly low or high substrate concentrations are re-
quired to achieve one-half of the maximum ve-
locity. K values of enzymes vary greatly and
generally fall within the range of 1078M to 1.0M.

e The K, is acharacteristic constant for a given en-
zyme but only under specified conditions of pH,
temperature, ionic strength, and so on. As such,
K, is helpful in trying to determine whether en-
zymes isolated from two sources appear to be the
same.

e Thek is not an equilibrium constant, but rather
a complex constant composed of various rate
constants. For the mechanism described by Eq.
.7,

K, = (k_, +k)k

For other reaction mechanisms, K, is defined
differently, involving other rate constants.

* The K, is useful for comparing the activities of
different enzymes and for comparing the “suit-
abilities” of alternate substrates for the same en-



100

zyme. A substrate with a lower K is a “better”
substrate. The best substrate of an enzyme is one
that provides the highest V___and has the lowest
K, that is, one yielding the highest V,_ /K
ratio.
4.5.4. Measures of Enzyme Activity
4.5.4A. Substrate Constant. We can eval-
uate the affinity of an enzyme for its substrate by con-
sidering the reverse of the first step in Eq. (4.7). We call
the equilibrium constant for dissociation of the enzyme
substrate complex a substrate constant and designate
itK :

o [EIST_ K,
* [ES] K,

(4.25)
K_ represents an inverse measure: the greater the

affinity of an enzyme is for its substrate, the greater the

concentration of [ES] and the smaller the K .

4.5.4B. Catalytic Rate Constant. Toassess
an enzyme’s efficiency, we use the rate constant of the
rate-determining step, known as the catalytic rate con-
stant (k_,,). In the above derivation, the catalytic rate con-
stant is k,. Hence, we can rewrite Egs. (4.16) and (4.19),
respectively, as

v=k_, [ES] (4.162)
Vonar = KealE] (4.19)
It follows that k_,, = V. /[E] so that k_, is identi-

cal to the turnover number of the enzyme. The turnover
number measures enzyme efficiency when the enzyme is
saturated with substrate; all of the active sites have sub-
strate bound per unit time. However, most enzymes func-
tion in vivo under less than saturating conditions. For
these situations, we need a different measure of efficien-
cy. To derive it, recall that at low substrate concentra-
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tions, the Michaelis—Menten equation reduces to Eq.
4.21):

v=V

max

[SVK,,
Substituting into this equation from Eq. (4.19a) yields

v=(k

cat’

/K )IE][S] (4.26)

4.5.4C. Specificity Constant. We refer to
the ratio k_, /K as the specificity constant of the
enzyme. This constant amounts to an apparent second-
order rate constant for the reaction between substrate
and total enzyme when they combine to form the en-
zyme—substrate complex. This condition holds at low
substrate concentrations when the concentration of free
enzyme essentially equals that of total enzyme. Accord-
ingly, the ratio k_, /K, measures what E and S can ac-
complish when abundant active sites are available for
substrate binding. The larger this ratio is, the greater the
enzyme’s efficiency.

Specificity constants cannot be greater than the fre-
quency with which enzymes and substrates collide. This
diffusion-controlled limit falls within the range of 103-10°
M~1571 You can see from the data in Table 4.6 that some
enzymes have achieved virtual catalytic perfection; they
catalyze a reaction essentially every time they collide with
a substrate molecule.
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