
 





20019347coverv05b.jpg



 

Questionnaires in Second
Language Research

Questionnaires in Second Language Research: Construction, Administration,
and Processing is the first guide in the second language field devoted to the
question of how to produce and use questionnaires as reliable and valid
research instruments. Even though questionnaires are widely used in sec-
ond language research, there is insufficient awareness in the field of the
theory of questionnaire design and processing. It is all too common to see
studies involving exciting research questions become spoiled by the appli-
cation of poorly designed questionnaires, or by unreliable results due to
faulty processing.

This volume aims to help researchers avoid those pitfalls. It offers a
thorough overview of the theory of questionnaire design, administration,
and processing, made accessible by concrete, real-life second language
research applications. This Second Edition features a new chapter on how
an actual scientific instrument was developed using the theoretical guide-
lines in the book, and new sections on translating questionnaires and
collecting survey data on the Internet. Researchers and students in second
language studies, applied linguistics, and TESOL programs will find this
book invaluable, and it can also be used as a textbook for courses in
quantitative research methodology and survey research in linguistics,
psychology, and education departments.

Zoltán Dörnyei is Professor of Psycholinguistics in the School of English
Studies at the University of Nottingham, UK.

Tatsuya Taguchi is a Ph.D. candidate in the School of English Studies at
the University of Nottingham, UK.



 

Second Language Acquisition Research Series:
Theoretical and Methodological Issues
Susan M. Gass and Alison Mackey, Editors

Monographs on Theoretical Issues:
Schachter/Gass Second Language Classroom Research: Issues and
Opportunities (1996)
Birdsong Second Language Acquisition and the Critical Period Hypoth-
eses (1999)
Ohta Second Language Acquisition Processes in the Classroom: Learn-
ing Japanese (2001)
Major Foreign Accent: Ontogeny and Phylogeny of Second Language
Phonology (2001)
VanPatten Processing Instruction: Theory, Research, and Commentary
(2003)
VanPatten/Williams/Rott/Overstreet Form–Meaning Connections in
Second Language Acquisition (2004)
Bardovi-Harlig/Hartford Interlanguage Pragmatics: Exploring Insti-
tutional Talk (2005)
Dörnyei The Psychology of the Language Learner: Individual Differences
in Second Language Acquisition (2005)
Long Problems in SLA (2007)
VanPatten/Williams Theories in Second Language Acquisition (2007)
Ortega/Byrnes The Longitudinal Study of Advanced L2 Capacities
(2008)
Liceras/Zobl/Goodluck The Role of Formal Features in Second Language
Acquisition (2008)

Monographs on Research Methodology:
Tarone/Gass/Cohen Research Methodology in Second Language Acqui-
sition (1994)
Yule Referential Communication Tasks (1997)
Gass/Mackey Stimulated Recall Methodology in Second Language
Research (2000)
Markee Conversation Analysis (2000)
Gass/Mackey Data Elicitation for Second and Foreign Language
Research (2007)
Duff Case Study Research in Applied Linguistics (2007)
McDonough/Trofimovich Using Priming Methods in Second Language
Research (2008)



 

Larson-Hall A Guide to Doing Statistics in Second Language Research
Using SPSS (2009)
Dörnyei/Taguchi Questionnaires in Second Language Research: Con-
struction, Administration, and Processing, Second Edition (2010)

Of Related Interest:
Gass Input, Interaction, and the Second Language Learner (1997)
Gass/Sorace/Selinker Second Language Learning Data Analysis, Second
Edition (1998)
Mackey/Gass Second Language Research: Methodology and Design
(2005)
Gass/Selinker Second Language Acquisition: An Introductory Course,
Third Edition (2008)



 



 

Questionnaires in Second
Language Research
Construction, Administration, and
Processing

Second Edition

Zoltán Dörnyei
with contributions from Tatsuya Taguchi



 
First edition published 2002
by Lawrence Erlbaum Associates, Inc.

This edition published 2010
by Routledge
270 Madison Avenue, New York, NY 10016

Simultaneously published in the UK
by Routledge
2 Park Square, Milton Park, Abingdon, Oxon OX14 4RN

Routledge is an imprint of the Taylor & Francis Group, an informa business

© 2002 Lawrence Erlbaum Associates, Inc.
© 2010 Taylor & Francis

All rights reserved. No part of this book may be reprinted or reproduced or utilized in any
form or by any electronic, mechanical or other means, now known or hereafter
invented, including photocopying and recording, or in any information storage or
retrieval system, without permission in writing from the publishers.

Trademark Notice: Product or corporate names may be trademarks or registered trademarks,
and are used only for identification and explanation without intent to infringe.

Library of Congress Cataloging in Publication Data
Dörnyei, Zoltán.

Questionnaires in second language research : construction, administration, and processing /
Zoltán Dörnyei.—2nd ed. / with Tatsuya Taguchi.
p. cm.—(Second language acquisition research series. Monographs on research methodology)

Includes bibliographical references and indexes.
1. Second language acquisition—Research—Methodology. 2. Questionnaires. I. Taguchi, Tatsuya.

II. Title.
P118.2.D67 2009
418.0072—dc22

2009021884

ISBN10: 0–415–99819–0 (hbk)
ISBN10: 0–415–99820–4 (pbk)
ISBN10: 0–203–86473–5 (ebk)

ISBN13: 978–0–415–99819–2 (hbk)
ISBN13: 978–0–415–99820–8 (pbk)
ISBN13: 978–0–203–86473–9 (ebk)

This edition published in the Taylor & Francis e-Library, 2009.

To purchase your own copy of this or any of Taylor & Francis or Routledge’s
collection of thousands of eBooks please go to www.eBookstore.tandf.co.uk.

ISBN 0-203-86473-5 Master e-book ISBN



 

Contents

Preface to the Second Edition xi

Introduction xiii

1 Questionnaires in Second Language Research 1
1.1 What Are “Questionnaires” and What Do They Measure? 3

1.1.1 What a Questionnaire Is Not 4
1.1.2 What Do Questionnaires Measure? 5

1.2 Using Questionnaires: Pros and Cons 6
1.2.1 Advantages 6
1.2.2 Disadvantages 6

1.3 Questionnaires in Quantitative and Qualitative

Research 9

2 Constructing the Questionnaire 11
2.1 General Features 12

2.1.1 Length 12
2.1.2 Layout 13
2.1.3 Sensitive Topics and Anonymity 15

2.2 The Main Parts of a Questionnaire 18
2.2.1 Title 18
2.2.2 Instructions 18
2.2.3 Questionnaire Items 20
2.2.4 Additional Information 21
2.2.5 Final “Thank You” 21

vii



 

2.3 Appropriate Sampling of the Questionnaire Content and

the Significance of “Multi-Item Scales” 22
2.3.1 Appropriate Sampling of the Content 22
2.3.2 Using Multi-Item Scales 23

2.4 “Closed-Ended” Questionnaire Items 26
2.4.1 Rating Scales 26
2.4.2 Multiple-Choice Items 33
2.4.3 Rank Order Items 34
2.4.4 Numeric Items 35
2.4.5 Checklists 36

2.5 Open-Ended Questions 36
2.5.1 Specific Open Questions 37
2.5.2 Clarification Questions 38
2.5.3 Sentence Completion Items 38
2.5.4 Short-Answer Questions 38

2.6 How to Write Good Items 39
2.6.1 Drawing Up an “Item Pool” 40
2.6.2 Rules About Writing Items 40
2.6.3 Writing Sensitive Items 44

2.7 Grouping and Sequencing Items 46
2.7.1 Clear and Orderly Structure 47
2.7.2 Opening Questions 47
2.7.3 Factual (or “Personal” or “Classification”) Questions

at the End 47
2.7.4 Open-Ended Questions at the End 48

2.8 Translating the Questionnaire 48
2.8.1 Translation as a Team-Based Approach 50
2.8.2 Translation with Limited Resources 50

2.9 Computer Programs for Constructing Questionnaires 51
2.10 Piloting the Questionnaire and Conducting Item Analysis 53

2.10.1 Initial Piloting of the Item Pool 54
2.10.2 Final Piloting (“Dress Rehearsal”) 55
2.10.3 Item Analysis 56

3 Administering the Questionnaire 59
3.1 Selecting the Sample 59

3.1.1 Sampling Procedures 60
3.1.2 How Large Should the Sample Be? 62
3.1.3 The Problem of Respondent Self-Selection 63

3.2 Main Types of Questionnaire Administration 64
3.2.1 Administration by Mail 65
3.2.2 One-to-One Administration 67

viii • Contents



 

3.2.3 Group Administration 68
3.2.4 Online Administration 69

3.3 Strategies to Increase the Quality and Quantity of

Participant Response 72
3.3.1 Advance Notice 73
3.3.2 Attitudes Conveyed by Teachers, Parents, and Other

Authority Figures 74
3.3.3 Respectable Sponsorship 74
3.3.4 The Presence of a Survey Administrator 75
3.3.5 The Behavior of the Survey Administrator 75
3.3.6 Communicating the Purpose and Significance of the

Survey 75
3.3.7 Emphasizing Confidentiality 77
3.3.8 Reading Out the Questionnaire Instructions 77
3.3.9 The Style and Layout of the Questionnaire 77
3.3.10 Promising Feedback on the Results 78

3.4 Questionnaire Administration, Confidentiality, and Other

Ethical Issues 78
3.4.1 Basic Ethical Principles of Data Collection 79
3.4.2 Obtaining Consent for Children 80
3.4.3 Strategies for Getting Around Anonymity 80

4 Processing Questionnaire Data 83
4.1 Coding Questionnaire Data 84

4.1.1 First Things First: Assigning Identification Codes 84
4.1.2 Coding Quantitative Data 84

4.2 Inputting the Data 85
4.2.1 Creating and Naming the Data File 86
4.2.2 Keying in the Data 86

4.3 Processing Closed Questions 88
4.3.1 Data Cleaning 88
4.3.2 Data Manipulation 89
4.3.3 Reducing the Number of Variables in the Questionnaire 91
4.3.4 Main Types of Questionnaire Data 92
4.3.5 Examining the Reliability and Validity of the Data 93
4.3.6 Statistical Procedures to Analyze Data 96

4.4 Content Analysis of Open-Ended Questions 98
4.5 Computer Programs for Processing Questionnaire Data 99
4.6 Summarizing and Reporting Questionnaire Data 100

4.6.1 General Guidelines 101
4.6.2 Technical Information to Accompany Survey Results 103
4.6.3 Reader-Friendly Data Presentation Methods 105

Contents • ix



 

4.7 Complementing Questionnaire Data with Other Information 108
4.7.1 Questionnaire Survey with Follow-up Interview or

Retrospection 109
4.7.2 Questionnaire Survey Facilitated by Preceding Interview 110

5 Illustration: Developing a Motivation Questionnaire 111
5.1 Construction of the Initial Questionnaire 111

5.1.1 Deciding the Content Areas to be Covered in the

Questionnaire 112
5.1.2 Designing Items for the Item Pool 112
5.1.3 Designing Rating Scales 114
5.1.4 Designing the Personal Information Section 114
5.1.5 Designing Instructions 115
5.1.6 Designing the Questionnaire Format 116
5.1.7 Grouping and Organizing Items and Questions 116

5.2 Translating and Initial Piloting 117
5.3 Final Piloting and Item Analysis 118

5.3.1 Missing Values and the Range of Responses 118
5.3.2 The Internal Consistency Reliability of the Initial Scales 119
5.3.3 Modification of the Personal Information Items 123

5.4 The Final Version of the Japanese Questionnaire and

Post Hoc Item Analysis 124
5.5 Adapting the Questionnaire for Use in China and Iran 124

Conclusion and Checklist 127

References 131

Appendix A: Combined List of the Items Included in the
Questionnaires Discussed in Chapter 5 139

Appendix B: The Final Version of the Questionnaires Used in Japan,
China and Iran 149

Appendix C: Selected List of Published L2 Questionnaires 173

Author Index 179

Subject Index 183

x • Contents



 

Preface to the Second Edition

In the Introduction to the first edition of Questionnaires in second language
research, I argued that in spite of the wide application of questionnaires
in applied linguistics, there did not seem to be sufficient awareness in
the profession about the theory of questionnaire design. The positive
reception of the book confirmed that it successfully catered to the need for
a relatively non-technical and accessible text that describes systematically
how to construct, administer, and process questionnaires. So why write a
second edition?

The reason for this new edition is not that the material in the first
edition has become outdated—research methods texts usually have a
much longer shelf life than books describing research results. Rather,
over the past seven years I have thought of several ways of how the book
could be improved by adding extra material and by filling certain gaps. The
most significant change in this revised edition involves adding a whole
new chapter to the book—Chapter 5, “Illustration: Developing a moti-
vation questionnaire”—to provide a detailed, illustrative analysis of how an
actual scientific research instrument was developed from scratch following
the theoretical guidelines. This chapter was co-authored by my Ph.D.
student, Tatsuya Taguchi, who has been directing a major test design
program at the University of Nottingham under my guidance. Tatsuya has
also helped me to update the references and improve several other parts of
the material, particularly the addition of a section on translating question-
naire items in Chapter 2 and the discussion of how to collect survey data
on the Internet in Chapter 3. We also added the full form of the Japanese
instrument, along with Chinese and Iranian versions, in the Appendices.
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Besides these more substantial changes, I have made numerous smaller
additions, and improved the style and accuracy of the text in many places.
All in all, the first edition has been given a thorough facelift! One thing has
not changed, though: I still believe that conducting questionnaire surveys
can be an exciting and rewarding activity, and I do hope that readers
will find in this book all the technical information that they need to be able
to obtain valid and reliable results. Have fun!

Zoltán Dörnyei
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Introduction

One of the most common methods of data collection in second language
(L2) research is to use questionnaires of various kinds. The popularity of
questionnaires is due to the fact that they are easy to construct, extremely
versatile, and uniquely capable of gathering a large amount of information
quickly in a form that is readily processable. Indeed, the frequency of
use of self-completed questionnaires as a research tool in the L2 field is
surpassed only by that of language proficiency tests.

In spite of the wide application of questionnaires in L2 research, there
does not seem to be sufficient awareness in the profession about the
theory of questionnaire design and processing. The usual—and in most
cases false—perception is that anybody with a bit of common sense can
construct a good questionnaire. This situation resembles somewhat the
“pre-scientific” phase of language testing (i.e., the period before the 1950s)
when language tests were used without paying enough attention to their
psychometric qualities, and every language teacher was, by definition,
assumed to be capable of devising and grading tests and exams without
any special training. It is my impression that many questionnaire users
are unaware of the fact that there is considerable relevant knowledge
and experience accumulated in various branches of the social sciences
(e.g., psychometrics, social psychology, sociology). This is why it is all
too common to find studies which start out with exciting research ques-
tions but are flawed by a badly designed or inadequately processed
questionnaire.
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In one sentence . . .
“The essential point is that good research cannot be built on poorly
collected data . . .”

(Gillham, 2008, p. 1)

This book is intended to be practical in nature. During the past 20 years I
have found questionnaire theory to be very helpful in my own research. I
designed my first questionnaire in the mid-1980s for my Ph.D. work and,
because my specialization area—the study of L2 motivation—is very
closely linked to the use of questionnaires, I have since then taken part as a
principal researcher, participant, or supervisor in numerous studies survey-
ing over 20,000 language learners. The idea to share my experience in the
use of questionnaires with a broader audience occurred to me when I was
working on the research section of a book on motivation (Dörnyei, 2001),
and, thanks to the encouragement I received from the Series Editor, Susan
Gass, right from the beginning, the initial idea eventually led to this book.

Although questionnaire design and, more generally, survey research,
have a substantial literature in the social sciences, this has not been suf-
ficiently reflected in L2 methodology texts. With the emphasis typically
placed on research methods and statistical procedures in them, there was
simply not enough room for discussing specific research instruments
(with the sole exception of language tests), and the issue of “question-
naires” has usually been summarized in a maximum of three to four pages.
It was therefore a real surprise that, while already working on this book,
I learned about another book in the making on a related topic: J. D.
Brown’s (2001) Using surveys in language programs. As it happened, the
two books are largely complementary, with few overlaps. I was fortunate to
have J. D.’s manuscript in my hands when preparing the final draft of this
book (thanks once again, J. D.!) and I will refer it at times for a more
detailed discussion of certain topics.

The structure of the book is straightforward. After an initial chapter
that discusses the nature, the merits, and the shortcomings of question-
naires, separate chapters cover the construction and the administration of
the questionnaire, as well as the processing of questionnaire data. Chapter
5 offers a detailed illustration of the theories by describing how we have
developed a research instrument for the purpose of surveying language
learning motivation in Japan. This questionnaire, which can be found in
Appendix B, has been used successfully since then, and our research team
has also produced Chinese and Iranian versions of it (see Taguchi, Magid,
& Papi, 2009); all the items of the three instruments are listed in Appendix
A. The book is concluded by a detailed checklist that summarizes the main
principles and recommendations.
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CHAPTER 1

Questionnaires in Second
Language Research

Asking questions is one of the most natural ways of gathering information
and, indeed, as soon as babies have mastered the basics of their mother
tongue they launch into a continuous flow of questions, and keep going
throughout the rest of their lives. Some people such as reporters actually
make a living of this activity and survey/polling organizations can base
highly successful businesses on it.

Because the essence of scientific research is trying to find answers to
questions in a systematic manner, it is no wonder that the questionnaire has
become one of the most popular research instruments applied in the social
sciences. Questionnaires are certainly the most often employed data collec-
tion devices in statistical work, with the most well-known questionnaire
type—the census—being the flagship of every national statistical office.

The main strength of questionnaires is the ease of their construction. In
an age of computers and sophisticated word processing software it is pos-
sible to draw up something that looks respectable in a few hours. After all,
as Gillham (2008) reminds us, we all know what questionnaires look
like: Hardly a week goes by without some coming our way. Ironically, the
strength of questionnaires is at the same time also their main weakness.
People appear to take it for granted that everybody with reasonable intelli-
gence can put together a questionnaire that works. Unfortunately, this is
not true: Just like in everyday life, where not every question elicits the right
answer, it is all too common in scientific investigations to come across
questionnaires that fail. In fact, I believe that most questionnaires applied
in L2 research are somewhat ad hoc instruments, and questionnaires with
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sufficient (and well-documented) psychometric reliability and validity are
not that easy to come by in our field. This is of course no accident: In spite
of the growing methodological awareness that has characterized applied
linguistics over the past two decades, the practice of questionnaire design/
use has remained largely uninformed by the principles of survey research
accumulated in the social sciences. I sometimes wonder what propor-
tion of questionnaire constructors are actually aware that such principles
exist . . .

Not indeed . . .
“The world is full of well-meaning people who believe that everyone
who can write plain English and has a modicum of common sense can
produce a good questionnaire. This book is not for them.”

(Oppenheim, 1992, p. 1)

As already mentioned in the Introduction, my interest in questionnaires
is pragmatic and practice-driven. I use them all the time and I would like
the measures obtained by them to meet high research standards. Having
fallen into many of the existing pitfalls several times, I intend for this book
to offer concrete suggestions on how to use questionnaires to best effect
and how to save ourselves a lot of trouble. Drawing on my own experience
and a review of the literature, I will summarize the main principles of
constructing and administering questionnaires, and outline the key issues
in processing and reporting questionnaire data.

I would like to emphasize right at the onset that this is a “questionnaire
book,” which means that I will not go into much detail about issues that
go beyond the immediate scope of the subject; for example, I will not
elaborate on topics such as overall survey design, statistical procedures,
or qualitative data analysis. Readers who are interested in these areas may
refer to my recent overview of Research methods in applied linguistics
(Dörnyei, 2007), in which these topics are extensively discussed. In the
“Further reading” section below I have also listed a number of good sum-
maries of questionnaire theory that I have found particularly useful in
the past.

Further Reading

There is no shortage of books on questionnaires; many relevant and useful
works have been written on the topic in such diverse disciplines as psychol-
ogy, measurement theory, statistics, sociology, educational studies, and
market research. In the L2 field, J. D. Brown (2001) provides a comprehen-
sive account of survey research (which uses questionnaires as one of the
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main data-gathering instruments), offering a detailed account of how to
process questionnaire data either statistically or qualitatively. In the field
of psychological measurement, two companion volumes by Aiken (1996,
1997) provide up-to-date overviews of questionnaires, inventories, rating
scales, and checklists. A new edition of DeVellis’s work (2003) concisely
explains the theoretical and technical aspects of scale development. Of the
many books specifically focusing on questionnaire design I would like
to highlight three: Oppenheim’s (1992) summary is the revised version of
his classic work from 1966, and Sudman and Bradburn’s (1983) mono-
graph is also a seminal volume in the area. Finally, Gillham’s (2008) slim
monograph is refreshing, with its readable and entertaining style.

1.1 What Are “Questionnaires” and What Do They Measure?

Although the term “questionnaire” is one that most of us are familiar
with, it is not a straightforward task to provide a precise definition for it.
To start with, the term is partly a misnomer because many questionnaires
do not contain any, or many, real questions that end with a question mark.
Indeed, questionnaires are often referred to under different names, such as
“inventories,” “forms,” “opinionnaires,” “tests,” “batteries,” “checklists,”
“scales,” “surveys,” “schedules,” “studies,” “profiles,” “indexes/indicators,”
or even simply “sheets” (Aiken, 1997).

Second, the general rubric of “questionnaire” has been used by
researchers in at least two broad senses:

(a) Interview schedules, like the ones used in opinion polls, when some-
one actually conducts a live interview with the respondent, reading
out a set of fixed questions and marking the respondent’s answers
on an answer sheet.

(b) Self-administered pencil-and-paper questionnaires, like the “con-
sumer surveys” that we often find in our mailbox or the short forms
we are asked to fill in when, for example, checking out of a hotel to
evaluate the services.

In this book—in accordance with Brown’s (2001) definition below—I
will concentrate on the second type only; that is, on the self-completed,
written questionnaire that respondents fill in by themselves. More specific-
ally, the focus will be on questionnaires employed as research instruments
for measurement purposes to collect reliable and valid data.

A Definition for “Questionnaires”
“Questionnaires are any written instruments that present respondents
with a series of questions or statements to which they are to react
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either by writing out their answers or selecting from among existing
answers.”

(Brown, 2001, p. 6)

1.1.1 What a Questionnaire Is Not

Tests Are Not Questionnaires
Most scholars know that tests and questionnaires are assessment tools of a
completely different nature, but because some novice researchers might
find written, self-completed (or self-report) questionnaires and written
tests rather similar, let me highlight the main difference between them. A
“test” takes a sample of the respondent’s behavior/knowledge and, on the
basis of this sample, inferences are made about the degree of the develop-
ment of the individual’s more general underlying competence/abilities/
skills (e.g., overall L2 proficiency). Thus, a test measures how well some-
one can do something. In contrast, questionnaires do not have good or
bad answers; they ask for information about the respondents (or “inform-
ants”) in a non-evaluative manner, without gauging their performance
against a set of criteria or against the performance of a norm group. Thus,
although some commercially available questionnaires are actually called
“tests,” these are not tests in the same sense as achievement or aptitude
tests.

“Production Questionnaires” (DCTs) Are Not Questionnaires
The term “production questionnaire” is a relatively new name for a popular
instrument—traditionally referred to as a DCT or “discourse completion
task”—that has been the most commonly used elicitation technique in the
field of interlanguage pragmatics (see Bardovi-Harlig, 1999; Johnston,
Kasper, & Ross, 1998). Although several versions exist, the common feature
of production questionnaires is that they require the informant to produce
some sort of authentic language data as a response to situational prompts.
For example:

Rushing to get to class on time, you run round the corner and bump into
one of your fellow students who was waiting there, almost knocking
him down.
You: 
The student: Never mind, no damage done.

(Johnston et al., 1998, p. 176)

It is clear that these “questionnaires” are not questionnaires in the same
psychometric sense as the instruments discussed in this book. They are
written, structured language elicitation instruments and, as such, they
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sample the respondent’s competence in performing certain tasks, which
makes them similar to language tests.

1.1.2 What Do Questionnaires Measure?

Broadly speaking, questionnaires can yield three types of data about the
respondent: factual, behavioral, and attitudinal.

1. Factual questions (also called “classification” questions or “subject
descriptors”) are used to find out about who the respondents are.
They typically cover demographic characteristics (e.g., age, gender,
and race), residential location, marital and socioeconomic status,
level of education, religion, occupation, as well as any other back-
ground information that may be relevant to interpreting the findings
of the survey. Such additional data in L2 studies often include facts
about the learners’ language learning history, amount of time spent
in an L2 environment, level of parents’ L2 proficiency, or the L2
coursebook used.

2. Behavioral questions are used to find out what the respondents are
doing or have done in the past. They typically ask about people’s
actions, lifestyles, habits, and personal history. Perhaps the most
well-known questions of this type in L2 studies are the items in
language learning strategy inventories that ask about the frequency
of the use of a particular strategy in the past.

3. Attitudinal questions are used to find out what people think. This is a
broad category that concerns attitudes, opinions, beliefs, interests, and
values. These five interrelated terms are not always distinguished or
defined very clearly in the literature.
• Attitudes concern evaluative responses to a particular target (e.g.,

people, institution, situation). They are deeply embedded in the
human mind, and are very often not the product of rational
deliberation of facts—they can be rooted back in our past or
modeled by certain significant people around us. For this reason,
they are rather pervasive and resistant to change.

• Opinions are just as subjective as attitudes, but they are perceived
as being more factually based and more changeable. People
are always aware of their opinions but they may not be fully
conscious of their attitudes (Aiken, 1996).

• Beliefs have a stronger factual support than opinions and often
concern the question as to whether something is true, false, or
“right.”

• Interests are preferences for particular activities.
• Values, on the one hand, concern preferences for “life goals” and
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“ways of life” (e.g., Christian values); on the other hand, they are
also used to describe the utility, importance, or worth attached
to particular activities, concepts, or objects (e.g., instrumental/
utilitarian value of L2 proficiency).

1.2 Using Questionnaires: Pros and Cons

1.2.1 Advantages

The main attraction of questionnaires is their unprecedented efficiency in
terms of (a) researcher time, (b) researcher effort, and (c) financial
resources. By administering a questionnaire to a group of people, one can
collect a huge amount of information in less than an hour, and the per-
sonal investment required will be a fraction of what would have been
needed for, say, interviewing the same number of people. Furthermore, if
the questionnaire is well constructed, processing the data can also be fast
and relatively straightforward, especially by using some modern computer
software. These cost–benefit considerations are very important, particu-
larly for all those who are doing research in addition to having a full-time
job (Gillham, 2008).

Cost-effectiveness is not the only advantage of questionnaires. They are
also very versatile, which means that they can be used successfully with a
variety of people in a variety of situations targeting a variety of topics. In
fact, as Bryman (2008) points out, they can even tap into attitudes that the
respondents are not completely aware of, and a well-constructed question-
naire can reduce the bias of interviewer effects and thus increase the con-
sistency and reliability of the results. In the light of all these merits, it is no
wonder that the vast majority of research projects in the behavioral and
social sciences involve at one stage or another collecting some sort of
questionnaire data.

1.2.2 Disadvantages

Although the previous description of the virtues of questionnaires might
suggest that they are perfect research instruments, this is not quite so.
Questionnaires have some serious limitations, and some of these have led
some researchers to claim that questionnaire data are not reliable or valid. I
do not agree with this claim in general, but there is no doubt that it is very
easy to produce unreliable and invalid data by means of ill-constructed
questionnaires. In fact, as Gillham (2008, p. 1) points out, in research
methodology “no single method has been so much abused” as question-
naires. Let us look at the main problem sources.
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Simplicity and Superficiality of Answers
Because respondents are left to their own devices when filling in self-
completed questionnaires, the questions need to be sufficiently simple and
straightforward to be understood by everybody. Thus, questionnaires are
unsuitable for probing deeply into an issue (Moser & Kalton, 1971)
because they often result in rather superficial data. The necessary sim-
plicity of the questions is further augmented by the fact that the amount of
time respondents are usually willing to spend working on a questionnaire
is rather short, which again limits the depth of the investigation.

Unreliable and Unmotivated Respondents
Most people are not very thorough in a research sense, and this is all the
more true about dealing with questionnaires—an activity which they
typically do not enjoy or benefit from in any way. Thus, the quality of the
results may vary greatly from one individual to another, depending on the
time and care they choose or are able to give (Hopkins, Stanley, & Hopkins,
1990). Respondents are also prone to leave out some questions, either by
mistake or because they did not like them, and Low (1999) presents empir-
ical evidence that respondents also often simply misread or misinterpret
questions (which of course renders the answers false). If returning the
questionnaires to the survey administrator is left to the respondents (e.g.,
in a mail survey), they very often fail to do so, even when they have
completed it. Or, what is even worse, in such “distant” modes, the majority
of the respondents may not even bother to have a go at the questionnaire.
After all, don’t we all think, from time to time, that the questionnaires we
receive are an absolute nuisance?

Respondent Literacy Problems
Questionnaire research makes the inherent assumption that the respond-
ents can read and write well. Even in the industrialized world this is not
necessarily the case with regard to the whole population: Statistics of about
5%–7% are regularly quoted when estimating the proportion of people
who have difficulty reading, and the number of those who are uncomfort-
able with writing is even bigger. The situation may be more serious when a
questionnaire is administered in languages that the respondents are learn-
ing, which is often the case in applied linguistic research. It is therefore
understandable that for respondents with literacy problems or with limited
L2 proficiency, filling in a questionnaire can appear an intimidating or
overwhelming task.

Little or No Opportunity to Correct the Respondents’ Mistakes
Questionnaire items focus on information which the respondents know
best, and therefore the researcher has little opportunity to double-check
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the validity of the answers. Sometimes respondents deviate from the truth
intentionally (see below), but it is also common that—as just mentioned—
they simply misunderstand or forget something, or do not remember
it correctly. Another fairly common situation is when respondents do
not know the exact response to a question, yet answer it without indicat-
ing their lack of knowledge. Without any personal contact between the
researcher and the informant, little can be done to check the seriousness of
the answers and to correct the erroneous responses.

Social Desirability (or Prestige) Bias
The final big problem with regard to questionnaires is that people do not
always provide true answers about themselves; that is, the results represent
what the respondents report to feel or believe, rather than what they actu-
ally feel or believe. There are several possible reasons for this, and the most
salient one is what is usually termed the social desirability or prestige bias.
Questionnaire items are often “transparent,” that is, respondents can have
a fairly good guess about what the desirable/acceptable/expected answer is,
and some of them will provide this response even if it is not true. The most
extreme example of a “transparent” question I have come across was in the
official U.S. visa application form (DS 156):

“Have you ever participated in genocide?”

Although most questionnaire items are more subtle than this, trying to
present ourselves in a good light is a natural human tendency, and this is
very bad news for the survey researcher: The resulting bias poses a serious
threat to the validity of the data. We should note that this threat is not
necessarily confined to “subjective” attitudinal items only. As Oppenheim
(1992) warns us, even factual questions are often loaded with prestige:
People might claim that they read more than they do, bathe more often
than is true, spend more time with their children, or give more to charity
than actually happens, etc. In general, questions concerning age, race,
income, state of health, marital status, educational background, sporting
achievements, social standing, criminal behavior, sexual activity, and bad
habits such as smoking or drinking, are all vulnerable (Newell, 1993; Wilson
& McClean, 1994).

Self-Deception
Self-deception is related to social desirability but in this case respondents
do not deviate from the truth consciously but rather because they also
deceive themselves (and not just the researcher). As Hopkins et al. (1990,
p. 312) point out, human defense mechanisms “cushion failures, minimize
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faults, and maximize virtues so that we maintain a sense of personal
worth.” People with personality problems might simply be unable to give
an accurate self-description, but the problem of self-delusion may be pres-
ent on a more general scale, though to a lesser degree, affecting many other
people.

Acquiescence Bias
Another common threat inherent to self-completed questionnaires is
acquiescence, which refers to the tendency for people to agree with sen-
tences when they are unsure or ambivalent. Acquiescent people include
“yeasayers,” who are ready to go along with “anything that sounds good”
(Robinson, Shaver, & Wrightsman, 1991, p. 8), and the term also covers
those who are reluctant to look at the negative side of any issue and are
unwilling to provide strong negative responses.

Halo Effect
The halo effect concerns the human tendency to (over)generalize. If our
overall impression of a person or a topic is positive, we may be disinclined
to say anything less than positive about them even if it comes to specific
details. For many students, for example, a teacher they like is “perfect”
in everything he/she does—which is obviously not true. And similarly, if
we do not like someone, we—quite unfairly—tend to underestimate all
his/her characteristics.

Fatigue Effects
Finally, if a questionnaire is too long or monotonous, respondents may
begin to respond inaccurately as a result of tiredness or boredom. This
effect is called the fatigue effect, and it is obviously more likely to influence
responses toward the end of the questionnaire.

1.3 Questionnaires in Quantitative and Qualitative Research

The typical questionnaire is a highly structured data collection instrument,
with most items either asking about very specific pieces of information
(e.g., one’s address or food preference) or giving various response options
for the respondent to choose from, for example, by ticking a box. This
makes questionnaire data particularly suited for quantitative, statistical
analysis. After all, the essential characteristic of quantitative research is that
it employs categories, viewpoints, and models that have been precisely
defined by the researcher in advance, and numerical or directly quantifiable
data are collected to determine the relationship between these categories
and to test the research hypotheses.
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In theory, it would be possible to devise a questionnaire that is entirely
made up of truly open-ended items (e.g., “Describe your dreams for the
future . . .”). Such an instrument would provide data that are qualitative
and exploratory in nature, but this practice is usually discouraged by theor-
eticians. The problem with questionnaires from a qualitative perspective is
that—as argued earlier—they inherently involve a somewhat superficial
and relatively brief engagement with the topic on the part of the respond-
ent. Therefore, no matter how creatively we formulate the items, those are
unlikely to yield the kind of rich and sensitive description of events and
participant perspectives that qualitative interpretations are grounded in. In
fact, as Sudman and Bradburn (1983) assert, requests for long responses
(i.e., more than a sentence as a minimum) often lead to refusals to answer
the question or the entire questionnaire, and even if we get longer written
answers, many of these will need to be discarded because they are uncoda-
ble or inappropriate. So, if we are seeking long and detailed personal
accounts, other research methods such as a personal interview are likely to
be more suitable for our purpose. Having said that, I do believe that some
partially open-ended questions can play an important role in question-
naires (see Section 2.5 for a discussion), but if we want to significantly
enrich questionnaire data, the most effective strategy is usually not the
inclusion of too many open-ended questions but to combine the ques-
tionnaire survey with other data collection procedures (see Section 4.7).

True . . .
“The desire to use open-ended questions appears to be almost universal
in novice researchers, but is usually rapidly extinguished with
experience.”

(Robson, 2002, p. 245)
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CHAPTER 2

Constructing the Questionnaire

Section 1.2.2 contained a long list of potential problems with self-completed
questionnaires. My goal was not to dissuade people from using such
instruments but rather to raise awareness of these possible shortcomings.
It is true that respondents are often unmotivated, slapdash, hasty, and
insincere, yet it is also an established fact that careful and creative ques-
tionnaire construction can result in an instrument that motivates people
to give relatively truthful and thoughtful answers, which can then be pro-
cessed in a scientifically sound manner. The relevant professional literature
contains a significant body of accumulated experience and research evi-
dence as to how we can achieve this. Some of the points highlighted by
researchers are seemingly trivial in the sense that they concern small
details, but I have come to believe that it is to a great extent the systematic
handling of such small details and nuances that will eventually turn an
ad hoc set of questions into an effective research instrument.

I agree . . .
“Questionnaires can be designed to minimize, but not eliminate,
dishonest, and careless reporting.”

(Aiken, 1997, p. 58)

Constructing a good questionnaire involves a series of steps and pro-
cedures, including:

• Deciding on the general features of the questionnaire, such as the
length, the format, and the main parts.

11



 

• Writing effective items/questions and drawing up an item pool.
• Selecting and sequencing the items.
• Writing appropriate instructions and examples.
• Translating the questionnaire into a target language if it was not

originally written in that language.
• Piloting the questionnaire and conducting item analysis.

This chapter will provide an overview of these issues, offering many
practical do’s and don’ts to facilitate effective questionnaire construction.

Indeed . . .
“questionnaires are so easy to do quickly and badly that, in a way, they
invite carelessness.”

(Gillham, 2008, p. 11)

2.1 General Features

Between the initial idea of preparing a questionnaire for the purpose of
our research and actually getting down to writing the first draft, we need to
take a number of important decisions regarding the general features of the
would-be instrument. First of all, we need to specify the maximum length
of time that the completion of the questionnaire could take; then we need
to consider general format characteristics; and finally we need to think
about the issue of anonymity, particularly if we are going to target sensi-
tive/confidential topics.

2.1.1 Length

When we design a questionnaire, the general temptation is always to cover
too much ground by asking everything that might turn out to be interest-
ing. This must be resisted: In questionnaire design less is often more,
because long questionnaires can become counterproductive.

How long is the optimal length? It depends on how important the topic
of the questionnaire is for the respondents. If we feel very strongly about
something, we are usually willing to spend several hours answering ques-
tions. However, most questionnaires in the L2 field concern topics that
have a low salience from the respondents’ perspective, and in such cases
the optimal length is rather short. Most researchers agree that anything
that is more than four to six pages long and requires over half an hour to
complete may be considered too much of an imposition. As a principle, I
have always tried to stay within a four-page limit: It is remarkable how
many items can be included within four well-designed pages and I have
also found that a questionnaire of three to four pages does not tend to
exceed the 30-minute completion limit.
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A further factor to consider is that if we are restricted in the time we can
have access to the respondents—for example, when we administer a ques-
tionnaire to learners during their teaching hours—the maximum length
should be set with the slowest readers in mind. For example, in a national
survey that involved the group-administration of a questionnaire in hun-
dreds of primary school classes in various locations in Hungary (see
Dörnyei, Csizér, & Németh, 2006), we could only negotiate a maximum
of 30 minutes’ access to the children. This meant that the questionnaire
had to be cut down to three pages and an estimated 20-minute comple-
tion time in order to give everybody a chance to finish within the allotted
time.

To Summarize

In my experience, only in exceptional cases should a questionnaire:

• be more than four pages long;
• take more than 30 minutes to complete.

2.1.2 Layout

Sanchez (1992) points out that the design of the questionnaire layout
is frequently overlooked as an important aspect of the development of the
instrument. This is a mistake: Because in surveys employing self-
completed questionnaires the main interface between the researcher and
the respondent is the hard copy of the questionnaire; the format and
graphic layout carry a special significance and have an important impact
on the responses. Over the past 20 years I have increasingly come to the
belief that producing an attractive and professional design is half the battle
in eliciting reliable and valid data (for a discussion of the role of the layout
in increasing respondent motivation, see Section 3.3.9).

What does an “attractive and professional design” involve? The following
list summarizes the five most important points:

• Booklet format. Not only does the questionnaire have to be short but
it also has to look short. I have found that the format that feels most
compact is that of a booklet. It can be achieved by taking a double-
sized sheet (A3 size in Europe), photocopying two normal-sized
pages on each of the sides, and then folding the sheet into two. This
format also makes it easy to read and to turn pages (and, what is just
as important, it also prevents lost pages . . .).

• Appropriate density. With regard to how much material we put on
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a page, a compromise needs to be achieved: On the one hand, we
want to make the pages full, because respondents are much more
willing to fill in a two-page rather than a four-page questionnaire
even if the two instruments have exactly the same number of
items. On the other hand, we must not make the pages look
crowded (for example, by economizing on the spaces separating
different sections of the questionnaire). Effective ways of achieving
this trade-off involve reducing the margins, using a space-
economical font (e.g., 11 or 12 point Times New Roman), and
utilizing the whole width of the page, for example, by printing the
response options next to the questions and not below (as illus-
trated in the following example).

On Length and Crowdedness
“Perhaps the most common mistake of the beginner in ques-
tionnaire construction is to crowd questions together in the hope
of making the questionnaire look short . . . While length is
important, the respondent’s perception of the difficulty of the
task is even more important on self-administered question-
naires. A less crowded questionnaire with substantial white
space looks easier and generally results in higher cooperation
and fewer errors.”

(Sudman & Bradburn, 1983, p. 244)

• Orderly layout. Even if the page is dense, a well-designed, orderly
layout that utilizes various typefaces and highlighting options (e.g.,
bold characters or italics) can create a good impression, whereas an
unsystematic layout, even if it is more spacious, can appear chaotic. It
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1. Language learning is a burden for me.

2. Foreign languages are an important part 
of the school curriculum.

3. I like the sound of English.
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is also essential that the final version be nicely printed—as Newell
(1993) points out, in these days of sophisticated word processors,
people are used to receiving good-quality hard copy. So try and find a
laser printer and a good photocopier!

• Paper quality. Even the quality and color of the paper might make a
difference. Newell (1993) describes a colleague who has always pro-
duced documents on thick, beige paper because she believes that
“(1) it stands out from the mass of other paper which might be
received, (2) it is pleasant to handle, and (3) people will not have the
heart to throw away such an attractive document. She says it works”
(p. 109). Other researchers suggest that it may be useful to separate
the various parts of the questionnaires with a certain color-code of
the paper used as it clarifies the structure (Robson, 2002); for
example, the paper of the cover page or the instructions can be of a
different color.

• Sequence marking. I normally mark each main section of the ques-
tionnaire with Roman numbers, each question with consecutive Arab
figures, and then letter all the subparts of a question; as a result, I may
have Question 1a or 27d within Section I or III (see the example on
pages 15–16). This creates a sense of structuredness. It is also
beneficial to include a phrase such as “Continued on back” or “Please
turn over” at the bottom of the first side of a page that is printed on
both sides. Finally, it is probably obvious, but still worth mentioning,
that a question should not be split between two pages.

2.1.3 Sensitive Topics and Anonymity

It was mentioned in Section 1.2.2 that respondents are sometimes reluctant
to give honest answers to sensitive questions. Questionnaire items differ
greatly in terms of how threatening/imposing/sensitive/embarrassing they
feel. It is clear that we need to approach the issue of constructing and
administering the questionnaire in a very different way if it concerns, for
example, the evaluation of the L2 teacher or the school rather than one’s
interest in traveling abroad.

Example of Sequence Marking

I. Attitudes toward language learning

1. Language learning is an exciting activity.
2. Language learning often makes me happy.
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II. Language choice

3. If you could choose, which foreign languages would you
choose to learn next year at school? Please mark three lan-
guages in order of importance.
(a) .................................................................................................
(b) .................................................................................................
(c) .................................................................................................

Continued on back . . .

Sensitive Topics
“Sensitive” topics are not confined to explicitly illegal or embarrassing
subjects but also include basic demographic items such as age or marital
status. Indeed, various facts of life can carry such a prominent social and
emotional loading that questions targeting them often fall prey to the
respondents’ “social desirability” bias (see Section 1.2.2). Depending on
our core values, we are likely to overreport on what we conceive as a
positive aspect and underreport on a negative one. Questionnaire design-
ers need to be aware of this tendency and a good initial rule of thumb is
that we should not ask any sensitive questions unless absolutely necessary
for the project. In cross-cultural surveys we need to be particularly careful
to check that none of the questions interfere with some hidden sensitiv-
ities, for example because they touch upon some basic religious or cultural
principles unknown to us.

In Section 2.6.3, I will discuss several item-writing strategies that might
make such questions more palatable, and in Section 3.4 we will look at
questionnaire administration techniques that may help to “sell” these
items. Here I would like to highlight the usefulness of an explicit statement
or promise of confidentiality in overcoming possible apprehensions.
Oppenheim (1992, pp. 104–105) suggests that something along the follow-
ing line be displayed prominently on the front of the questionnaire:

The contents of this form are absolutely confidential. Information iden-
tifying the respondent will not be disclosed under any circumstances.

In the general instructions of a language learning motivation question-
naire which included the appraisal of the L2 teacher and course (and was
therefore particularly sensitive from the students’ point of view), Gliks-
man, Gardner, and Smythe (1982, p. 637) provided the following detailed
description of how confidentiality was observed in spite of asking the
students to state their names:
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Your answers to any or all questions will be treated with the strictest
confidence. Although we ask for your name on the cover page, we do so
only because we must be able to associate your answers to this ques-
tionnaire with those of other questionnaires which you will be asked to
answer. It is important for you to know, however, that before the ques-
tionnaires are examined, your questionnaire will be numbered, the
same number will be put on the section containing your name, and then
that section will be removed. By following a similar procedure with
the other questionnaires we will be able to match the questionnaires
through matching numbers and avoid having to associate your name
directly with the questionnaire.

Anonymity
One frequent method used to diffuse sensitive items is to make the ques-
tionnaire anonymous. For example, in a student questionnaire that asked
the learners to evaluate their language teacher and the course (Clément,
Dörnyei, & Noels, 1994) using similar items to the ones employed in the
Gliksman et al. (1982) study just mentioned, we felt it unlikely that the
16- or 17-year-old teenagers in the sample were going to agree to give us
honest answers without being assured about the anonymity of the ques-
tionnaires. Following the same reasoning—and particularly when legal
considerations, such as local research ethical regulations, also necessitate
it—researchers often feel “forced” to make the survey anonymous. The
main argument to support this practice is that anonymous respondents are
likely to give answers that are less self-protective and presumably more
accurate than respondents who believe they can be identified (Kearney,
Hopkins, Mauss, & Weisheit, 1984). Anonymity, however, raises two issues:

• Opinions differ widely as to whether respondent anonymity actually
fulfills its purpose in encouraging honesty and willingness to disclose.
As Aiken (1997) summarizes, most adults will probably give the same
answers to questionnaire items whether or not their responses are
anonymous. For example, Sudman and Bradburn (1983) report on a
large-scale postal survey of college graduates, in which the researchers
placed the mailing label (which naturally contained the respondent’s
name) on the back cover of the questionnaires and sent these out in
window envelopes. Out of the 40,000 recipients, only five objected to
this procedure and scratched out their names. On the other hand, in
situations when an honest answer might cause embarrassment or
pose an actual threat to the respondent, anonymity does obviously
matter. Thus, the question to consider is whether our questionnaires
really fall into this category.

• Anonymity may not serve the purpose of the investigation. More
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often than not the researcher would like to link the data from the
questionnaires to data coming from other sources; for example,
motivational data obtained by questionnaires is often correlated to
achievement scores coming from end-of-term course grades or pro-
ficiency tests. Without any identity marking on the questionnaires,
we simply cannot link someone’s scores in the two datasets. Similarly,
if we are conducting a longitudinal investigation we would not be
able to follow a person’s development if all the answers gathered from
the multiple subjects at a time were anonymous.

In sum, sensitive items and anonymity are a serious issue that needs to
be considered right from the beginning. In Section 3.4.3, I will present
some approaches that have been successfully used in the past to try and
reconcile confidentiality with the need for identification for research
purposes.

2.2 The Main Parts of a Questionnaire

Bearing in mind the general considerations just discussed, we are now set
to start drawing up the first draft of the questionnaire. Before we get down
to describing the various item types, let me briefly summarize the main
components of a questionnaire.

2.2.1 Title

Just like any other piece of writing, a questionnaire should have a title to
identify the domain of the investigation, to provide the respondent with
initial orientation, and to activate relevant background knowledge and
content expectations. Because uninformative titles fail to achieve these
objectives, Aiken (1997) suggests that we should try and avoid title words
like “questionnaire” or “survey.” For better identification, the title might
be accompanied by the date of the survey administration and the name of
the organization conducting or sponsoring the study.

2.2.2 Instructions

The title of the questionnaire is followed by instructions. These cannot be
too long, and yet need to be informative and well pitched because they play
an important role in determining the respondents’ feelings toward the
questionnaire and in specifying how they should go about answering
the items. Instructions are of two types:

• General instruction (or “opening greeting”) at the beginning of the
questionnaire.

• Specific instructions introducing each new task.
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General Instruction
As a minimum, the general instruction (or “opening greeting”) should
cover the following points (see also Section 3.2.1, for special instructions
for mail surveys):

• What the study is about and why it is important or socially useful.
• The organization responsible for conducting the study.
• Emphasizing that there are no right or wrong answers; requesting

honest answers and trying to elicit integrity in general.
• Promising confidentiality.
• Saying “thank you.”

For better readability and emphasis, the instructions should be graphic-
ally highlighted, such as being printed in boldface type, and the main
pieces of information can also be given in a format such as bulleted points.
I would expect that the sample instruction in Sample 2.1 would be suitable
for most purposes.

Sample 2.1 General Instruction

We would like to ask you to help us by answering the following
questions concerning foreign language learning. This survey is con-
ducted by the Language Research Group of the University of X to
better understand . . . This is not a test so there are no “right” or
“wrong” answers and you don’t even have to write your name on it.
We are interested in your personal opinion. Please give your answers
sincerely, as only this will guarantee the success of the investigation.
Thank you very much for your help.

Specific Instructions
Specific instructions explain and demonstrate how respondents should go
about answering the questions (e.g., whether respondents need to place a
tick by, or circle, their chosen response and whether they should choose
only one answer or more than one answer). It is obvious that this is a
crucial part. Each new task type requires instructions, and in order to
separate these instructions from the rest of the text they should be graph-
ically highlighted, for example, by printing them in bold (just like the
general instruction).

A very important role of the instructions is to explain how various
rating scales (see Section 2.4.1) work and what the various rating criteria
are. For example, if we ask the respondents to produce evaluations on a
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five-point rating scale (e.g., giving marks ranging from 1 to 5), we need to
explain very clearly what each of the five categories stands for. Then, to
avoid misunderstandings and mistakes, a short summary of this explan-
ation will need to be repeated at least twice on each new page. Samples 2.2
and 2.3 provide examples of instructions for two common rating scale
types (see also Sample 2.4 on page 31).

Sample 2.2 Instructions for Numerical Rating Scales

In the following section we would like you to answer some questions
by simply giving marks from 1 to 5.

1 = not at all
2 = not really
3 = so-so
4 = quite a lot
5 = very much

For example, consider the following item. If you like hamburgers
very much, write “5” in the space in front of the question:

 How much do you like hamburgers?

Please write one (and only one) whole number in front of each
question and don’t leave out any of them. Thanks.

2.2.3 Questionnaire Items

After the instructions comes the central part of the questionnaire, the
actual items. They will be discussed in detail in Sections 2.3–2.7. Two
points need to be made here:

• Questionnaire items rarely take the form of actual questions that end
with a question mark. The item type found in Sample 2.3, for example,
is far more common than that in Sample 2.2 (which is a real question).

• The items need to be very clearly separated from the instructions.
This is where different typefaces and font styles come in handy.

Sample 2.3 Instructions for Likert Scales

Following are a number of statements with which some people agree
and others disagree. We would like you to indicate your opinion after
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each statement by putting an “X” in the box that best indicates the
extent to which you agree or disagree with the statement. Thank you
very much for your help.

For example:

Pickled cucumbers are unhealthy.

� � � � � �

Strongly Disagree Slightly Partly Agree Strongly
disagree disagree agree agree

If you think, for example, that there is something true about this
statement but it is somewhat exaggerated, you can put an “X” in the
fourth or the fifth box.

2.2.4 Additional Information

Depending on circumstances, the questionnaire may contain, usually at
the end, a short additional information section in which the author can
address the respondent concerning a number of issues:

• Unless the researcher or a representative is present during the com-
pletion of the questionnaire, it might be worth including a contact
name (e.g., the researcher’s or an administrator’s) with a telephone
number or (email) address—in North America this is, in fact, manda-
tory—and some explicit encouragement to get in touch if there are
any questions.

• In “distant” situations, it might also be worth summarizing briefly
how the questionnaires should be returned, and even when a return
envelope is provided we should print on the questionnaire the name
and the address of the person to whom the completed questionnaire
is to be sent (see Section 3.2.1 for further details).

• It is a nice gesture (unfortunately too rarely used) to include a brief
note promising to send the respondent a summary of the findings if
interested (see Section 3.3.10 for a discussion of this point).

• Sometimes questionnaires can also end with an invitation to volun-
teer for a follow-up interview.

2.2.5 Final “Thank You”

It is basic courtesy, yet it is all too often overlooked, that the respondents
should be thanked for their cooperation at the very end of the question-
naire. After all, they have done us a favor. Although I usually do not include
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any drawings in my questionnaires, if I did it would be located here: a
smiling face or some little figure that can be seen as a nice gesture. Modern
word processing packages offer many graphic designs, such as:

2.3 Appropriate Sampling of the Questionnaire Content and the
Significance of “Multi-Item Scales”

The first step in preparing the questionnaire items is to specify their
content in explicit terms. Although this may sound obvious, it does
not always happen, and vague content specifications can pose a serious
threat to the validity and reliability of the instrument, particularly in
two areas:

• the appropriate sampling of the content
• the preparation of multi-item scales.

2.3.1 Appropriate Sampling of the Content

Ad hoc questionnaire design involves jotting down a number of relevant
questions without any rigorous procedure to ensure that the coverage is
comprehensive. The problem with this method, as Davidson (1996, p. 10)
highlights, is that “You cannot analyze what you do not measure.” That is,
not even the most sophisticated data analysis techniques will be able to
compensate for your leaving out some important questions from the data
collection by accident. Certain omissions are bound to occur even in
otherwise very thorough studies (as attested by the countless anecdotes
one hears at professional conferences) but when the sampling of the
content is not theory-driven the chances for something irrecoverable to
happen are obviously much greater.

On the other hand, forewarned by the potential threat of a lack of
comprehensiveness, researchers may be tempted to make the questionnaire
too long by covering every possible angle. Although this is undesirable,
without any explicit content specifications it is almost impossible to
decide what limit to put on the range of questions. So, the initial stage of
questionnaire design should focus on clarifying the research problem and
identifying what critical concepts need to be addressed by the question-
naire. To facilitate this, it is often recommended that the questionnaire
design phase be preceded by a small-scale qualitative study (e.g., focus
group interviews) to provide information on the relevant points and issues
(see Section 2.6.1).
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Quite so!
“The temptation is always to cover too much, to ask everything that
might turn out to be interesting. This must be resisted.”

(Moser & Kalton, 1971, p. 309)

Once a theoretically sound shortlist of specific content areas has been
drawn up, it becomes possible to eliminate all the questions that are
only of peripheral interest but not directly related to the variables and
hypotheses that the questionnaire has been designed to investigate. Such a
shortlist is also necessary to be able to produce “multi-item scales” (see
below), without which no questionnaire can be reliable.

To illustrate this process, let us take a concrete example: the design of a
short questionnaire to assess student attitudes toward the language teacher.
Which aspects of the teacher shall we concentrate on? Without any theor-
etical guidelines we could be producing an infinite number of items, all
seemingly targeting important teacher characteristics. In a study where
we faced this problem (Clément et al., 1994), in order to follow a more
systematic approach we first conducted a review of the relevant literature
and identified four main dimensions of teacher appraisal: competence, rap-
port (with the students), motivation, and teaching style/personality. We then
used this list to guide us in generating the item pool.

2.3.2 Using Multi-Item Scales

The notion of multi-item scales is the central component in scientific ques-
tionnaire design, yet this concept is surprisingly little known in the L2
profession. The core of the issue is that when it comes to assessing abstract,
mental variables not readily observable by direct means (e.g., attitudes,
beliefs, opinions, interests, values, aspirations, expectations, and other
personal variables), the actual wording of the questions assumes an
unexpected amount of importance: Minor differences in how a question is
formulated and framed can produce radically different levels of agreement
or disagreement, or a completely different selection of answers (Gillham,
2008). We do not have such problems with factual questions: If you are
interested in the gender of the respondent, you can safely ask about this
using a single item, and the chances are that you will get a reliable answer
(although the item “Your sex:” might elicit creative responses in a teenage
sample . . .). However, with non-factual answers it is not unusual to find
that responses given by the same people to two virtually identical items
differ by as much as 20% or more (Oppenheim, 1992). Here is an
illustration.

Converse and Presser (1986, p. 41) report on a case when simply
changing “forbid” to “not allow” in the wording produced significantly
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different responses in the item “Do you think the United States should
[forbid/not allow] public speeches against democracy?” Significantly more
people were willing to “not allow” speeches against democracy than were
willing to “forbid” them. Although it may be true that on an impression-
istic level “not allow” somehow does not sound as harsh as “forbid,” the
fact is that “allow” and “forbid” are exact logical opposites and therefore it
was not unreasonable for the researchers to assume that the actual content
of the two versions of the question was identical. Yet, as the differing
response pattern indicated, this was not the case. Given that in this
example only one word was changed and that the alternative version had
an almost identical meaning, this is a good illustration that item wording
in general has a substantial impact on the responses. The problem, then, is
that there seems to be no reliable way of knowing exactly what kind of
effect to expect with any specific wording.

A problem indeed . . .
“When we sometimes despair about the use of language as a tool for
measuring or at least uncovering awareness, attitude, percepts and
belief systems, it is mainly because we do not yet know why questions
that look so similar actually produce such very different sets of results, or
how we can predict contextual effects on a question, or in what ways we
can ensure that respondents will all use the same frame of reference in
answering an attitude question.”

(Oppenheim, 1992, p. 149)

So, what is the solution? Do we have to conclude that questionnaires
simply cannot achieve the kind of accuracy that is needed for scientific
measurement purposes? We would have to if measurement theoreticians—
and particularly Rensis Likert in the 1930s—had not discovered an ingeni-
ous way of getting around the problem: by using multi-item scales. These
scales refer to a cluster of differently worded items that focus on the same
target (e.g., five items targeting attitudes toward language labs). The item
scores for the similar questions are summed or averaged, resulting in a
total scale score (which is why these scales are sometimes referred to as
summative scales), and the underlying assumption is that any idiosyncratic
interpretation of an item will be ironed out during the summation of the
item scores. In other words, if we use multi-item scales, “no individual
item carries an excessive load, and an inconsistent response to one item
would cause limited damage” (Skehan, 1989, p. 11). For example, the ques-
tion “Do you learn vocabulary items easily?” is bound to be interpreted
differently by different people, depending on how easy they consider
“easily,” but if we include several more items asking about how good the
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respondents’ word-learning and memorization skills are, the overall score
is likely to reflect the actual level of the development of this skill. Thus,
multi-item scales maximize the stable component that the cluster of
individual items in a scale share.

In addition to reducing the extraneous influence of item wording,
multi-item scales are also better equipped to capture the targeted content
domain than single items (see, e.g., DeVellis, 2003; Fabrigar, Krosnick, &
MacDougall, 2005). The problem with single items is that even if they
appear to focus on a target issue perfectly, they will activate in most people
too narrow or too broad content domains. For example, if we intend to
measure the learners’ “interest in the L2 culture,” the question “Are you
interested in the L2 culture?” is likely to elicit inconsistent results depending
on how broadly respondents interpret the term “culture.” On the other
hand, narrowing down the concept to a more specific target—for example,
“Are you interested in L2 films?”—raises the question of how much the
respondents’ answer is affected by interference from other aspects of the
L2 culture. Multi-item scales deal with this categorization issue effectively
by allowing us to address a range of aspects associated with the target
concept (e.g., TV programs, books, magazines, videos, music, fashion,
etc. in our specific example) so that the commonality among the items
captures the core issue we are after.

Of course, we need to use common sense in how far we broaden the
target domain, because if a multi-item scale loses its uni-dimensionality it
will be like a cart pulled by several horses into different directions. Thus,
adding items to a scale not only lengthens the whole instrument—which is
not necessarily good news in itself—but can also create sub-content
domains in a single-concept domain (see e.g., John & Benet-Martínez,
2000; Hair, Black, Babin, Anderson, & Tatham, 2006). The technicalities of
how to produce reliable multi-item scales will be discussed below in the
section on “rating scales” (Section 2.4.1), and we will come back to the
internal consistency reliability issue in Section 4.3.5.

In conclusion, because of the fallibility of single items, there is a general
consensus among survey specialists that more than one item is needed to
address each identified content area, all aimed at the same target but draw-
ing upon slightly different aspects of it. How many is “more than one”?
Professional attitude questionnaires focusing on a single target area (e.g.,
racial attitudes) can contain as many as 20 items, but in batteries which
aim to target several issues far fewer items are used per scale. For example,
one of the best-known standardized questionnaires in the L2 field, Robert
Gardner’s (1985) Attitude/Motivation Test Battery (AMTB), contains 4–10
items to measure each constituent multi-item scale. Generally speaking, it
is risky to go below 3–4 items per sub-domain because if the post hoc item
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analysis (see Section 2.10.3) reveals that certain items did not work in the
particular sample, their exclusion will result in too short (or single-item)
scales.

Of course, nothing is perfect. While multi-item scales do a good job in
terms of psychometric reliability, they may not necessarily appeal to the
respondents. Ellard and Rogers (1993) report that respondents sometimes
react negatively to items that appear to be asking the same question,
because this gives them the impression that we are trying to “trick them
or check their honesty” (p. 19). This problem, however, can be greatly
reduced by using effective item-writing strategies (see Section 2.6 for a
summary).

2.4 “Closed-Ended” Questionnaire Items

Let us start our exploration of the various types of questionnaire items
by first examining the most frequent question type: closed-ended (or
simply “closed”) questions. Although this category subsumes several very
different item types, these all share in common the fact that the respondent
is provided with ready-made response options to choose from, normally
by encircling or ticking one of them or by putting an “X” in the appro-
priate slot/box. That is, these items do not require the respondents to
produce any free writing; instead, they are to choose one of the given
alternatives, regardless of whether their preferred answer is among those
or not.

The major advantage of closed-ended questions is that their coding and
tabulation is straightforward and leaves no room for rater subjectivity.
Accordingly, these questions are sometimes referred to as “objective”
items. They are particularly suited for quantitative, statistical analyses (see
Section 4.3) because the response options can easily be coded numerically
and then entered into a computer database.

2.4.1 Rating Scales

Rating scales are undoubtedly the most popular items in research ques-
tionnaires. They require the respondent to make an evaluative judgment
of the target by marking one of a series of categories organized into a
scale. (Note that the term “scale” has, unfortunately, two meanings in
measurement theory: one referring to a cluster of items measuring the
same thing—see Section 2.3.2 on “multi-item scales”—and the other, dis-
cussed in this section, referring to a measurement procedure utilizing an
ordered series of response categories.) The various points on the con-
tinuum of the scale indicate different degrees of a certain category; this can
be of a diverse nature, ranging from various attributes (e.g., good � bad;
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frequent � rare) to intensity (e.g., very much � not at all) and opinion
(e.g., strongly agree � strongly disagree). The points on the scale are
subsequently assigned successive numbers, which makes their computer
coding a simple task.

The big asset of rating scales is that they can be used for evaluating
almost anything, and accordingly, as Aiken (1996) points out, these scales
are second only to teacher-made achievement tests in the frequency of
usage of all psychological measurement procedures. Indeed, I believe that
few people in the teaching profession are unfamiliar with this item format:
We are regularly asked to complete rating scales in various evaluation
forms (of students, teachers, coursebooks, or courses), and outside the
school context we also come across them frequently, for example, when
asked about our opinions of certain services (e.g., in hotels, transport).

Likert Scales
The most commonly used scaling technique is the Likert scale, which
has been named after its inventor, Rensis Likert. Over the past 70-plus
years (Likert’s original article came out in 1932) the number of research
studies employing this technique has certainly reached a six-digit fig-
ure, which is due to the fact that the method is simple, versatile, and
reliable.

Likert scales consist of a series of statements all of which are related to a
particular target (which can be, among others, an individual person, a
group of people, an institution, or a concept); respondents are asked to
indicate the extent to which they agree or disagree with these items by
marking (e.g., circling) one of the responses ranging from “strongly agree”
to “strongly disagree.” For example:

Hungarians are genuinely nice people.

Strongly Disagree Neither agree Agree Strongly
disagree  nor disagree agree

After the scale has been administered, each response option is assigned a
number for scoring purposes (e.g., “strongly disagree” = 1, “strongly
agree” = 5). With negatively worded items—that is, items which address
the opposite of the target concept (see Section 2.6.2)—the scores are
reversed before analysis (i.e., 5 becomes 1, 4 becomes 2, etc.). Finally, the
scores for the items addressing the same target are summed up or averaged.
Thus, Likert scales are multi-item scales, following a “summative model.”

The statements on Likert scales should be characteristic, that is, express-
ing either a positive/favorable or a negative/unfavorable attitude toward
the object of interest. Neutral items (e.g., “I think Hungarians are all right”)
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do not work well on a Likert scale because they do not evoke salient evalua-
tive reactions; extreme items (e.g., “Hungarians are absolutely brilliant! ”)
are also to be avoided.

An important concern of questionnaire designers is to decide the
number of steps or response options each scale contains. Original Likert
scales contained five response options (as illustrated above), but sub-
sequent research has also used two-, three-, four-, six-, and seven-response
options successfully. It is fair to say that there is no absolute standard
for the number of response options to be used on Likert scales (and on
rating scales in general). However, too many scale points on a Likert scale
will lead to unreliable responses for many respondents because they won’t
be able to clearly distinguish different levels of agreement/disagreement.
The most common step numbers have been five or six, which raises a
second important question: Shall we use an even or an odd number
of steps?

Some researchers prefer using an even number of response options
because of the concern that certain respondents might use the middle
category (“neither agree nor disagree,” “not sure,” or “neutral”) to avoid
making a real choice. Providing an accurate answer often involves a fair
amount of cognitive work, and therefore individuals who are less moti-
vated to expend cognitive effort tend to take such a “satisfying” strategy
(see Krosnick, 1999; Krosnick, Judd, & Wittenbrink, 2005). Besides, the
middle category choice can also be related to the cultural characteristics
of respondents. Chen, Lee, and Stevenson (1995), for example, report
that Asian students tend to use the midpoint more often than their North
American counterparts. In light of these considerations, my personal
preference in the past has been to omit the “undecided” category and
to use a six-point scale such as the one illustrated in Sample 2.3 (on
pages 20–21).

The final question regarding Likert scales concerns the format of
the respondents’ answers: How do various physical appearances such as
encircling options or ticking boxes compare to each other? Nunnally
(1978) states that such variations appear to make little difference in the
important psychometric properties of ratings as long as the layout of the
questionnaire is clear and there are sufficient instructions and examples to
orientate the respondents.

Likert scales have been used successfully with younger children as well;
in such cases the number of the response options is often reduced to three
in order to mitigate the cognitive load and the options themselves are
presented in a pictorial format instead of words. For example, in a three-
point “smilegram” children are asked to check the box under the face that
best expresses how they feel toward a target:
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Variations on Likert Scales
Likert scales use response options representing the degree of agreement.
This standard set of responses (i.e., strongly agree � strongly disagree) can
be easily replaced by other descriptive terms that are relevant to the target.
For example, Oxford’s (1990) “Strategy Inventory for Language Learning”
uses categories ranging from “Never or almost never true of me” to
“Always or almost always true of me.” Or, in Dörnyei and Clément’s
(2001) “Language Orientation Questionnaire” a five-point scale ranging
from “Not at all true” to “Absolutely true” has been used to assess attitudes
toward language learning.

While these variations usually work well, we need to be careful about
how to aggregate item scores to obtain multi-item scale scores. Likert scale
items that measure the same attitude can simply be summed up because
they refer to the same target and it is assumed that a higher total score
reflects a stronger endorsement of the target attitude. However, not every
variation on Likert scales is summative in the psychometric sense. For
example, in Oxford’s (1990) learning strategy inventory mentioned above,
the various items within a group ask about the frequency of the use of
different strategies. In this case, summing up the items would imply that
the more strategies a person uses, the more developed his/her strategic
skills are in the particular area. However, with regard to learning strategies
this is not the case, since it is the quality rather than the quantity of the
strategies a person utilizes that matters: One can be a very competent
strategy user by consistently employing one single strategy that particularly
suits his/her abilities and learning style. Thus, in this case, the summation
of different item scores is not related linearly to the underlying trait. (For a
detailed discussion of this issue, see Tseng, Dörnyei, & Schmitt, 2006.)

Semantic Differential Scales
Instead of Likert scales we can also use semantic differential scales for
certain measurement purposes. These are very useful in that by using them
we can avoid writing statements (which is not always easy); instead,
respondents are asked to indicate their answers by marking a continuum
(with a tick or an “X”) between two bipolar adjectives on the extremes. For
example:

Constructing the Questionnaire • 29



 

Listening comprehension tasks are:

difficult : : : : : X :  easy

useless : X : : : : :  useful

These scales are based on the recognition that most adjectives have
logical opposites and, where an opposing adjective is not obviously avail-
able, one can easily be generated with “in-” or “un-” or by simply writing
“not . . .” Although the scope of semantic differential scales is more
limited than that of Likert scales, the ease of their construction and the
fact that the method is easily adaptable to study virtually any concept,
activity, or person may compensate for this. Oppenheim (1992) raises
an interesting point concerning the content of semantic differential scales.
He argues that it is possible and often useful to include adjective pairs
that are seemingly inappropriate to the concept under consideration, such
as masculine/feminine (with respect to a brand of cigarettes, for example)
or rough/smooth (with respect to, say, Socialism): “By their more imagina-
tive approach, such scales can be used to cover aspects that respondents
can hardly put into words, though they do reflect an attitude or feeling”
(p. 239). An additional bonus of semantic differential scales is that, because
they involve little reading, very little testing time is required.

Semantic differential scales are similar to Likert scales in that several
items are used to evaluate the same target, and multi-item scores are com-
puted by summing up the individual item scores. An important technical
point concerning the construction of such bipolar scales is that the po-
sition of the “negative” and “positive” poles, if they can be designated as
such, should be varied (i.e., the positive pole should alternate between
being on the right and the left sides) to avoid superficial responding or a
position response set (Aiken, 1996).

Semantic differential scales have been around for almost 50 years and
during this time several factor analytic studies have examined their content
structure. The general conclusion is that there are three major factors of
meaning involved in them:

• evaluation, referring to the overall positive meaning associated with
the target (e.g., good–bad, wise–foolish, honest–dishonest);

• potency, referring to the target’s overall strength or importance (e.g.,
strong–weak, hard–soft, useful–useless);

• activity, referring to the extent to which the target is associated with
action (active–passive, tense–relaxed, quick–slow).
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Scales are normally constructed to contain items focusing on each of the
three dimensions; however, the items measuring the three evaluative
aspects tend to correlate with each other.

Sample 2.4 Instructions for Semantic Differential Scales

The following section of the questionnaire aims at finding out about
your ideas and impressions about SOMETHING. In answering the
questions we would like to ask you to rate these concepts on a num-
ber of scales. These all have pairs of opposites at each end, and
between these there are seven dashes. You are to place an “X” on one
of the seven positions, indicating how you feel about the particular
concept in view of the two poles. For example, if the scales refer to
“listening comprehension tasks” and you find these rather useless
and fairly easy, you can place the “X”s as follows:

Listening comprehension tasks are:

difficult : : : : : X :  easy

useless : X : : : : :  useful

In the following items please place the “X”s rapidly and don’t stop to
think about each scale. We are interested in your immediate impres-
sion. Remember: This is not a test and there are no right or wrong
answers. The “right” answer is the one that is true for you. Be sure to
put an “X” on each scale. Thank you!

Numerical Rating Scales
Teenagers sometimes play a rating game whereby they evaluate on a scale
of 1–10 the appearance and “sexiness” of the various girls/boys they see
passing by in the street. They would be surprised to hear that what they are
doing is applying numerical rating scales. These scales involve “giving so
many marks out of so many,” that is, assigning one of several numbers
corresponding to a series of ordered categories describing a feature of
the target. The popularity of this scaling technique is due to the fact that
the rating continuum can refer to a wide range of adjectives (e.g., excellent

� poor; conscientious � slapdash) or adverbs (e.g., always � never); in
fact, numerical ratings can easily be turned into semantic differential scales
and vice versa. Sample 2.2 on page 20 provides an example.
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True–False Items
In some scales the designers only set two response options: true versus false
(or “yes” or “no”), resulting in what is usually referred to as a true–false
item. While generally it is true that the more options an item contains, the
more accurate evaluation it yields, there might be cases when only such a
polarized, yes–no decision can be considered reliable. For example, little
children are sometimes seen as incapable of providing more elaborate
ratings, and some personality test items also follow a true–false rating to
ensure reliability in domains where the respondent may not be able to
properly evaluate the degree to which a particular feature is present/true or
not. In addition, with certain specific areas such as study habits, it may also
be more appropriate to apply true/false items when the questions ask
about occurrences of various behaviors in the past.

The key sentence (i.e., the one to be judged) in a good true–false item
is relatively short and contains a single idea that is not subject to debate
(i.e., it is either true or false). Due to the nature of the responses, the
acquiescence bias (see Section 1.2.2)—that is, the tendency to respond in
the affirmative direction when in doubt—may be a problem (Aiken, 1997).
Because offering a polarized, black-and-white judgment can often be per-
ceived as too forced, some scales include a middle position, involving an
“undecided,” “neutral,” or “don’t know” option.

Mixing Scale Types
Over the past 20 years I have seen in student manuscripts and journal
submissions the use of many creative mixtures of scale types; for example,
Likert scales in which the response options are offered in a semantic differ-
ential scale format ranging between “strongly disagree” and “strongly
agree.” Are such hybrids legitimate? The main principle underlying scale
construction is to give respondents a way of marking their answers with
the least possible cognitive effort and distraction involved so that the
transformation process from their internal rating/response to the marked
option in the questionnaire does not cause, or is not subject to, any
systematic interference. Semantic differential scales offer a very effective
visual marking option, but in order for this method to work it requires two
powerful anchors at the two ends of the scale. In my view, the “strongly
agree”—“strongly disagree” contrast is not quite robust enough to hang
an item on, which is why proper Likert scales list all the response options
(i.e., strongly disagree, disagree, etc.). Indeed, Krosnick (1999) also argues
that the labeling of all the rating points tends to improve the validity of
a scale.

On the other hand, in many countries that use numerical grading in the
school system (e.g., instead of “A”s or “B”s they are given “5”s and “4”s), a
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numerical rating scale corresponding to the school rating scale may be an
established and well-internalized way of appraisal in general, and it can
therefore be combined with other assessment techniques to good effect.
This is particularly so if the respondent population is cognitively mature
and thus can cope with the process of transforming their responses into
the specific rating scale options. In sum, we have quite a bit of flexibility in
designing the exact scale format for our specific survey situation as long as
we realize that the “pure” scale types have become so popular not because
past scholars lacked the creativity to think of more cleverly blended
mixtures but because of these scales’ own considerable merits.

2.4.2 Multiple-Choice Items

Language researchers will be very familiar with the multiple-choice item
format because of its popularity in standardized L2 proficiency testing.
The item type can also be used in questionnaires with respondents being
asked to mark—depending on the question—one or more options. If
none of the items apply, the respondent may have the option to leave
the question unanswered, but because this makes it difficult to decide
later whether the omission of a mark was a conscious decision or just an
accident it is better to include a “Don’t know” and a “Not applicable”
category (and sometimes even a “No response” option). Also, it is often
desirable to ensure that an exhaustive list of categories is provided, and for
this purpose it may be necessary to include an “Other” category, typically
followed by an open-ended question of the “Please specify” sort (see
Section 2.5.2).

Multiple choice items are relatively straightforward. It makes them
more reader-friendly if we can make the response options shorter by
including as much information as we can in the stem without repeating
this every time. It also makes it easier to answer them if the response
options have a natural order; otherwise they should be arranged in a
random or alphabetical order. It is an obvious yet often violated rule that
all options should be grammatically correct with respect to the stem.
Finally, the use of negative expressions, such as “not,” should be avoided in
both the stem and the response options—a rule that generally applies to all
question types (see Section 2.6.2).

Interestingly, multiple-choice items can also produce ordinal rather
than nominal (categorical) data (see Section 4.3.4); that is, if the item is
properly constructed, the various alternatives can represent degrees of an
attitude, interest, and belief. Respondents are, then, instructed to choose
only one of these options and their answers will be coded according to the
value of the particular option they chose (e.g., Option A may be assigned
“3” and Option D “1” depending on their content). Obviously the value of
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each option cannot be set in advance on a purely theoretical basis but can
only be deduced from extensive pilot testing (see Section 2.10) whereby the
items are administered to a group of respondents and the value of each
response option is calculated on the basis of their answers (for examples of
such “graded” multiple-choice items, see Sample 2.5).

Sample 2.5 Multiple-choice Attitude Items from the “Attitude/
Motivation Test Battery” (Gardner, 1985, p. 181)

Scoring
Key

During French Class, I would like:

2 (a) to have a combination of French and English spoken.

1 (b) to have as much English as possible spoken.

3 (c) to have only French spoken.

If there were a French Club in my school, I would:

2 (a) attend meetings once in a while.

3 (b) be most interested in joining.

1 (c) definitely not join.

2.4.3 Rank Order Items

It is a common human mental activity to rank order people, objects, or
even abstract concepts, according to some criterion, and rank order items in
questionnaires capitalize on our familiarity with this process. As the name
suggests, these items contain some sort of a list and respondents are asked
to order the items by assigning a number to them according to their
preferences. Wilson and McClean (1994) warn us that it may be very
demanding to arrange items in order of importance whenever there are
more than five ranks requested, and it has also been found, more generally,
that rank order items impose a more difficult task on the respondent than
single-response items. Furthermore, unlike in a rating scale in which a
person can assign the same value to several items (e.g., one can mark
“strongly agree” in all the items in a multi-item scale), in rank order items
each sub-component must have a different value even though such a
forced choice may not be natural in every case.

In my own research, I have tended to avoid rank order items because it
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is not easy to process them statistically. We cannot simply count the mean
of the ranks for each item across the sample because the numerical values
assigned to the items are not the same as in rating scales: they are only
an easy technical method to indicate order rather than the extent of
endorsement. That is, if something is ranked third, the value “3” does not
necessarily mean that the degree of one’s attitude is 3 out of, say, 5 (which
would be the case in a Likert scale); it only means that the particular
target’s relevance/importance is, in the respondent’s estimation, some-
where between the things ranked second and fourth; the actual value can
be very near to the second and miles away from the fourth or vice versa. To
illustrate this, let us take a short list of items that we may need for traveling
abroad:

• passport
• credit card
• tickets
• plumbing manual.

A “plumbing manual” would probably be ranked by everybody as the least
necessary item in the list, but by assigning a value of “4” or “1” to it
(depending on which end we start counting from) its value would be only
one less (or more) than the next one in the list, whereas in reality its value
for traveling purposes is next to zero (unless you are a plumber . . .).

2.4.4 Numeric Items

One item type that is seemingly open-ended but is, in effect, closed-ended
can be labeled as a numeric item. These items ask for a specific numeric
value, such as the respondent’s age in years, or the number of foreign
languages spoken by a person. What makes these items similar to closed
questions is that we can anticipate the range of the possible answers and
the respondent’s task is to specify a particular value within the anticipated
range. We could, in fact, list, for example for the “age” item, all the possible
numbers (e.g., between 5 and 100) for the respondent to choose from (in a
multiple-choice fashion) but this would not be space-economical. How-
ever, computerized, online questionnaires often do provide these options
in a pull-down menu for the respondent to click on the selected answer.

While answering items of this type is straightforward, we sometimes
need to carefully think about the way the respondent responds. Although
being required to specify their value by a fixed unit, say month, some
respondents tend to write the value in a different unit like week (e.g., an
item asking about the length of stay abroad). In addition, some people
hesitate to write their age in a blank; they usually prefer choosing a
response, particularly one with a wider range. Thus, depending on research
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purposes and target subjects, we might consider replacing numeric items
with predetermined response categories.

2.4.5 Checklists

Checklists are similar to rank order items in that they consist of a list
of descriptive terms, attributes, or even objects, and respondents are
instructed to mark the items on the list that apply to the particular ques-
tion. For example, students might be asked to mark all the adjectives in a
list of personality characteristics that describe their teacher. This evalu-
ation would, then, yield a score for the teacher on each characteristic,
indicating how many raters checked the particular adjective; that is, the
person’s score on each item can be set equal to the number of judges who
checked it. In the teacher’s case, a score of “0” on the “fairness” item would
mean that nobody thinks that the teacher is fair (which would be problem-
atic). Because—unless otherwise instructed—different respondents may
check a different number of items (e.g., someone may check almost all the
adjectives, whereas another rater might check only one), this response set
can have a pronounced effect on the scores and therefore some sort of
grouping or statistical control is frequently used (Aiken, 1996).

2.5 Open-Ended Questions

Open-ended questions include items where the actual question is not fol-
lowed by response options for the respondent to choose from but rather by
some blank space (e.g., dotted lines) for the respondent to fill. As we have
seen in the previous chapter (in Section 1.3), questionnaires are not par-
ticularly suited for truly qualitative, exploratory research. Accordingly, they
tend to have few open-ended questions and even the ones included are
relatively short, with their “openness” somehow restricted. Questionnaires
are not the right place for essay questions!

In spite of this inherent limitation of the questionnaire as a research
instrument (namely that due to the relatively short and superficial
engagement of the respondents it cannot aim at obtaining more than a
superficial, “thin” description of the target), open-ended questions still
have merits. Although we cannot expect any soul-searching self-disclosure
in the responses, by permitting greater freedom of expression, open-
format items can provide a greater “richness” than fully quantitative data.
Open responses can yield graphic examples, illustrative quotes, and can
also lead us to identify issues not previously anticipated. Furthermore,
sometimes we need open-ended items for the simple reason that we do not
know the range of possible answers and therefore cannot provide pre-
prepared response categories. Oppenheim (1992) adds that in some cases
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there may actually be good reasons for asking the same question both in an
open and closed form.

The other side of the coin is that open-ended questions have serious
disadvantages, most notably the following two:

• They take up precious “respondent-availability time” and thus restrict
the range of topics the questionnaire can contain.

• They are difficult to code in a reliable manner.

Because of these considerations, professional questionnaires tend not
to include any real open-ended items; yet, my recommendation is that
it might be worth experimenting with including some. I agree with Fowler
(2002) that respondents often like to have an opportunity to express
their opinions more freely and may find it frustrating to be completely
limited to choosing from ready-made options (see Section 2.5.4 below).

I agree . . .
“A few well-chosen quotations from our respondents can convey the
flavor of responses far better than any other rhetorical device.”

(Aldridge & Levine, 2001, p. 102)

Researchers agree that truly open questions (i.e., the ones that require
quite a bit of writing) should be placed at the end rather than at the
beginning of the questionnaire. In this way, they are not answered at the
expense of the closed items: They do not discourage people from complet-
ing the questionnaire and do not prevent those who get bogged down with
them from answering the other questions.

In my experience, open-ended questions work particularly well if they
are not completely open but contain certain guidance. In the following we
will look at four techniques to provide such guidance: specific open ques-
tions, clarification questions, sentence completion items, and short-answer
questions.

2.5.1 Specific Open Questions

As the label suggests, specific open questions ask about concrete pieces
of information, such as facts about the respondent, past activities, or
personal preferences (e.g., “Which is your favorite television program/week-
end activity?” “What languages have you studied in the past?”). They can
normally be answered in one line, which is usually explicitly marked on the
questionnaire (e.g., with dots). The answers can sometimes be followed up
with a “Why?” question.
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2.5.2 Clarification Questions

Certain answers may be potentially so important that it is worth attaching
a clarification question to them, for example in a “routed” form:

If you rated the coursebook you are using as “poor” or “very poor,”
please briefly explain why. Write your answer here:

Clarification questions are also appropriate when there is an “Other”
category in a multiple-choice item. Typically, “Please specify” is used and
some space is left for the respondent to provide a statement.

2.5.3 Sentence Completion Items

A simple question is often less effective in eliciting a meaningful answer
than an unfinished sentence beginning that the respondent needs to com-
plete. I have successfully used this technique on various feedback forms in
particular. A good sentence completion item should be worded so that it
directs the respondent’s attention to a well-defined issue/area. Sometimes
respondents are asked not to “agonize” over the answers but jot down the
first thing that comes to mind. For example:

One thing I liked about this activity is 

One thing I didn’t like about this activity is 

I found this activity 

2.5.4 Short-Answer Questions

The term short-answer questions is sometimes used to distinguish these
questions from “essay questions” (which are not recommended in ordinary
questionnaires and therefore will not be discussed). Short-answer ques-
tions involve a real exploratory inquiry about an issue; that is, they require
a more free-ranging and unpredictable response than the techniques
described above. As Gillham (2008, p. 34) concludes, these questions:

can be motivating for the respondent, and they enable the researcher
to trawl for the unknown and the unexpected. One or two questions
of this type can be a good way of finishing a questionnaire, which can
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otherwise easily leave respondents with the impression that their
personal opinions or experiences have to fit the straitjacket of
prescribed answers.

Gillham even recommends the inclusion of a completely open concluding
question, such as, “We have tried to make this questionnaire as com-
prehensive as possible but you may feel that there are things we have
missed out. Please write what you think below, using an extra page if
necessary” (pp. 34–35).

Good short-answer questions are worded in such a focused way that the
question can be answered succinctly, with a “short answer”—this is usually
more than a phrase and less than a paragraph (and certainly no more than
two paragraphs). That is, short-answer questions do not ask about things
in general, but deal with only one concept or idea. For example, rather than
asking, “What did you like about the workshop?” it might be better to
narrow down the question by asking, “What was it you found most useful
about the workshop?”

One type of questionnaire that is almost always concluded by a few
open-ended questions is college forms for students to evaluate their
teachers/courses. A typical final sequence of questions is as follows: “What
were the most effective aspects of this course?” “What were the least effective
aspects of this course?” “How could this course be further improved?”

2.6 How to Write Good Items

Over the past 50 years, survey researchers have accumulated a considerable
body of knowledge and experience about what makes a questionnaire item
good and what the potential pitfalls are. However, most specialists also
emphasize that question design is not a 100% scientific activity, because in
order to write good items one also needs a certain amount of creativity and
lots of common sense. Furthermore, alternative versions of questions must
be rigorously piloted because, in the absence of hard and fast theoretical
rules, “tests of practicability must play a crucial role in questionnaire
construction” (Moser & Kalton, 1971, p. 350).

Well said . . .
“The writing of successful attitude statements demands careful pilot
work, experience, intuition and a certain amount of flair.”

(Oppenheim, 1992, p. 180)

In the following I will summarize the do’s and don’ts of item writing.
Most of the material will concern the most common question types, rating
scale items.
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2.6.1 Drawing Up an “Item Pool”

It is generally recommended by survey specialists that, when we get down
to writing the actual items, we should start doing so without restricting
ourselves to any number limitations. Let our imagination go free and
create as many potential items as we can think of—the resulting collection
of items is referred to as the item pool. This should include many more
items than the final scales: Nunnally (1978) recommends at least one and a
half to twice as many items, while DeVellis (2003) points out that in less
established content areas an item pool with three or four times as many
items as the final scale is not unusual.

During the generation of the item pool, successful item designers rely
heavily on their own verbal creativity, but they also draw on two additional
sources:

1. Qualitative, exploratory data gathered from respondents, such as
notes taken during talks and brainstorming in focus or discussion
groups; recorded unstructured/semi-structured interviews; and stu-
dent essays written around the subject of the enquiry (see e.g., Tseng
et al., 2006). The best items are often the ones that sound as if they
had been said by someone—so why not include phrases and sen-
tences that have indeed been said by real interviewees? (I will come
back to this issue in Section 4.7.2, which addresses complementing
questionnaire research with interview studies.)

2. Borrowing questions from established questionnaires. Questions that
have been used frequently before must have been through extensive
piloting and therefore the chances are that “most of the bugs will have
been ironed out of them” (Sudman & Bradburn, 1983, p. 120). Of
course, you will need to acknowledge the sources precisely. An
important point to note here is that, even if we adopt most items from
existing instruments, our questionnaire will still need to be piloted for
the specific population that we intend to use it for (see Section 2.10).

Provided you acknowledge the sources . . .
“The best advice we can offer to those starting out to write attitude
questions is to plagiarize. While plagiarism is regarded as a vice in most
matters, it is a virtue in questionnaire writing—assuming, of course,
that you plagiarize good quality questions.”

(Sudman & Bradburn, 1983, p. 119)

2.6.2 Rules About Writing Items

The questionnaire items are the principal means for the researcher to
communicate with the respondents and, therefore, at the end of the day
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everything is dependent on the quality of item design. Here is a list of
strategies of producing items that work.

Aim for Short and Simple Items
Whenever possible, questionnaire items should be short, rarely exceeding
20 words. They should preferably be written in simple sentences rather
than compound or complex sentences, and each should contain only one
complete thought.

Quite so!
“short questions are good questions.”

(Brown, 2001, p. 45)

Use Simple and Natural Language
As a rule, in questionnaire items we should always choose the simplest
way to say something. Items need to be kept clear and direct, without
any acronyms, abbreviations, colloquialisms, proverbs, jargon, or tech-
nical terms. We should try to speak the “common language” and find
synonyms for the “polysyllabic and Latinate constructions that come
easily to the tongue of the college educated” (Converse & Presser, 1986,
p. 10).

Oppenheim (1992) argues that the most important rule in writing
rating scale statements is to make them meaningful and interesting to the
respondents. As he points out, “There are many attitude scales which falter
because the items have been composed in the office according to some
theoretical plan and fail to arouse much interest in the respondents”
(p. 179). The best items are the ones that sound as if they had been taken
from actual interviews, and Oppenheim encourages item writers not to
refrain from using contentiously worded statements that include phrases
relating to feelings, wishes, fears, and happiness.

Avoid Ambiguous or Loaded Words and Sentences
It goes without saying that any elements that might make the language of
the items unclear or ambiguous need to be avoided. The most notorious
of such elements are:

• Non-specific adjectives or adverbs (e.g., “good,” “easy,” “many,”
“sometimes,” “often”).

• Items containing universals such as “all,” “none,” “never.”
• Modifying words such as “only,” “just,” “merely”—these should be

used with moderation.
• Words having more than one meaning.
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• Loaded words (e.g., “democratic,” “modern,” “natural,” “free,” etc.),
because they may elicit an emotional reaction that may bias the
answer.

It is also obvious that pointed or loaded questions such as “Isn’t it
reasonable to suppose that . . .?” or “Don’t you believe that . . .?” are likely
to bias the respondent toward giving a desired answer and should be
rephrased in a neutral way.

Avoid Negative Constructions
Items that contain a negative construction (i.e., including “not,” “doesn’t,”
or “don’t”) are deceptive because, although they read OK, responding to
them can be problematic. Let us take a simple statement such as “Our
language classes don’t prepare us for everyday communication.” Even a
straightforward agreement with this claim is less than straightforward,
because in a conversation we would probably concur using a negative
construction (“No, they don’t”), whereas in the questionnaire we need to
agree affirmatively. However, computing in our heads the meaning of vari-
ous degrees of disagreements with a negative statement is cognitively quite
demanding (e.g., what exactly does moderate disagreement with a negative
item mean?), which means that some respondents will inevitably get it
wrong. This, in turn, will reduce the item’s reliability. In order to avoid any
such difficulties, the best solution is to simply avoid the use of negatives
altogether. In most cases negative items can be restated in a positive way by
using verbs or adjectives that express the opposite meaning (e.g., “dislike”
instead of “not like”).

Avoid Double-Barreled Questions
Double-barreled questions are those that ask two (or more) questions in
one, while expecting a single answer. For example, the question “How are
your parents?” asks about one’s mother and father, and cannot be answered
simply if one of them is well and the other unwell, or if there are step-
parents involved. Indeed, questions dealing with pluralisms (children,
students) often yield double-barreled questions, but compound questions
also often fall into this category (e.g., “Do you always write your homework
and do it thoroughly?”). Even if respondents do provide an answer to a
double-barreled question, there is no way of knowing which part of the
question the answer concerned.

Avoid Items That Are Likely to Be Answered the Same Way by Everybody
In rating scales we should avoid statements that are likely to be endorsed
by almost everyone or almost no one. In most cases these items are not
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informative and they are certainly difficult if not impossible to process
statistically. Here is an example from my own research (Dörnyei & Clément,
2001): A questionnaire item asked students to rate the international role/
importance of six countries, including the United States. As can be
imagined, most respondents gave the US the top score. However, as we
found out in the analyses, this did not provide enough variance to com-
pute certain statistical results involving this item, and in some cases—
when in a particular subgroup (e.g., a class group) every single person gave
the top score—the computer treated the responses as missing data because
of the total lack of variance.

Include Both Positively and Negatively Worded Items
In order to avoid a response set in which the respondents mark only
one side of a rating scale, it is worth including in the questionnaire
both positively and negatively worded items. In addition, a balanced
mixture might also reduce the harmful effects of the “acquiescence bias”
(see Section 1.2.2). The term “negatively worded item” means that it
focuses on negative rather than positive aspects of the target (e.g., instead
of “I don’t enjoy learning English,” we can write “Learning English is a
burden for me”). Warning: It is all too easy to fall into the trap of trying
to express a negative aspect by using a negative construction, which is
a practice that I have argued against above. Furthermore, I have found that
even some carefully designed and seemingly fine “negatively worded
items” had to be excluded from the questionnaire because an item
analysis (see Section 2.10.3) revealed that they did not work in a reliable
manner.

Write Translatable Items
It often happens in L2 studies that researchers construct a questionnaire in
one language first and then translate it into the mother tongue of the
particular respondent sample (e.g., in cross-cultural comparisons or with
multi-ethnic research teams). It soon becomes clear during this process
that some items lend themselves to be converted into the target language
more than others. While the issue of translation will be addressed later, in
Section 2.8, let us look at a set of guidelines by Brislin (1986) on how to
write translatable English items. Of course, all the general rules of item
design discussed above apply here too, but Brislin also mentions the fol-
lowing special suggestions:

• Employ the active rather than the passive voice so that meanings
become clearer.

• Repeat nouns instead of using pronouns to avoid vague referents.
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• Avoid metaphors and colloquialisms.
• Avoid the subjective mood (e.g., “could,” “would”), because these

terms are less likely to be readily available in other languages.
• Use specific rather than general terms (e.g., “cows” and “chickens”

rather than “livestock.”

Ellard and Rogers’ (1993, p. 17) “Ten Commandments of Question
Writing”

I. Thou shalt not create double-barreled items.
II. Thou shalt not use “no” and “not” or words beginning

with “un.”
III. Thou shalt match the vocabulary used in items to the

vocabulary of those who will respond to them.
IV. Thou shalt not use complex grammatical forms.
V. Thou shalt have 40% to 60% true- or agree-keyed items.
VI. Thou shalt not use redundant or irrelevant items.
VII. Thou shalt not permit any loaded questions to appear in

your questionnaire.
VIII. Thou shalt not mix response formats within a set of

questions.
IX. Thou shalt not permit a non-committal response.
X. Thou shalt pre-test questions before collecting data.

2.6.3 Writing Sensitive Items

If the previous section has (hopefully) shown that writing effective ques-
tionnaire items requires special attention to detail, then this is even more
so when writing sensitive items; that is, questions targeting issues that are
not easy to talk about because they may ask about confidential personal
information, undesirable social behavior, or information that might pose
a potential threat to the respondent.

Confidential Personal Information
With regard to questions that ask about personal information that is usually
considered private, the best advice is that the fewer of them, the better. If
they are really necessary for the survey, then some sort of a justification
and a renewed promise of confidentiality are in order (e.g., “Finally, in
order to help us to better interpret and classify your answers, would you
mind telling us more about your personal and language learning back-
ground?”). A story I heard from someone a couple of days ago under-
lines the stakes here: This person described how he had diligently filled
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in a lengthy questionnaire just to throw it in the bin when he got to
the final section and found that some of the questions asked about his
personal life.

Quite so!
“Classification questions . . . need a special introduction. After all, a
respondent who agrees to answer questions about his leisure pursuits or
to give his opinion about television may legitimately wonder why
he should supply details about his family, his age, his education, his
occupation, and even his income.”

(Moser & Kalton, 1971, p. 316)

Undesirable Social Behavior
With regard to answers that the respondent considers likely to meet with
disapproval, several strategies have been suggested in the literature. Wilson
and McClean (1994) recommend that they can be diffused by the use of
ready-made categories for the respondents to tick. In their seminal book
on questionnaire design, Sudman and Bradburn (1983) devote a great
deal of space to discussing sensitive items. Their practical suggestions to
mitigate the undesirable nature of certain behaviors include:

• Wording the question in a way that it suggests that the behavior
is rather common (e.g., “Even the most conscientious teachers some-
times . . .”).

• Assuming the occurrence of the behavior and asking about frequen-
cies or other details rather than whether the behavior has occurred
(e.g., “When was the last time that you were late for school?”).

• Using authority to justify behavior (e.g., “Many researchers now
think . . .”).

• Adopting a “casual approach” (e.g., “Did you happen to . . .?”).
• Including reasons that explain the behavior (e.g., “Does your busy

schedule sometimes prevent you from . . .?” or “Have you had time
to . . . recently?”).

Aiken (1997) further suggests that phrasing the question in a way that it
refers to “other people” can encourage truthful responses, and the per-
ceived importance of sensitive questions can also be reduced if they
are embedded among other questions dealing with both sensitive and
non-sensitive topics.

Potential Threat
With regard to items in which an honest answer can pose some real threat
to the respondent (e.g., questions about illegal activities, or asking students

Constructing the Questionnaire • 45



 

to evaluate their language teacher), the main task is to convince the
respondents that their answers will remain confidential. Obviously, offer-
ing complete anonymity in such cases might be helpful, but this may
not be feasible in certain complex research projects where we need to
match the data with information obtained from other sources (see Section
2.1.3). In such cases the important point to emphasize is that the res-
ponses will be treated in complete confidentiality, with no chance for them
to be seen by unwanted people. In a classroom study already mentioned
(Clément et al., 1994), where a questionnaire was administered to second-
ary school students that asked them to evaluate both their L2 teacher
and the L2 course, we successfully applied three confidence-building
strategies:

• The questionnaire administrator was a representative of the uni-
versity and thus external to the school—a fact that was sufficiently
emphasized.

• We handed out envelopes in which students put their completed
questionnaires and which they then sealed.

• The questionnaire administrator went around the classroom and
stamped the envelopes with a university stamp on the seals.

Some questions can pose a threat not only to the respondent but also to
the people or institutions that the questionnaire is about. For example, few
teachers are likely to be happy to allow the administration of a question-
naire in their classes that explicitly asks the students to evaluate the quality
of their teaching. Interestingly, Gardner and Smythe (1981) report that
educational institutions found semantic differential scales (see Section 2.4)
less objectionable than complete evaluative statements when talking about
such sensitive issues. It seems that the fact that these items do not spell out
the issues in detail but only provide pairs of bipolar adjectives make them
less offensive.

2.7 Grouping and Sequencing Items

Once all the items to be included in the questionnaire have been written
or collected, we need to decide on their order. Item sequence is a signi-
ficant factor because the context of a question can have an impact on
its interpretation and the response given to it. Indeed, the meaning of
almost any question can be altered by the adjacent questions. However,
it is usually acknowledged that research has not as yet generated any
specific theoretical rules for ordering questions, beyond some broad sugges-
tions (Robson, 2002). Let us have a look at the four main ordering
principles.
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2.7.1 Clear and Orderly Structure

The most important aspect of sequencing questions is to ensure that the
respondents’ overall impression is that the structure is well organized
and orderly. If the ordering of questions is unpredictable or seemingly
haphazard, it will frustrate respondents and make the study appear ill-
considered and amateurish (Newell, 1993). Neither the content nor the
style of the questionnaire should “jump around” (Aiken, 1997)—the items
should seem as a series of logically organized sequences. To achieve this, we
need to follow certain organizing principles.

One organizing principle should be the item format. If the questionnaire
contains items of different types, these need to be clustered together into
well-marked sub-sections, separated from each other by a clear set of
instructions to highlight the format change for the respondent. Similarly,
questions that deal with the same broad topic should be grouped together.
In order to make the progression from topic to topic smoother, we may
include short linking sentences such as “In this section we’ll move on to look
at another aspect of . . .” Content-based organization, however, does not
mean that the items in a multi-item scale (see Section 2.3.2) should be next
to each other—the repetitive content may frustrate the respondents. The
items from different scales need to be mixed up as much as possible to
create a sense of variety and to prevent respondents from simply repeating
previous answers. What I usually do is take four or five content areas that
are related to each other and then mix up the constituent items randomly.

2.7.2 Opening Questions

Similar to any other piece of writing, the initial section of a questionnaire
is particularly important in that it sets the tone. This is partly the reason
that instructions (see Sections 2.2.2 and 3.3.8) play a significant role, and
this is also why the first few “opening” questions should be carefully
selected. In particular, we need to be careful not to force the respondents to
take fundamental decisions at such an early stage because that would affect
all the subsequent answers (see the “halo effect” in Section 1.2.2). In order
to create a pleasant first impression, the starter questions need to be inter-
esting, somewhat simple, focused on a relatively mild or neutral aspect,
and certainly not threatening or sensitive.

2.7.3 Factual (or “Personal” or “Classification”) Questions at the End

As Oppenheim (1992) concludes, novice researchers typically start to
design a questionnaire by putting a rather forbidding set of questions at
the top of a blank sheet of paper, such as asking for the participant’s name,
address, gender, profession, highest level of education, and so on. These

Constructing the Questionnaire • 47



 

personal/classification questions tend to be very off-putting: Having been
through the various introductory phases, respondents are now ready to
look at some interesting questions dealing with the topic of the study.
Instead, they are faced with a set of “personal” questions not unlike those
contained in the many bureaucratic forms we have to fill in when, for
example, applying for a passport or registering in a hotel. This can result in
a kind of anticlimax in the respondents and it may be difficult to rekindle
their enthusiasm again. Thus, such personal questions are best left at the
end of the questionnaire.

There is also a second reason why factual questions should not be intro-
duced too early, and this concerns their sensitive nature. As discussed
earlier (in Sections 2.1.3 and 2.6.3), in many cultures issues like age, level
of education, or marital status are personal and private matters, and if we
ask them near the beginning of the questionnaire they might create some
resistance in the respondents (“What business of yours is this . . .?”), or, in
cases where respondents are asked to provide their name, this might
remind them of the non-anonymous nature of the survey, which in turn
may inhibit some of their answers.

2.7.4 Open-Ended Questions at the End

We saw in Section 2.5 that if we include real open-ended questions that
require substantial and creative writing, it is preferable to place them near
the end rather than at the beginning of the questionnaire. In this way, their
potential negative consequences—for example, the required work can put
some people off and others might get bogged down and spend most of the
available time and mental energy agonizing over what they should write—
will not affect the previous items. In addition, some people find it psycho-
logically more acceptable to put in the necessary work to answer an open
question if they have already invested in the questionnaire and if they
know that this is the final task. Even so, however, we should be prepared
that the ratio of appropriate completion of open-ended questions tends to
be relatively low compared with closed-ended items; therefore, such ques-
tions should be seen as additional “bonuses” to the dataset rather than an
integral part of the expected results.

2.8 Translating the Questionnaire

The issue of how to translate questionnaires from one language to another
has typically been marginalized and treated as an addendum in question-
naire design. This is also evidenced by the (regrettable) fact that the first
edition of this book did not contain a section addressing this issue. In
contrast, translating questionnaires as a practice is surprisingly common,
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due to the fact that (a) many of the available established L2 questionnaires
are published in English; (b) cross-cultural studies often require the
administration of the same instrument to samples of different ethnolin-
guistic origin; and (c) there are many multi-national research teams
(including supervisor–research student teams) that prepare the original
version of a questionnaire in one language (often English) before it is
translated into the language(s) of the participants.

Quite so!
“the effort and cost of producing and testing translations are small,
compared to the financial investment made in developing and fielding
instruments. In contrast, the price to be paid for poor translation can be
high.”

(Harkness, 2008a, p. 68)

The basic assumption underlying this widespread translation practice
is the belief that the quality of the obtained data increases if the question-
naire is presented in the respondents’ own mother tongue. It follows
from this that the translated version of a questionnaire is usually the only
version that the respondents see. I suspect that this point is frequently
overlooked or insufficiently reflected by the amount of attention we pay to
producing the translation. Thus, I have come to believe that translation
issues should be taken more seriously than they typically are, and I am
in full agreement with Harkness’s claim that “Poor translations can rob
researchers of the chance to ask the questions they intend and need to
ask” (p. 68).

Well . . .
“because survey questions often look deceptively simple, the temptation
to do-it-yourself may also be high.”

(Harkness, 2008a, p. 68)

In L2 studies, most research teams have at least one member who speaks
the L2 of the participant sample they want to investigate, and the usual
practice is for this person to prepare the final translation of the instrument.
Once this has been done, the questionnaire is administered without any
further ado. This practice is understandable: We are reluctant to invest
effort, time, and money in the translation process since our resources are
limited, particularly because this “do-it-yourself” practice appears to work
well. However, once the data have been collected, problems often start to
emerge with some items—and often even whole scales—not working as
well as expected, and post hoc analyses often find the source of the issue at
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the level of translation. Unfortunately, at that stage there is very little the
researchers can do beyond excluding the items in question. In the follow-
ing, I present an elaborate team-based approach developed in a European
project that can be seen as a model for best practice, and then discuss some
general principles and techniques to be applied even if we have (as most
of us do) limited resources only.

2.8.1 Translation as a Team-Based Approach

In a detailed description of the translation strategies and procedures
used in a large-scale European research project, “The European Social
Survey” (www.europeansocialsurvey.org/), Harkness (2008b) recommends
a committee-based translation approach in producing the final version of a
translated questionnaire. The proposed committee structure consists of
three different sets of people:

• Translators, who are skilled practitioners with training in translating
questionnaires and who are preferably native speakers.

• Reviewers, who also have good translation skills as well as familiarity
with questionnaire design principles and with the research topic (if
we cannot find a single person with these skills, two could cover the
different aspects).

• Adjudicators, who are responsible for the final decisions about which
translation options to adopt. They, too, need to understand the
research subject, know about the survey design, and be proficient in
the languages involved.

The translation framework adopted by the European Social Survey
includes five interrelated procedures: translation, review, adjudication, pre-
testing, and documentation (or “TRAPD”). The central component of the
process is that each questionnaire is translated by at least two translators in
a parallel manner; their output is then discussed at a “reconciliation meet-
ing” attended by a reviewer, and finally the adjudicator (who can also be
a reviewer) signs off the final agreed version. Thus, the process is
designed to include several people with well-defined roles going though
the text more than once and then producing a negotiated final product (for
further details, see Harkness, 2008b).

2.8.2 Translation with Limited Resources

While a structured team-based approach provides ideal opportunities to
handle potential problems and translation blind spots such as idio-
syncratic interpretation and unnaturalness of the translated language, in
most research projects we simply do not have such multiple expertise
available and thus need to make compromises. The main challenge in
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translating a questionnaire is to reconcile two somewhat contradictory
criteria: (a) the need to produce a close translation of the original text so
that we can claim that the two versions are equivalent, and (b) the need to
produce natural-sounding texts in the target language, similar to the words
people would actually say (see Section 2.6.2). For most parts of the ques-
tionnaire we are likely to find easy solutions to this challenge, but there will
be a few places where a close or literal translation will not express the real
meaning and the pragmatic function of the text well. This is the point
where team-based brainstorming and negotiation would be particular use-
ful, and even in small-scale projects we should make an effort to recruit
some competent (temporary) help to deal with these problem issues.

After the initial translation is completed, it is necessary to ensure the
equivalence of the two versions. We have two basic options to do so: To
consult external reviewers or to recruit an independent translator to back-
translate the target language version into the source language (Brislin,
1970). The first option can be combined with the initial piloting of the
questionnaire (see Section 2.10.1): One group of people, who are special-
ists in both the target and the source language, assess the equivalence of the
original and the translated questionnaires, while another group of people,
ideally people similar to the target population, check the naturalness of the
translation. The second option, back-translation, involves an independent
translator turning the L2 version of the questionnaire back into the source
language and then comparing the two texts: If the back-translated ver-
sion corresponds with the source language version, this is an indication
that both instruments are asking the same questions, which attests to the
accuracy of the translation (for an example of back-translated items, see
Illustration 5.6 on p. 125).

2.9 Computer Programs for Constructing Questionnaires

Because market research—a booming business area—utilizes question-
naires for various types of surveys, several software companies have
developed commercial computer programs to cater to these needs:
Currently there are over 30 available desktop packages that combine ques-
tionnaire design, data collection, and data analysis. However, as Macer
(1999) summarizes, few packages rise to the challenge of each stage in the
process with the same degree of accomplishment, and development effort
often tends to gravitate to some areas at the expense of others. For com-
prehensive listings and descriptions of the programs on the market, see for
example the Research Software Central database (www.meaning.uk.com/
rscentral/index.html) or the database of the Association for Survey
Computing (UK), which contains a classified listing of over 130 software
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packages related to survey research, with attributes and suppliers
(www.asc.org.uk/Register/index.htm).

Here I introduce one computer program that I am familiar with: Sphinx
Survey (www.sphinxsurvey.com/en/home/home_sphinx.php), which is an
integrated, P.C.-based Windows package for conducting questionnaire-
based surveys (for a review, see Macer, 1999). It has built-in functions to
help the user to design and print professional questionnaires with ease.
The program can handle a variety of question types, including open and
closed questions. Similar questions can be grouped and conditional jumps
can be defined to permit complex question routings (e.g., if people answer
“yes” to Question X, they should move to Question Y). In addition, exten-
sive question libraries can be developed and used to aid the preparation of
an item pool.

Sphinx Survey is certainly a useful tool in providing a computerized
framework for quick and professional questionnaire construction (the
data processing functions of the program will be analyzed in Section 4.5).
The novice researcher will find various ready-made options to choose
from by simply clicking on items in the menu. The display format is
quite flexible and the final result is fairly attractive. Because of the
paramount importance of the appropriate layout (see Section 2.1.2), I
would still design the final version of a questionnaire on a more power-
ful word processor, but in many situations the available formats are
sufficient.

In addition to computer software designed to create paper-and-pencil
questionnaires, there is a growing number of online, web-based survey
services that researchers can use for a subscription fee (even Sphinx Survey
has developed its online version since the first edition of this book).
Wright (2005) offers a review of the following 20 of the more prominent
packages and services, along with their URL addresses: Active Websurvey,
Apian Software, CreateSurvey, EZSurvey, FormSite, HostedSurvey, InfoPoll,
InstantSurvey, KeySurvey, Perseus, PollPro, Quask, Ridgecrest, SumQuest,
SuperSurvey, SurveyCrafter, SurveyMonkey, SurveySite, WebSurveyor,
Zoomerang. For a comprehensive list please refer to a dedicated website of
the University of Ljubljana, Slovenia—www.websm.org—which lists more
than 350 products related to web surveys as well as an excellent up-to-date
bibliography on the topic.

While the general features of web-based questionnaires are the same as
those of their paper-and-pencil-based counterparts, online instruments
have certain advantages: They can be more compact because of the use of
pull-down menus of possible responses and they can be programmed to
prevent the respondent from skipping a response, thereby excluding any
missing data. This, however, can backfire because some respondents might
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not answer the questions seriously in order to get to the end as soon as
possible or, alternatively, might even abandon the whole questionnaire.
Web-based instruments can also incorporate rich visual content (e.g.,
images, diagrams, video clips, etc.) which would be almost impossible to
integrate into a paper-based questionnaire (Tourangeau, 2004). Potaka
(2008) offers a very useful overview of the various design options available
for researchers. (I will come back to the question of online administration
of surveys in Section 3.2.4.)

2.10 Piloting the Questionnaire and Conducting Item Analysis

Because, as we have seen, in questionnaires so much depends on the
actual wording of the items (even minor differences can change the
response pattern), an integral part of questionnaire construction is “field
testing,” that is, piloting the questionnaire at various stages of its develop-
ment on a sample of people who are similar to the target sample the
instrument has been designed for. These trial runs allow the researcher to
collect feedback about how the instrument works and whether it performs
the job it has been designed for. Based on this information, we can make
alterations and fine-tune the final version of the questionnaire.

Well . . .
“if you do not have the resources to pilot-test your questionnaire, don’t
do the study.”

(Sudman & Bradburn, 1983, p. 283)

The pilot test can highlight questions:

• whose wording may be ambiguous
• which are too difficult for the respondents to reply to
• which may, or should be, eliminated because, contrary to the initial

expectations, they do not provide any unique information or because
they turn out to measure something irrelevant

• which—in the case of open-ended questions—are problematic for
coding into a small set of meaningful categories.

Piloting can also indicate problems or potential pitfalls concerning:

• the administration of the questionnaire
• the scoring and processing of the answers.

Valuable feedback can also be gained about:

• the overall appearance of the questionnaire
• the clarity of the instructions
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• the appropriateness of the cover letter (if there is one)
• the length of time necessary to complete the instrument.

Finally, this is also the phase when omissions in the coverage of content
can be identified.

The importance of the piloting is in sharp contrast with reality; in fact,
many researchers completely omit the pilot stage from their research
design. Although this is understandable from a personal point of view
because researchers at this stage are eager to get down to the survey and see
the results, from a measurement perspective this practice is untenable.
Regardless of how experienced the questionnaire designer is, any attempt
to shortcut the piloting stage will seriously jeopardize the psychometric
quality of the questionnaire. Furthermore, my personal experience is that
patiently going through the careful editing procedures can save us a great
deal of frustration and possible extra work later on.

Sometimes the omission of the pilot stage is not due to the lack of will or
interest but rather to insufficient time. To do it well, piloting takes up a
substantial period, which has often not been allowed for in the timing of the
overall research design. As we will see below, piloting is a stepwise process
that, when properly done, can take several weeks to complete. This is usually
much more than was originally intended for this phase of the research.

Absolutely!
“Questionnaires do not emerge fully-fledged; they have to be created or
adapted, fashioned and developed to maturity after many abortive test
flights. In fact, every aspect of a survey has to be tried out beforehand to
make sure that it works as intended.”

(Oppenheim, 1992, p. 47)

So when and what shall we pilot? While it is useful to have “ongoing
piloting” by continuously discussing every aspect of the questionnaire
design with a colleague or a friend, there are two key points where a more
formal trial run is needed: (1) once the item pool has been completed, and
(2) when a complete, almost final version of the questionnaire has been
prepared.

2.10.1 Initial Piloting of the Item Pool

The first time in the questionnaire construction process that some external
feedback is indispensable is when we have prepared an initial item pool,
that is, an extensive list of possible items (see Section 2.6.1), and we are
ready to reduce the number of questions to the intended final number. The
initial piloting of the item pool usually consists of the following steps:
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• Select three or four people who are motivated to spend some time to
help you and whose opinion you value. Some of them should not be
specialists in the field—they are very useful in locating unnecessary
jargon; others may be people who are accustomed to survey research
or who know the target population well. In any case, as Converse and
Presser (1986) so realistically state, at this stage we are likely to end up
with “that familiar source of forced labor—colleagues, friends, and
family” (p. 53).

• Ask them to go through the items and answer them, and then to
provide feedback about their reactions and the answers they have
given. The best method to conduct this phase is for you to be present
while they are working: This way you can observe their reactions
(e.g., hesitations or uncertainties) and can note and respond to any
spontaneous questions or comments.

• Once they have gone through all the items, you may ask for any
general comments and can initiate a brainstorming session.

It may be useful to provide your pilot group with certain basic guide-
lines to focus on. These can include the following:

• They should mark any items whose wording they don’t like; if they
can suggest an improvement, so much the better!

• They should mark any items whose meaning is not 100% clear; again,
suggestions are welcome.

• They should mark any items that they consider unnecessary.
• They should try and think of anything else that might be worth

asking about.

Very important!
“you may find that you have put so much personal time and effort into
developing the questionnaire that it becomes ‘your baby.’ If someone is
subsequently critical of it, you may find yourself reacting as if you have
been personally attacked. Perhaps, rule number one in the critiquing/
revision process is that the creator should never take the criticism
personally.”

(Brown, 2001, p. 62)

2.10.2 Final Piloting (“Dress Rehearsal”)

Based on the feedback received from the initial pilot group we can normally
put together a near-final version of the questionnaire that “feels” OK
and that does not have any obvious glitches. However, we still do not
know how the items will work in actual practice, that is, whether the
selected respondents will reply to the items in the manner intended by the
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questionnaire designers. There is only one way to find out: by administer-
ing the questionnaire to a group of respondents who are in every way
similar to the target population the instrument was designed for. This is
usually an “undeclared” pre-test whereby the respondents are not told that
this is a questionnaire under construction (Converse & Presser, 1986).

How big should this final pilot group be? The typical sample size at this
stage is around 100 (± 20), but for statistical reasons the pilot sample
should not be smaller than 50. This number will allow the researcher to
conduct some meaningful item analysis, which is the next, and final, step
in the questionnaire construction process. If the sample size is too small,
the results may be unstable due to the idiosyncratic composition of the
respondent group, which may lead to the exclusion of potentially good
items (DeVellis 2003). Of course, if this piloting phase does not result in
any major changes in the instrument, it may be possible to use at least
some of the obtained data for the purpose of the “real” investigation.

2.10.3 Item Analysis

Item analysis can be conducted at two different points in the survey
process:

• After the final piloting stage—in this case, the results are used to
fine-tune and finalize the questionnaire.

• After the administration of the final questionnaire—such a “post hoc
analysis” is useful to screen out any items that have not worked
properly.

The procedures in both cases are similar and usually involve checking
three aspects of the response pattern:

1. Missing responses and possible signs that the instructions were not
understood correctly. If some items are left out by several respond-
ents, that should serve as an indication that something is not right:
Perhaps the item is too difficult, too ambiguous, or too sensitive;
or perhaps its location in the questionnaire is such that it is easily
overlooked. Also, a careful visual examination of the completed
questionnaires might reveal some further response irregularities, for
example in the way respondents marked their answers.

2. The range of the responses elicited by each item. It was argued in
Section 2.6.2 that we should avoid including items that are endorsed
by almost everyone or by almost no one, because they are difficult if
not impossible to process statistically (since statistical procedures
require a certain amount of variation in the scores). Although, as
Brown (2001) remarks, the lack of variation may well be the true
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state of affairs in the group, it may be useful in many cases to increase
item variation by adding additional response categories or rewording
the question.

3. The internal consistency of multi-item scales. The gist of Section 2.3.2
was that—for the sake of reducing the unpredictable impact of any
idiosyncratic item wording and ensuring comprehensive content
coverage—questionnaires should contain multi-item scales, rather
than single items, to focus on any particular content domain. It is
obvious, however, that multi-item scales are only effective if the items
within a scale work together in a homogeneous manner, that is, if
they measure the same target area. In psychometric terms this means
that each item on a scale should correlate with the other items and
with the total scale score, which has been referred to as Likert’s
criterion of “Internal Consistency” (Anderson, 1985). Following this
principle, a simple way of selecting items for a scale is to compute
correlation coefficients for each potential item with the total scale
score and to retain the items with the highest correlations. There
are also other, more sophisticated statistical methods to check
and improve internal consistency—these will be summarized in
Section 4.3.5.

A word of caution: Before we discard an item on the basis of the item
analysis, we should first consider how the particular item fits in with the
overall content area of the whole scale. Automatic exclusion of an item
suggested by the computer may lead to narrowing down the scope of
the content area too much (see Section 2.3.2). If a problem item represents
an important dimension of the targeted domain, we should try and alter
its wording or replace it with an alternative item rather than simply
delete it.
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CHAPTER 3

Administering the Questionnaire

One area in which a questionnaire study can go very wrong concerns
the procedures used to administer the questionnaire. Strangely enough,
this aspect of survey research has hardly ever been discussed in the L2
literature—questionnaire administration is often considered a mere tech-
nical issue relegated to the discretion of the research assistants or voluntary
helpers. This is wrong; there is ample evidence in the measurement litera-
ture that questionnaire administration procedures play a significant role
in affecting the quality of the elicited responses. In this chapter, I will first
look at the selection of an appropriate sample, then discuss the various
types of questionnaire administration and the strategies that can be
employed to promote positive questionnaire attitudes and involvement on
the part of the respondents. Finally, I will address the issue of confidential-
ity/anonymity and other ethical responsibilities survey researchers have.

3.1 Selecting the Sample

The most frequent question asked by novice researchers who are planning
to use questionnaires in their investigation is “How many people do I need
to survey?” In measurement terms this question can be formulated as
“How large should my sample be?” And a second question to follow is
“What sort of people shall I select?” Or, in other words, “Who shall my
sample consist of ?” Let us start answering these key questions with the
latter pair.
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3.1.1 Sampling Procedures

Broadly speaking, the sample is the group of people whom researchers
actually examine and the population is the group of people whom the
survey is about. For example, the population in a study might be EFL
learners in Taiwanese secondary schools and the actual sample might
involve three Taiwanese secondary classes. That is, the target population
of a study consists of all the people to whom the survey’s findings are to
be applied or generalized.

Why don’t we include every member of the population in the survey?
This is a valid question and, indeed, there is one particular survey type
where we do just that: the “census.” In most other cases, however, investi-
gating the whole population is not necessary and would in fact be a waste
of resources. By adopting appropriate sampling procedures to select a
smaller number of people to be questioned we can save a considerable
amount of time, cost, and effort and can still come up with accurate
results—opinion polls, for example, succeed in providing national projec-
tions based on as few as 1,000–3,000 respondents. The key question, then,
is what we mean by “appropriate sampling procedures.”

A good sample is very similar to the target population in its most
important general characteristics (e.g., age, gender, ethnicity, educational
background, academic capability, social class, or socioeconomic status, etc.)
and in all the more specific features that are known to be significantly
related to the items included on the questionnaire (e.g., L2 learning back-
ground or the amount and type of L2 instruction received). That is, the
sample is a subset of the population which is representative of the whole
population. Sampling procedures have been designed to ensure this repre-
sentativeness. The issue of representativeness is crucial, because the strength
of the conclusions we can draw from the results obtained from a selected
small group depends on how accurately the particular sample represents
the larger population.

Broadly speaking, sampling strategies can be divided into two groups:
(a) scientifically sound “probability sampling,” which involves complex
and expensive procedures that provide a truly representative sample; and
(b) “non-probability sampling,” which consists of a number of strategies
that try to achieve a trade-off, that is, a reasonably representative sample
using resources that are within the means of the ordinary researcher.

Selecting a truly representative sample is a painstaking and costly pro-
cess, and several highly technical monographs have been written about the
topic (e.g., Cochran, 1977; Levy & Lemeshow, 1999). In most L2 survey
research (and, indeed, in any quantitative research) it is unrealistic or
simply not feasible to aim for perfect representativeness in the psychometric
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sense. Therefore, in the following I will discuss only briefly the main prin-
ciples of “random sampling,” which is the key component of probability
sampling, and will elaborate more on non-probability sampling pro-
cedures. (For more details on sampling procedures, please refer to Dörnyei,
2007, pp. 95–101.)

Random Sampling
Random sampling involves the selection of members of the population to
be included in the sample on a completely random basis, a bit like drawing
numbers from a hat (for example, by numbering each member and then
asking the computer to generate random numbers). In this way the selec-
tion is based entirely on chance rather than on any extraneous or subjective
factors. As a result, a sufficiently large sample is generally believed to con-
tain subjects with characteristics similar to the population as a whole.
Combining random sampling with some form of rational grouping is a
particularly effective method for research with a specific focus. In “strati-
fied random sampling” the population is divided into groups, or “strata,”
and a random sample of a proportionate size is selected from each group.

Convenience or Opportunity Sampling
The most common non-probability sampling type in L2 research is a
convenience or opportunity sampling, where an important criterion of
sample selection is the convenience for the researcher: Members of the
target population are selected for the purpose of the study if they meet
certain practical criteria, such as geographical proximity, availability at a
certain time, or easy accessibility. Captive audiences such as students in the
researcher’s own institution are prime examples of convenience samples.
To be fair, convenience samples are rarely completely convenience-based
but are usually partially purposeful, which means that besides the relative
ease of accessibility, participants also have to possess certain key character-
istics that are related to the purpose of the investigation.

Snowball Sampling
Snowball sampling involves a “chain reaction” whereby the researcher
identifies a few people who meet the criteria of the particular study and
then asks these participants to identify further members of the population.
This technique is useful when studying groups whose membership is not
readily identifiable (e.g., teenage gang members).

Quota Sampling
In quota sampling the researcher defines certain distinct subgroups (e.g.,
boys and girls, or age cohorts) and determines the proportion of the
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population that belongs to each of these subgroups (e.g., when targeting
language teachers, determining that the female–male ratio among them is
70%–30% in a particular setting). The actual sample, then, is selected in a
way as to reflect these proportions (i.e., 70% of the sample will be women).
Thus, quota sampling is similar to stratified random sampling without the
“random” element.

Non-probability Sampling and Non-representativeness
We must not forget that no matter how principled a non-probability sam-
ple strives to be, the extent of generalizability in this type of sample is often
negligible. Therefore, we need to describe in sufficient detail the limita-
tions of such samples when we report the results, while also highlighting
the characteristics that the particular sample shares with the defined target
population. In a similar vein, we also have to be particularly careful about
the claims we make about the more general relevance of our findings. We
will come back to the issue of generalizability in Section 4.6.1 when we
discuss how to summarize and report questionnaire data.

3.1.2 How Large Should the Sample Be?

When researchers ask the question, “How large should the sample be?”
what they usually mean is “How small a sample can I get away with?”
Therefore, the often quoted “the larger, the better” principle is singularly
unhelpful for them. Unfortunately, there are no hard-and-fast rules in
setting the optimal sample size; the final answer to the “how large/small?”
question should be the outcome of the researcher considering several
broad guidelines:

1. In the survey research literature a range of between 1%–10% of the
population is usually mentioned as the “magic sampling fraction,”
depending on how careful the selection has been (i.e., the more sci-
entific the sampling procedures applied, the smaller the sample size
can be, which is why opinion polls can produce accurate predictions
from samples as small as 0.1% of the population).

2. From a purely statistical point of view, a basic requirement is that
the sample should have a normal distribution, and a rule of thumb
to achieve this, offered by Hatch and Lazaraton (1991), is that the
sample should include 30 or more people. However, Hatch and
Lazaraton also emphasize that this is not an absolute rule, because
smaller sample sizes can be compensated for by using certain special
statistical procedures: non-parametric procedures (see Dörnyei, 2007,
Ch. 9, for non-parametric tests).

3. From the perspective of statistical significance (see Section 4.3.6), the
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principal concern is to sample enough learners for the expected
results to be able to reach statistical significance. Because in L2 studies
meaningful correlations reported in journal articles have often been
as low as 0.30 and 0.40, a good rule of thumb is that we need around
50 participants to make sure that these coefficients are significant
and we do not lose potentially important results. However, certain
multivariate statistical procedures require more than 50 participants;
for factor analysis, for example, we need a minimum of 100 (but
preferably more) subjects.

4. A further important consideration is whether there are any distinct
subgroups within the sample which may be expected to behave dif-
ferently from the others. If we can identify such subgroups in advance
(e.g., in most L2 studies of schoolchildren, girls have been found to
perform differently from boys), we should set the sample size so
that the minimum size applies to the smallest subgroup to allow for
effective statistical procedures.

5. When setting the final sample size, it is advisable to leave a decent
margin to provide for unforeseen or unplanned circumstances. For
example, some participants are likely to drop out of at least some
phases of the project; some questionnaires will always have to be
disqualified for one reason or another; and—in relation to point 4
above—we may also detect unexpected subgroups that need to be
treated separately.

3.1.3 The Problem of Respondent Self-Selection

To conclude the discussion of the various sampling issues for research
purposes in general, we need to highlight a potential pitfall that might put
the validity of the survey at risk: the problem of participant self-selection.
This refers to cases when for various reasons the actual composition of the
sample is not only the function of some systematic selection process but
also of factors related to the respondents’ own willingness to participate.
Problems can arise, for example, when:

• Researchers invite volunteers to take part in a study (occasionally
even offering money to compensate for the time spent).

• The design allows for a high degree of dropout (or “mortality”), in
which case participants self-select themselves out of the sample.

• Participants are free to choose whether they fill in the questionnaire
or not (e.g., in postal surveys).

Self-selection is inevitable to some extent because few questionnaire
surveys can be made compulsory; however, in some cases it can reach
such a degree that there is a good chance that the resulting sample will not
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be similar to the population. For example, volunteers may be different from
non-volunteers in their aptitude, motivation, or some other basic charac-
teristic, and dropouts also may share some common features that will be
underrepresented in the sample with their departure (e.g., dropouts may
be more demotivated than their peers and therefore their departure might
make the remaining participants’ general level of motivation unnaturally
high). Consequently, the sample may lose its representative character,
which of course would prevent any meaningful generalizability.

Quite so!
“The problem is that the types of respondents who return questionnaires
may be a specific type of ‘eager-beaver’ or ‘gung-ho’ respondent. Thus
the results of the survey can only be generalized to ‘eager-beaver’
or ‘gung-ho’ people in the population rather than to the entire
population.”

(Brown, 2001, p. 85)

The scope of the self-selection problem can be illustrated by the fact
that “impersonal” questionnaires (e.g., mail surveys) typically attract an
initial response rate of only around 30%, and over 50% can already be seen
as a good response (Gillham, 2008). Although there are several ways of
increasing respondent motivation and subsequent return rate (see Sections
3.2.1, 3.2.4, and 3.3), with the exception of “captive groups” (e.g., students
surveyed in a lecture hall as part of some scheduled instructional activity),
we can always expect a considerable self-selection effect, which suggests
that—given that in order to ensure sample representativeness a response
rate of at least 80% is considered necessary—survey samples are frequently
biased in some unknown manner (Aiken, 1997).

3.2 Main Types of Questionnaire Administration

In social research the most common form of administering questionnaires
is by mail. Educational research is different in this respect because adminis-
tration by hand is just as significant (if not more) as postal surveys. Within
non-postal surveys, we can distinguish two distinct subtypes, one-to-one
administration and group administration. In addition, a recent impor-
tant development in survey research has been the increased use of online
administration of questionnaires (e.g., email or web-based surveys).
Because the administration method has a significant bearing on the format
and to some extent also on the content of the questionnaire, we need to
examine separately the special features of the different types of question-
naire administration.
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3.2.1 Administration by Mail

The unique characteristic of postal administration is that the researcher
has no contact with the respondent except for a cover letter he/she has
written to accompany the questionnaire. In addition, mailed question-
naires are often in competition for the addressee’s attention with various
sorts of circulars, catalogues, and junk mail also received through the mail,
and the two factors together largely explain why the return rate of such
surveys is often well below 30%. Such a low return rate, of course, under-
mines the reliability of the sample (see Section 3.1.3) and therefore if we
decide to conduct a survey by mail we need to adopt a number of special
strategies that have been found to increase the respondents’ willingness to
complete and return the questionnaire.

The Cover Letter
In the absence of a “live” contact person, the cover letter has the difficult
job to “sell” the survey, that is, to create rapport with the respondents and
to convince them about the importance of the survey and of their role in
contributing to it. In addition to this public relations function, the cover
letter also needs to provide certain specific information and directions. To
write a letter that meets all these requirements is not easy, particularly in
view of the fact that it needs to be short at the same time. If it is more than
a page, it is likely to be tossed aside and then find its way into the trash
can unread. So writing this letter is something we do not want to rush.

Cover letters usually address the following points:

• who the writer is
• the organization that is sponsoring or conducting the study
• what the survey is about and why this is important or socially useful
• why the recipient’s opinion is important and how he/she was

selected
• assurance that all responses will be kept confidential
• how to return the completed questionnaire
• the date by which the completed questionnaire should be returned
• what to do if questions arise (e.g., a contact name and telephone

number)
• possible reward for participation
• thank you!
• signature, preferably by a person of recognized stature

Gillham (2008) warns us that, even though the questionnaire is sent out
together with the cover letter, the two often get separated. Therefore, it is
important that the questionnaire itself be self-contained and also include
vital pieces of information such as the return address and the return date
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(which, in my experience, should be around 10 days after receiving the
questionnaire).

Follow-up Letters
After you have posted the questionnaires, an anxious period of waiting
begins. Based on his experience, Gillham (2008) provides a rule-of-thumb
estimate that the response you have received by the end of 10 days will be
about half of what you can expect to get back in the long run. In order
to receive the other half, you need to send a follow-up letter (about two
and a half to three weeks after the original mailing). This second mailing
is well worth the effort, as it can increase the response rate by as much as
30%. With regard to the content of this letter, Gillham makes the following
suggestions:

• We need not be too apologetic.
• We should reiterate the importance of the study and of the partici-

pants’ contribution.
• There is no need to talk about the response rate to date.
• We should enclose a further copy of the questionnaire and another

stamped addressed envelope “in case they did not receive or have
mislaid the original one.”

In another 10 days’ time a second follow-up letter can be sent.

Guidelines for Increasing Mail Survey Return Rates
How can we increase the willingness of the recipients to take the time
and trouble to complete and return the postal survey? The strategies most
frequently mentioned in the measurement literature are as follows (see
also Section 3.3, which offers general—i.e., not restricted to postal surveys
in particular—strategies to promote respondent attitudes):

• Pre-survey letters give advance notice about the purpose and nature
of the forthcoming questionnaire and can create a favorable climate
for the survey.

• Careful timing of the mailing. First, it is advisable to avoid mailings
at holiday periods or particularly busy times of the year. Second,
questionnaires that arrive in the second half of the week are more
likely to be dealt with over the weekend.

• Make the opening and concluding questions in the questionnaire
particularly interesting: the former to whet the respondents’ appetite,
and the latter to encourage the return of the questionnaire.

• Emphasize that the recipient’s responses are needed and valuable.
• The final push for some recipients to get down to completing the
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questionnaire is often the reputation of a prestigious organization
sponsoring the survey—this can be highlighted by using the organ-
ization’s letterhead or logo. If some of the questions are related to
the respondent’s workplace, it is important that the organization in
charge of the survey is seen as independent.

• With postal surveys, making the layout of the questionnaire (see
Section 2.1.2) attractive is more important than with hand-delivered
questionnaires.

• Use good-quality paper and envelope, and attach a stamped, addressed
envelope.

• The address should be typed and special care needs to be taken that
the person’s name is spelled correctly and that the person’s title is
accurate—writing “Miss” instead of “Mrs.” is seen as annoying by
some and others do not like the title “Ms.” Susan Gass (personal
communication, January 18, 2002) has successfully used a “stopgap”
strategy in the past in cases in which she was not sure about the exact
title by only writing “M.” She found that this is less disturbing for
people with strong feelings about either Ms. or Miss than using the
wrong title.

• Send the questionnaire by first-class mail or some equivalent, in
order to emphasize that it is not one of those “bulk deliveries.”

• Send a small token of appreciation; it might be helpful, because it
evokes the human instinct of reciprocation.

Unfortunately, even if we observe all these guidelines we cannot expect
high respondent motivation. A return rate of more than 50% can be con-
sidered satisfactory and response rates higher than 80% are rarely obtained
(Aiken, 1997).

Regrettably . . .
“An unexpectedly poor response to questionnaires can be a salutary
experience for the novice researcher.”

(Gillham, 2008, p. 9)

3.2.2 One-to-One Administration

One-to-one administration refers to a situation when someone delivers the
questionnaire by hand to the designated person and arranges the completed
form to be picked up later (e.g., handing out questionnaires to colleagues
at work). This is a much more personal form of administration than mail
surveys and therefore the chances for the questionnaires to be returned are
significantly better. The personal contact also allows the questionnaire
administrator to create a rapport with the respondent, to explain the
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purpose of the enquiry, and to encourage cooperation. Furthermore, with
young children (i.e., less than 10 years old) the administrator can be present
while they complete the questionnaire to be available if help is needed.

Oppenheim (1992) draws attention to a potential pitfall of one-to-one
administration: When such a questionnaire administration strategy is
adopted, researchers often utilize the help of someone in an official capacity
on site who is not a skilled interviewer (e.g., a teacher or a manager or
some other contact person in a targeted institution). However, there is a
danger that without appropriate briefing such persons may, with the best
intentions, introduce fatal biases. The face-to-face survey administrator
needs to cover all the points that the cover letter does in postal surveys (see
Section 3.2.1) and yet, when we ask mediators to hand out a few question-
naires in the contexts they move around in, how often do we train them
to do this job properly? When it comes to group administration (see Sec-
tion 3.2.3) researchers typically place more emphasis on standardizing the
administration procedures, and with postal surveys a carefully composed
cover letter can do the job; however, one-to-one administration somehow
slips into the gap between the two and it is often assumed that exercising
the “personal touch” with the respondents (which is the mediator’s forte)
can substitute for professional administration procedures. A possible
remedy is to give the administrator a cue card with the main points to be
covered briefly when handing out each questionnaire.

3.2.3 Group Administration

In L2 research, group administration is the most common method of having
questionnaires completed. One reason for this is that the typical targets
of the surveys are language learners studying within institutional contexts,
and it is often possible to arrange to administer the instrument to them
while they are assembled together, for example, as part of a lesson or
slotted between certain other organized activities. The other reason for the
popularity of this administration format is that it can overcome some of
the problems just mentioned with regard to postal surveys or one-to-one
administration. Groups of students are typically “captive groups” in the
sense that a response rate of nearly 100% can be achieved with them, and
because a few questionnaire administrators can collect a very large number
of questionnaires it is easier to make sure that all of them are adequately
trained for the job.

Group administration is the format I have used most in my past
research and it is my overall experience that as long as the questionnaire is
well designed and the administration situation well prepared in advance,
very good results can be achieved. There are, however, some important
points to consider:
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• Because respondents have to work individually, Oppenheim (1992)
reports that this format may not be appropriate for children under
about age 10.

• With larger groups, or with groups of less mature kids, more than
one field worker is needed at a time to help to answer questions and
to distribute/collect the questionnaires.

• Oppenheim (1992) also warns us that in group administration
“contamination” through copying, talking, or asking questions is a
constant danger.

• The negative influence of deviant kids may create an inappropriate
climate for sincere and thoughtful work.

• If the questionnaire is administered to students, there might be a
need for some educational justification for taking up class time.
Under these circumstances, using a bilingual version of the question-
naire may help. (Appendix B presents a questionnaire used in China
that also contains the English text.)

In Section 3.3 below, I will list ten questionnaire administration strat-
egies that can significantly increase the success of the survey, but before
that let us look at a unique new development in survey methodology, the
increased utilization of the Internet.

3.2.4 Online Administration

With computers and Internet access becoming more ubiquitous, it was
inevitable that researchers would start considering online data collection
methods. Indeed, given the increasingly available and continuously
improving computer hardware and software, it is becoming relatively easy
to set up online surveys. In L2 research, due to practical reasons, group
administration is still the most popular way of reaching the participants
(see Section 3.2.3) and not many online surveys have been conducted (for
exceptions, see, e.g., Dewaele, Petrides, & Furnham, 2008; Levine, 2003).
Nevertheless, surveys of this type are bound to become more prominent in
the near future, as online administration can overcome several problems
associated with traditional administration methods and can also offer some
tempting benefits (for reviews, see, e.g., Birnbaum, 2004; Fox, Murray, &
Warm, 2003; Michaelidou & Dibb, 2006; van Selm & Jankowski, 2006;
Wright, 2005):

• Target populations. One advantage of online surveys is that we can get
easy access to populations who would otherwise be difficult to reach.
These can include small, scattered or specialized groups and indi-
viduals, as well as international participants living at a considerable
geographical distance. As a result, we can start thinking of surveying
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much larger and more diverse participant samples worldwide than
would have been possible before.

• Time. Web-based research helps us to save time because it does not
require the administration of the instrument in person—once the
recruitment posting has been made, administration is self-running. A
comparative study of online and postal data collection by McDonald
and Adam (2003) shows that obtaining a 40% cumulative response
took 10 days in the postal mode while only one day in the online
mode. Furthermore, if we use proper technology, we can make the
coding and recording of the answers automatic, thus skipping the
rather tedious and time-consuming data-entering stage.

• Costs. For many, the reduction of costs may be the most attractive
feature of online surveys. Because most universities and research
centers have the necessary computer facilities, setting up a computer-
based project is no more expensive than initiating traditional
research, and the running costs (e.g., postage, printing/photocopying,
and traveling) are significantly lower. Akl, Maroun, Klocke, Montori,
and Schünemann (2005) estimated that the expenditures for a web
survey were one-third of those for a postal survey.

Online questionnaires can be divided into two main types: email surveys
and web-based surveys.

Email Surveys
Email surveys entail embedding the questionnaire in, or attaching it to, an
email message. The former involves including a questionnaire in the main
body of the email text, with the recipients marking their answers in the
space provided and then replying to the sender. In contrast, the latter
method requires the recipients to download the instrument, answer the
questions, and then send the completed form back as an attachment. Both
procedures are popular among research students for obvious reasons, but
they also have shortcomings. As Dommeyer and Moriarty’s (1999/2000)
study shows, the administration procedures of the embedded form are
simpler, which leads to a higher response rate, while the response rate of
the attached form becomes lower because of the more complicated pro-
cedures to response and concerns about viruses. On the other hand,
embedded questionnaires must be typed in “flat” or “plain” text and can
have very limited formatting, making them a far cry from the professional
appearance of attached documents.

The currently recommended practice of email surveys is a hybrid
method that also involves web-based questionnaire administration: Email
messages are sent to potential respondents inviting them to participate
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in the survey and pointing them to the appropriate URL address that
is included in the message in the form of a hypertext (Michaelidou &
Dibb, 2006).

Web-Based Surveys
Compared with its purely email-based counterpart, the web-based survey
is more efficient and attractive. As described above (in Section 2.9), various
software packages for creating web questionnaires enable the researcher
to produce visually appealing instruments with special features to prevent
certain problems (such as missing data).

With regards to the actual administration process, the procedures are
similar to the ones used for email surveys but are more versatile: The
investigators contact various Internet discussion groups, bulletin boards,
chatrooms, and lists, and/or initiate some sort of snowball sampling by
emailing potential participants, and then hope for a sizable sample. Yet,
despite the attractive features, online survey response rates tend to be lower
than return rates of traditional postal surveys (see Bryman, 2008; Shih &
Fan, 2008): According to Shih and Fan’s (2008) meta-analysis, although
there is considerable variation from study to study, the average difference
might be as much as 10%. Interestingly, their meta-analysis also indicates
that certain populations, most notably college students, are exceptions to
this general trend.

Guidelines for Increasing Online Survey Return Rates
While some of the response boosting strategies for mail surveys are applic-
able to online survey, the following are strategies specific to the online
survey (see, e.g., Michaelidou & Dibb, 2006; Porter & Whitcomb, 2007;
Shih & Fan, 2008; van Selm & Jankowski, 2006):

• Incentives such as being entered in a lottery, offering a software down-
load, or receiving some tangible reward (e.g., a book token or money)
can be used to encourage participants to complete the survey. (Of
course, this strategy has been extensively abused by the spam messages
we regularly receive telling us we have just won a million dollars).

• The length of web-based questionnaires should be kept as short as
possible. No longer than 20 minutes is preferable (Umbach, 2004)
and we should pay special attention to designing the first few pages
where the dropout rate is the highest (Ganassali, 2008).

• A progress indicator is useful in showing respondents how much is left
to complete (Couper, Traugott, & Lamias, 2001). This can stop people
from abandoning the questionnaire halfway through completion.

• Multiple attempts should be made to contact potential respondents
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(e.g., pre-notifications, reminders and replacement surveys, and
thank-you notes). With regard to follow-up reminders, the timing to
send them needs to be shorter than with traditional mail surveys
(perhaps even as short as a week).

• A mixed-mode strategy (electronic and pencil-and-paper question-
naire) might be useful to reach respondents without any Internet
access and this approach might also be useful with highly hetero-
geneous target audiences (e.g., in terms of age or social characteristics).
There is a danger, however, that even minor differences in the layout
and formatting of the different versions may elicit different responses
from the respondents (see Potaka, 2008, for ways of dealing with this
issue in New Zealand’s 2006 census).

• Anonymity: Although the general perception is that web-based
research is truly anonymous, with email surveys the researcher can
identify the respondents easily, and it is technically possible to trace
back most participants in a web-based survey as well (particularly
when the website requires a special PIN code or password to log in).
Therefore, it is important to offer some convincing reassurance of
confidentiality to potential participants.

The Sampling Problem in Online Surveys
In concluding the discussion of online surveys it is important to note that
the most acute problem associated with this type of questionnaire
administration is that it is usually not possible to apply any systematic,
purposive sampling. However, before we decide that this lack of control
over who will eventually participate in the study should disqualify such
projects from the category of scientific inquiry, we should recall that non-
probability sampling (and especially convenience sampling) is the most
common sampling strategy even in non-web-based surveys (see Section
3.1.1). So, the main problem does not necessarily concern the unprincipled
selection procedures but rather the fact that the actual sample that com-
pletes the web-based survey may be much more heterogeneous than in
traditional research, largely consisting of self-selected participants. As a
result, even if we have thousands of responses, it may be difficult to decide
how to generalize the findings.

3.3 Strategies to Increase the Quality and Quantity of
Participant Response

The main message of this section can be summarized in three words:
Administration procedures matter! It was emphasized more than once in
the previous two chapters that the “Achilles heel” of questionnaires as
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measuring instruments is that it is difficult to get respondents to spend
enough time and effort completing them. Educational researchers are in
a slightly better position in this respect because schoolchildren are often
willing to work hard on a task simply because it is assigned to them,
but the older the students get, the less this is so. Adults—and also young
adults—are usually perfectly aware of the fact that they have nothing to
gain from participating in the survey and may also see the questionnaire
as an intrusion both literally and metaphorically. Haven’t we all thought
at one time or another that a questionnaire we have received was nothing
but a nuisance? As Gillham (2008, p. 10) rightly notes, “The market is
questionnaire saturated,” and even if someone completes and returns a
questionnaire, the chances are that he/she will not have worked hard at
the answers.

Regrettably . . .
“People tend not to take questionnaires seriously; their answers may be
frankly frivolous.”

(Gillham, 2008, p. 13)

In view of these handicaps, the researcher’s task to motivate the
respondents to give truthful and thoughtful answers to all the relevant
items on the questionnaire might seem daunting, if not impossible. The
good news, however, is that people in general like to express their opinions
and do not mind answering questions as long as they think that the survey
is related to a worthy cause and that their opinion will be taken seriously.
Thus, if we take sufficient care planning and executing the administration
process, we can successfully build on these human characteristics and can
secure the cooperation of our participants. The following strategies have
been found effective in achieving this objective.

3.3.1 Advance Notice

Surprising as it may sound, the administration of the questionnaire really
does not start when the survey administrator first appears on the scene
with a bundle of sheets in his/her hand. In most cases several important
things about the survey have been determined by the respondent by that
time. For example, Sudman and Bradburn (1983) conclude that most
refusals to cooperate occur before the interviewer has had a chance to
explain fully the purposes of the survey. In a paper entirely devoted to
analyzing test/questionnaire administration, Clemans (1971, p. 193) also
emphasizes that “To a very considerable extent, the examinee’s attitudes
toward the test will have been formed before the day it is administered.”

One important factor that influences the respondent’s initial disposition
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is the person’s attitude toward questionnaires in general. Some people
simply cannot stand any kinds of self-completed forms and there isn’t
much we can do about it. What we can do, however, is to announce the
questionnaire a few days in advance and to send each participant a printed
leaflet that explains the purpose and nature of the questionnaire, contains
a few sample items, and invites participation. This is an effective method of
generating a positive climate for the administration and it also reduces the
anxiety caused by the unexpected and unknown. Such advance notice also
raises the “professional” feel of the survey, which in turn promotes positive
participant attitudes.

3.3.2 Attitudes Conveyed by Teachers, Parents, and Other
Authority Figures

Data gathering often takes place in someone’s “home ground”; in school
settings, for example, students usually hear about the survey first from
their teachers. The important thing to note with respect to this is that
participants are rather quick to pick up their superiors’ (e.g., teachers’ or
bosses’) attitude toward the survey and only acquiesce if the message they
receive is unambiguously positive. Similarly, parental disposition can also
have a major impact on students’ willingness to respond. It is therefore
an imperative to win the support of all these authority figures in advance.

An important aspect of securing the cooperation of the people who are
in charge within the questionnaire administration context is to start at the
top. Even if we have personal contacts in a particular school, it is advisable
to approach the headteacher (or even the chief education officer of the
region) first and ask for a formal consent to approach the designated
teachers to discuss the possibility of conducting research among their
pupils. The official request, which is usually a formal letter, should obvi-
ously outline the aims, the design, and the methods of the research, and
should offer some rationale in terms of the survey’s relevance to education
(Oppenheim, 1992).

3.3.3 Respectable Sponsorship

A further factor that might work positively for survey administrators before
they have even opened their mouths is some respectable and impressive
institutional sponsorship of the study. If we can claim to represent an organ-
ization that is esteemed highly by the respondents, the positive reputation
is likely to be projected onto the survey. If our institution is less known
among the participants, a short leaflet describing its main features (and
its strengths!) might tip the balance in favor of the survey. Similarly, a
letter of introduction from someone influential can also boost question-
naire attitudes.
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3.3.4 The Presence of a Survey Administrator

After all the preliminary considerations, we have finally arrived at the
actual day of the survey. The first issue to consider is how important it is
for a member of the survey team to be actually present during the adminis-
tration of the instrument. With large-scale school surveys, the questionnaire
is often distributed by the students’ own teacher, which is understandable
from a logistic point of view but not recommended from a motivational
point of view. A study conducted by Strange et al. (2003) among school-
children, for example, indicated a definite preference for the presence of
the researcher; as one girl commented, “It would have helped if we had had
one of the actual researchers, we had to have our tutor which was a bit
embarrassing and I didn’t feel like asking him questions about the ques-
tionnaire” (p. 340). The study also showed that participants were more
likely to provide personal information when the researcher was present.

3.3.5 The Behavior of the Survey Administrator

On the actual day of a group-based survey, the survey administrator is
facing the participants and is about to launch into his/her pep talk.
However, before we look at what he/she should say, we must realize that
the administrator’s behavior also conveys important messages to the
respondents in line with the saying, “Actions speak louder than words.”
Survey administrators are, in many ways, identified with the whole survey
and, therefore, everything about them matters:

• Their clothes should be businesslike but certainly not more formal
than what is typical in the given environment.

• The way they introduce themselves is important: friendliness is impera-
tive and smiling usually breaks the ice effectively.

• Their overall conduct should be professional to represent the serious
character of the survey without being stiff and unnatural.

A crucial aspect of the survey administrators’ behavior is that it should
exhibit keen involvement in the project and show an obvious interest in
the outcome (Clemans, 1971). They should establish rapport and give
encouragement, thereby projecting positive attitudes and “pulling along”
the respondents. Skilled questionnaire administrators are able to sustain
rapport and participant motivation throughout the whole questionnaire
completion process.

3.3.6 Communicating the Purpose and Significance of the Survey

Although actions may speak louder than words, this does not mean that
words don’t matter. An important element in “selling” the survey to the
participants is communicating to them the purpose of the survey and
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conveying to them the potential significance of the results. People tend not
to mind answering questions if they see the point. We should also be aware
of the fact that, as Gillham (2008) warns us, in our information-conscious
age there is a general suspicion that much more data are stored about
us than what we know of, and that even “anonymous” information can
be identified. Therefore, unless researchers explain why the information
is being collected and how it will be used, some people may be reluctant
to complete the questionnaire or to provide true answers even if nothing
sensitive is being targeted.

Indeed . . .
“If respondents are clear about what you are trying to find out and why,
they are much more likely to respond appropriately and helpfully or,
indeed, at all. There is a curious convention that if you tell respondents
what you are trying to find out this will ‘bias’ them. It might simply
make them more helpful. If you are mysterious about the purpose of the
questionnaire they may be disinclined to answer or misunderstand the
purpose, and so bias their answers in that way.”

(Gillham, 2008, p. 38)

Just like the cover letter in a postal survey, the introductory speech of
the questionnaire administrator needs to be carefully designed. It should
briefly cover the following points:

• introduction
• the sponsoring organization
• purpose of the survey and its potential usefulness
• why the particular participants have been selected
• assurance of confidentiality
• the usual duration of completing the questionnaire
• any questions?
• thank you!

A word of caution: The manner in which the questionnaire is presented
can have a considerable impact on the participants’ performance. By means
of illustration, Clemans (1971) reports on a study in which the same test
was introduced to three different groups first as an “intelligence test,” then
as an “achievement test,” and finally as a “routine test.” Because of the
different connotations and inherent motivating characteristics of these
three conditions, there was a significant difference between the test results,
with the “intelligence test” group doing best, followed by the “achievement
test group” and finally by the “routine test” group.
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3.3.7 Emphasizing Confidentiality

Questionnaires administered in educational settings often contain sensi-
tive items such as the evaluation of the language course (see also Sections
2.1.3 and 2.6.3). Students cannot be expected to provide honest informa-
tion and possibly make critical statements about such issues unless we
manage to convince them about the confidentiality of the investigation.
Simply saying that the data will be treated confidentially, or making the
questionnaires anonymous, may not be a sufficient guarantee for some
respondents. As already mentioned briefly, in a study that involved the
appraisal of a range of situation-specific factors and motives (Clément
et al., 1994), we made a big “fuss” about handing out envelopes to the
participants and asking them to put the completed forms in these and then
seal them. The administrator, who was external to the school, then
stamped every single envelope in front of the students with a university
stamp before collecting them. The strategy worked.

3.3.8 Reading Out the Questionnaire Instructions

It is a general experience in educational psychology that people do not
tend to read written directions, and this also applies to the printed instruc-
tions of the questionnaire. Therefore, it is advisable for the administrator
to read the initial instructions out loud while the respondents read the
text silently.

3.3.9 The Style and Layout of the Questionnaire

As argued earlier, respondents are normally willing to spend time and effort
on a questionnaire if they believe that they are contributing to a serious
investigation. One factor that plays an important role in convincing them
about this is the professional quality of the questionnaire. The tone and
content of the printed instructions, the layout and typesetting of the items,
and small details such as thanking the participants for their cooperation,
can all contribute to the formation of a general good impression about
the survey, which in turn affects the quality of the responses.

Well said . . .
“In designing questionnaires it is not merely important for us also to
look at things from the respondents’ point of view; we must make them
feel that we are doing so.”

(Oppenheim, 1992, p. 122)

Thus, when designing the questionnaire we should not only strive for a
psychometrically reliable and valid instrument but also for an intrinsically
involving one. As Oppenheim (1992) emphasizes, besides eliciting answers,
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each question also has a covert function to motivate the respondent to
continue to cooperate. So, it may be worthwhile sometimes to be a bit
more long-winded, and instead of giving short prompts such as “age of
starting L2 studies” we could state each question in full, including the word
“please.” Of course, as with so many things in questionnaire construction,
a delicate balance needs to be struck here between considerations of style
and length.

In Section 2.1.2, I argued that attractive layout is an important tool in
making the questionnaire engaging. A variety of question styles can make
the answering process less monotonous, and an interesting (but not con-
fusing!) variety of graphic features (fonts, spacing) can create a fresh
atmosphere. It was mentioned in an earlier section, for example, that a
successful strategy someone used was to print documents on thick, beige
paper in order for recipients to take them more seriously (Newell, 1993).

3.3.10 Promising Feedback on the Results

Christopher Ryan (personal communication) has always maintained that
survey researchers can do great damage if they pursue what he called a
“slash and burn” strategy. By this he meant that surveyors typically exploit
their participants without offering anything in return—as soon as the data
have been gathered, they disappear. On the other hand, if someone puts
reasonable effort into answering the questions, this involvement will create
a natural curiosity about the project and its outcome. It is therefore not only
a nice gesture but it also prepares the grounds for future surveys if we offer
to send respondents some sort of feedback on the results (e.g., an article or a
copy of the research report). Not everybody will need this, though; in order
to avoid any unnecessary waste of paper, we can include a box for people
to check if they would like to receive further information. The natural
place for this box is somewhere at the end of the questionnaire (see Section
2.2.4) but mentioning it at the beginning can serve as an incentive.

Absolutely!
“Remember, if you make a promise to send them something, you
really must remember to do it.”

(Brown, 2001, p. 87)

3.4 Questionnaire Administration, Confidentiality, and Other
Ethical Issues

To conclude this chapter on questionnaire administration and data collec-
tion, we need to consider aspects which, although unrelated to the psy-
chometric qualities of the measuring instruments, concern the respondents
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as human beings. The hard fact is that survey research is inherently intru-
sive and the data we obtain can be abused. Therefore, investigators wishing
to adopt this methodology need to be aware of and observe certain basic
research ethical principles. As a preliminary, let me emphasize that in
several countries detailed legal and institutional frameworks are in exist-
ence, governing every aspect of conducting research, including analyzing,
reporting, and storing the obtained data. In the US, for example,
researchers have to submit a detailed research plan for approval to an
Institutional Review Board (IRB) prior to starting their investigations in
order to comply with federal regulations that provide protection against
human rights violations. These regulations also apply to graduate (MA
or Ph.D.) research, and only in exceptional circumstances will Graduate
Schools accept a thesis or dissertation without some sort of “human sub-
jects” approval. There are elaborate procedures to go through, including
filling in forms offered by each university’s review board (for more details,
see Duff, 2008; Mackey & Gass, 2005).

3.4.1 Basic Ethical Principles of Data Collection

Drawing on Oppenheim’s (1992) and Sudman and Bradburn’s (1983)
discussion of ethical issues in survey research, the following five general
principles can be compiled:

Principle 1: No harm should come to the respondents as a result of their
participation in the research. This is the primary ethical principle govern-
ing data collection and it overrides all other considerations.

Principle 2: The respondent’s right to privacy should always be respected,
and no undue pressure should be brought to bear. That is, respondents are
perfectly within their rights to refuse to answer questions without offering
any explanation, and they have the right to decide to whom and under
what conditions the information can be made available. No information
can be published about identifiable persons or organizations without their
permission.

Principle 3: Respondents should be provided with sufficient initial
information about the survey to be able to give their informed consent
concerning participation and the use of data. The key issue here is what we
consider “sufficient”; I believe that providing true information about the
extent to which answers will be held confidential as well as how and for what
purpose the data will be used is a minimal requirement. In some contexts
the respondents’ consent must be confirmed with their signature; however,
we should also note that a request for consent in too formalized a manner
can raise undue suspicions that something is not quite right about the
survey, and this can reduce the response rate (Sudman & Bradburn, 1983).

Principle 4: In the case of children, permission to conduct the survey
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should always be sought from some person who has sufficient authority.
Relevant legal requirements vary from country to country, so we need to
check these carefully, otherwise the obtained data can be invalidated. I will
come back to this point in the following section (Section 3.4.2).

Principle 5: It is the researcher’s moral and professional (and in some
contexts legal) obligation to maintain the level of confidentiality that was
promised to the respondents at the onset. We need to make sure that we do
not promise a higher degree of confidentiality than we can achieve.

To reiterate, in many countries, observing these principles is also
enforced by legal and institutional requirements, and university researchers
may have to submit an application to an Institutional Review Board (IRB)
prior to embarking on data collection. For a more detailed discussion of
research ethics in applied linguistics, see Dörnyei, (2007), Duff (2008), and
Mackey & Gass (2005).

3.4.2 Obtaining Consent for Children

Many, if not most, educational studies are conducted within schools or
other educational institutes, targeting schoolchildren, who may not be in a
position to represent themselves appropriately. The main question is to
decide who has sufficient authority to give consent in such cases: the legal
guardian (particularly, parent), the children’s teacher(s), or both. In this
respect the existing legal and ethical research frameworks differ greatly
across countries. It is my view that unless there exist legal requirements
stating otherwise, it may not always be necessary to ask for parental consent
when surveying schoolchildren. In the case of “neutral” questionnaires
that do not contain any personally sensitive information, permission to
conduct the survey can be granted by the children’s teachers. Teachers are
usually aware of the significance of legal matters and therefore if they have
any doubts about who should authorize the project they will seek advice.

In case parental permission is needed for the research, a common pro-
cedure is to send an information leaflet along with a consent form to the
children’s parents to be signed. In order to avoid cases when the parent has
nothing against the survey but simply forgets to return the consent form, an
alternative way to go about this (provided, of course, there are no contra-
dicting legal requirements) is to merely advise the parents about the pro-
posed research and the fact that their child has been chosen (among others)
to take part in it, and that parental permission will be assumed unless the
parents object before the proposed starting date (Oppenheim, 1992).

3.4.3 Strategies for Getting Around Anonymity

We saw in Section 2.1.3 that—from the researcher’s point of view—
respondent anonymity is often undesirable in survey research, because
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without proper identification we cannot match survey data with other
sources of information obtained about the same participants (e.g., course
marks or other questionnaires). The other side of the coin, however, is
that with certain sensitive questions anonymity may be desirable from
the respondents’ point of view because they may feel safer this way in
providing less self-protective and presumably more accurate answers. Is
there a way to “have the cake and eat it too”? That is, can we devise
administration procedures that provide the assurance of anonymity and
yet produce identifiable data? In the following I will describe two attempts
to achieve this objective. One used is my own past research; the other,
reported in the literature.

Identification Through the Seating Plan
There may be situations when, even though you do not promise anonym-
ity, you do not want to include the rather salient and potentially loaded
task of the respondents identifying themselves by name in the question-
naire. In certain group administration contexts this can be avoided by
putting a pre-coded identification number on each questionnaire and then
recording the respondents’ exact seating plan during the questionnaire
administration (with the help of the students’ class teacher, for example).
If we hand out the pre-coded questionnaires in a specific order, we will be
able to match the code numbers with the respondents’ names through the
seating plan. In my experience no one has ever complained about, or even
raised the issue of, the identification numbers on the questionnaires, and
I make it absolutely certain that the names remain confidential.

A Self-Generated Identification Coding Procedure
The identification procedure just described does not ensure anonymity but
only saves the salient act of students’ writing their name on the question-
naire. A more complex method of ensuring identifiable anonymity has been
piloted by Kearney et al. (1984) with some success. This method involves
students’ generating for themselves a unique personal code number and
including this on every document they complete—hence the possibility for
data linkability. Of course, no one except them would know the identity
behind the identification code—hence the assurance of anonymity.

Asking students to make up a code name for themselves has been tried
in the past more than once, but the problem with this method is that
in longitudinal studies some respondents will almost inevitably have dif-
ficulty remembering their ID codes over long intervals. The novel element
in Kearney et al.’s (1984) technique is that respondents do not create an
imaginary ID code or password but rather generate a code by providing
specific code elements that are well known to them but not to the
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researchers, such as their own or their parents’ initials or birth dates, or
specific digits of their street addresses or telephone numbers. So, a tem-
plate for the students’ personal identification number would specify each
digit separately. This is obviously not an unbreakable code because some-
one who knows the students well can have access to enough code elements
to identify the students, but the procedure works well under many research
conditions. Of course, there is also the danger of someone not knowing
the required information, or some key events in one’s life changing (e.g.,
moving to a new house or when a new brother/sister is born)—and
indeed, Kearney et al. (1984) report only a 78.1% successful linkage rate
for an interval of one year—but the method appears to be reliable for a
cross-sectional study that does not involve a long interval between the
various data collection procedures.

82 • Administering the Questionnaire



 
CHAPTER 4

Processing Questionnaire Data

Having designed a questionnaire and administered it to an appropriate
sample is half the battle. Now comes the final phase of our research, the
processing of the data. The starting point of this phase is the very salient
presence of stacks of completed questionnaires taking up what little empty
space there is in our office. Accordingly, our initial priority is to get rid of
these stacks and transform the information that is hidden in these piles of
questionnaires into a more useful form that we can easily store, access, sort,
and analyze (Brown, 2001).

Indeed . . .
“Many books seem to deal with programming for particular sta-
tistical analyses, but few detail the painful experience of going from a
stack of disorganized hard copy to on-line data that are trustworthy.”

(Davidson, 1996, p. ix)

Questionnaire data are most usable if they are stored in a computer file.
This is a prerequisite to any professional analysis of the data, but even
if you are engaged in a small-scale investigation that is not intended to
result in a research publication you can save a lot of time if you enter
the data into a spreadsheet, for example. Modern computer programs
tend to be so user-friendly that one can often learn to use them with
less effort than would be required, for example, to calculate the mean (i.e.,
the average) scores of the questionnaire responses manually, using a pocket
calculator.
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This chapter will describe the consecutive steps in processing question-
naire data. We will start with methods of scoring and coding the responses
and then entering the data into a computer file. Following this, I will discuss
the analysis of closed- and open-ended items separately. The chapter will
be concluded by summarizing the main types of computer software we can
utilize for our research, the most important aspects of reporting question-
naire data, and finally the various ways we can complement our survey
data with information obtained from other sources. It may be worth reit-
erating at this point that this chapter will not elaborate on statistical and
qualitative techniques of data analysis. I have discussed these procedures in
some detail in Dörnyei (2007).

4.1 Coding Questionnaire Data

Most data analysis software handles data in a numerical rather than in
an alphabetic form, and even with programs that allow the storage of
information recorded as letters, the procedures that are available for
handling such data are limited compared to the vast arsenal of statistical
techniques to be used with numerical responses. Therefore, the first step
of data processing usually involves converting the respondents’ answers to
numbers by means of coding procedures. As we will see, these procedures are
more straightforward with closed-ended questions; processing open-ended
questionnaire items requires some sort of content analysis.

4.1.1 First Things First: Assigning Identification Codes

Before we get down to actual coding, there is an important task to carry
out, which is too often omitted: Assigning to each questionnaire a unique
identification code. In practice this involves taking each questionnaire one
by one and numbering them sequentially by writing a code number in one
of the top corners of the front page. Questionnaires coming from the same
group (e.g., same school or class) should be kept together and marked with
a special code; for example, the first one or two digits of the questionnaire
code can refer to the school, the next one to the particular class within the
school, and the final numbers identify the individual learners.

4.1.2 Coding Quantitative Data

Having marked each questionnaire with an identification number, we
are ready to embark on the coding of the items. Except for extensive
texts obtained by open-ended questions (which require special content
analysis—see Section 4.4), the coding process for each item involves con-
verting the answer into a numerical score. Because numbers are meaning-
less in and of themselves and are all too easy to mix up, a major element of
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the coding phase is to define each variable and then to compile coding
specifications for every possible “value” that the particular variable can
take. For example, gender data are usually labeled “sex” and it can take two
numerical values: “male” is usually coded “1” and “female” “2.”

With closed-ended items, such as Likert scales (see Section 2.4.1), coding
is usually straightforward: each predetermined response option is assigned
a number (e.g., “strongly disagree” = 1, “disagree” = 2, “neutral” = 3,
“agree” = 4, “strongly agree” = 5). For simple open-ended questionnaire
items (e.g., a background information question such as “What foreign
languages have you learned in the past? ”) the coding is more complex
because it can have many categories (e.g., German = 1, French = 2, etc.),
in fact, as many as the number of the different answers in all the question-
naires. Thus, with such items the coding specifications are continuously
extended during the processing of the data, with every new language
mentioned by the respondents being assigned a new number.

The coding of other open-ended questionnaire items that elicit more
diverse or longer responses, however, may go beyond the mechanical
conversion of a category into a number and may require a certain amount of
subjective interpretation and summary on the part of the coder. For exam-
ple, with a question such as “What is your favorite leisure activity?” the
task is to condense the diverse information contained in the responses into
a limited number of categories; ongoing decisions will need to be made
about whether to label two similar but not completely identical responses
(for example, “walking the dog” and “going for a walk”) as the same
or whether to mark the difference somehow. These decisions will be a
function of qualitative interpretation by the researcher in light of the
broader purpose and nature of the particular study.

In the past, researchers have had to compile a “codebook” that included
the coding frames for each variable in their investigation (and thus the first
edition of this book contained a section describing this). However, the data
files in the latest versions of modern statistical software (such as SPSS)
offer such convenient facilities to include detailed descriptions of all the
variables and values that many researchers nowadays simply incorporate
the codebook into the data file.

4.2 Inputting the Data

Having sorted out the coding specifications, we need to get down to the
rather tedious and time-consuming process of entering the data into a
computer file. However, before doing so we need to create and name
the data file.
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4.2.1 Creating and Naming the Data File

Creating a new data file is easy in modern statistical software. However,
the nature of data files is such that we regularly make changes in them
during the process of data analysis (e.g., recoding variables or computing
new composite variables) and one of the recurring problems I have
encountered with novice (and not-so-novice) researchers is that multiple
versions of the data files are stored next to each other, with file names
becoming confusing and the files getting mixed up. Furthermore, in most
studies we are likely to return to the dataset at later stages, and without a
foolproof naming/labeling system it might be a daunting task to sort out
which file is what. Therefore, it is worth adopting a systematic process;
my preferred practice involves giving the data file a simple generic name
and whenever I make any changes in the file, I save the modified file
under a new version name (usually by sequencing the file names; e.g.,
“Motivation_data_1,” “Motivation_data_2,” etc.). My rule of thumb is
that no change in the data file should be saved under the old file name
because this would make it very difficult (if not impossible) at a later stage
to trace back what we have done.

4.2.2 Keying in the Data

All of us involved in survey research have spent countless number of
hours in front of a computer screen typing seemingly endless rows of
figures. However boring and mechanical this job may be, it is essential
that we maintain concentration because every mistyped number will be a
contamination of the dataset. In agreement with Brown (2001), I have
found that one way of making the task more interesting and more accurate
is to work with a partner, taking turns at dictating and typing.

When keying the data, we often come across a special category for cases
when no answer has been given (e.g., because someone overlooked the item
or intentionally avoided it)—such missing data are often treated by leaving
the particular cell empty (rather than following the traditional practice of
typing in a set number such as “99”). This ensures that we do not mix up real
values with missing data values by accident, and there will be opportunities
later for each statistical analysis to decide how to handle missing data.

Fred Davidson’s Plea for Backing up Data
“Law 1: Back it up.
Law 2: Do it now.

—Anonymous

I have noticed that nobody seems to learn to back up data until he or

86 • Processing Questionnaire Data



 

she has a serious disaster with data that are personally quite important.
Please prove me wrong and abide by these two laws as early in your
data career as possible.”

(Davidson, 1996, p. 15)

The traditional (and still frequently used) method of entering data
into a computer file involves creating a rectangular text file (e.g., a word
processing file saved in a “text only with line breaks” file format) in which
each horizontal line contains the data from a particular questionnaire and
each vertical column (or set of columns) represents a particular variable.
So, the final text file would look something like this (note that missing
values have been left blank):

214 673342 31 5452731 261615 262512 13 423
215 565554 54 545 521 261616 262526 143333
216 542221 21 5661312 251617 152526 134 33
217 474232 43 6352621 472617 261516 133424
218 6 3453 44 5371631 361615 261724 134354

During the past decade technology has come a long way and there are
now several more user-friendly ways of keying in data; interestingly, some
of these still follow the rectangular (rows for respondents, columns for
variables) format:

• There are various computer spreadsheet programs (such as Excel)
which allow for setting up rows and columns in an electronic form.
These programs can even execute certain statistical procedures, and
the data entered through them can usually be read, or converted for
use, by other, more sophisticated statistical packages.

• “SPSS,” which is one of the most frequently used statistical packages
in the social sciences, has its own Data Editor screen, which pro-
vides a convenient, spreadsheet-like method for creating and editing
data files.

• One of the main functions of specially designed software for survey
research (see Sections 2.9 and 4.5) is to facilitate data entry. These
packages also allow respondents to key in their answers directly,
following an online version of the questionnaire (which means that
no hard copy of the questionnaire record is created).

• Some specialist programs even allow structuring the computer screen
for the purpose of data entry to look like the original questionnaire.
This can make the link between the hard copy and the electronic file
more straightforward, which helps to reduce any typing errors.

Processing Questionnaire Data • 87



 

4.3 Processing Closed Questions

Closed-ended questions are the most common types of questionnaire
items. The complete processing sequence of such questions involves a num-
ber of consecutive steps, starting with the initial data check and cleaning,
and concluded by the statistical analyses of the data.

4.3.1 Data Cleaning

The initial data file will always contain mistakes. Some of these are the
result of human error occurring during the data entry phase (e.g., typing
the wrong number) and some are mistakes made by the respondent when
filling in the questionnaire. Data cleaning involves correcting as many of
these errors and inaccuracies as possible before the actual analyses are
undertaken. This is an indispensable phase of preparing the data because
some mistakes can completely distort our results. The main checks and
techniques are as follows:

• Correcting impossible data. Most items have a specific range, deter-
mined by the given response options or by the inherent logic of
the item. A quick frequency listing of all the items can expose
out-of-range values; for example, with a six-point Likert-scale a value
of 7 is obviously incorrect, and if someone’s age is entered as 110, we
can also suspect human inaccuracy. Once such impossible values
have been detected, we need to check the hard copy of the particular
questionnaires, and then re-enter the correct values.

• Correcting incorrectly entered values that conform to the permissible
range. It is easy to detect and correct a value of 7 with a six-point
Likert-scale. But what about a typing error in the same scale when
“5” has been recorded instead of “4”? The only way of detecting such
a mistake is by means of a very laborious procedure, whereby the
entire data bank is re-entered in a second data file and then the two
data files (which ought to be identical) are computer-checked for
correspondence with each other.

• Correcting contradicting data. Some questionnaires have “routed”
items, which means that some questions are to be answered only
if the respondent gave a particular answer to a previous question.
For example, if a language learner gives a negative answer to the
question “Have you ever stayed in the L2 environment for an extended
period?” and then answers “6 months” to the subsequent “If so, for
how long?” question, something is obviously wrong. Depending on
the type of questions asked, several other logical checks are also con-
ceivable. In any case, when such inconsistencies are found, a closer
inspection of the questionnaire can usually help us to remedy these,
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but sometimes the only way of getting rid of the contamination is to
eliminate both parts of the contradicting or illogical combination.

• Examining implausible data. The data check may highlight values that
are inconsistent with the rest of the dataset, for example, because they
are way out of the usual range. If such “suspicious” values are not
merely the result of a typing error, they are referred to as outliers.
They can indicate an out-of-the-ordinary but true response but they
can also be caused by respondent carelessness or intentional silliness
(which does happen with some participants). If a close analysis of the
response patterns in the particular questionnaire points to one of the
latter two options, we should consider eradicating the spurious
information so that it does not bias the results. If we cannot make an
unambiguous decision, we may conduct the main analysis twice, with
and without the outlier, and see if the outcome will provide a clue
about how to handle the outlier.

4.3.2 Data Manipulation

Data manipulation involves making changes in the dataset prior to the analy-
ses in order to make it more appropriate for certain statistical procedures;
it does not involve biasing the results one way or another. Three issues
in particular need attention: (a) handling missing data, (b) recoding certain
values, and (c) considering standardizing the data.

Handling Missing Data
One issue that should definitely be resolved before starting the data analy-
sis is deciding what to do with missing values. They are a nuisance in many
ways. First, it is not always clear whether the lack of any useful response is
meaningful or not. For example, if Rupert is asked about what foreign
languages he speaks and he leaves the question unanswered, would this
mean that (a) Rupert only speaks his mother tongue, (b) he has skipped
the question by mistake, or (c) he has intentionally refused to answer?

Second, for the purpose of certain statistical procedures a single missing
value can invalidate an otherwise complete questionnaire. For example, in
multivariate statistics when many variables are examined at the same time,
some programs (e.g., AMOS, a well-known program used for structural
equation modeling) can set it as a basic requirement to have valid values
for every variable for a case, or the case will be automatically excluded from
the analyses. Given that, regrettably, it is quite common to have a few
missing values in every questionnaire, we can end up losing as much as
half of our sample this way, which is clearly undesirable. In such cases
the program might offer some ways of imputing the missing data that
are unlikely to change the results, for example by including item means or
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maximum likelihood estimates. Luckily, several statistical procedures allow
for a choice between listwise deletion and pairwise deletion: The former
refers to the “hard” line whereby one missing value deletes a whole case
from all the analyses even if some of the available data could be used for
certain calculations. The latter refers to the temporary deletion of a case
from the analysis only when specific statistics are computed that would
involve the particular missing value.

In sum, missing data are always something to bear in mind and it
is advisable to go through all our variables prior to the statistical analy-
ses to check whether missing values have been properly recorded and
interpreted. If we have “0” values coded, we would also need to consider
whether these should be assigned a missing value status.

Recoding Values
It has been recommended earlier (in Section 2.6.2) that in order to avoid a
response set whereby the respondent marks only one side of a rating scale,
it is worth including in the questionnaire both positively and negatively
worded items; this may also reduce the harmful effects of the acquiescence
bias. For example, a scale that targets positive attitudes toward the L2 class
may include the following negatively worded item: “I find my language classes
boring.” However, if we have such negatively worded items, we must not
forget to reverse the scoring for these before including them in multi-item
scales. This may sound like an obvious and trivial recommendation, but
unless one makes the recoding of such scores a compulsory step before any
real analyses, it is all too easy to forget about it.

Standardizing the Data
When we use pooled results from various subsamples (e.g., data from
different language classes), one way of controlling for the heterogeneous
nature of the subgroups is to use standardized scores. The standardization
of raw scores involves a fairly straightforward statistical conversion carried
out by the computer: the distribution of a variable within a sample is
transformed in a way that its mean will be 0 and the standard deviation 1
(for more details about these terms, see Section 4.3.6). Such a standardized
score expresses how much the individual members’ raw scores differ from
the mean score of the particular subsample, and, because the means
have been equalized, scores obtained from different subsamples (e.g.,
different classes in the school) become readily comparable. Furthermore,
because the key parameters of the score distributions (i.e., the means
and the standard deviations) are set the same in all subsamples, the
subsample scores can be meaningfully pooled. For a detailed argument
in favor of standardizing heterogeneous questionnaire data, see Gardner
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(1985, pp. 78–80); he also provides a hypothetical illustration in which a
motivation measure shows significant positive correlation with learning
achievement in two school classes when computed separately, but the same
correlation becomes non-significant when the data are pooled without
standardization.

4.3.3 Reducing the Number of Variables in the Questionnaire

Once we have completed data cleaning and data manipulation, we are ready
to embark on the examination of the obtained data. The first step in analyz-
ing questionnaire data is always to reduce to manageable proportions the
number of variables measured by the questionnaire so that the mass of
details does not prevent us from seeing the forest through the trees. The
rationale for this is that—in accordance with the arguments in Section
2.3.2—a well-designed questionnaire contains several items focused on
each content area and therefore the parallel items need to be summed up
in multi-item scales for the purpose of analysis. By so doing, we can create
fewer but broader variables that carry almost as much information as the
original variables. However, even if we have not consciously devised mul-
tiple items assessing the same target, the chances are that some questions
will tap into the same underlying trait and will therefore have to be
summed.

The procedure to compute a multi-item scale is simple: all it takes is to
calculate the mean of the constituent items. The difficult part is to decide
which items to merge. Most researchers apply one of two approaches (or a
combination of these) to determine which items belong together:

• Based on the theoretical considerations guiding the construction of
the questionnaire, we form clusters of items that are hypothesized
to hang together and then conduct an internal consistency check (see
Section 4.3.5) to determine whether our assumptions are borne out
in practice. As we will see in Section 4.3.5, some modern computer
software not only computes coefficients describing the homogeneity
of the items in a scale but can also advise us to possibly exclude one or
more items from the scale if the internal consistency of the scale
would improve in this way.

• One statistical technique, factor analysis, is particularly suited to
reduce the number of variables to a few values that still contain
most of the information found in the original variables (Hatch
& Lazaraton, 1991). Although the procedure is rather complex math-
ematically, it is straightforward conceptually: It explores the inter-
relationships of the items and tries to find patterns of correspondence
—that is, common underlying themes—among them. The outcome
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is a small set of underlying dimensions, referred to as factors or com-
ponents. This “pattern finding capacity” makes factor analysis very
useful in making large datasets more manageable and therefore it is
often used in the preparatory phase in data processing (for more
details, see Dörnyei, 2007, pp. 233–236).

4.3.4 Main Types of Questionnaire Data

Although questionnaires show a great variety, they elicit only four
main types of data: nominal (categorical), ordinal, interval, and textual.
As will be discussed in Section 4.4, the last type—open-ended and some-
times extensive verbal response—is usually converted to quantifiable cate-
gories, that is, to one of the first three data types. The main difference
between the three types of quantitative data lies in the precision of the
measurement:

• Nominal or categorical data come from scales that have no meaning-
ful numerical value, such as gender or race. Here the assigned values
are completely arbitrary; for example, for the gender variable male
is usually coded “1” and female “2,” which does not indicate any
difference in size or salience.

• Ordinal data are similar to nominal data except that greater num-
bers refer to the order of the values on a continuum. In other words,
ordinal data involves ranked numbers. For example, a multiple-choice
item with options such as “once a day,” “once a week,” “once a
month,” “once a year,” and “never” will produce ordinal data because
the answers can be placed on a “frequency” continuum.

• Interval data can be seen as ordinal data in which the various
values are at an equal distance—or intervals—from each other on a
continuum. That is, equal numerical differences in the coding imply
equal differences in the degree/salience/size of the variable being
measured. An example of such data would be L2 proficiency test
scores. It is useful to note that interval data can be transformed as
ordinal data, depending on analytical purposes. For example, learners
taking a 100-point language proficiency test can be grouped into, say,
three groups by forming a low-scoring group whose scores range
from 0 to 33, a medium-scoring group whose scores range from 34
to 66, and a high-scoring group whose scores range from 67 to 100.
The new grouping variable (having a value of 1 for the first group,
2 for the second, and 3 for the third) is ordinal in nature.

The separation of these three types of measure becomes important
when we select the statistical techniques to be used with our data. Certain
types of data can be analyzed only by means of certain types of techniques:
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The big dividing line is between parametric procedures, which require
interval data, and non-parametric procedures, which can be applied to
ordinal and even nominal data. Statistical computer packages contain a
variety of procedures belonging to both types.

4.3.5 Examining the Reliability and Validity of the Data

Reliability and validity are two key concepts in measurement theory, refer-
ring to the psychometric properties of the measurement techniques and
the data obtained by them.

• The reliability of a psychometric instrument refers to the extent to
which scores on the instrument are free from errors of measurement.
For example, bathroom scales are not reliable if they show different
figures depending on the amount of steam in the bathroom, and
neither are proficiency test raters if their evaluation varies according
to how tired they are.

• Validity is the extent to which a psychometric instrument measures
what it has been designed to measure. For example, if a test that is
claimed to assess overall language proficiency measures only gram-
matical knowledge, the test is not valid in terms of evaluating com-
municative competence, although it may be perfectly valid with
regard to the appraisal of grammar (in which case it should be called
a grammar test).

Because of the salience of these terms in educational and psychological
measurement, tens of thousands of pages have been written about them
and every research manual will provide a detailed discussion about how to
compute reliability/validity indices.

Questionnaires are scientific measurement instruments and, accord-
ingly, they must be able to yield scores of adequate reliability and validity.
Standardized questionnaires need to undergo rigorous validation pro-
cedures for different populations, and the manuals usually present a
variety of reliability and validity coefficients. For made-to-measure
research instruments that we develop for our specific research purpose,
however, it is not always feasible to provide indices of every aspect of
validity and reliability. Yet, even in cases where there are no resources and
opportunities for elaborate validation exercises, we should strive for a
questionnaire that has appropriate and well-documented reliability in at
least one aspect: internal consistency. This attribute refers to the homo-
geneity of the items making up the various multi-item scales within the
questionnaire. If your instrument has it, you can feel fairly safe.
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Internal Consistency Reliability
In order to meet internal consistency reliability requirements, a question-
naire must satisfy two conditions:

(a) Instead of single items, multi-item scales (see Section 2.3.2) are to be
used wherever it is possible.

(b) Multi-item scales are only effective if the items work together in a
homogeneous manner, that is, if they measure the same target area.
In psychometric terms this means that each item on a scale should
correlate with the other items and with the total scale score; as
mentioned already, this condition has been referred to as Likert’s
criterion of “Internal Consistency” (Anderson, 1985).

Internal consistency is generally seen as the psychometric prerequisite
for any scientific survey measurement. It does not guarantee the validity
of a scale—as in extreme cases we can imagine a scale where all the
items consistently measure something different from the scale’s intended
purpose—but the intuitive contention is that if several items seem to
measure a construct and they can be proven to measure the same thing,
then this “same thing” must be the targeted construct.

Nunnally (1978) points out that the term “internal consistency” is
partly a misnomer, because the reliability coefficient is based not only on
the average correlation among the items (i.e., internal consistency proper)
but also on the number of items making up the scale. That is, it is much
easier to achieve appropriate internal consistency reliability with 20 items
than with 3. This, of course, makes good sense: with few items the wording
of the individual items can make much more of a difference than with 20,
and therefore short scales need to display more evidence of homogeneity
than long ones to be seen as trustworthy. Although internal consistency
admittedly covers only one aspect of overall reliability, Nunnally concludes
that reliability estimated from internal consistency is usually surprisingly
close to the reliability estimated from other sources, for example from
correlations between alternative questionnaire forms.

Measuring and Ensuring Internal Consistency Reliability
Internal consistency reliability is measured by the Cronbach Alpha coef-
ficient (named after its introducer, L. J. Cronbach). This is a figure ranging
between zero and +1 (although in extreme cases—for example, with very
small samples and with items that measure rather different things—it can
also be negative), and if it proves to be very low, either the particular scale
is too short or the items have very little in common. Internal consistency
estimates for well-developed attitude scales containing as few as 10 items
ought to approach 0.80. Because of the complexity of the second language
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acquisition process, L2 researchers typically want to measure many differ-
ent areas in one questionnaire, and therefore cannot use very long scales
(or the completion of the questionnaire would take several hours). This
means that somewhat lower Cronbach Alpha coefficients are to be
expected, but even with short scales of 3–4 items we should aim at reliabil-
ity coefficients in excess of 0.70; if the Cronbach Alpha of a scale does not
reach 0.60, this should sound warning bells.

How do we obtain Cronbach Alpha coefficients? Modern statistical
computer programs make it relatively easy to conduct item analysis. The
“Reliability” procedure of SPSS, for example, not only provides the Cron-
bach Alpha for any given scale but also computes what the alpha coefficient
would be if a particular item were deleted from the scale. By looking at the
list of these “would-be” alphas for each item, we can immediately see
which item reduces the internal consistency of the scale and should there-
fore be considered for omission. Sample 4.1 presents the results of the
analysis of a seven-item scale focusing on group cohesiveness. The Cron-
bach Alpha coefficient of the total scale is 0.77, which is rather good.
However, if we look at the alpha statistics if each item were to be deleted,
we can see that deleting Item 1 would add to the internal consistency of the
scale, whereas deleting any of the other items would reduce the reliability.

A frequently asked question is, “How far should the deletion process go?”
That is, “Is it advisable to keep deleting items from a scale even after the
scale’s Cronbach Alpha has reached 0.70?” If some substantial further
improvement can achieved by deleting an item that is either somewhat
questionable or is of secondary importance in the scale, I would probably
discard it, but if the theoretical breadth or soundness of the scale would be
compromised by the deletion of the item, then it is best to leave it.

Reliability analysis can also be used to reduce the number of items in
the scale. It is sometimes necessary to discard some items from the scale,
for example for the purpose of reducing the number of items in the item
pool and making the questionnaire shorter. In this case, by relying on
suggestions from the computer we can be more confident which items to
leave out. An alternative method for making scales shorter and more
homogeneous is using factor analysis to help to eliminate items (see, for
example, Noels, Pelletier, Clément, & Vallerand, 2000, who followed this
procedure). In this case, scale uni-dimensionality is achieved by selecting
only those items that have the highest loadings on the factor that they were
written to tap. Finally, the simplest and yet effective way of ensuring that
the items making up a scale belong together is to compute correlation
coefficients for each item with the total scale score and to retain the
items with the highest correlations. Sample 4.1 shows very clearly that the
item–total correlation for Item 1 is considerably lower than all the other
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correlations, which confirms the result of the reliability analysis, namely
that the internal consistency of this scale would improve if this item was
deleted.

4.3.6 Statistical Procedures to Analyze Data

The standard method of analyzing quantitative questionnaire data in-
volves submitting them to various statistical procedures. These include a
range of different techniques, from calculating item means on a pocket
calculator to running complex statistical analyses. As mentioned earlier,
it is beyond the scope of this book to provide a detailed analysis of
the available procedures (for non-technical discussions of statistics, see
Dörnyei, 2007; Pallant, 2007). Instead, I would like to emphasize one
crucial aspect of statistical data analysis that is so often misunderstood or
ignored by novice researchers: the distinction between descriptive statistics
and inferential statistics.

Descriptive Statistics
Descriptive statistics are used to summarize sets of numerical data in order
to conserve time and space. It is obvious that providing the mean and the

Sample 4.1 Reliability analysis for “Group Cohesiveness”

Item–total Statistics (based on real data)

Item Corrected item–total
correlation

Cronbach Alpha if
item deleted

1. Sometimes there are tensions among
the members of my group and these
make learning more difficult.

.23 .80

2. Compared to other groups like mine,
I feel that my group is better than
most.

.50 .75

3. There are some cliques in this group. .44 .76
4. If I were to participate in another

group like this one, I would want it to
include people who are very similar
to the ones in this group.

.63 .72

5. This group is composed of people
who fit together.

.66 .72

6. There are some people in this group
who do not really like each other.

.47 .75

7. I am dissatisfied with my group. .58 .73

Cronbach Alpha for the seven items = .77
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range (i.e., minimum and maximum values) of a variable is a more profes-
sional way of describing the respondents’ answers than listing all the scores
that have been obtained. And if we also include the standard deviation of
the results (which is an index of the average disparity among the scores),
we have achieved a well-rounded description of the scores that would
satisfy most purposes. Thus, descriptive statistics offer a tidy way of
presenting the data we have. The important thing, however, is to note
that these statistics do not allow drawing any general conclusions that
would go beyond the sample. In practice this means that we ought to
start every sentence which describes descriptive findings by “In my sample
. . .” If we want to draw some more general lessons from the study—which
is what we usually do when we write a journal article or give a conference
presentation—we need to compute inferential statistics.

Inferential Statistics
Broadly speaking, inferential statistics are the same as descriptive statistics
except that the computer also tests whether the results that we observed
in our sample (e.g., mean differences or correlations) are powerful enough
to generalize to the whole population. It makes intuitive sense that what
we find needs to pass a certain threshold of magnitude to be of general
significance—inferential statistics basically evaluates the results against
such a threshold. Let us look at the following example. Descriptive statistics
are useful to describe the achievement of a particular class of learners.
What happens, however, if we notice that, say, the L2 learning achievement
of boys and girls shows a remarkable difference in our sample, with girls
outperforming boys (which is often the case)? Can we draw the inference
that girls tend to be better language learners? No, we cannot. Based on
descriptive statistics all we can say is that in this class girls did better
than boys. In order to venture any generalization concerning the wider
population and not just the particular sample, we need to show that the
difference between girls and boys is significant in the statistical sense. To
achieve this, we need to employ inferential statistical procedures.

Well said . . .
“When an individual uses descriptive statistics, he talks about the data
he has; but with inferential statistics, he talks about data he does not
have.”

(Popham & Sirotnik, 1973, p. 40)

Statistical significance denotes whether a particular result is power-
ful enough to indicate a more generalizable phenomenon. If a result is
non-significant, this means that we cannot be certain that it did not
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occur in the particular sample only because of chance (e.g., because of the
unique composition of the respondents examined). In other words, even if
we feel that the particular descriptive data reveal some true and more
general tendency, we cannot exclude the possibility of a mere coincidence.
For this reason, statistically non-significant results must be ignored in
research studies. That is, we must not say things like Although the mean
difference between boys’ and girls’ scores did not reach significance, girls
tended to do better than boys . . .

One important feature of statistical significance is that it is the function
of not only the magnitude of the result but also the size of the sample
investigated. It is easy to see why this is so: If we assess, say, millions of
people, even a relatively weak tendency can be regarded as typical of the
whole population, whereas with only a handful of people we cannot be
certain even about far stronger tendencies. Therefore, clever computers
take the combined effect of magnitude and sample size into account when
they calculate the significance of a result. If they mark a particular result as
significant, we can utter a sigh of relief as this means that the observed
phenomenon represents a significant departure from what might be
expected by chance alone. That is, it can be assumed to be real. Having said
that, we also need to stress here that statistical significance is not the final
answer because even though a result may be statistically significant (i.e.,
reliable and true to the larger population), it may not be valuable. “Signifi-
cance” in the statistical sense only means “probably true” rather than
“important.”

To sum it up, if researchers have some interesting data obtained from,
say, a language class and they want to use these data as the basis for making
certain more general claims, it is not enough to merely quote descriptive
statistics that support their observation. They also have to run inferential
statistical tests (such as T-tests, ANOVAs, or correlation analysis) to check if
what they have noticed is powerful enough to qualify as being statistically
significant.

4.4 Content Analysis of Open-Ended Questions

Although it was argued in Sections 1.3 and 2.5 that wide-open, essay-like
questions do not work well in questionnaires and therefore should be
avoided, questions that are slightly “less open” can have some merits and
are well worth experimenting with as long as this does not get done at the
expense of the closed questions (in terms of response time or willingness).
Because open-ended questions do not have pre-coded response options,
their processing is less straightforward than that of closed items.

Specific open questions (see Section 2.5.1) usually ask about factual
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information that is easy to summarize. With adequate coding specifica-
tions (see Section 4.1.2), the responses to these items can be turned into
distinct categories and then treated as nominal, or possibly ordinal, data
(see Section 4.3.4).

With clarification questions, sentence completion tasks, and short-answer
questions (see Sections 2.5.2 to 2.5.4), the categorization process involves
more potentially subjective elements on the part of the coder. In order to
avoid the harmful effects of such rater subjectivity, these items are to be
processed by means of some systematic “content analysis,” whereby the pool
of diverse responses is reduced to a handful of key issues in a reliable man-
ner. This is usually achieved through a stepwise process that involves two
broad phases (for a detailed discussion, see Brown, 2001; Dörnyei, 2007):

1. Taking each person’s response in turn and marking in them any
distinct content elements, substantive statements, or key points.

2. Based on the ideas and concepts highlighted in the texts (see Phase 1),
forming broader categories to describe the content of the response in
a way that allows for comparisons with other responses.

The categories obtained in Phase 2 can be numerically coded and then
entered into the data file to be treated as quantitative data. Some of the key
points highlighted in Phase 1 can also be quoted in the research report
verbatim for the purpose of illustration and exemplification, or to retain
some of the original flavor of the response.

Finally, although often omitted, qualitative data can also be checked for
reliability, for example by computing inter-coder agreement coefficients
that describe to what extent two raters agree on assigning categories to the
responses (see Brown, 2001, pp. 231–240; Dörnyei. 2007, pp. 56–62).

Well said . . .
“In practice, even the most direct forms of content analysis involve a
good deal of to-ing and fro-ing and there are almost always some loose
ends, unclassifiable elements which have to be reported as such.”

(Gillham, 2008, p. 65)

4.5 Computer Programs for Processing Questionnaire Data

There are numerous statistical software packages that can be used to pro-
cess quantitative questionnaire data. Personally, I have always used, and
been satisfied with, SPSS (Statistical Package for the Social Sciences), which
is the market leader in this category. There are also various computer pro-
grams to facilitate the qualitative analysis of transcribed texts (e.g., NVivo,
SPSS Text Analysis for Surveys). From a survey researcher’s point of view,
programs that can handle quantitative and qualitative questionnaire data
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in an integrated manner are particularly valuable. There is no shortage of
desktop packages specifically created to combine questionnaire design, data
collection, and qualitative/quantitative data analysis (there are over 30 such
programs available; for references, see Section 2.9). Although they show
considerable variation in terms of the elaborateness of the various process-
ing components, many packages can already perform most of what ordin-
ary users will ever need. Furthermore, developments in this area are so fast
that the improved versions available in a few years’ time will have ironed
out most of the currently existing shortcomings.

In Section 2.9, I introduced one particular program, Sphinx Survey,
which is an integrated, PC-based Windows package for conducting
questionnaire-based surveys (for a review, see Macer, 1999). One reason
for selecting this software has been its unique and powerful qualitative data
analysis module. All the available survey research programs on the market
can perform standard statistical operations (and for advanced statistics,
researchers can switch over to a specialized statistical software), but there is
far less available in terms of analyzing the open-ended, longer verbal
responses. The lexical module of Sphinx Survey provides a variety of
indices about open responses, ranging from total number of words and the
number of unique words, to the most frequently used words and lexical
range. The program can reduce the vocabulary of each response by elimin-
ating non-relevant words and terms, leaving a core lexicon that is readily
analyzable for content. Other sophisticated functions offer computer aided
content analysis of each text response by assigning categories to it, which
can then be analyzed by means of quantitative methods. Such lexical exami-
nations are still fairly novel in survey research and are definitely worth
experimenting with.

For the purpose of analyzing open-ended questions in surveys, SPSS
Inc. has produced a software program called SPSS Text Analysis for Sur-
veys, to categorize verbatim questions. In the process of the analysis, this
program makes it possible not only to provide statistics-based methods
(i.e., frequency of terms and phrases) but also linguistics-based methods
(i.e., grouping terms with similar meanings and identifying semantic
networks smoothly). In addition, because it is strongly linked with the
statistical modules of the SPSS software, data management for analysis
by importing and exporting the text-based results becomes easier (for a
review of this product, see Galt, 2008).

4.6 Summarizing and Reporting Questionnaire Data

Having collected and analyzed the data, the researcher’s next job is to write
up and disseminate the results. This is because, as Ortega (2005) argues,

100 • Processing Questionnaire Data



 

any research field in the social sciences, including applied linguistics, has
as its ultimate goal the improvement of human life. Therefore, it is a
researchers’ responsibility to communicate their results and the practical
significance of their research in clear, straightforward, and appropriate
language.

Survey data can be used for a great variety of purposes and each of
these might require somewhat different types of summaries and reports
of the findings. It is obvious, for instance, that a Ph.D. dissertation will
have to meet criteria that are very different from the presentation require-
ments of a summary of student achievement at a school staff meeting.
Rather than attempting to provide templates for all the diverse applica-
tions (such templates are readily available in various writers’ manuals and
also in Chs. 12–13 in Dörnyei, 2007), in the following I will focus on three
general aspects of survey reports:

• General guidelines about what to report and how.
• The technical information about the survey that needs to be included

in a professional report to accompany the actual findings.
• Presentation methods that can make survey data more reader-friendly

and digestible.

4.6.1 General Guidelines

There are two specific problem areas in reporting survey findings that
I have often observed both in my own and my graduate students’ writing:
(a) the question of how much one should be allowed to generalize;
and (b) the problem of the detached nature of the largely quantitative
summaries from the real-life situations they concern.

How Much to Generalize
With regard to the issue of generalizing the findings, it is so easy to offer
the broad and rather unhelpful guideline: Do not overgeneralize! However,
research in most cases is all about the need to produce generalizable find-
ings. After all, with the exception of “action research,” researchers in the L2
field rarely investigate a sample with the sole purpose of wanting to
know more about the particular people under investigation only. Instead,
what we normally want to do is find out more about the population (see
Section 3.1), that is, about all the similar people in the world. This means
that the crucial question to decide is what “over” means in the term
“overgeneralization.”

It would again be easy to give a less than useful, though techni-
cally correct, definition of “overgeneralization,” namely that it occurs
when we generalize the findings to a population that our sample is not
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representative of. This states, in effect, that if we examine, say, primary
school pupils, we should not generalize our findings to secondary or
university students. There is no question about the truth in this claim, and
yet it avoids the crux of the problem, which is that if we were to observe
this guideline rigidly, few (if any) studies in the educational psychological
literature could speak about “students” in general. It is clear that hardly
any investigations are sufficiently large-scale to include representatives of
every main age group, ethnicity, school type, and subject matter in a single
study (just to list four key factors)—yet the discussions of the findings are
rarely restricted to the particular subpopulation in question.

This does not mean, though, that I support overgeneralization. No, not
in the least. However, in the absence of hard-and-fast rules about what
constitutes overgeneralization, we need to strive to find a delicate balance
between the following two considerations:

• On the one hand, we may wish to be able to say something of
broader relevance (since it may severely reduce our audience if we
limit our discussion to very specific subgroups).

• On the other hand, big claims can usually be made only on the basis
of big studies.

Having said that, some classic studies in the research literature did confine
their focus to extremely limited target issues, and some famous big claims
were indeed made based on small studies.

So, the conclusion I can offer is that researchers need to exercise great
caution when pitching the level of generalization in their research reports;
this is particularly so in light of Lazaraton’s (2005) warning that using high-
powered parametric procedures may easily tempt scholars to overgeneralize
their results and to make grand claims regarding their findings. On the
other hand, along with the “Task Force on Statistical Inference” of the
American Psychological Association (Wilkinson & TFSI, 1999, p. 602),
I would encourage researchers not to be afraid “to extend your interpret-
ations to a general class or population if you have reasons to assume that
your results apply.”

Detachment from Real Life
Researchers often note how ironical it is that months of hard labor can
sometimes be summarized in one or two tables. While this may not be a
problem in basic research—after all, Einstein’s theory of relativity did not
exactly take up several volumes either—in more applied studies when
we are looking at concrete questions concerning real people, a primarily
quantitative summary may lose some of the edge and flavor of the original
issue. This is when a few open-ended items in the questionnaire might play
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a useful role in providing quotations that can help to retain or restore the
real perspective. Furthermore, as Moser and Kalton (1971) remind us, to
many readers statistical tables are dull and difficult to comprehend, and a
certain amount of verbatim quotation of answers can effectively enliven
the report (see Section 4.6.3, which describes a number of reader-friendly
presentation techniques).

How true . . .!
“If the basic research questions are complex (when are they not?) then
your data are going to look pretty thin and superficial if all you can
report are the results of a questionnaire. In a small-scale study this lack
is going to be particularly apparent.”

(Gillham, 2008, p. 99)

4.6.2 Technical Information to Accompany Survey Results

Novice researchers often make the mistake of concentrating only on the
presentation of their actual findings in their survey reports, while paying
little attention to describing their methodology. While this approach may
appear logical, it fails to take into account the fact that in order to be able to
interpret (and believe) the claims made, readers will have to be convinced
that the methodology used to produce the particular findings was appropri-
ate. This does not mean that we can only report results if our study did not
have any methodological limitations but only that we must provide a con-
cise and yet detailed summary of the main aspects of the survey, including
any known limiting factors. There is no perfect study and it is up to the
readers (and the journal editors) to decide on the value of the findings.
The following list of the main points to be covered can be used as a checklist:

PARTICIPANTS (i.e., the sample)

• Description of the sample: the exact details to be supplied depend on
the focus of the study but normally include as a minimum the
participants’:
– total number (possibly accompanied by some justification and the

total number of all the eligible people)
– age
– gender
– ethnicity (possibly accompanied by information about the partici-

pants’ first language)
– any grouping variable (e.g., number of courses or classes they come

from)
– level of L2 proficiency
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– L2 learning history
– L2 teaching institution (if applicable)
– type of tuition received.

• Any necessary additional details (again, depending on the study),
such as:
– general aptitude (or academic ability)
– socioeconomic background
– participants’ occupation or (if the participants are students) areas

of specialization
– L2 class size
– L2 teaching materials used
– amount of time spent in an L2 host environment.

• The sampling method used for the selection of the participants.
• If the sample consisted of several groups: similarities and differences

among them.

QUESTIONNAIRE

• Description of and rationale for the main content areas covered.
• Justification of why some potentially important areas have been

left out.
• Factual description of the instrument (with the actual questionnaire

possibly attached in the Appendix), including:
– number of main parts/sections
– number of items
– types of items (e.g., response types)
– scoring procedures
– language of the actual instrument administered to the sample.

• Details about the piloting of the instrument.
• Any available data concerning the reliability and validity of the

instrument.
• Details about how confidentiality/anonymity was handled.

QUESTIONNAIRE ADMINISTRATION

• Procedures used to administer the questionnaire, including:
– any advance information provided
– characteristics of the questionnaire administrator(s) (including

training/briefing, role, experience, education, etc.)
– administration format (e.g., postal; one-to-one on-the-spot; one-

to-one take-away; group, email, online)
– any special circumstances or events.

• Length of time that was needed to complete the questionnaire.
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• Duration of the complete survey (if it included several administration
dates).

• Questionnaire return rate.

VARIABLES

• Complete list of the variables derived from the raw questionnaire data,
including details of how they were operationalized.

• With multi-item scales: the number of constituent items and the Cron-
bach Alpha internal consistency reliability coefficient for each scale.

LIMITATIONS

• Any circumstances (foreseen or unforeseen) that may have affected
the results in a systematic manner.

• Problems related to the size and representativeness of the sample.
• Any potential biases of the sample (related to composition, selection

procedure, non-participation, or dropout rate, etc.).
• Biases stemming from missing data.
• Problems with the research design.

Well said . . .
“Research workers writing for fellow scientists are generally careful to
emphasize limitations; indeed they sometimes fall over backwards to
argue that what they have been doing is worthless. But particularly
when writing for a general audience, the temptation to soft-pedal
limitations is strong; the writer feels that the significance of technical
shortcomings will not be appreciated, and shortage of space further
encourages him to skip them. There is little need to stress how serious
such omissions can be.”

(Moser & Kalton, 1971, p. 477)

4.6.3 Reader-Friendly Data Presentation Methods

Questionnaire studies typically produce a wealth of data, and therefore
developing effective and digestible—that is, reader-friendly—ways of pre-
senting the data is an essential skill for the survey researcher. A rule
of thumb is that we should present as much of the information as possi-
ble in figures and tables rather than in the running text. Or, to go one step
further: whatever can be presented in tables and figures, should be.
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Figures
Figures are methods to visualize various characteristics of the data. I have
used two types of figures in the past, charts/diagrams and schematic
representations.

Charts/diagrams offer a useful way of describing the size/strength of
variables in relation to each other. Bar charts and line charts use a vertical
Y-axis and a horizontal X-axis to present data (see Figures 4.1 and 4.2).
The vertical axis usually represents the unit of measurement (or dependent
variable) and the horizontal axis the independent variable(s). These charts
are very flexible in terms of the type of data they can display, and they can
effectively demonstrate comparisons or changes over time in a way that is
easy to interpret (Fink, 1995).

Pie charts are used to describe proportions and percentages; they are
usually used in presentations for non-specialist audiences rather than in
academic publications. The first pie chart in Figure 4.3 can display, for
example, the proportion of focusing on three L2 skills in a language course.
If we want to highlight changes, we can use two pies. Thus, the second pie
below can be seen, for example, to represent the revised curriculum after
some significant educational reform. By changing the overall size of the
second pie we can also indicate growth or shrinkage (Fink, 1995)—the pie

Figure 4.1 Sample bar chart

Figure 4.2 Sample line chart
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charts in Figure 4.3 may suggest a decrease in the total amount of tuition
after the reform.

Schematic representations offer a useful way to describe complex rela-
tionships between multiple variables, and typically utilize various boxes
and arrows (see Figure 4.4). They can be used, for example, to describe the
blueprint of mental processes or the componential structure of multi-level
constructs.

Tables
Tables are used to summarize data about the respondents and their res-
ponses, and to present results of statistical analyses (see Table 4.1 as well as
Sample 4.1 on page 96). They are typically made up of rows and columns
of numbers, each marked with headings and subheadings. They can pro-
vide a more accurate and richer description than figures but they are
less digestible because they lack the advantage of a visual impact. Tables
are, therefore, more appropriate for articles in academic journals than for
lectures to a non-specialist audience.

Figure 4.3 Sample pie charts

Figure 4.4 Sample schematic representation
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In reporting the results of tables, there are two points that need to be
stressed. First, if we present statistics in tables, we should not include
the figures also in the text, except for highlighting some particularly
noteworthy results. Second, we should note that statistics tables have
certain canonical features, both in content (i.e., what information to
include) and format (for example, usually we do not use vertical lines).
See Dörnyei (2007, Chs. 9 and 12) for concrete illustrations.

Indeed . . .
“Page after page of ANOVA tables in a results section challenges even
the most determined reader, who may still give up and head right for
the discussion section.”

(Lazaraton, 2005, p. 218)

4.7 Complementing Questionnaire Data with Other Information

Having discussed how to construct and administer questionnaires, and
then how to analyze and report the data we have obtained, let me briefly
address some ways of proceeding toward a fuller understanding of the
content area targeted by our survey. As discussed in Chapter 1, although
questionnaires offer a versatile and highly effective means of data col-
lection, the kinds of insight they can generate are limited by several
factors, most notably by the restricted time and effort that respondents are
usually willing to invest in completing the instrument. In a more general
sense, questionnaires are also limited by the shortcomings of quantitative
research as a methodological approach, in that they offer little scope for
explorative, in-depth analyses of complex relationships or for doing justice
to the subjective variety of an individual life.

The good news about questionnaires, however, is that their flexible
nature makes them ideal for use in complex research paradigms in con-
cert with other data collection methods, particularly qualitative methods

Table 4.1 Sample table reporting descriptive statistics

Language proficiency level

Beginner Intermediate Advanced

Sex M SD n M SD n M SD n

Female 3.35 .38 353 3.20 .45 1.041 3.12 .52 274
Male 3.22 .47 257 3.04 .47 653 2.97 .52 152

Language Anxiety Scores of Hungarian Secondary School Learners of Finnish, Broken
Down by Proficiency Level.
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(e.g., interviews, observations, and diary studies). Such an integrated
approach is often labeled as mixed methods research, and it involves the
collection, analysis, and mixing of both quantitative and qualitative data
in a project.

While several methodology mixtures are possible (see Creswell &
Plano Clark, 2007; Dörnyei, 2007; Teddlie & Tashakkori, 2009, for further
details), the most common combination of questionnaire research is with
an interview study that either follows or precedes the survey (see below).
However, questionnaires can also be integrated with several other research
methods, for example to collect background information about the
participants in an experimental study or to complement classroom
observation data. In fact, the recent advocacy of the integrated use of
multiple data collection methods, in line with the general concept of
“triangulation,” has created fertile ground for the increased use of prof-
essionally designed questionnaires as psychometrically sound measuring
instruments.

4.7.1 Questionnaire Survey with Follow-up Interview or Retrospection

Statistical procedures allow us to examine the intricate interrelationship
of the variables measured in a survey, but if we find some unexpected
results (and there are always some unexpected results!) we cannot usually
interpret those on the basis of the questionnaire data. And even if an
observed relationship does make sense, the questionnaire data can typi-
cally reveal little about the exact nature of this relationship. Adding a
subsequent qualitative component to the study can remedy this weakness:
In a follow-up interview (either in an individual or focus group for-
mat), we can ask the respondents to explain or illustrate the obtained
patterns and characteristics, thereby adding flesh to the bones. Creswell,
Plano, Clark, Gutmann, and Hanson (2003) labeled this combination a
“sequential explanatory design,” which expresses its rationale well. This is
a straightforward design that is easy to implement and analyze, yet which
enriches the final findings considerably.

In a similar vein, Gillham (2008) also urges survey researchers to
conduct semi-structured interviews to accompany questionnaire results in
order to gain a better understanding of what the numerical responses ac-
tually mean. Interview data can both illustrate and illuminate questionnaire
results and can “bring your research study to life” (p. 101). Questionnaires
also lend themselves to follow-up retrospective research (see Gass & Mackey,
2000; Kasper, 1998; Kormos, 1998), in which participants are asked to go
through their own responses with an interviewer and provide retrospective
comments on the reason for their particular answer to each item. Thus, in
this design the participants’ own item responses serve as prompts for
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further open-ended reflection and, at the same time, the comprehensive
coverage of all the items ensures systematicity.

4.7.2 Questionnaire Survey Facilitated by Preceding Interview

This design is related to the development of an item pool, discussed earlier
in Section 2.6.1. As already mentioned there briefly, a frequently recom-
mended procedure for designing a new questionnaire involves conducting
a small-scale exploratory qualitative study first (usually a series of focus
group interviews but one-to-one interviews can also serve the purpose)
to provide background information on the context, to identify or narrow
down the focus of the possible variables, and to act as a valuable source
of ideas for preparing the item pool for the purpose of questionnaire
scale construction. Such a design is effective in improving the content
representation of the survey and thus the internal validity of the study. It is
routinely used when researchers are building a new instrument.
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CHAPTER 5

Illustration: Developing a Motivation
Questionnaire

with TATSUYA TAGUCHI

The previous chapters have explained the main principles of constructing
and administering questionnaires and processing questionnaire data.
While it is important to understand these theoretical principles, relatively
little has been said so far about how to put them into practice. Therefore,
drawing on the experiences of a questionnaire development project at the
University of Nottingham, this chapter provides a detailed, step-by-step
illustration of how a concrete instrument was designed, piloted, and
finalized. The questionnaire that we present has already been used in a
large-scale comparative study in Japan, China, and Iran, and some of the
results have appeared in Taguchi, Magid, and Papi (2009). In this chapter,
the focus will be on the procedures for constructing the original, Japanese
version, but we will also discuss how this instrument has been adapted for
use in the other two countries. All the items of the three versions can be
found in Appendix A and the final, formatted versions of the three instru-
ments, along with their English translation, are presented in Appendix B.
Finally, in Appendix C we have included references to many published
questionnaires in the L2 field that we know of.

5.1 Construction of the Initial Questionnaire

Developing a questionnaire is a stepwise process, and the quality of the
final instrument depends on the cumulative quality of each sub-process.
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The following description follows through these steps sequentially, and
we will regularly refer back to the relevant theoretical parts in the first
four chapters.

5.1.1 Deciding the Content Areas to be Covered in the Questionnaire

The first step in constructing any questionnaire is to decide what main
concepts need to be addressed in the study (Section 2.3.1). One of the
main research objectives of the project we are going to illustrate was to
replicate in diverse language learning environments Dörnyei et al.’s (2006)
Hungarian motivation studies, using the framework of Dörnyei’s (2005)
“L2 Motivational Self System,” which is made up of three dimensions:
the Ideal L2 self, the Ought-to L2 self, and the L2 learning experience. The
target population of the study in Japan involved university students learn-
ing English as part of their studies. The specific content areas which we
considered important in relation to the L2 Motivational Self System and
the understanding of Japanese learners’ motivation to learn English were
selected on the basis of a review of previous studies (Clément & Baker,
2001; Dörnyei et al., 2006; Gardner, 1985; Mayumi, in progress; Noels et al.,
2000; Ryan, 2008; Ushioda, 2001), and in the end we decided to cover the
following 16 variables:

(a) Criterion measures (related to intended effort); (b) Ideal L2 self ;
(c) Ought-to L2 self ; (d) Parental encouragement ; (e) Instrumentality-
promotion; (f) Instrumentality-prevention; (g) Linguistic self-confidence;
(h) Attitudes toward learning English; (i) Travel orientation; (j) Fear of
assimilation; (k) Ethnocentrism; (l) Interest in the English language;
(m) English anxiety; (n) Integrativeness; (o) Cultural interest ; and
(p) Attitudes toward L2 community.

The important point to emphasize here is that this initial stage needs
to be fully theory-driven rather than choosing the variables to measure on
the basis of what ready-made instrument is available. The stakes are high:
If we do not include a particular content area in the questionnaire at this
stage, it has no chance of emerging later on during the survey even if the
specific variable is salient in the population. Thus, the initial selection of
the content areas constitutes a significant constraint with regard to the
final results.

5.1.2 Designing Items for the Item Pool

Once the specific content areas have been determined, the next task is to
devise items assessing the concepts in the questionnaire, thereby forming
an item pool for each variable. Because our instrument contained a wide
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range of factors to be assessed, the multi-item scales (Section 2.3.2) to
be used needed to be short. We set the minimum number of items per
content area at 3–4 items, but at this initial stage we did not know how
the items would work in the real survey, so the initial item pools
contained several extra items. Here is a list of the main issues that came
up at this stage:

• As most of the specific content areas in this project were based on
previous studies, many of the actual items in the item pool were
adopted from established questionnaires (Section 2.6.1). However,
even these items required certain modifications in order to make
them suitable for the specific research context. Illustration 5.1 pre-
sents a selection of initial items and their modified version.

Illustration 5.1 Item Modifications

Original: Do you like Hollywood films?
Modified: Do you like English films?
Original: Do you like English magazines? (Write “X” if you don’t

know any.)
Modified: Do you like English magazines, newspapers, or books?
Original: I don’t trust people with different customs and values to

myself.
Modified: I am uncomfortable with people with customs and values

different to mine.

• Because of our reliance on previously published English-language
instruments, and also because the members of our team were of
various nationalities, the whole initial questionnaire construction
phase was conducted in English, knowing that the English version
would need to be translated later into the respondents’ mother tongue
(Section 2.8).

• We decided to use two types of items, statements suitable for
Likert scales and questions to make some of the items identical in
format to the question-type items used by Dörnyei et al. (2006) in
Hungary.

• Some content areas were theoretically new (e.g., Ought-to L2 self and
Instrumentality-prevention) and thus required the design of new
items. Here we largely relied on our own experience and creativity
(Illustration 5.2 presents some newly written items).
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Illustration 5.2 Some Newly Written Items

• Learning English is important for me because the people I
respect expect me to study it. (Ought-to L2 self )

• My parents encourage me to attend extra English classes after
school. (Parental encouragement)

• I have to learn English because without passing the English
course I cannot graduate. (Instrumentality-prevention)

• Studying English is important for me because I don’t want to
get a poor score or a fail mark in English proficiency tests.
(Instrumentality-prevention)

• After some deliberation, we decided not to include items assessing the
language teachers—for the L2 learning experience dimension—
because for our large-scale study we needed the willing cooperation
of a large number of colleagues, many of whom would have been
reluctant to allow the instrument to be administered in their classes if
it had contained such sensitive items (Sections 2.1.3 and 2.6.3).

5.1.3 Designing Rating Scales

With regard to the type of rating scales to employ (Section 2.4.1), we
adopted the scales used by Ryan (2008), because his scales had already been
adjusted to Japanese learners of English after extensive piloting. Statement-
type items were measured by six-point Likert scales, with the options
ranging from strongly disagree to strongly agree (Section 2.4.1). We decided
not to include a middle point, and because of the cultural reluctance of
many Japanese respondents to give an explicit negative response, we
emphasized the graded nature of the appraisal by assigning numbers to
the response options and repeating these for each item (Illustration 5.3
presents a segment of the actual questionnaire to illustrate this). The
question-type items were also assessed by a six-point scale ranging from
not at all (1) to very much (6).

5.1.4 Designing the Personal Information Section

In line with the arguments presented in Section 2.7.3, all the personal,
background questions were placed at the end of the instrument, following
the content items. In order to facilitate more honest and less cliché-like
responses, we decided to make the questionnaire totally anonymous
(Sections 2.1.3 and 3.3.7). Being aware of the potential sensitivity of asking
about personal details (such as gender, age, year of study at university, etc.),
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we targeted only the most important attributes in the personal informa-
tion section, and we provided ready-made response options for the
respondents to tick (Section 2.6.3). However, in the case of the students’
university major, because participants were expected to study a diverse
range of subject areas, the question was presented as an open-ended item.

We spent quite a bit of time elaborating the final item focusing of the
students’ self-assessed English proficiency. In the end, we adapted the
scales used in one of the major proficiency exams in Japan (STEP, n.d.)
since these scales succinctly explained each proficiency level.

5.1.5 Designing Instructions

Once we had decided the type of items to be used in the questionnaire,
we were ready to start writing the various instructions (Section 2.2.2).
As for the general instruction introducing the questionnaire, the model
instruction in Sample 2.1 (see page 19) was modified to suit the current
research context (see Illustration 5.4).

Illustration 5.4 The General Instruction used in the Questionnaire

This survey is conducted by the School of English Studies of the
University of Nottingham, UK, to better understand the thoughts
and beliefs of learners of English. This questionnaire consists of four
sections. Please read each instruction and write your answers accord-
ingly. This is not a test so there are no “right” or “wrong” answers
and you do not even have to write your name on it. The results of
this survey will be used only for research purpose so please give
your answers sincerely. Thank you very much for your help!

Illustration 5.3 The “Numerical Likert Scale” used in the
Questionnaire
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After the general instruction, specific instructions and examples of how
to provide answers were provided for each type of questionnaire item (see
Illustration 5.3 and Appendix B). It was recommended earlier (in Section
2.6.3) that before the final part in which we ask about personal issues,
the instruction should contain some sort of a justification and a renewed
promise of confidentiality to counter the respondent’s typical reluctance to
disclose private information. Because in our case we restricted the personal
section to a few basic items, we did not think that these required any
special introduction. Finally, in addition to the instructions, we need to
think of a title of the questionnaire (Section 2.2.1) and of course we must
not forget about a final “Thank you” (2.2.5).

5.1.6 Designing the Questionnaire Format

We saw earlier that the overall appearance of the questionnaire has an
important impact on respondents and therefore special attention needs to
be paid to format design (Sections 2.1.1 and 2.1.2). As argued before, a four-
page booklet format is ideal in many respects, and by using the available
space well (e.g., small margins; response options next to the items; appropri-
ate balance between content density and an orderly, clearly marked struc-
ture) we managed to include 75 items in the instrument (67 content items
and 8 personal background questions) (see Appendix B). We should
note, however, that for the piloting of the questionnaire we included
15 additional items and therefore the pilot questionnaire was longer than
the final one.

5.1.7 Grouping and Organizing Items and Questions

As mentioned earlier, we used two item formats (Section 5.1.2), character-
istic statements and questions. However, the former greatly outnumbered
the latter—there were 70 statements and 12 questions. We decided to divide
the 70 statement-type items into two parts to break up what would be a
forbidding list of monotonous statements, and placed the 12 question-type
items in between the two parts. This made the appearance of pages 3–4
of the questionnaire booklet less dense, preventing the respondents from
getting overwhelmed.

In light of the significance of mixing up the items belonging to
different multi-item scales, we made a special effort to distance the related
items from each other as much as possible. Then we selected an appropriate
opening item that would give the questionnaire an interesting and
non-threatening start (section 2.7.2)—we opted for an item concerning
international travel. Finally, we placed all the questions relating to the
respondents’ personal background at the end of the questionnaire (section
2.7.3).
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5.2 Translating and Initial Piloting

Having constructed the extended first version of the complete question-
naire, it was time for the fine-tuning of the instrument through extensive
piloting. Because piloting needs to be done with respondents who are
similar to the target population, at this stage we needed to translate the
original English text into Japanese (Section 2.8) so that we could pilot it
with native speakers of Japanese. During the translation process, we referred
to the Japanese versions of the established questionnaires from which
many of the questionnaire items came (Ryan, 2008; Mayumi, in progress),
and we also used Internet search engines to check that particular translated
words and phrases were sufficiently frequent in Japanese, particularly in
questionnaire formats. To ascertain whether the translated questionnaire
reflected the contents of the English version, both versions were sent to
two Japanese colleagues who were fluent in English and had experience in
teaching English to Japanese learners of English. Based on their feedback,
the wording of several items was modified.

After we were satisfied with the translation, we used only the Japanese
version for the initial piloting phase (Sections 2.8 and 2.10.1). The purpose
of this phase was to ask the pilot group (a) whether the Japanese transla-
tion was simple and natural, and (b) if they had any comments to make
on the format and content of the questionnaire. Ten Japanese people were
chosen for this initial piloting exercise: five undergraduate students, four
postgraduate students, and one office worker. Their ages ranged between
20 to 32 years old and thus they were reasonably close to the target popula-
tion in terms of their main attributes. Based on their feedback, the
Japanese wording of several items was modified, and these changes were
also made in the English version. Illustration 5.5 presents several examples
of the original and the modified English expressions.

Illustration 5.5 Original and Modified English Expressions After
the Initial Piloting

Original: I can honestly say that I am really doing my best to learn
English. (Criterion measures)

Modified: I think that I am doing my best to learn English.
Original: Learning English is important for me because close friends

of mine expect me to study it. (Ought-to L2 self )
Modified: I study English because close friends of mine think it is

important.
Original: I really believe that I will be capable of reading and under-

standing most texts in English. (Linguistic self-confidence)
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Modified: I believe that I will be capable of reading and understand-
ing most texts in English if I keep studying it.

Original: I am confident that the Japanese language and culture will
develop steadily. (Fear of assimilation)

Modified: I think that the Japanese language and culture will develop
steadily.

During the initial piloting stage, we have also added two questions to
the personal information section in order to be able to interpret the answers
better. The first concerned the participants’ English teacher (“Have you
ever had or do you have a native English-speaking teacher?”); the second,
their overseas experiences (“Have you spent a longer period [at least a total
of three months] in English-speaking countries [e.g., travelling, studying]?”).

5.3 Final Piloting and Item Analysis

In order to field-test the instrument and to obtain some data that we could
use for item analysis, we carried out the final piloting of the questionnaire
(Section 2.10.2). For this purpose we succeeded in recruiting three
instructors teaching at the tertiary level in Japan, resulting in a pilot sample
of 115 students. Each teacher distributed and collected the questionnaire
during their classes. The time the students spent answering the question-
naire was about 15 minutes, which showed that our initial estimates were
quite generous. (Of course, we must not forget that the total length of
administration is always dependent on the slowest respondent in a group,
who can take considerably longer than the others.)

The obtained data were submitted to item analysis (Section 2.10.3).
We checked the missing responses, the range of the responses, and the
internal consistency of the multi-item scales. For this analysis, we used the
statistical software SPSS.

5.3.1 Missing Values and the Range of Responses

The ratio of missing data was relatively small (less than 5%) so we judged
that there were no systematic missing values. With regard to the range of
responses, we were looking out for items which were answered in the same
way by almost everyone or by almost no one, because these did not offer
enough variation to be usable for most statistical procedures. Our dataset
revealed that only one item fell into this danger zone, belonging to the
Travel orientation scale (“I think studying English will be useful when I travel
overseas.”). It had a mean of 5.74 on the six-point Likert scale and 78.9%
of the subjects chose the top score 6. Therefore, this item was removed
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from the final version of the questionnaire. However, this made the Travel
orientation scale too short (as only two items remained—this proves that
scales must have at least four or five items for piloting!); therefore, an
extra item was written and added to the scale. As this item was added after
the piloting of the instrument, its adequacy was checked in the final post
hoc item analysis (see Section 5.4).

5.3.2 The Internal Consistency Reliability of the Initial Scales

In order to examine whether the items within a multi-item scale were
internally consistent, we computed Cronbach Alpha reliability coefficients
using the “Reliability analysis” function of SPSS (Section 4.3.5). Because
our questionnaire was based on a great deal of past experience, and many
items have been successfully used in past studies, we expected generally
high reliabilities. Indeed, some of the scales displayed such good para-
meters that they did not need to be touched. For example, the Cronbach
Alpha coefficient of the Ideal L2 self was 0.88, and the number of items
comprising the scale (5) was also appropriate; so this scale was unchanged.
However, the majority of the scales underwent some alteration as a result
of the item analysis, which underscores the uttermost significance of
piloting our instruments.

Within the “Reliability analysis” function, SPSS offers a very useful
option: “Cronbach Alpha if Item Deleted.” This lists the hypothetical Alpha
coefficients that would emerge if each item were deleted. Thus, looking at
the results the researcher can immediately see that by deleting a particular
item the overall reliability of the scale would increase or decrease. This
option can be used for two different functions in questionnaire design:

(a) To improve the overall reliability of a scale by identifying and then
deleting items that reduce the scale’s Cronbach Alpha. This is a
stepwise process—we need to focus on one item at a time—and
sometimes it requires several steps (i.e., the deletion of several
items) before adequate reliability is achieved (at least 0.70). It can
also happen that we reach a point when no further deletion would
cause any improvements even though the scale is still not suf-
ficiently reliable—in such cases we either exclude the scale from the
analyses or we accept it as a less than perfect solution. When a scale
becomes too short as a result of the deletion (i.e., it has only two
items), extra items need to be added either by adopting them from
previous studies or by writing new ones. Of course, these items
have not been through proper item analysis, which is why there is
a final post hoc item analysis phase after the administration of
the final version of the questionnaire.
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(b) To reduce the number of items in a long scale with sufficient reli-
ability by deleting those items whose absence will not cause a theor-
etical gap in the content of the scale and whose deletion will not
bring the scale’s Cronbach Alpha coefficient below the minimal
threshold.

A good example of the first function was provided in our study by the
analysis of the Fear of assimilation scale (see Table 5.1). The original
Cronbach Alpha coefficient of the scale was 0.32, which is far too low.
However, SPSS suggested that deleting Item 1 would increase this coef-
ficient to 0.51. This was still too low to be acceptable, but because the scale
originally had five constituent items, there was a good chance that deleting
a second item might further increase the scale’s reliability. This was indeed
the case: the deletion of Item 2 resulted in an increased Alpha value of 0.63.
At this point we faced an interesting dilemma: Despite the fact that the
further deletion of an item (in this case, Item 3) would have increased the
Cronbach Alpha coefficient above the 0.70 threshold, this item represented
a crucial dimension of the theoretical construct. Therefore, we kept all
the three items, and hoped to increase the scale’s reliability by adding two
new items to it. As can be seen in Table 5.5 (on p. 123), the strategy worked
well and the final Cronbach Alpha coefficient of the revised, five-item scale
was 0.78.

A good example of the second function of the Reliability analysis
procedure in SPSS concerns the Criterion measures scale. The Cronbach
Alpha coefficient of this scale was 0.88, which is a high figure that would

Table 5.1 Cronbach Alpha coefficients for Fear of assimilation scale

Item Cronbach Alpha if item deleted

Step 1 Step 2 Step 3

1. In spite of the spread of English, I think the
Japanese will keep their language and culture.

.51 Deleted Deleted

2. I think that the Japanese language and culture
will develop steadily.

.33 .64 Deleted

3. I think the cultural and artistic values of English
are going at the expense of Japanese values.

.25 .50 .72

4. I think that there is a danger that Japanese people
may forget the importance of Japanese culture, as
a result of internationalization.

−.05a .17 .30

5. I think that, as internationalization advances,
there is a danger of losing the Japanese identity.

.09 .26 .45

a The value is negative due to a negative average covariance among items and this
violates reliability model assumptions.
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allow us to reduce the number of items in the scale. As shown in Table 5.2,
Item 6 was chosen for deletion in the first step because this caused the
least drop in the scale’s internal consistency reliability, followed by Item 7
in the second round; this deletion still left the reliability at an outstanding
0.86 level.

When we wish to reduce the number of items in a multi-item scale with
a high Cronbach Alpha coefficient, we must also take into consideration
the content of the items that are considered for deletion. With regard to
Parental encouragement, for example (see Table 5.3), the Cronbach-Alpha-
if-item-deleted statistics provided by SPSS suggested that we delete Item
12. However, in the light of the individual items’ contribution to the con-
tent area covered by the scale, we decided to discard Item 16 instead.

Another example of how reliability and content considerations need

Table 5.2 Cronbach Alpha coefficients for the Criterion measures scale

Item Cronbach Alpha if item deleted

Step 1 Step 2

6. If I could have access to English-speaking TV
stations, I would try to watch them often.

.87 Deleted

7. If English were not taught in school, I think
I would try to go to English classes
somewhere else.

.85 .86

8. I am working hard at learning English. .85 .82
9. If an English course was offered at university

or somewhere else in the future, I would like
to take it.

.85 .85

10. I am prepared to expend a lot of effort in
learning English.

.86 .85

11. I think that I am doing my best to learn English. .86 .84

Table 5.3 Cronbach Alpha coefficients for Parental encouragement scale

Item Cronbach Alpha if
item deleted

12. My parents encourage me to attend extra English classes
after class (e.g., at English conversation schools).

.84

13. My parents encourage me to take every opportunity to
use my English (e.g., speaking and reading).

.80

14. My parents encourage me to study English in my free time. .83
15. My parents encourage me to study English. .81
16. I am often told by my parents that English will be necessary

for my future.
.81
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to go hand in hand is provided by the Attitudes toward L2 community
scale, which had an initial Cronbach Alpha coefficient of 0.85. As shown
in Table 5.4, the reliability analysis results would suggest that Item 17 be
deleted. However, this item was linked to Item 19: One asks about attitudes
toward Americans and the other toward non-American speakers of
English. Therefore, we decided to merge the two items as follows: “Do you
like the people who live in English-speaking countries?”

Finally, it is always necessary to examine the appropriateness of the item
wording of problem items. The Cronbach Alpha coefficient of Cultural
interest was 0.72, which is high enough to justify keeping the scale as it is.
However, we noticed that one of the four items—“Do you like English TV
programs?”—sounded rather vague in Japanese because it was not clear
whether such programs meant ones made in English-speaking countries
or TV programs which were broadcast in English, including English TV
news made by Japanese TV stations. Therefore, to clarify the meaning of
the content, the wording of the item was modified to “Do you like TV
programs made in English-speaking countries?” This was a successful
change, as reflected by the Cronbach Alpha value of 0.75 in the final
version of the scale (see Table 5.5).

The only scale that we did not submit to item analysis was Integrativeness,
even though its reliability coefficient was low (0.54). This scale was taken
over from Dörnyei et al.’s (2006) instrument used in Hungary, and because
part of our study specifically concerned testing the validity of Integrativeness
in Asian contexts, we had to keep the original item wordings to be able to
claim that we had measured exactly the same construct. Fortunately, as
shown in Table 5.5, the scale displayed better (though not brilliant)
reliability in the main study (Alpha = 0.64).

In sum, during the item analysis we examined all the multi-item scales
contained by the questionnaire and made some changes in most of them.

Table 5.4 Cronbach Alpha coefficients for Attitudes toward L2 community scale

Item Cronbach Alpha if
item deleted

17. Do you like the people of the United States? .86
18. Do you like to travel to English-speaking countries? .81
19. Do you like the people who live in English-speaking

countries (besides the USA)?
.81

20. Do you like meeting people from English-speaking
countries?

.81

21. Would you like to know more people from English-
speaking countries?

.82
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Table 5.5 presents a summary of the number of items and the Cronbach
Alpha coefficients for each scale before and after the items analysis, as well
as in the final version of the instrument.

5.3.3 Modification of the Personal Information Items

Based on the results of the piloting, we made two changes in the questions
targeting the respondents’ personal background characteristics. The first
concerned the self-assessment of English language proficiency. In the
original question, the scale ranged from “Beginner level” to “Advanced
level.” However, as it seemed likely that very few respondents would rate
themselves as “Advanced,” we decided to combine this category with
“Upper Intermediate level” under the new label of “Upper Intermediate
level and over.” The other modification involved adding a question about
the respondents’ ethnic origin, as we realized that a few non-Japanese
learners might also attend the English classes that we would assess. Note
that because the purpose of this item was to distinguish non-Japanese
from Japanese learners, no specific clarification of their nationality was
necessary and so we did not ask for any specific details.

Table 5.5 Summary of the length and reliability of the multi-item scales in the pilot and the final
questionnaires

Content area Number of items with Cronbach Alphas

Before item
analysis

After item
analysis

Final version
in main study

Criterion measures 6 (.88) 4 (.86) 4 (.83)
Ideal L2 self 5 (.88) 5 (.88) 5 (.89)
Ought-to L2 self 7 (.80) 4 (.79) 4 (.76)
Parental encouragement 5 (.85) 4 (.81) 4 (.83)
Instrumentality-promotion 4 (.68) 3 (.65) 5 (.82)
Instrumentality-prevention 4 (.68) 3 (.80) 5 (.73)
Linguistic self-confidence 5 (.86) 4 (.84) 4 (.76)
Attitudes toward learning English 10 (.87) 4 (.88) 4 (.90)
Travel orientation 3 (.67) 2 (.80) 3 (.77)
Fear of assimilation 5 (.32) 3 (.63) 5 (.78)
Ethnocentrism 6 (.64) 4 (.61) 5 (.35)
Interest in the English language 5 (.81) 4 (.83) 4 (.80)
English anxiety 5 (.79) 4 (.79) 4 (.81)
Integrativeness 3 (.54) 3 (.54) 3 (.64)
Cultural interest 4 (.72) 3 (.58) 4 (.77)
Attitudes toward L2 community 5 (.85) 3 (.82) 4 (.85)
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5.4 The Final Version of the Japanese Questionnaire and Post Hoc
Item Analysis

Based on the item analysis of the pilot questionnaire, we prepared the final
version of the instrument. The composition of the multi-item scales is
included in Appendix A, and the final instrument (both the English and
the Japanese versions) can be found in Appendix B. The questionnaire
was then administered in eight Japanese universities to 1,586 students.
Table 5.5 presents the Cronbach Alpha coefficients obtained in the main
study. As can be seen, the instrument worked well in terms of its internal
consistency reliability: Only two of the 16 scales did not reach the 0.70
threshold: Integrativeness (which has already been discussed) and Ethno-
centrism. This latter scale concerns an emotionally loaded issue with a lot
of “political correctness” attached to it in Japan (as in many other coun-
tries), and we suspect that our failure to produce a satisfactory measure of
it was due to a large extent to our inability to combat the social desirability
bias (Section 1.2.2).

It is recommended in questionnaire surveys to conduct a second round
of item analysis—a “post hoc analysis” (Section 2.10.3)—using the data
of the final survey to check whether the instrument has indeed worked
according to expectations, with special attention paid to the items that
were added or modified as a result of the pilot study (and which therefore
have not been piloted yet). Because of our generally good results, in
our specific case this analysis concerned the Ethnocentrism scale only.
Unfortunately, we did not find any item here whose deletion would have
improved the scale sufficiently and, therefore, this variable was excluded
from all further analyses.

5.5 Adapting the Questionnaire for Use in China and Iran

After designing the questionnaire for Japanese university students, we
had the opportunity to construct and administer two other language ver-
sions of the instrument: (a) a Chinese version targeting secondary school
pupils, university students, and adult learners of English (principal on-site
researcher: Michael Magid); and (b) a Persian version targeting secondary
school pupils and university students in Iran (principal on-site researcher:
Mostafa Papi).

As a preliminary, it is important to emphasize that motivation ques-
tionnaires are unlike tests of cognitive abilities (e.g., language aptitude
batteries) that can be transferred from one context to another without any
change. As Appendix A shows, even though the two new instruments
followed the basic structure of the Japanese questionnaire, many of the
items in them were substantially modified or completely rewritten. This
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partly reflected the different social milieus and target populations in
the two learning environments, and partly our evolving understanding of
the strengths and the weaknesses of the instrument.

Both new versions were originally constructed in English, so they
needed to be translated into Chinese and Persian (Section 2.8) before
piloting them. We recruited the help of several local colleagues in this
task, and this time the process involved a “back-translation” procedure
(Illustration 5.6 presents a sample item with five different back-
translations). Special care was taken to avoid complex technical language
because both instruments were to be administered to secondary school
pupils as well.

Illustration 5.6 An Original English Item from the Iranian
Questionnaire with Five Different Back-translations

Original: I consider learning English important because
the people I respect think that I should do it.

Back-translation 1: Learning English is important for me because
those I hold dear think so.

Back-translation 2: Learning English is important for me because
the people I care about and respect think learn-
ing English is important.

Back-translation 3: Learning English is important for me, because
it is the belief of whom I honor.

Back-translation 4: Learning English is important for me because
those who I have respect for them think so.

Back-translation 5: Learning English is important to me because
those who I care more about have such an idea.

The questionnaires were piloted with 152 respondents in China and
100 in Iran. Using the pilot data we conducted a thorough item analysis,
and in cases where we had to exclude too many items from a scale, we
added extra items taken mainly from established questionnaires. The final
Chinese and Iranian instruments contained 67 and 76 content items,
respectively, with an additional 8/10 questions asking the respondent’s
personal background. An interesting variation in the questionnaire format
was provided by the Chinese instrument: The questionnaire that was
administered here contained both the Chinese and the English texts within
the same version, thus extending the length of the instrument to six pages
(see Appendix B). This was done partly to make sure that English-speaking
respondents understood the meaning of all the items well, and partly for
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motivational and pedagogical purposes: We believed that the bilingual
version would promote positive respondent attitudes and would also
encourage participants by boosting their confidence in their English
abilities.

The final versions of the instruments were administered to 1,328 parti-
cipants in China and 2,029 participants in Iran. Table 5.6 lists the Cronbach
Alpha coefficients for the multi-item scales. As can be seen, most of the
coefficients exceed the 0.70 threshold, which indicates that both versions
had adequate internal consistency. Having said that, it is also apparent that
the coefficients are somewhat lower than with the Japanese instrument
(see Table 5.5). This, we believe, is due to the fact that in designing the
Japanese questionnaire we could draw on items used in previous Japanese
instruments, whereas the Chinese and the Iranian versions did not have
any precursors and everything had to be devised from scratch.

Table 5.6 Summary of the length and reliability of the multi-item scales in the Chinese and Iranian
questionnaires

Content area Number of items with Cronbach Alphas

Chinese version Iranian version

Criterion measures 6 (.75) 6 (.80)
Ideal L2 self 5 (.83) 6 (.79)
Ought-to L2 self 7 (.78) 6 (.75)
Family influence 5 (.70) 6 (.70)
Instrumentality-promotion 8 (.78) 6 (.67)
Instrumentality-prevention 5 (.84) 8 (.78)
Travel orientation 3 (.77) 3 (.64)
Fear of assimilation 5 (.78) 5 (.68)
Ethnocentrism 5 (.61) 7 (.76)
Attitudes toward learning English 4 (.81) 6 (.82)
English anxiety 4 (.78) 6 (.74)
Integrativeness 3 (.63) 3 (.56)
Cultural interest 3 (.67) 4 (.76)
Attitudes toward L2 community 4 (.76) 4 (.76)
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Conclusion and Checklist

The previous five chapters have provided a summary of questionnaire
theory and an illustration of questionnaire development. Hopefully, they
have also made a strong case for basing questionnaire design on scientific
principles rather than merely on the researcher’s common sense. In this
concluding section I will draw up a checklist of what I consider the most
important points and recommendations for every phase of the question-
naire survey. Good luck with your future questionnaires!

Constructing the Questionnaire

1. Only in exceptional cases should a questionnaire be more than four
pages long and take more than 30 minutes to complete; if access to
the participants is restricted to a certain amount of time, set the
maximum length of the questionnaire with the slowest readers in
mind so that everybody can finish within the given period.

2. When deciding on the questionnaire content, start by generating a
theoretically driven list of the main areas to be covered.

3. Avoid the use of single-item variables; instead, include a minimum of
three or four items addressing every content area.

4. Avoid truly open-ended questions that require lengthy answers.
5. Keep the number of items that are seeking confidential information

to the minimum.
6. Be careful about how you formulate sensitive items (for specific

guidelines, see Section 2.6.3).
7. Try and make the starter question(s) particularly involving.
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8. Make sure that the questionnaire has a clear, logical, and well-
marked structure.

9. Personal/factual questions about the respondent should go to the
end.

10. Open-ended questions are the least intrusive if they are toward
the end.

11. When writing items, observe the following:
• The best items are often the ones that sound as if they had been

said by someone.
• Short items written in simple and natural language are good

items.
• Avoid ambiguous, loaded, or difficult words; technical terms;

negative constructions; and double-barreled questions.
• Avoid items that are likely to be answered the same way by most

people.
• Include items that concern both positive and negative aspects of

the target.
• For cross-cultural studies, use item wording that is easily trans-

latable (see Section 2.6.2).
12. Strive for an attractive and professional design for the question-

naire; this typically involves:
• a booklet format
• economical use of space with full but not overcrowded pages
• an orderly layout that utilizes various typefaces and highlighting

options, and appropriate sequence marking (of sections and
items)

• good paper quality.
13. In the initial (general) instructions cover the following points:

• the topic and importance of the study
• the sponsoring organization
• point out that there are no right or wrong answers and request

honest responses
• promise confidentiality
• thank the participants.

14. In the specific instructions for the tasks, exemplify (rather than
merely explain) how to answer the questions.

15. Thank the participants again at the end of the questionnaire.
16. Allocate sufficient time and attention to the task of translating the

questionnaire into the participants’ L1.
17. Always pilot your questionnaire (even if most or all the items have

been adopted from existing instruments) and submit the items to
item analysis (see Section 2.10).
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Administering the Questionnaire

18. Make the participant sample as similar to the target population as
possible (see Section 3.1.1).

19. Make the sample size large enough to allow for the results to reach
statistical significance (see Section 3.1.2).

20. Beware of participant self-selection (see Section 3.1.3).
21. With postal administration:

• Formulate the cover letter very carefully (for a list of points to be
covered, see Section 3.2.1).

• Print the return address on the questionnaire as well.
• About two and a half weeks after the original mailing send a

follow-up letter, and in another 10 days’ time send another one.
• Apply various strategies to increase the return rate (for a list, see

Section 3.2.1).
22. With one-to-one administration, make sure that you brief the ques-

tionnaire administrator well and consider giving him/her a cue card
with the main points to cover when handing out the questionnaires.

23. With online administration:
• Advertize the survey through multiple methods such as emails

and mailing lists (see Section 3.2.4).
• Consider using some incentive or some creative technique to

stimulate respondents to read your invitation email.
• For web-based questionnaires, include a progress indicator and

pay special attention to designing the first few pages of the
questionnaire.

• Try to reach the respondents several times using multiple
methods and, if you can, send at least two reminders.

24. To increase the quality and quantity of offline questionnaire
responses in general, apply the following strategies:
• Provide advance notice.
• Win the support of the various authority figures.
• Try to arrange some respectable institutional sponsorship for

your survey.
• The administrator’s overall conduct should be friendly and pro-

fessional, and he/she should exhibit keen involvement and an
obvious interest in the project.

• “Sell” the survey by communicating well its purpose and
significance.

• Emphasize confidentiality.
• Promise feedback on the results for those who are interested

(and then remember to provide it . . .).
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25. Observe the various ethical principles and regulations very closely
(see Section 3.4.1) and obtain the required “human subjects’ ”
approval.

Processing Questionnaire Data

26. As soon as you have received the completed questionnaires, mark
each with a unique identification code.

27. Always prepare a backup of the data files. Do it now!
28. Submit your data to “data cleaning procedures” before starting the

analyses (see Section 4.3.1).
29. Consider the way you handle missing data very carefully.
30. Reverse the scoring of negatively worded items before starting the

analyses (see Section 4.3.2).
31. Consider standardizing the data before starting the analyses (see

Section 4.3.2).
32. Start the analyses of your questionnaire data by reducing the num-

ber of variables through computing multi-item scales.
33. Compute internal consistency reliability coefficients (Cronbach

Alphas) for each multi-item scale.
34. Numerical questionnaire data are typically processed by means of

statistical procedures; for most purposes you will need inferential
statistics accompanied by indices of statistical significance (see Sec-
tion 4.3.6).

35. Process open-ended questions by means of some systematic content
analysis.

36. Exercise great caution when generalizing your results.
37. Make sure that you include all the necessary technical information

about your survey in your research report (for a checklist, see Sec-
tion 4.6.2).

38. Make use of charts/diagrams, schematic representations, and tables
as much as possible when reporting your results.

39. Consider complementing your questionnaire data with information
coming from other sources.

40. Enjoy!
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Appendix A: Combined List of the Items
Included in the Questionnaires

Discussed in Chapter 5

Scales for statement-type items:

1 (Strongly disagree) 2 (Disagree) 3 (Slightly disagree)

4 (Slightly agree) 5 (Agree) 6 (Strongly agree)

Scales for question-type items:

1 (Not at all) 2 (Not so much) 3 (So-so)

4 (A little) 5 (Quite a lot) 6 (Very much)

Note: The tick in the following table indicates the item used in the
instrument (J = Japanese version, C = Chinese version, I = Iranian version).
(R) indicates a reversed item score (Section 4.3.2).

Criterion Measures

Item J C I

• If an English course was offered at university or somewhere
else in the future, I would like to take it. �

• If an English course was offered in the future, I would like to
take it. � �

• If my teacher would give the class an optional assignment,
I would certainly volunteer to do it. �
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• I would like to study English even if I were not required to do so. �
• I would like to spend lots of time studying English. � �
• I would like to concentrate on studying English more than

any other topic. � �
• I am prepared to expend a lot of effort in learning English. � � �
• I am working hard at learning English. �
• I think that I am doing my best to learn English. � �
• Compared to my classmates, I think I study English relatively

hard. �

Ideal L2 Self

Item J C I

• I can imagine myself living abroad and having a discussion
in English. � �

• I can imagine myself studying in a university where all my
courses are taught in English. �

• Whenever I think of my future career, I imagine myself
using English. � � �

• I can imagine a situation where I am speaking English with
foreigners. �

• I can imagine myself speaking English with international
friends or colleagues. � �

• I can imagine myself living abroad and using English
effectively for communicating with the locals. �

• I can imagine myself speaking English as if I were a native
speaker of English. � �

• I imagine myself as someone who is able to speak English. � �
• I can imagine myself writing English e-mails/letters

fluently. �
• The things I want to do in the future require me to use

English. �

140 • Appendix A



 

Ought-To L2 Self

Item J C I

• I study English because close friends of mine think it is
important. � � �

• Learning English is necessary because people surrounding
me expect me to do so. � � �

• I consider learning English important because the people
I respect think that I should do it. � �

• If I fail to learn English I’ll be letting other people down. �
• Studying English is important to me in order to gain the

approval of my peers/teachers/family/boss. � �
• I have to study English, because, if I do not study it, I think

my parents will be disappointed with me. �
• My parents believe that I must study English to be an

educated person. �
• Studying English is important to me because an educated

person is supposed to be able to speak English. �
• Studying English is important to me because other people

will respect me more if I have a knowledge of English. � �
• It will have a negative impact on my life if I don’t

learn English. �

Parental Encouragement/Family Influence

Item J C I

• My parents encourage me to study English. �
• My parents encourage me to study English in my free time. �
• My parents encourage me to take every opportunity to

use my English (e.g., speaking and reading). �
• My parents encourage me to practise my English as much

as possible. �
• My parents encourage me to attend extra English classes

after class (e.g., at English conversation schools). �
• My family put a lot of pressure on me to study English. � �
• My parents/family believe(s) that I must study English to be

an educated person. � �
• Studying English is important to me in order to bring

honour to my family. � �
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• Being successful in English is important to me so that I can
please my parents/relatives. � �

• I must study English to avoid being punished by my parents/
relatives. �

• I have to study English, because, if I don’t do it, my parents
will be disappointed with me. �

Instrumentality – Promotion

Item J C I

• Studying English can be important to me because I think
it will someday be useful in getting a good job. � �

• Studying English is important to me because English
proficiency is necessary for promotion in the future. � � �

• Studying English is important to me because with English I
can work globally. �

• Studying English can be important to me because I think
it will someday be useful in getting a good job and/or
making money. �

• Studying English is important because with a high level of
English proficiency I will be able to make a lot of money. �

• Studying English can be important for me because I think
I’ll need it for further studies on my major. �

• Studying English can be important to me because I think
I’ll need it for further studies. � �

• Studying English is important to me because I would like
to spend a longer period living abroad (e.g., studying and
working). �

• Studying English is important to me because I am planning
to study abroad. �

• I study English in order to keep updated and informed of
recent news of the world. �

• Studying English is important to me in order to achieve a
special goal (e.g., to get a degree or scholarship). � �

• Studying English is important to me in order to attain a
higher social respect. �

• Studying English is important to me because it offers a new
challenge in my life. �

• The things I want to do in the future require me to use
English. �
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Instrumentality – Prevention

Item J C I

• I have to learn English because without passing the English
course I cannot graduate. �

• I have to learn English because without passing the English
course I cannot get my degree. �

• I have to learn English because I don’t want to fail the
English course. � �

• I have to study English because I don’t want to get bad
marks in it at university. �

• I have to study English because I don’t want to get bad
marks in it. � �

• Studying English is necessary for me because I don’t want
to get a poor score or a fail mark in English proficiency tests. � �

• Studying English is necessary for me because I don’t want
to get a poor score or a fail mark in English proficiency tests
(TOEFL, IELTS, . . .). �

• I have to study English; otherwise, I think I cannot be
successful in my future career. � �

• Studying English is important to me, because I would feel
ashamed if I got bad grades in English. � �

• Studying English is important to me because, if I don’t
have knowledge of English, I’ll be considered a weak
learner. � � �

• Studying English is important to me because I don’t like to
be considered a poorly educated person. �

Linguistic Self-confidence

Item J C I

• If I make more effort, I am sure I will be able to master
English. �

• I believe that I will be capable of reading and understanding
most texts in English if I keep studying it. �

• I am sure I will be able to write in English comfortably
if I continue studying. �

• I am sure I have a good ability to learn English. �
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Attitudes Toward Learning English

Item J C I

• I like the atmosphere of my English classes. �
• Do you like the atmosphere of your English classes? � �
• I always look forward to English classes. �
• Do you always look forward to English classes? � �
• I find learning English really interesting. �
• Do you find learning English really interesting? � �
• I really enjoy learning English. �
• Do you really enjoy learning English? � �
• Do you think time passes faster while studying English? �
• Would you like to have more English lessons at school? �

Travel Orientation

Item J C I

• Learning English is important to me because I would like
to travel internationally. � � �

• Studying English is important to me because without
English I won’t be able to travel a lot. � � �

• I study English because with English I can enjoy travelling
abroad. � � �

Fear of Assimilation

Item J C I

• I think that there is a danger that Japanese people may
forget the importance of Japanese culture, as a result of
internationalisation. �

• I think that there is a danger that Chinese people may forget
the importance of Chinese culture, as a result of
internationalisation. �

• I think that there is a danger that Iranian people may forget
the importance of Iranian culture, as a result of
internationalisation. �
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• Because of the influence of the English language, I think the
Japanese language is becoming corrupt. �

• Because of the influence of the English language, I think
the Chinese language is becoming corrupt. �

• Because of the influence of the English language, I think the
Persian language is becoming corrupt. �

• Because of the influence of the English-speaking countries,
I think the morals of Japanese people are becoming worse. �

• Because of the influence of the English-speaking
countries, I think the morals of Chinese people are
becoming worse. �

• Because of the influence of the English-speaking
countries, I think the morals of Iranian people are
becoming worse. �

• I think the cultural and artistic values of English are going
at the expense of Japanese values. �

• I think the cultural and artistic values of English are going
at the expense of Chinese values. �

• I think the cultural and artistic values of English are going at
the expense of Iranian values. �

• I think that, as internationalisation advances, there is
a danger of losing the Japanese identity. �

• I think that, as internationalisation advances, there is a
danger of losing the Chinese identity. �

• I think that, as internationalisation advances, there
is a danger of losing the Iranian identity. �

Ethnocentrism

Item J C I

• I am very interested in the values and customs of other
cultures. (R) �

• I respect the values and customs of other cultures. (R) �
• I find it difficult to work together with people who have

different customs and values. �
• It is hard to bear the behaviour of people from other

cultures. �
• I think I would be happy if other cultures were more similar

to Japanese. �
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• I would be happy if other cultures were more similar to
Chinese. �

• I would be happy if other cultures were more similar to
Iranian. �

• It would be a better world if everybody lived like the
Japanese. �

• It would be a better world if everybody lived like the
Chinese. �

• It would be a better world if everybody lived like
the Iranians. �

• Other cultures should learn more from my culture. �
• Most other cultures are backward compared to my Chinese

culture. �
• Most other cultures are backward compared to my Iranian

culture. �
• I am proud to be Japanese. �
• I hope that people from other religions would accept Islam

as their best way to salvation. �
• I think that when people from other cultures are in Iran,

they should follow our Islamic rules (e.g., in dressing style
and their relationship with the opposite sex). �

• I think, compared to what is said in the Universal
Declaration of Human Rights and other religions, Islam is
more concerned about human rights. �

Interest in the English Language

Item J C I

• I feel excited when hearing English spoken. �
• I am interested in the way English is used in

conversation. �
• I find the difference between Japanese vocabulary and

English vocabulary interesting. �
• I like the rhythm of English. �
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English Anxiety

Item J C I

• I get nervous and confused when I am speaking in my
English class. �

• How nervous and confused do you get when you are
speaking in your English class? � �

• How afraid are you that other students will laugh at you
when you speak English? �

• I would feel uneasy speaking English with a native speaker. �
• How uneasy would you feel speaking English with a native

speaker? � �
• If I met an English native speaker, I would feel nervous. �
• I would get tense if a foreigner asked me for directions in

English. �
• How tense would you get if a foreigner asked you for

directions in English? � �
• How afraid are you of sounding stupid in English because of

the mistakes you make? � �
• How worried are you that other speakers of English would

find your English strange? �

Integrativeness

Item J C I

• How important do you think learning English is in order to
learn more about the culture and art of its speakers? � � �

• How much would you like to become similar to the people
who speak English? � � �

• How much do you like English? � � �
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Cultural Interest

Item J C I

• Do you like the music of English-speaking countries
(e.g., pop music)? � � �

• Do you like English films? � � �
• Do you like English magazines, newspapers, or books? � �
• Do you like TV programmes made in English-speaking

countries? � � �

Attitudes Toward L2 Community

Item J C I

• Do you like to travel to English-speaking countries? � � �
• Do you like the people who live in English-speaking

countries? � � �
• Do you like meeting people from English-speaking

countries? � � �
• Would you like to know more about people from

English-speaking countries? � � �
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Appendix B: The Final Version of the
Questionnaires Used in Japan,

China, and Iran
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Appendix C: Selected List of Published
L2 Questionnaires

Please note that the use of the term “questionnaires” in this book does not
include “tests,” “production questionnaires” (e.g., DCTs), or classroom obser-
vation schemes (see Section 1.1).

I would like to thank all my friends and colleagues who have helped me to
compile this list. I am certain that I have unintentionally omitted several
valuable published instruments from the list below. I apologize for this.

Attitudes (See Also “Language Learning Motivation”)

• Burstall, Jamieson, Cohen, and Hargreaves (1974): Teachers’ Attitudes
Scale

• Gan (2009)
• Levine (2003)
• Wenden (1991): Attitudes Questionnaire for Self-Access; Principles

of a Learner-Centered Approach

Biographic Background

• Ehrman (1996a): Biographic Background Questionnaire

Computer Familiarity

• Eignor, Taylor, Kirsch, and Jamieson (1998): Computer Familiarity of
TOEFL Examinees
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Feedback

• Cohen (1987): Feedback Questionnaire (concerning the teacher’s
marking of an essay)

• Cohen (1991): Teachers’ choices in feedback on student written
work; Students’ reactions to teachers’ comments on written work

Grammar Instruction

• Spada et al. (2009): Student Preference for Grammar Instruction

Group Cohesiveness

• See Clément and Baker (2001) under “Language Learning Motivation”
(also reprinted in Dörnyei, 2001)

Immigrant Settlement

• Cumming (1991)
• Hart and Cumming (1997)

Language Anxiety

• Brown (2002)
• See Clément and Baker (2001) under “Language Learning Motivation”
• Ely (1986b): Language Class Discomfort
• Gardner (1985): French Class Anxiety
• Horwitz, Horwitz, and Cope (1986): Foreign Language Classroom

Anxiety Scale (reprinted in Young, 1999)
• MacIntyre and Gardner (1991): The Axometer
• MacIntyre and Gardner (1994): Input, Processing, and Output

(IPO) scale
• Young (1999): The appendices of this edited volume contain several

anxiety scales by Daly and Miller (Writing Apprehension), Gardner
and MacIntyre, Horwitz et al. (see above), McCroskey (PRCA—to
measure communication apprehension), and Sarason and Ganzern
(Test Anxiety Scale).

Language Contact (Quality and Quantity)

• See Clément and Baker (2001) under “Language Learning Motivation”
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Language Course Evaluation

• Brown (2001): Language Testing Course; Reading Course
• See Clément and Baker (2001) under “Language Learning Motivation”
• Gardner (1985)

Language Learner Beliefs

• Horwitz (1988): Beliefs About Language Learning Inventory (BALLI)
(reprinted in Young, 1999)

• Levine (2003)
• Lightbown and Spada (1999)
• Loewen, Li, Fei, Thompson, Nakatsukawa, Ahn, and Chen (2009)
• Mori (1999): Epistemological Belief Questionnaire
• Murphey (1996)
• Wenden (1991): How I Think I Learn Best

Language Learning Motivation

• Al-Shehri (2009)
• Brown (2002)
• Burstall et al. (1974): Pupils’ Attitudes towards Learning French
• Cheng and Dörnyei (2007): Teachers’ Use of Motivational Strategies

in Language Instructions
• Clément and Baker (2001) contains the complete, multi-dimensional

questionnaires used by Clément and Kruidenier (1985), Labrie and
Clément (1986), Clément (1986), Clément and Noels (1992), Clément,
Dörnyei and Noels (1994)

• Clément and Kruidenier (1983): Language Learning Orientations
• Cohen and Dörnyei (2001): Taking my Motivational Temperature on

a Language Task
• Coleman (1996)
• Csizér and Kormos (2009)
• Dörnyei (1990, 2001)
• Dörnyei and Clément (2001): Language Orientation Questionnaire
• Dörnyei, Csizér, and Németh (2006)
• Ehrman (1996a): Motivation and Strategies Questionnaire
• Ehrman (1996b)
• Ely (1986a)
• Gan (2009)
• Gardner (1985): Attitude/Motivation Test Battery (AMTB)
• Gardner, Tremblay, and Masgoret (1997): Version of the AMTB used

in the study
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• Green (1999)
• MacIntyre, MacKinnon, and Clément (2009)
• Noels, Clément, and Pelletier (1999)
• Noels et al. (2000): Language Learning Orientation Scale—Intrinsic

Motivation, Extrinsic Motivation, and Amotivation (LLOS-IEA)
• Ryan (2009): Motivational Factors Questionnaire (MQF) (also see

Ryan, 2008, for English and Japanese versions)
• Schmidt, Boraie, and Kassabgy (1996) (also contains an Arabic

version)
• Schmidt and Watanabe (2001)
• Shaaban and Ghaith (2000)
• Taguchi et al. (2009)
• Takahashi (2005)
• Warden and Lin (2000)
• Yihong, Yuan, Ying, and Yan (2007)

Language Learning Strategies

• Brown (2002)
• Chamot, Barnhardt, El-Dinary, and Robbins (1999)
• Cohen and Chi (2001): Language Strategy Use Survey
• Cohen and Oxford (2001a): Young Learners’ Language Strategy

Use Survey
• Ehrman (1996a): Motivation and Strategies Questionnaire
• Gan (2009)
• Nakatani (2006): Oral Communication Strategy Inventory (OCSI)
• Oxford (1990): Strategy Inventory for Language Learning (SILL)
• Phakiti (2003): Cognitive and Metacognitive Questionnaire
• Schmidt et al. (1996) (also contains an Arabic version)
• Schmidt and Watanabe (2001)
• Tseng et al. (2006): Self-Regulating Capacity in Vocabulary Learning

Scale (SRCvoc)
• Vandergrift, Goh, Mareschal, and Tafaghodtari (2006): Metacognitive

Awareness Listening Questionnaire (MALQ)

Language Learning Styles

• See Al-Shehri (2009) under “Language Learning Motivation”
• Brown (1994): Extroversion/Introversion Test
• Brown (2000): Learning Styles Checklist
• Brown (2002)
• Cohen and Oxford (2001b): Learning Styles Survey for Young Learners
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• Cohen, Oxford, and Chi (2001): Learning Style Survey
• Ely (1989): Tolerance of Ambiguity Scale
• Ely (1986b): Language Class Risktaking; Language Class Sociability
• Oxford (1995): Style Analysis Survey (SAS)
• Reid (1995): Perceptual Learning Style Preference Questionnaire
• Wintergerst, DeCapua, and Itzen (2001): Learning Style Indicator

Linguistic Self-confidence

• See Clément and Baker (2001) under “Language Learning Motivation”

Needs Analysis

• Lepetit and Cichocki (2002)
• Nunan (1988)
• Nunan and Lamb (1996)
• Richterich (1980)

Preferences for Instructional Activities

• Brown (2000)
• Schmidt et al. (1996) (also contains an Arabic version)
• Schmidt and Watanabe (2001)

Self-evaluation

• Brown (2002)
• See Clément and Baker (2001) under “Language Learning Motivation”
• Ehrman and Dörnyei (1998): Sarah Thurrell’s “Self-Assessment Sheet

for a Writing Course”
• Kondo-Brown (2001): Language Survey of Second Generation

Japanese Americans
• Nunan and Lamb (1996)
• Wenden (1991): Evaluation Guide for Notetaking; Questionnaire for

a Good Language Learner

Self-identity Change

• Yihong et al. (2007)

Teacher Anxiety

• Horwitz (1996): Teacher Anxiety Scale
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Teacher Beliefs

• Horwitz (1985): Teacher Belief Scale

Teacher Evaluation

• See Clément and Baker (2001) under “Language Learning Motivation”
(also reprinted in Dörnyei, 2001)

• Gardner (1985)

Teacher Motivation

• Kassabgy, Boraie, and Schmidt (2001): The Teacher’s World Survey

Teacher self-evaluation

• Nunan and Lamb (1996)

Willingness to Communicate

• MacIntyre, Clément, Baker, and Conrad (2001)
• Yashima (2002, 2009)
• Yashima, Zenuk-Nishide, and Shimizu (2004)
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