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Message from the FutureTech2017
General Chairs

FutureTech2017 is the 12th event of the series of international scientific conference.
This conference will take place on May 22–24, 2017 in Seoul, South Korea. The aim
of the FutureTech2017 is to provide an international forum for scientific research in
the technologies and application of information technology. FutureTech 2017 is the
next edition of FutureTech2016 (Beijing, China), FutureTech2015 (Hanoi,
Vietnam), FutureTech2014 (Zhangjiajie, China), FutureTech2013 (Gwangju,
Korea), FutureTech2012 (Vancouver, Canada), FutureTech2011 (Loutraki, Greece),
FutureTech2010 (Busan, Korea, May 2010), which was the next event in a series of
highly successful the International Symposium on Ubiquitous Applications &
Security Services (UASS-09, USA, January 2009), previously held as UASS-08
(Okinawa, Japan, March 2008), UASS-07 (Kuala Lumpur, Malaysia, August, 2007),
and UASS-06 (Glasgow, Scotland, UK, May, 2006).

The conference papers included in the proceedings cover the following topics:
Hybrid Information Technology, High-performance Computing, Cloud and Cluster
Computing, Ubiquitous Networks and Wireless Communications, Digital
Convergence, Multimedia Convergence, Intelligent and Pervasive Applications,
Security and Trust Computing, IT Management and Service, Bioinformatics and
Bio-inspired Computing, Database and Data Mining, Knowledge System and
Intelligent Agent, Game and Graphics, and Human-centric Computing and Social
Networks. Accepted and presented papers highlight new trends and challenges of
future information technologies. We hope readers will find these results useful and
inspiring for their future research.

We would like to express our sincere thanks to Program Chairs: Ching-Hsien
Hsu (Chung Hua University, Taiwan), Yunsick Sung (Dongguk University, Korea),
Kwang-il Hwang (Incheon National University, Korea), Houcine Hassan
(Universitat Politecnica de Valencia, Spain), Jin Wang (Yangzhou University,
China), all Program Committee members, and all reviewers for their valuable efforts
in the review process that helped us to guarantee the highest quality of the selected
papers for the conference.
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We cordially thank all the authors for their valuable contributions and the other
participants of this conference. The conference would not have been possible
without their support. Thanks are also due to the many experts who contributed to
making the event a success.

FutureTech 2017 General Chairs
Kim-Kwang Raymond Choo

Gangman Yi
Jiannong Cao
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Message from the FutureTech2017
Program Chairs

Welcome to the 12th International Conference on Future Information Technology
(FutureTech 2017), which will be held in Seoul, Korea, on May 22–24, 2017.
FutureTech2017 will be the most comprehensive conference focused on the various
aspects of information technologies. It will provide an opportunity for academic and
industry professionals to discuss recent progress in the area of future information
technologies. In addition, the conference will publish high-quality papers which are
closely related to the various theories and practical applications in multimedia and
ubiquitous engineering. Furthermore, we expect that the conference and its publi-
cations will be a trigger for further related research and technology improvements in
these important subjects.

For FutureTech2017, we received many paper submissions, and we accepted
only articles with high quality for the FutureTech2017 proceedings after a rigorous
peer-reviewed process. All submitted papers have undergone blind reviews by at
least two reviewers from the technical program committee, which consists of
leading researchers around the globe. Without their hard work, achieving such a
high-quality proceeding would not have been possible. We take this opportunity to
thank them for their great support and cooperation. We would like to sincerely
thank the following invited speakers who kindly accepted our invitations, and, in
this way, helped to meet the objectives of the conference: Prof. Weijia Jia, Director
of Cyber-Space Intelligent Computing Lab, Shanghai Jiaotong University, China,
and Prof. Han-Chieh Chao, President of National Dong Hwa University, Taiwan.
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Finally, we would like to thank all of you for your participation in our conference,
and also thank all the authors, reviewers, and organizing committee members.
Thank you and enjoy the conference!

FutureTech 2017 Program Chairs
Ching-Hsien Hsu

Yunsick Sung
Houcine Hassan
Kwang-il Hwang

Jin Wang
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Message from the MUE2017 General Chairs

MUE 2017 is the 11th event of the series of international scientific conference. This
conference will take place on May 22–24, 2017 in Seoul, South Korea. The aim
of the MUE2017 is to provide an international forum for scientific research in the
technologies and application of multimedia and ubiquitous engineering. Ever since
its inception, International Conference on Multimedia and Ubiquitous Engineering
has been successfully held as MUE-16 (Beijing, China), MUE-15 (Hanoi,
Vietnam), MUE-14 (Zhangjiajie, China), MUE-13 (Seoul, Korea), MUE-12
(Madrid, Spain), MUE-11 (Loutraki, Greece), MUE-10 (Cebu, Philippines),
MUE-09 (Qingdao, China), MUE-08 (Busan, Korea), and MUE-07 (Seoul, Korea).

The conference papers included in the proceedings cover the following topics:
Multimedia Modeling and Processing, Multimedia and Digital Convergence,
Ubiquitous and Pervasive Computing, Ubiquitous Networks and Mobile
Communications, Ubiquitous Networks and Mobile Communications, Intelligent
Computing, Multimedia and Ubiquitous Computing Security, Multimedia and
Ubiquitous Services, and Multimedia Entertainment. Accepted and presented
papers highlight new trends and challenges of multimedia and ubiquitous engi-
neering. We hope readers will find these results useful and inspiring for their future
research.

We would like to express our sincere thanks to Steering Chair: James J. (Jong
Hyuk) Park (SeoulTech, Korea). Our special thanks go to the Program Chairs:
Naveen Chilamkurti (La Trobe University, Australia), Jungho Kang (Soongsil
University, Korea), Ka Lok Man, Xi’an(Jiaotong-Liverpool University, China),
Joon-Min Gil(Catholic University of Daegu, Korea), all Program Committee
members, and all reviewers for their valuable efforts in the review process that
helped us to guarantee the highest quality of the selected papers for the conference.

MUE2017 General Chairs
Shu-Ching Chen

Yi Pan
Jianhua Ma

Young-Sik Jeong

xiii



Message from the MUE2017 Program Chairs

Welcome to the 11th International Conference on Multimedia and Ubiquitous
Engineering (MUE 2017), which will be held in Seoul, South Korea, on May
22–24, 2017. MUE2017 will be the most comprehensive conference focused on the
various aspects of multimedia and ubiquitous engineering. It will provide an
opportunity for academic and industry professionals to discuss recent progress in
the area of multimedia and ubiquitous environment. In addition, the conference will
publish high-quality papers which are closely related to the various theories and
practical applications in multimedia and ubiquitous engineering. Furthermore, we
expect that the conference and its publications will be a trigger for further related
research and technology improvements in these important subjects.

For MUE2017, we received many paper submissions, and we accepted only
articles with high quality for the MUE2017 proceedings after a rigorous
peer-reviewed process. All submitted papers have undergone blind reviews by at
least two reviewers from the technical program committee, which consists of
leading researchers around the globe. Without their hard work, achieving such a
high-quality proceeding would not have been possible. We take this opportunity to
thank them for their great support and cooperation. Finally, we would like to thank
all of you for your participation in our conference, and also thank all the authors,
reviewers, and organizing committee members. Thank you and enjoy the
conference!

MUE 2017 Program Chairs
Naveen Chilamkurti

Jungho Kang
Ka Lok Man
Joon-Min Gil
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Abstract. Internet users usually subscribe to a few online services. Remem-
bering a different password for each service becomes a burden and a challenge
for some. As a result, many Internet users frequently use the same password for
multiple accounts. This kind of practice is risky since each service has a different
security level. For example, an online community site has a weaker security
measure than an online bank site. If an attacker has compromised a lower
security service and obtained the user’s password, the attacker may be able to
identify other accounts and use the stolen password. Therefore, reusing pass-
words becomes a security risk, and is not generally recommended. This paper
tries to mitigate the risk of reusing an identical password for multiple accounts
by implementing a single password authentication protocol. The proposed
protocol does not expose the user’s password in the event of the server or the
communication line has been breached.

Keywords: Single password authentication � Mutual authentication �
Authentication

1 Introduction

Authentication is the process of verifying the identity of the subject by comparing one
or more factors against a database of valid identities, such as user accounts. There are
three categories of authentication factors of verifying a user’s identity [1, 2, 3]:

• Knowledge factors are something the individual knows which include a password
and a personal identification number (PIN).

• Possession factors are something the individual has, such as a smart card and
cryptographic token.

• Inherence factors are some individual characteristics or something the individual
does which include static and dynamic biometrics such as fingerprint, retina, face,
voice pattern, handwriting characteristic, and keystroke dynamics.

The knowledge factors are the most commonly used form of authentication. The
user is required to supply a secret such as a password, which matches the one stored in
the server in order to be authenticated. Due to its simplicity and convenience,
password-based authentication is widely adopted.

Many online services require users to register and provide the credentials in the
form of username and password. The users can later authenticate themselves using the

© Springer Nature Singapore Pte Ltd. 2017
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registered user credentials. Internet users usually subscribe to more than one online
services. For security reasons, the users should use a different password for each
service. However, remembering a different password for each service becomes a
burden and a challenge for some. As a result, many Internet users frequently use the
same password for multiple accounts. This kind of practice is risky since each service
has a different security level. For example, an online community site has a weaker
security measure than an online banking site. Even worse, a lower security site may
store passwords in clear text form and may run a buggy web application. Attackers may
be able to use an SQL injection attack to obtain the user’s password [4].

If an attacker has compromised a lower security service and has obtained the user’s
password, the attacker may be able to identify other accounts and use the stolen
password. Therefore, reusing passwords becomes a security risk, and is not generally
recommended.

In this paper, a single password authentication protocol is proposed to mitigate the
risk of reusing an identical password for multiple accounts. The proposed protocol does
not expose the user’s password in the event of the server or the communication line has
been breached. Although the protocol helps reduce the risk, the user should be cautious
using an identical password for multiple accounts. There are other attack techniques
which can be deployed to steal password. For instance, an attacker may perform a
shoulder surfing attack while the user is authenticated in a public place.

2 Background and Related Work

This section provides background and related work which includes password authen-
tication and existing single password protocols.

2.1 Password Authentication

Password authentication is the simplest form of authentication. Because of its sim-
plicity, the password authentication is commonly used in authenticating the user over
the Internet. The user registers a username and a password as credentials. The server
needs to store the user’s credentials in order to verify the user. When the user logs into
the server, the user simply presents the username and the password to the authenti-
cating entity [5, 6]. The server checks the user’s credentials against the database of
valid identities. If the values match, the user is authenticated. Otherwise, the authen-
tication fails.

The passwords stored at the server must be protected. Storing passwords in clear
text is inadvisable. This is because a compromised user database file reveals all
passwords. The attack can use the obtained passwords on other systems. The attacker
may be able to obtain the password database through an SQL injection attack. Instead
of storing passwords in clear text, the hash values of the passwords should be saved.
However, a weakness of using the hash value is that two users with the same password
have an identical hash value. Furthermore, the attacker can use dictionary attack against
the entire user database. The best way to protect password is to employ salted password
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hashing. The server randomly generates a random number called salt and calculates the
hash of the salt and the password. Therefore, two users with the same password have
different salted passwords. The server stores the salt and the salted password along with
other information. Upon logging in, the user supplies the username and the password.
The server computes the hash value of the salt and the received password, and then
compares the resulting value to the stored hash value. If the two values are identical, the
user is authenticated.

Both username and password are sent to the server. Sending password in clear text
is vulnerable to eavesdropping. Using an SSL connection helps protect the conversa-
tion during transit. However, it does not prevent phishing attacks.

2.2 Single Password Protocols

Rose et al. present a method to improve password security and to defend against
password phishing [7]. The server stores the hash of the user’s password and the
domain name. When the user enters the username and the password is prefixed with
two escape characters, the browser extension applies a cryptographic hash function to a
combination of the password and the domain name. The username and the hash value
are sent to the server. The domain name is automatically obtained. If the user enters the
credential on the phishing page, the phisher cannot obtain the clear text password.
Moreover, the hash value is different from the one stored on the actual server since the
phishing site is in a different domain name. Using domain name as salt has a drawback.
The attacker may compromise a server under the same domain and may set up a
phishing page. The correct salted password can be captured. Since password and
domain name remains unchanged, the salted password is the same, making it sus-
ceptible to replay attacks.

Gouda et al. propose a protocol that allows a client to securely use a single pass-
word across multiple servers and prevents phishing attacks [8]. The client can be
authenticated without revealing the password to the server at any point. The protocol
employs a one-time ticket technique. The client sets the next authentication ticket. The
ticket consists of the hash of the random number, the password, and the server name.
The client identifies himself by sending the identity. The server challenges with pre-
viously stored random numbers. Subsequently, the client computes the ticket using the
received number. The client also randomly generates a number and uses it to create the
next authentication ticket. The client responds with the current ticket, the next chal-
lenge random number, and the hash value of the next authentication ticket. Although
the clear text password remains unchanged, the ticket changes each time the client is
authenticated. This is equivalent to changing the password at the server every time the
user signs in, which makes the protocol susceptible to message modification attacks.
Consider the scenario where an attacker intercepts the response from the client. The
attacker then can create a ticket using his password and replaces the hash value with
the one generated from his ticket. The server has no way to verify the authenticity of
the hash value. Hence, the attacker can log in.
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Acar et al. also propose several single password authentication protocols which can
allow a user to use a single password to authenticate to multiple services securely [9].
The proposed protocols employ blind signatures.

3 Proposed Authentication Scheme

One of the objectives of the proposed single password mutual authentication protocol is
to help mitigate the risk of using the identical password for multiple accounts while
achieving user authentication without revealing the password to the server at any point.
Another objective is to be resilient against known attacks such as password database
attacks, server spoofing attacks, and denied of service attacks. The protocol also allows
multiple authentication sessions.

3.1 Storing Passwords

It is crucial that the user’s credentials are protected even though the user database has
been compromised. The attacker should not gain knowledge from it. Therefore, the
password should not be stored or sent as clear text. Traditionally, for each user, the
server stores the username, the salt, and the hash value of the salt and the user’s
password. This protects the user’s credentials and defends against dictionary attacks
and pre-computed rainbow table attacks. However, both username and password are
sent to the server to be authenticated.

To achieve the design objectives, the authenticator must be derived from the user’s
password and must be server specific. Figure 1(a) shows the user database. Each row
consists of username, salt, and masked secret. The salt is credential specific. In other
words, each user is randomly assigned a salt. This prevents a dictionary attack on the
entire database. The attacker must pick an individual to attack. The masked secret is
calculated by XORing the user’s secret and the mask. The user’s secret is derived from
the username, the password, and the Fully Qualified Domain Name (FQDN), i.e., Hash
(username || password || FQDN). The mask is the hash value of the server’s secret and
the user’s salt, HMAC(KS, salt). The server’s secret is not stored on disk. It is inputted
when server starts. Therefore, a compromised database does not reveal the server’s
secret or the user’s secret.

3.2 The Protocol

The challenges in authentication over an insecure network are confidentiality and
timeliness. To prevent compromise of the user’s secret and masquerades, the user’s
password must not be sent in clear text. The second issue, timeliness, is important
because of the threat of message replays. An attacker may be able to impersonate the
user by replaying the authentication exchanges.

Figure 1(b) summarizes the basic authentication dialog. First, the client authenti-
cates itself to the server. The authenticator is generated using HMAC with the key
derived from the user’s password. The information includes the user’s ID, the address
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of the client (ADC), the address of the server (ADS), a random value N1, and the times.
Times are a valid period which consist of start time and end time. Second, the server
verifies the client’s authenticator. If it is valid, the server authenticates itself to the client
with a challenge N2, to prevent message replay. Session Authentication Code (SAC) is
added so that the server does not have to keep state information. Third, the client
verifies the identity of the server and response to the challenge.

4 Security Analysis

4.1 Compromised Password Attack

A compromised password attack can be conducted by eavesdropping the authentication
exchange or obtaining password database. Since the password is not sent to the server,
an eavesdropper will not be able to obtain the password. A compromised database will
not reveal the password. As mentioned earlier, the password is converted into a secret
key and is stored as masked secret by XORing with hash of the server secret and user’s
salt. Security of the password relies on the security of HMAC algorithm.

4.2 Replay Attack

A replay attack involves capturing the authentication exchanges and subsequent
retransmitting the captured message to impersonate the user. The protocol employs
both timestamp and challenge/response approaches to thwart replay attacks. If an
attacker replays the first message, the attacker must use the same address as the user
and must be done within a valid period. Verification at the server yields valid. How-
ever, the server sends a new challenge. Without knowledge of the user’s password, the
attacker will not able to generate a valid response.

The protocol is designed in such a way that the server is stateless. The attacker may
replay the third exchange from the same address as the user and within a valid period.
However, the server stores unexpired SACs of successful authentication. Therefore, the
server knows that the received message is a replay.

1. C S: IDC || ADC || ADS || N1 || Times || AuthenticatorC1
2. S C: IDC || ADC || ADS || N1 || N2 || Times || AuthenticatorS || SAC
3. C S: IDC || ADC || ADS || N2 || N3 || Times || AuthenticatorC2 || SAC

AuthenticatorC1 = HMAC(KC, IDC || ADC || ADS || N1 || Times)
AuthenticatorS = HMAC(KC, IDC || ADC || ADS || N1 || N2 || Times)
AuthenticatorC2 = HMAC(KC, IDC || ADC || ADS || N2 || N3 || Times)

SAC = HMAC(KS, IDC || ADC || N2 || Times)

username salt masked secret 
u1 salt1 Kc1 ⊕ HMAC(Ks, salt1)
u2 salt2 Kc2 ⊕ HMAC(Ks, salt2)
u3 salt3 Kc3 ⊕ HMAC(Ks, salt3)

(a) (b)

Fig. 1. (a) User database. (b) Summary of the authentication exchanges.
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4.3 Phishing and Man-in-the-Middle Attacks

Phishing is a type of internet fraud that attempts to acquire a user’s credentials by
deception. The attacker sets up a website that masquerades as a trustworthy site.
Phishing messages are sent to lure to the user to visit the site. Unknowingly, the user
enters the username and password which are captured by the phisher.

Consider the phishing attack scenario where the attacker entices the user to log into a
bank’s site through the attacker’s site. The attacker’s address is used as a component to
derive the key to create an authenticator. Therefore, the attacker cannot use the
authenticator.

Suppose that the attack captures the first authentication exchange and uses it at
another location. Authenticator verification will fail because authenticator is client
address dependent. The server can obtain the client’s address from the connection, not
the one indicated in the message.

5 Conclusion

The proposed single password mutual authentication protocol helps mitigate the risk of
using the identical password for multiple accounts while achieving user authentication
without revealing the password to the server at any point. Therefore, a compromised
password database does not reveal passwords. A user’s secret is server dependent since
it is derived from the username, the password and the server name. Hence, the attacker
cannot use a compromised user’s secret on another server. The analysis shows the
proposed protocol can reduce the risk of using the same password for various services.
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Abstract. This paper describes scheduling and processing of congested packets
in massive Machine Type Communications (MTC). When there are too many
uplink packets, it may cause congestions in the Radio Access Network
(RAN) and the Evolved Packet Core (EPC). To solve this problem, we propose
a Critical Random Early Detection (CRED) method to compute the current
average queue length for each process to determine whether a packet needs to be
discarded or not to prevent from congestions. The proposed method is evaluated
through NS-2 simulations.

Keywords: Machine Type Communications (MTC) � Cellular network �
Congestion

1 Introduction

The term, Machine Type Communications (MTC), comes from the 3GPP (Third
Generation Partnership Project) specification [1]. Nowadays, sensors, actuators, and
RFID/NFC, are used to collect information and to bring convenience to our daily life,
making the number of these devices increases exponentially in recent years. Once
generated sensed data, those devices are scheduled to report their data to an evolved
NodeB (eNB). Given the number of the devices is large, it may cause significant
congestions and latency in the network.

In this paper, we focus on designing the management mechanism of scheduling the
MTC devices transferring the packets to eNBs and Packet Data Network Gateways
(P-GWs). To achieve and solve the congestion problem, we propose the Critical
Random Early Detection (CRED) Method to decide if an MTC packet should be
discarded for releasing network congestion. Our method is based on three steps to
prevent the network congestion: (i) According to the MTC devices at the fixed position
periodically sends data to eNB and P-GW, the sender packet time must match service
time at eNB and P-GW; (ii) According to the data urgent and real-time priority to give
higher priority; and (iii) use Early Detection Gateways for Congestion Avoidance [4] to
migrate the MME/S-GW by drop congestion MTC packets at the radio access network
(eNBs). It drops congestion packets by computing the average queue length of the
arriving packets.

© Springer Nature Singapore Pte Ltd. 2017
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1.1 Related Works

About the scheduling related mechanism, we know that in Loss type queuing system
queue space is zero and does not allow queuing, when the MTC device arrives OM2M
gateway. If all channels (channel) are occupied, that is, the MTC device transmitted the
data packet to be discarded, and assume no re-transmission.

Another scheduling related mechanism is waiting type queuing system; we list
them as follows:

FCFS (First Come First Service): According to the order of the queue, the system
first serves the jobs in front of the queue.

LCFS (Last Come First Service): According to the order of the queue, the system
last serves the jobs in front of the queue.

PS (priority): The system serves the jobs based on their priority.
SIRO (Service in Random Order): The jobs are served randomly.
We also introduce congestion relate work as follows.
Backoff window method has some issues when the backoff time may lead to

retransmit the information time and cause congestion.
ACB (Access Class Baring) [2] mechanism provides a way to bar a range to access

class user. However, packets’ priority cannot be identified by the ACB so that high
priority packets are also banned by the ACB.

There are four drawbacks when adopting CAAC (Congestion-Aware Admission
Control) [3]. First, we need to find new reference recalculated as a benchmark to
calculate congestion level. Secondly, the method of calculation of required sample time
of the first N times and Random Early Detection only need to calculate the percentage
of the average size of a Queue. Thirdly, it will be put forward to reduce congestion
level reject need to spend more time and computational complexity to calculate con-
gestion level. Fourthly, from the calculation of the average length of Queue it will be
able to determine the current congestion length and therefore do not take the time to
calculate congestion level.

Mass MTC devices for the LTE network characteristics, taken in conjunction
mixed queuing system, loss type and wait for type queuing system is an ideal network
model, the main principle of this mechanism is to allow queued but not infinitely long
queue time, so do not allow infinite queue space, mainly in the following ways:

Queue length is limited, limited waiting space. When the number of queued packets
length of service or transmission of the MTC device exceeds a predetermined, based on
the MTC device statistics do good Average Queue length packets discarded, and
continue to wait for the next delay time to uplink the data.

In addition, MTC’s sensors can sometimes detect some urgent data, the packet such
as ETWS signal by priority, so the data for the characteristics of the urgency of the
needs in the schedule to give a higher queue weights.

Longer needs about time for continuous transmission of real-time video streaming
data given long service time, so the data for the characteristics of the needs in the
schedule to give a higher queue weights. Therefore, Sect. 2, we adopt [4] to take the
basic idea and adjust the function to suit the 3GPP-based cellular network environ-
ments, we called it Critical Random Early Detection Method (CRED).
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2 Our Critical Red Method

In this section, we introduce our CRED method. We first describe where the congestion
may happen in a 3GPP-cell network environment in Sect. 2.1. Then we will illustrate
how to implement the method in Sect. 2.2.

2.1 Congestion Point Due to Massive MTC Devices

One big challenge is that a 3GPP-cellular network needs to process the bursty situation
when there is a large number of data packets arriving at the same. It may cause
congestion in Radio Access Network (RAN) and the Evolved Packet Core (EPC) [5] as
shown in Fig. 1 and [6, 7].

2.2 Critical Random Early Detection (CRED) Method

MTC devices at the fixed position periodically send data to eNB and P-GW. In order to
avoid congestion, the packet arrival rate should be less than the service rate of eNB and
P-GW. CRED drops packets before the queue is full, according to the data urgent and
real-time priority. It reduces queue delay and increases utilization. CRED also uses
average queue length to predict impending network congestion and randomly discard
packets. CRED calculates the average queue length using exponential weighted
average approach, that is

Fig. 1. Congestion in Radio Access Network (RAN) and the Evolved Packet Core (EPC)
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MTCqavg ¼ ð1� wqÞ �MTCqavg þwq � q ð1Þ

The following notation explains the meaning of (1) formula,

MTCqavg : Average Queue Length

q : Current Queue Length

wq : for mMTC device emerengency data

and Realtime data Weights, range is

0\wq\1

Also, we decide to discard packets based on two thresholds minth;maxth. If
MTCqavg\minth, all packets are allowed to enter queue and if MTCqavg [ maxth, all
packets are discarded. If minth \MTCqavg\maxth, packets are discarded by Eq. (2)

Preal ¼ Pnow � ð1�
X

Packet � PnowÞ ð2Þ

The following notation explains Eq. (2),

Pnow ¼ Poperator � ðMTCqavg �minthÞ � ðmaxth �minthÞ

Pnow : Current Drop Packet Probability

Maxp : Operator Default Packet Probability

Preal : Pnow � ð1�
X

Packet� PnowÞX
Packet : After last Packet Drop,

the total paket number of entering queueing

3 Simulation

3.1 Simulation Settings

We implemented the CRED method by using the NS-2 simulator. In the simulation, the
network topology consists of one MME, one S-GW, one eNB, 100 Mb Bandwith and
75 ms delay. We considered two scenarios with 1000 and 10000 devices, respectively.
For the simulation, the huge packets come at the same time, when 1000 devices under
one eNB, send packets range from 4 to 9 packets. Our simulations performance for
1000 devices is shown in Table 1.
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3.2 Throughput

4 Conclusion

In this paper, we proposed CRED to avoid network congestion. The CRED takes
network statistics, e.g., average queue length into consideration and then design
algorithm to drop packets. Throught extensive NS-2 simulations, the results show that
CRED can reduce network congestions.
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Table 1. Simulate 1000 devices throughput

No. Sent packet Lost packet Throughput Retry Utilization

996 8 4 0.0016005722792832168 3 0.020007153491040208
997 8 4 0.0016005722792832168 3 0.020007153491040208
998 4 2 0.00053352409309440562 2 0.01333810232736014
999 9 4 0.0021340963723776225 3 0.023712181915306916
1000 6 3 0.0010670481861888112 3 0.017784136436480188
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Abstract. One of the key issues concerning IT systems is Information Security
Management. Among the security objectives in the ISO/IEC 27002:2013 stan-
dard refers to information security awareness, education and training. In this
area there are many important aspects but in this paper authors focus on people,
their knowledge and their security awareness. Authors introduce a model that
could illustrate organization members, their relations and knowledge about
security. Results of simulations can be used to create plans of training to
increase their security awareness. Finally authors present few cases where dif-
ferent strategies of teaching people are tested and the analysis is presented. If
knowledge does not change under the influence of co-workers, it is better to
train those with smallest knowledge.

Keywords: Security management � Security awareness � Social aspects of
security

1 Introduction

When considering IT systems the Information Security Management [3] is a crucial
aspect. Growing popularity of online applications increases the number of computer
criminals [6]. One of the most threatened things is privacy [10].

The best approach to introducing security governance to the organization is to
apply one of the security standard such as ISO/IEC 27001. which requires a systematic
examination of information security risks [4], taking into account threats, vulnerabil-
ities, and impacts. It is a very difficult task to comply with regulations and recom-
mendations from the standard [2]. The problem is that some of aspects - among them
improvement of security awareness of the employees through training - are not given
enough attention.

Knowledge of privacy policy, security standards and consequences of noncom-
pliance encourages and enables employees to behave responsibly in terms of IT system
security. In [1] authors show that conceptual knowledge and procedural knowledge can
increase security awareness of users in context of phishing threats.
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Employee education is important, however who and when should be taught is not
so obvious. The ISO/IEC 27002 only suggests it should be scheduled in time and
repeated regularly. In this paper authors propose a model, which abstracts the security
awareness of employees in order to aid training planning with regard not only to costs
but also relations between employees and knowledge of individuals. After this authors
present an implementation of the model in the NetLogo tool and analyse different cases
with different conditions, proposing strategies which should be used.

2 Related Work

Security awareness education is an important issue in IT, widely described in literature.
Authors believe that there is no one universal solution [9] and specific needs for an
organization have to be considered when choosing how to train coworkers. The problem
is rather multi-dimensional (assessment, identification and education phases). However
different scientists specify other layers/dimensions. According to [7] a variety of aspects
has to be considered while talking about information security and though teaching this
matter: strategic, policy, best practice and many others. Unfortunately, organizations
still do not appreciate training employees. Certainly, security awareness is revelant part
of Information Security Management and should consider many different aspects as
mentioned in ISO/IEC 27002 (e.g. different delivery media, periodicity).

3 Model

To describe problem and possible solutions authors propose the following model. It is a
simplification of a real word. There are five main steps required for configuration of the
model:

– 1 - define social network of co-workers;
– 2 - define the required costs of the training;
– 3 - define method of teaching;
– 4 - define desired results;
– 5 - evaluate employees’ security awareness.

3.1 Step 1 - Defining Social Network of Co-workers

Given company consists of different departments in which employees (x1, … xn, |n| -
number of employees) work and cooperate. When two separate workers collaborate we
have some specific connection between them (relation Rxy - worker x collaborates with y
and x treats y as his colleague; relation R is neither symmetric nor transitive). And
hereby a social network of co-workers is obtained. For all people in that network we can
state their levels of security awareness (si for worker i) and list of all employees they
work with ðFi ¼ fxj : j 2 1::nf g; i 6 ¼ j;RijgÞ. The organization could gather such data
using even a simple questionnaire on privacy policy, threats and vulnerabilities. To sum
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up, in this step a description of social network should be created, containing information
about security awareness of each employee and connections between employees.

3.2 Step 2 - Defining the Required Costs of the Training

The goal is to increase employees security awareness through education. Training
programmes require funding, the amount of funding will be determined by how many
people will be trained (a) and how long/how often (b). The desired outcome is a
situation in which every employee has at least certain level of security awareness.
Nevertheless often the goal will not be possible to achieve within the available budget
and therefore a maximum number of trainings (B) will be set.

3.3 Step 3 - Defining Method of Teaching

When the description of social network and planned costs are available, the next step is
the choice of training method. There are 4 strategies of teaching available - random,
teaching those with lowest security awareness, teaching those with lots of connections,
teaching those with few connections. Authors assume that employee with well informed
colleagues will also change his/her attitude towards security. However this attitude
could change for other external reasons (one can participate in other training/conference,
one can improve his/her knowledge due to personal situation, etc.). Authors believe that
importance of social ties and external factors may differ depending on organization. It
should be considered in this step. Another aspect that should be taken into consideration
is effective method of teaching. There is a variety of techniques, taking advantage of
different learning styles, however discussing them is not the goal of this paper.

3.4 Step 4 - Defining Desired Result

The goal of training has to be set (S). All employees need to reach at least some certain
level of security awareness ð8i2 1...nf gsi � SÞ, as the weakest link in the organization
should be strong enough to ensure adequate security. This is the moment to choose that
level. Employees will be trained in order to obtain this level.

3.5 Step 5 - Evaluation of Workers Security Awareness

At the beginning all workers in the network have their own values of security
awareness (si). In each step a chosen number of people will be trained. Their security
awareness increases - authors assume it holds in accordance with the square root
function

si :¼ 100
ffiffiffiffiffiffiffiffiffiffiffiffiffi
si=100

p
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and has values in [0, 100]. However not only teaching influences security awareness.
Each time for each single person all employee’s friends need to be examined
ðFi ¼ fxj j 2 1; . . .; nf g j 6¼ i : RjiÞ. Importance of their connections (If) and how sig-
nificant is randomness (Ir; there could be external factors that increase the coefficient)
may also increase security awareness

si ¼ max si;
100If
If þ Ir

ffiffiffiffiffiffiffiffiffiffiffiffiP
k2Fi

sk

Fij j

vuut þ 100Ir
If þ Ir

8><
>:

9>=
>;

0
B@

1
CA:

3.6 Visualisation

Authors used NetLogo to implement their model. NetLogo can be downloaded from [8]
and used to run one’s own simulation. Workers are called agents here (x1, .., xn). As there
are connections between employees - here their relations (friendship, Rxy) are denoted by
grey lines. Red background is proper for agents with low security awareness, green is for
those whose coefficient at least equals minimal-level-of-security-
awareness (S). If network-from-file is switched on then whole social net-
work structure (relationships and value of security awareness for each agent) is taken
from file. Otherwise one has to set agents-number with proper avg-friends to
create network where each agent has avg-friends friends on average. His/her
security awareness is randomly chosen with normal distribution taking as a distribution
parameters both security-mean and security-sd. If we upload structure of this
network from file then first line should contain number of agents and rest of the lines
consist of 3 numbers - first is an agent, second - his/her friends and third one - security
awareness (si) of an agent. In each step (max-ticks (B) is an upper limit for number of
steps) some set percent of agents (percent-of-educated a/b � 100%) is trained.
Those that are being taught are chosen based on of the strategies who-is-educated:
random, most-friendly, less-friendly or with-lowest-secure-
awareness. In each step we check for every agent how his/her friends are educated
and according to friends-importance (If) and random-importance (Ir) security awareness
si could be increased. The whole simulation ends either after max-ticks (B) steps or
when each single agent i in the network reaches security awareness.

(si) at least equal to value of minimal-level-of-security-awareness
(S). During that process we can observe (low-level-of-security-
awareness) how many agents have too low value of coefficient and what is total
cost of education (calculated as product of number of trained agents in each step and
number of steps).
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4 Simulations

To run a simulation initial parameters have to be set, either via a file with the network
structure or setting the following parameters: agents-number (n), avg-friends,
security-mean and security-sd (or leaving all these parameters with their
initial values). Simulation will stop either when all agents will be educated enough or
after finite number of steps in case reaching goal is impossible or will last too long.
Below examples with different values of input parameters are presented. As parameters
can be easily changed almost any existing organization can describe its employees and
goals and run the simulation. Authors take a social network structure from a file [5] and
randomly assign agents to security awareness. It is an example of an explored network
of 36 workers in a small hi-tech computer firm, where there are 147 connections
between co-workers. Authors present two cases chosen from all ran simulations as the
most representative.

4.1 Case 1

All the parameters and their initial values are listed on Table 1. This time agents with
the biggest number of friends were trained. As a result (simulation was run 100 times),
after 250 ticks only few agents appear in green area (their security awareness is at least
equal to 75). This mean - goal is not achieved. What can be noticed is a fact that in each
step the same agents are trained and they have bigger and bigger security awareness.
Remaining agents stay with fixed value of the coefficient or it grows but very slowly.
Changing percent-of-educated only in limited way improves results.

4.2 Case 2

It is the most interesting case. Still the same social network as before is used. The only
difference to previous case is that here agents with the lowest value of security
awareness are trained (Table 1).

It is visible that this method of teaching applied to chosen initial values of param-
eters gives better results. After running simulation 100 times, after around 28 ticks (min.
26, max 29, avg 27.7) all agents are located in the green area, so with desired value of
coefficient. As one can notice, results here are slightly better than in Case 1.

Table 1. Inital values of parameters - Case 1 and 2

Case 1 2

network-from-file On On
friends-importance 100 100
random-importance 20 20
who-is-educated most-friendly with-lowest-secure-awareness
percent-of-educated 10 10
minimal-level-of-security-awareness 75 75
max-ticks 250 250
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5 Conclusions

Company, on the one hand, has limited funds and time but on the other its employees
differ in regards to their security awareness and relations with other co-workers.
Authors propose simple model which includes all these factors. Four basic ways of
teaching co-workers are available. In both presented cases authors described simula-
tions and results for existing social network of workers. and shown that the best
strategy is to focus on those workers characterized by low value of security awareness
coefficient.

What is surprising is a fact that changing some of the parameters do not influence
results much.

Worth mentioning is the parameter percent-of-educated. It is obvious that
for higher values of this number goal is achieved faster. However not only the number
of ticks matters. Each tick costs. When more co-workers are educated at the same time
the single tick cost is higher.

Authors can not claim that only training people with lowest values of security
awareness is the best approach. However, if employees’ knowledge does not change
under the influence of co-workers they work with (either formal communication pre-
vents sharing knowledge or there is a strong competition between employees), it is
preferable to focus on those with smallest knowledge in this particular area.

In the future authors would like to further analyse external factors that could
influence co-workers knowledge. They would like to test mixed ways of teaching and
more sophisticated module for counting costs.

References

1. Arachchilage, N.A.G., Love, S.: Security awareness of computer users: a phishing threat
avoidance perspective. Comput. Hum. Behav. 38, 304–312 (2014)

2. Bylica, W., Ksiezopolski, B.: On scalable security audit for web application according to
ISO 27002. In: Computer Networks. CCIS, vol. 160, pp. 386–397. Springer (2011)

3. Mazur, K., Ksiezopolski, B., Kotulski, Z.: The robust measurement method for security
metrics generation. Comput. J. 58(10), 2280–2296 (2014). Oxford Press

4. Niescieruk, A., Ksiezopolski, B.: Motivation-based risk analysis process for IT Systems. In:
AsiaARES, vol. 8407, pp. 446–455 (2014)

5. de Nooy, W., Mrvar, A., Batagelj, V.: Exploratory Social Network Analysis with Pajek
(2004). http://vlado.fmf.uni-lj.si/pub/networks/data/esna/hiTech.htm

6. Rogers, M.K., Seigfried, K., Tidke, K.: Self-reported computer criminal behavior: a
psychological analysis. Dig. Invest. 3, 116–120 (2006)

7. von Solms, B.: Information security - a multidimensional discipline. Comput. Secur. 20,
504–508 (2001). Elsevier Science Ltd.

8. The web page of the QoP-ML project (2015). http://qopml.org/
9. Valentine, A.J.: Enhancing the employee security awareness model. Comput. Fraud Secur.

2006(6), 17–19 (2006). Cybertrust’s ICSA Labs
10. Westin, A.F.: Social and political dimensions of privacy. J. Soc. Issues 59(2), 431–453

(2003). Columbia University

How to Train People to Increase Their Security Awareness in IT 17

http://vlado.fmf.uni-lj.si/pub/networks/data/esna/hiTech.htm
http://qopml.org/


Advanced Data Communication Framework
for Cloud Computing from CDMI

Jae-Yun Jeong and Jae-Woong Jeong(&)

Kyung Hee High School, 26, Kyungheedae-ro, Dongdaemun-gu,
Seoul 02447, Republic of Korea

3500jjy@gmail.com, bestamicus@naver.com

Abstract. The expansion of cloud service has brought about the change of
communication method between computer and user. Therefore, the significance
of cloud data management system has increased. However, the current cloud
data exchange method lacks in consideration regarding the utilization of big
data. This thesis proposes a framework for cloud data management system
considering the big data processing. For this, the thesis used CDMI standard
structure to conduct separation and compression of cloud data to propose an
efficient data management system.
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1 Introduction

The introduction of cloud service has brought about the computer communication to
change from using S/W to services that the data center provide in cell phone or other
mobile devices. Cloud computing is rapidly changing into high quality computing
technology [1]. which is a computing method which provides relevant functions in
service type. This had led users who do not know have professional knowledge
regarding the technology infra structure that supports to be able to use the service from
the internet. In cloud computing environment, users can share information, and can be
provided with application or program type of service anywhere anytime. In IEEE, it is
defined as “a paradigm which permanently save information on internet server, and
temporarily save information on clients such as desk top, table computer, lap top,
wall-held computer, or mobile devices. Before long after the cloud service was intro-
duced, the standard of cloud data server was not set. However, it is average to separate
each storage in PC, and use LAN line to move data server and store to data center.

Cloud computing service is classified in to 3 by its module. It is classified by how to
SW or HW is used which is Infra as service (IaaS), platform as service (PaaS), and
software as service(SaaS). IaaS makes access to basic computer resource possible,
which means the user has no need to build personal cluster or data center to use cloud
service. It is flexible in deleting additional resource. PaaS is providing platform related
to software distribution environment, programming tool, and OS used for cloud infra.
SaaS enables to use applications of service providers operating in cloud service. Fol-
lowing the development of cloud computing, the use of numerous computing resources,
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data, information, and application increased and the amount of data has also increased.
Due to the features of cloud computing, data is in infinite produce, and the form is
diversified, which keep on producing data, and the data server to store data was in need.
The big data was proposed to efficiently classify and analyze the massive data and
information by its feature and category. This thesis proposes a framework to efficient
cloud data management system. Also, this thesis proposes efficient data management
system based on separation and compression of cloud data and will conduct comparison
with other existing systems to verify the efficiency of proposed system.

2 Cloud Storage and Data

Various cloud service suppliers such as Amazon, EMC, IBM, HP and NetApp provide
cloud storage service. Also, cloud storage platforms such as HDFS, GFS, EMC Atoms,
Data ONTAP, HP Upline, Cloud NAS, Amazon S3 are increasing. In order to stan-
dardize such cloud storage platform, SNIA has adopted a proposal to set CDMI
international standard in 2009. Structure of CDMI international standard system
adopted by SNIA is as described in Fig. 1 [2].

This system is composed of CDMI client, server and metadata. CDMI client is a
user program which request actual data fit to CDMI standard to transmit request to
CDMI server. The CDMI server responds to request received from CDMI client and
transmit. CDMI metadata server processes and manages information used to provide
CDMI from inner file system. When file creation, revision and delete order is requested
from client, the server checks metadata and review if the order process requested from
client is possible. If it is possible, it renews the information about metadata and process
with the actual contents. To process contents, it revises the file and searching function
to store the contents. CDMI server delegates CDMI metadata server for metadata
processing, and directly mount NAS on CDMI server to process contents. CDMI
metadata server manages information used to provide CDMI function in inner file
system. With the development of cloud, immensive amount of data has been created.
Such data is called big data. The characteristics of big data can be largely classified into

Fig. 1. A framework for SNAI CDMI international standard system
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3 types which are also known as 3V. 3Vs are volume, velocity, variety which refers to
the amount of data, input and output sped of data, variety of data types. IoT (internet of
the things) which analyzes and utilizes data from sensor is becoming popular. For
example, in America, sensors are attached to plane engines to receive and analyze
information for error prediction, which the data produced from engine is about
2.5 billion terabyte per year. Due to the increase in big data, cloud data management
system in computing became more significant. Google Map Reduce is the represen-
tative form of cloud data management. It is essential for big data to separate process
data through multiple servers. However separate processing is the major technology of
cloud, which makes big data and cloud technology complementary.

3 Cloud Computing Based Data Management Structure

3.1 Data Processing in the Existing Cloud Computing

The past cloud management system mostly use Map-Reduce. MapReduce is composed
of multiple workers under one master. The master sends and receives ping messages
regularly and classify on and off workers to divide work.

In Map Reduce, the master takes care of work scheduling, task distribution and
procedure monitoring. Workers simultaneously conduct the task set at maximum.
When users hand in operation, the master is it into divides Map task. And the divided
tasks are distributed to workers. To equally divide the works to workers, the master
sends ping messages to understand non-operating task number of workers and receives
responses. Master divides the operation into Map task and Reduce task to distribute to
on/off workers. Then the Map task is distributed to workers non-operating workers in
priority. In other words, the tasks are distributed to conduct possible local disk data as
Map task in input data pieces. This is to reduce the bandwidth of network. After
distributing Map tasks, the master sends ping message to non-operating workers and
distributes Reduce tasks. The Map workers after finishing the work stores result to local
disk, and transmit the Map operation result information to master. The master stores
results received from map workers to reduce task and sends it to Reduce workers (see
Fig. 2) [3].

There is also CDMI international standard of SNIA, the structure managing cloud
data. This system increased efficiency by separating the metadata server and data
server. Also, because most of the cloud data is atypical, the data server and metadata
server interacts in the form of RESTFUL which follow REST method. This thesis
examines the performance of proposed Cloud Data Management Framework by
comparing with CDMI international standard of SNIA. CDMI Data server receives
requests from CDMI clients. CDMI server sets manager for each object to conduct
requests. When the contents regarding metadata are sensed, the CDMI data server
delegates operation to CDMI metadata as RESTFUL. CDMI metadata server also has
manager for each object to enable efficient operation. After completing operation,
CDMI metadata transmits result to CDMI data server. CDMI data server completes
request from CDMI client and transmits result [4].
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3.2 CDMI Framework Proposal

This thesis mainly focuses on connection to big data in cloud data management to design
framework. Cloud data and big data technology has direct connection. Processing speed
is very important in big data technology. If the result is already happened in the situ-
ation, the data becomes useless. The framework proposed by this thesis is as Fig. 2.

The framework directly connects CDMI client and metadata server to simultane-
ously operate on CDMI data server and metadata server. Also, by keeping separate
NAS, cloud data server and cloud metadata server mounts simultaneously and store
information, to simultaneously use information from data server and metadata server
with the information stored in main NAS. This is to enable easier processing of request
when clients make requests. Also, there is no need to save CDMI metadata client to
cloud data server. Data server has no need to delegate works to metadata server, and the
metadata examination separately sets server receiving requests from client. This server
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receives direct requests from client, and only conducts metadata examination of separate
request. Data server and metadata server conducts each request and transmit to middle
server, and the middle server collects the result and transmit the result to client (Fig. 3).

4 Evaluation

When comparing the framework proposed by this thesis, such results followed. PCS
proposed by Remi Cura, Julien Perret, Nicolas Paparoditis [4] received request from
metadata server initially, and there was no general data server. With only metadata
might lack in accuracy. Also, the system circulates within RDBMS. In this system, if
an error occurs in one part, it influences the whole system which makes it unstable.
However, it is able to conduct requests simultaneously as it conducts in circulatory
moves. However, it has less connection of the utility of big data. The CDMI proposed
by SNIA has separated metadata and general data server, which secured its accuracy
and system stability by conducting the request twice. However, the client only interacts
with data server which makes metadata non-operating during the time. Therefore, it
lacks simultaneity and had no efficiency. On the same basis, it deducts result late, so the
connection to big data also decreases. The proposed framework has separated data and
metadata server to process the request twice to increase system accuracy, has separated
main NAS and assisting NAS to increase system stability. Also, the client simulta-
neously transmits the request to both data server and metadata server for processing,
which secured the simultaneity of system and improved efficiency. Also, by simulta-
neous processing, the velocity of big data is secured and the main and assisting NAS
enables efficient use of storage to secure the volume of big data. As for the request
transmission method, it uses JAVA’s RESTFUL method supporting REST to secure
variety (Table 1).
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5 Conclusion

Recently, the increased use of SNS and cloud led to the increased attention to big data
technology. The proposed framework is designed focusing on big data. This thesis
compared the proposed framework with other frameworks and learned about the sys-
tem. As the result, the proposed framework was verified with its accuracy regarding the
request, system stability. Also, it was verified that it directly and simultaneously receive
requests from clients through data server and metadata server, designs request pro-
cessing method to secure the simultaneity and efficiency of the system. Also, it secured
the 3V, features of big data to improve the connection.
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Table 1. Comparison between existences and proposed framework

Item PCS [4] CDMI [5] Proposed
framework

Accuracy X O O
Stability X O O
Simultaneity O X O
Big data correlation X X O
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Abstract. It could be said that AI (Artificial Intelligence) is the most prominent
field within the short history of computers and it is recognized as an important
element deciding upon future human life. The study aims to explore the exact
concept of AI and environments used in e-learning. Through this, the study aims
to review learning combined with Artificial Intelligence (AI), thus, Internet
self-directed learning which is recently receiving much interest and explore
actual fields where AI is currently applied. As a result, the study aims to suggest
the base data for providing students a more efficient and abundant education
environment using artificial intelligence.

Keywords: Cloud computing � Data communication � CDMI � Big data

1 Introduction

Many think that AI (Artificial Intelligence) is like a supernova with a history of less
than 10 years but it is not entirely so. in fact, the meaning of artificial intelligence was
born in the 1950s by Alan Turing and simultaneously, research was conducted [1].
Artificial intelligence is a large topic that is gradually receiving interest from the masses
in modern society. Even mobile phones utilize artificial intelligence, and recently the
range of availability has largely broadened, being suggested as a method to bring a
better learning effect in the education field, utilizing e-learning system where students
learn through computers [2]. Therefore, development, application scope, and avail-
ability is rapidly increasing [3]. Artificial intelligence had already been studied and
introduced long ago. However, artificial intelligence first introduced could not be
actually applied, there was process where the concept was formulated, and it could be
said that the period where it started to be applied to reality such as actual robot artificial
intelligence and education-based artificial intelligence is recent [4].

Application of AI is becoming more active in fields such as the financial market and
science. Like this, the fact that AI is closely applied to human life even though it has
not been long since it has been introduced into our lives can be attributed to the
efficiency and convenience of artificial intelligence. Also, in the future, artificial
intelligence will be used as an important interface that has direct interactive relation
with human life. However, among AI that is utilized in various fields, the field that has
especially wider usage scope which has human and machine interaction is artificial
intelligence based education system [5]. Especially in students of the East Asian region
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with high scholastic ambitions, it is easy to find examples of e-learning, or
Internet-based self-directed learning system [5]. However, there are suggestions of
shortcomings in learning systems that apply e-learning. Especially, students spend
more time in learning through e-learning done at home rather than concentrating on the
time with their teachers at school, and there are suggestions of worries that the process
of e-learning through artificial intelligence could be less effective. Also, there are
doubts about if e-learning service conducted online rather than as offline classes are
more effective, and it is not clear if all learners are satisfied by the learning process
through the e-learning system. In our modern society, rather than considering only the
development of artificial intelligence or market economy size, we need to come up with
clear answers to questions such as, ‘Is the development of artificial intelligence being
done properly?’ and ‘Is it justifiable to introduce e-learning systems while toppling
over the balance of society and economy?’ [6]. Therefore the study analyzed the
awareness about the application of artificial intelligence utilized in the education field
through surveys on teachers and students. Especially in the suggested research model,
surveys were conducted dividing into 2 groups; one with students and teachers
accustomed to e-learning, and one with students and teachers unfamiliar with
e-learning. The composition of the study is as follows. Section 2 investigates relevant
previous studies, Sect. 3 explains research method and procedures, Sect. 4 suggests
results about the survey analysis to prove the effectiveness of the study, and Sect. 5
concludes the study.

2 Relevant Previous Studies

Following the development of information and communication technology, relevant
social field is also impressively growing. It is not an overstatement to say that the area
with the largest change among them is the education field. Especially the new edu-
cation system called e-learning, created through combination of the education field and
characteristics of artificial intelligence, among information communication technology,
is sitting place as a new education method to supplement or replace existing
face-to-face off-line education in schools, education institutions, and even corporations,
and it has the characteristic that from anywhere and anytime, anyone can receive
customized learning according to level [7]. E-learning system which is a technology
combining these great characteristics of artificial intelligence into the education field
has a very wide range of research including development direction, prediction of usage
scope, and frequency of actual usage of e-learning systems. However, rather than
further asking development potential or direction of the system, there is need to
thoroughly inspect information and communication technologies used in the education
field, considering if the system could be effective for everyone, if there is enough value
to proceed while toppling the balance with the previous face-to-face method off-line
lessons, and if e-learning is actually giving users satisfaction and if it looks proper in
the ice of people who are not users of the e-learning system. On the other hand, there is
research underway to figure out the effective side of e-learning, exploring the short-
comings of off-line lessons.
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Also, there is active research about specific exploration about e-learning and
especially Lee Yongtak [7] showed the necessity of all artificial intelligence including
education to go through systemized evaluation and certain procedures, studying
methods to evaluate the validity of e-learning, outside of the abstract concept. Also,
looking at the table above, studies mainly focus on interaction between e-learning and
humans receiving education. For e-learning to give enough effect, trust, and satisfaction
without influencing social and economic balance, it is determined that all fields about
artificial intelligence rather than just the education field needs to be studied.

3 Research Methods and Procedures

The purpose of the study is based on a number of questions. They include, ‘are teachers
and students satisfied with e-learning?’, ‘do they think e-learning is related to actual
studies?’, ‘what does the current education look like to nonusers of e-learning?’ The
comprehensive purpose is to inspire a sense of purpose through inspecting if education
techniques combining artificial intelligence is being reasonably conducted, if there is
value in further development, and most of all, if it does not affect society, as people
respond to the survey. First, the method of this study is a simple survey. Like how there
is a division between male and female on OMR cards, respondents are first divided into
users or nonusers of e-learning, and it is further divided into detailed survey questions
according to characteristics. Table 1 represents examples of these survey questions.

Also, in common questions between the two groups, there are questions such as,
“Do you know about modern computer information communication technology?” And

Table 1. The contents for questionnaire

Number e-learning user question e-learning nonuser question

No. 1 Are you satisfied with the e-learning
you are currently using?

While it is shown statistically that
students invest more time on the current
online learning compared to off-line
learning, do you think that this is
appropriate?

No. 2 Was the e-learning you currently use
actually helpful to grade
performance?

If you start online learning, between
online learning and off-line learning, will
you invest more time in off-line
learning?

No. 3 Do you think e-learning is better than
off-line lessons?

Do you feel satisfied with the off-line
lessons you take currently?

No. 4 Are you aware not roughly but
specifically that artificial
intelligence?

Do you think there is need for
improvements on current smart phone or
official intelligence?

No. 5 Developed information
communication technology can
replace the work of humans?

Do you think there is need for future new
technologies?
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it was presented to investigate the scope of awareness of current teachers and students
and then to grant more specific validity compared to the above three questions.

3.1 Research Panel Configuration

The population for the survey were teachers and students currently working or enrolled
in high schools in Korea. Especially among teachers, it was divided between people
who had experience of using e-learning, and those who had not.

The reason why teachers were included in the subject of the survey was because
they are in the position of teaching the students who are trying to provide a quality
learning environment as information and communication technology develops, and
because they are people who are most interested in the utilization and effectiveness of
e-learning. Another reason is that teachers, as examiners, can more effectively show the
effect of e-learning. The reason why students are subjects of the survey is because they
are the principal users of e-learning and subjects who actually participate in the
learning. The population consisted 100 high school students in 3 classes, and 20
teachers (see Table 2).

3.2 Data Processing

After collecting adequate data from a total of 120 subjects on blueprints (OMR cards),
data was analyzed using Microsoft Excel. The procedure for research model is shown
in Fig. 1.

Table 2. Comparison between existences and proposed framework

Item e-learning user e-learning nonuser

Teacher 6 14
Student 73 21

Confirm necessity of inspection of e-learning

Derive reasonable result by each area

Conversion and data analysis of collected data

Secondary data collection (Total of 20 teachers )

Primary data collection (30 people per class : 90 students )

Fig. 1. Research model process
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4 Results and Analysis

Largely, the subjects were classified into 2 groups; users and nonusers of e-learning,
and the user group was divided into teachers and students.

As shown from Figs. 2, 3, 4 and 5, in the two groups, e-learning users and
e-learning nonusers, three questions out of the total of five questions were differenti-
ated. Among subjects that were nonusers of e-learning, the most frequent response to
the question “While it is shown statistically that students invest more time on the
current online learning compared to off-line learning, do you think that this is appro-
priate?” was that they disagreed. This shows that they are aware of the slight seri-
ousness of artificial intelligence learning emphasis phenomenon. In question 2 (If you
start online learning, between online learning and off-line learning, will you invest
more time in off-line learning?), there were almost no differences between those who
agreed and disagreed, but overall, unlike the characteristics of question 1, there were
many that responded that they agreed. Next, in question 3 (Do you feel satisfied with
the off-line lessons you take currently?), there were clearly more people who responded
that they agreed. This is a complete opposite result from question 1. However, because
question 4 and 5 were common questions, they were not classified separately.

As shown in Figs. 3 and 4, the analysis results of e-learning users is as follows. The
first questions for users was “Are you satisfied with the e-learning you are currently
using?” and while they are people in the same classification, there was large deviation
between teachers and students. It was found that teachers were not satisfied but in the
group of students, an opposite result was shown. This result shows that “Artificial
intelligence that has the same effect give different sense of achievement to people
according to situation.” A factor that can be considered here is the correlation according
to occupation. Thus, because teachers are accustomed to off-line (face-to-face) lessons
rather than utilization of online Smart learning, a result showing a relatively high ratio
of disagreement was shown. On the other hand, because their position can be that what
they can see itself is important, the result was that they were relatively accustomed.
Question 2 was “Was the e-learning you currently use actually helpful to grade
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0

5

10

15

20

25

No. 1 No. 2 No. 3 No. 4 No. 5

Students who do not use e-learning

Yes No

Fig. 3. Students who do not use e-learning

28 M.-G. Shim and J.-W. Jeong



performance?” and the subjects were teachers and students. The study results showed
that there were many people who had positive stances. Question 3 was “Do you think
e-learning is better than off-line lessons?” and the analysis results were quite shocking.
This is because while they were two groups of the same classification, the differences
were extreme. While there was not a single teacher who had a positive response, there
were more students that had positive responses then negative responses. This shows
that work correlation, thus information communication science technology or artificial
intelligence is already influencing our society.

If the research subjects were only students rather than teachers, the satisfaction,
perception of smart learning, and its effects would have been positive. This is because
smart learning has fewer limitations in space and time compared to face-to-face method
lessons and large advantages such as formidable curriculum are directly reflected on the
results. however, this was shown differently in the teacher group. This is because it
shows confrontational aspects between the positions of students who are receiving
education and the teachers who are directly communicating with society. This is also a
clue that scientific technology is already showing profound impact on our lives. Stu-
dents and teachers are in an interactive relation. Thus, if one of the two groups state that
it is effective and if the other does not, this goes against the concept of interaction itself
and it cannot be good education. It was said that an educator without the formula of
purpose is unhappy. Therefore, good education can be done if interaction is kept and if
the foundational source of the destruction of this linkage, artificial intelligence, could
be more deeply understood and applied, the effect of smart learning utilizing artificial
intelligence can suggest a very effective education method for both students and
teachers.

5 Conclusion

According to analysis results, because there were relatively more people who thought
that self-directed learning utilizing e-learning had relation with their grade perfor-
mance, it could be said that there is significant result in learning effect through
e-learning. Also in satisfaction, 6:4 or 7:3 ratio of high satisfaction result was derived.
The reason is that, relatively, compared to off-line face-to-face lesson methods, the

Fig. 4. Teachers who use e-learning
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content was vast and diverse which enabled more fun progression of learning, and that
there was fewer restrictions in place and time compared to off-line. Therefore, effect or
satisfaction was higher in e-learning than in off-line.

In an era of technological development, one must not focus only on taking
advantage and must have knowledge in the position of using it to be worthy of a user.
Also as it can be seen in the above table, the current education status of smart learning
has a very systematic structure. however for smart education to continue development
to give satisfaction to people in its the development, it is absolutely necessary to inspect
the fundamental problems rather than seeing the institutional side. This is the criticism
about information and communication science technology. Because technology is
made by humans, there can be mistakes and there can be side effects. Therefore
researchers and users must have a sense of purpose in using artificial intelligence and
rather than engaging in the advantages of education or test scores in schools and
institutions, there needs to be mutual synchronization so that equal educational
opportunities can be given whether they are users or nonusers of smart learning.
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Abstract. Contemporary society has been seeing rapid progression IT since the
information revolution that was launched with the invention of the computer in
the 20th century. Everyone living in contemporary society is affected directly or
indirectly by IT in a wide variety of areas including medical services, trans-
portation, fashion, business management, administrative management and art.
With the rapid penetration of the internet, information in the cyber world is also
on a dramatic increase [1]. Since the economic value and importance of such
information are also on the increase, there have also been much increase in the
risk factors that target highly valued information. Even though the risk factors
are on the rise in tandem with the progress made in IT that make our life more
convenient, there is a lack of awareness of information security among the
public. Therefore, this study seeks to explain the concept of computer viruses
and how they developed, the risk posed by ransomware that have newly
emerged as a threat and citizens’ ransomware that is in contrast to that. It also
seeks to analyze the results of a survey on the perception and understanding of
the importance of cyber information security, thereby promoting the risks of
ransomware and raising awareness. In doing so, the study seeks to present a
basic set of data that can serve as reference for future measures to be taken.

Keywords: Ransomware � Information security � IT � Computer viruses �
Understanding of the importance of cyber information security

1 Introduction

Starting in the 20th century the information revolution that was caused by the invention
of the computer directly and indirectly affects everyone’s lives in various areas including
medical services, transportation, fashion, business management, administrative man-
agement and art. Due to the rapid penetration of the internet, we are handling rapidly
increasing amounts of data that we are using to improve our comfort. Such progress in
IT is fundamentally changing human society including our lifestyles [1].

With the progress in IT, the importance and value of information, documents, files
and programs in the cyber world are also increasing. For example, programs that are
developed by corporations can carry enormous economic value as a product of that
corporation. As such, while those that threaten the security of precious information
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with great value are also seeing progress by hackers, the awareness of such threats and
measures to address the issues are still lacking.

This paper discusses one of the leading computer viruses among malicious codes
with a criminal intent that threaten precious information of contemporary people. It also
discusses the concept of worms, its pattern of progress and ‘ransomware’ [2] which is a
hacking method that forces a user’s document, spreadsheet, file or program by invading
into the user’s computer, forcefully encrypting them and asks for money in return for
decrypting it. Some cases of victims are presented to emphasize the risks of ran-
somware and to raise awareness of the risks. A survey was also conducted to analyze
the perception and understanding of the importance of information security and ran-
somware to raise awareness among the laymen of the importance of information
security and to present a basic set of data that can be a reference point for measures to
address ransomware.

2 Computer Virus

A computer virus refers to malicious computer programs where an invasion occurs
without the user’s knowledge and the requests programmed by the hacker are carried
out. A computer virus is also able to self-replicate and reproduce itself. It is similar to
biological viruses in this aspect and was thus named after them. Computer viruses were
first reported in 1988 [3] and since then there have been many mutants. New types of
computer viruses that had not existed before are consistently emerging in a way to help
hackers conduct more efficient attacks on more targets.

A worm refers to a malicious program that invades into the PC through the internet,
network or various types of communication networks without authorization to deplete
system resources or slow down the processing speed of the computer to conduct the
requests by the hacker. However, it goes beyond this to self-replicate in the infected
computer to rapidly spread itself to other systems through various communication
networks such as the internet and other networks [5].

As you can see in Fig. 1, when a hacker first spreads a worm, he attaches it to a
board on a certain website or to a blog or email. This allows for the virus to spread
through the internet and infect PCs. It self-replicates within the PC to infect other PCs.
Because of this the number of infected PCs increases dramatically and the virus spreads
extremely quickly. When worms first appeared, they were distinguished from other
computer viruses because they did not infect other programs within the infected PC.
But recently, the distinction between worms and viruses is being blurred. The reason is
because when malicious codes divides into computer viruses, worms or Trojan horses
once, they do not have a uniqueness but they continue to evolve infinitely as they
combine or converge themselves with other existing malicious programs. If malicious
codes of the past had the purpose of boasting the technical capabilities of hackers,
recently with the dramatic progress of IT, many cases involve financial value attached
to information, documents and files in the cyber world. Because of this, malicious
codes have come to be used for a malicious purpose and as a tool of hackers for
financial gain.

32 J. Lee and J.-W. Jeong



3 Ransomware and Its Risk

3.1 Ransomware

Ransomware first appeared in 1998. It invades the user’s computer without autho-
rization to forcefully encrypt the user’s documents, photos, spreadsheets, files or
programs so that they cannot be used. In exchange for decrypting them, it asks for a
financial return [2]. The term ransomware is a combination of two words, ransom and
ware. It infects the computer through various channels including emails and boards of
online sites. When a computer is infected by ransomware, the ransomware starts going
through the computer’s files. At this point, there is no noticeable symptom of infection
other than that the computer slows down, so users do not realize that the computer is
infected by ransomware. Then the files start to be encrypted. For hackers to efficiently
encrypt as many files within a short period of time, it brings in as much system
resources as possible. This makes the speed of the computer to slow down drastically.
Once the encryption of files and documents is complete and the computer is rebooted, a
notification window pops up asking the user to wire money if she wishes to have the
encrypted files restored. The documents, photos, files and programs on the infected
computer cannot be used.

‘The total number of worldwide users that have come into contact with various
forms of ransomware including encryption attack methods increased by 17.7% from
1.967784 million people between April, 2014 to March, 2015 to 2.315931 people for
the period of April, 2015 to March, 2016’ [4]. According to the above data, over the
course of a mere one year from April, 2014 to March, 2015 and from April, 2015 to
March, 2016, the number of people who had come into contact with ransomware
increased by 340,000 people from 1.97 million to 2.31 million. Given that the first
ransomware had emerged less than 20 years ago, the speed at which it is spreading is
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Fig. 1. The process and environment for worm virus
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all the more astonishing [4]. Ransomware is widely affecting the general population,
too, and is expected to cause significant damage going forward.

3.2 The Risk of Ransomware

Once infected by ransomware, the only choices available is to either make a payment as
requested by the hacker or re-format the computer. But even if you wire money as per
the hacker’s request, there is no guarantee that the hacker would restore the encrypted
documents and files to their original state. Director Changhun Lee of Casperski Lab
Korea notes that handing over a key for decryption opens the possibility for the hacker
to be traced so even when the victim wires money it is questionable whether the files
would be encrypted. If the victim follows the hacker’s order, it gives the hacker even
more incentive to develop new forms of ransomware as he has seen evidence that it is
profitable. He adds that for these reasons, we should not pay the hacker despite his
requests [4].

Since the very purpose of developing ransomware is to invade unauthorized into a
user’s computer to forcefully encrypt the user’s documents, photos, spreadsheets, files
and programs and then to ask for financial pay for decryption, ransomware causes
direct financial damage unlike existing malicious programs that had caused indirect
financial damage by simply boasting the hacker’s technical skills or collecting infor-
mation illegally. Because of this, the psychological and material damage caused by
ransomware is much more significant compared to that by existing malicious programs.

As mentioned earlier, ransomware is a hacking method where a user’s computer is
invaded without authorization, his documents, photos, spreadsheets, files and programs
are forcefully encrypted so that they cannot be used, and where the hacker then asks for
money to be wired to him in exchange for decryption. One might question whether
there is a way to track the hacker down based on the address given for the wiring. But
since hackers usually take money through Bitcoins that guarantee anonymous trans-
actions, it is impossible to track the hacker.

Existing hacking programs were used to gain indirect financial gains by stealing
high value governmental information or corporate information, but ransomware seeks
direct financial gains and therefore the target is not limited to specific corporations or
countries but the general public.

As mentioned earlier, since ransomware was first discovered, to date (as of March,
2016), the number of people who became victims of ransomware reached a whopping
2.31 million [4]. Given these numbers, it is clear that ransomware is rapidly spreading.
If it spreads widely through networks in the way that worms spread, then the damage
could be unthinkable.

Malicious codes that had threatened healthy IT life of users have constantly
undergone evolution to better serve the malicious goals of hackers. Therefore, the
possibility of ransomware to develop into a worm must be considered.
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4 Questionnaire and Evaluation

In July of 2016, 33 students of Kyounghee High School in Seoul, Korea aged from
their teens to their 20s were surveyed offline on questions such as “Do you know what
ransomware is?”, or “Have you experienced ransomware?”.

Figure 2 shows the results of responses to the question, “Do you know ran-
somware?” Those who answered yes accounted for 30.3% or 10 people out of a total of
33 people. There were four people who answered they “don’t knot it very well”, which
accounted for approximately 12.1%. A total of 19 people answered they “don’t know”
which accounted for approximately 57.6% of total respondents. This indicates that
those who do not know about ransomware count twice as much than those who do
know about it. This indicates that laymen’s understanding of ransomware is very
lacking. As we have seen through the risks posed by ransomware, since laymen can
also become the victim of ransomware, it is important to understand what ransomware
is and what is required to prevent their invasion. Also given that the survey results
came from those in their teens and 20s who will become more influential to the IT
industry in the future and the reality of a future where individuals’ efforts to prevent
such infection will become more important, this figures are very worrisome.

Figure 3 shows the results of a survey asking “Are you aware of the importance of
information security?” Those who are aware of information security and who also
practice it were six people out of a total of 33, or 18.1%. There were 18 people or
54.5% who responded that they ‘are aware but are not practicing’. This was the highest
percentage of response. Those who responded that they ‘are not aware’ were five
people or 15.2% of total respondents, while those who answered that they ‘are not
interested’ accounted for 12.2%. The survey results show that less than 20% of total
respondents proactively take measures to safeguard against his own information. This
also means that the general public is critically exposed to the threats of various
malicious codes such as ransomware.

Do you know 'Ransomware'?

YES, I 
know I don't

knownot 
sure

Fig. 2. Survey on the understanding of ransomware
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5 Conclusion

Jihun Park, a Korean, mentioned that “information security is not about technology but
about culture” [6]. Information security cannot be achieved simply through the efforts
of minorities or a handful of security programs developed by some experts. It is
something that must be paid attention to by all members of society on an ongoing basis
where they recognize the importance of such security. This paper raised the awareness
of the threats posed by ransomware and analyzed how high the level of understanding
is by the general public on ransomware and the importance of information security. The
analysis shows that the lacking of ransomware and measures that are actually practiced
for information security are lacking. Therefore, mass media and preventive measures
that can improve awareness of people who can become victims of malicious programs
such as ransomware, as well as protect from cyber threat are much needed.
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Abstract. In this paper, a method of quantitatively extracting human emotions
by analyzing the surrounding environment images obtained through smartphone
cameras in real time is proposed. In the area psychology, it has been known that
visual elements such as colors and complexity affect human emotions. Based on
the foregoing, we developed an application for the extraction of emotions in real
time using the colors and spatial complexity of images obtained through android
smart phones. Among the color components of images, hue components that
indicate colors were extracted as color elements and the spatial complexity was
extracted through the quantities of the high frequency and low frequency
components out of the frequency components of images, respectively.

Keywords: Mobile App � Life logging � Visual parameter � Color � Spatial
complexity

1 Introduction

As developing from information to knowledge and then from knowledge to intellec-
tualization stages, the importance of technologies for efficient management of data has
been increasing [1]. In addition, following the popularization of smartphones and
wearable devices, the amount and type of user information that can be collected in daily
life has been rapidly increasing [2]. Demands for Life Logging based technologies that
collect, analyze, and provide the information collected as such have been also
increasing [3, 4]. The term Life Logging mentioned here is a compound word of “Life”
and “Log” meaning “the log of life” referring to continuously recording those pieces of
information that can be obtained from individuals’ daily routine and analyzing and
utilizing the information [5].

Currently, life logging devices that are widely utilized because they can be easily
attached to the user’s body and take images automatically without any separate
manipulation are being developed in diverse forms [6–8]. However, most life logging
devices focus on camera’s hardware-wise functions. Furthermore, existing life logging
devices have no App for classification of filmed images or extraction of elements that
have effects from the viewpoint of emotions and those Apps that are interlocked with
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these devices include only simple functions such as remote capturing. Therefore, to
usefully use those pieces of information that are collected, intelligent technologies for
analysis of the effects of surrounding environments on emotions are necessary. In
general, visual parameters such as colors and spatial complexity are used to analyze the
emotions felt by humans about images or environmental elements [9, 10]. In this paper,
an Android Application was developed for collection and analysis of information on
the effects of visual elements in surrounding environments based on the images of
surrounding environments obtained in real time using Smart Phone Cameras.

2 Visual Parameters

2.1 Color Analysis

Many studies that quantitatively schematized diverse human emotions and those that
examined the effects of many colors on human emotions from the viewpoint of color
psychologyhave been conducted [11]. Those studies includeRussell’s emotionmodel that
defines diverse human emotions with a two-dimensional plane of “pleasant-unpleasant”-
“arousal-relaxation” and a model called Geneva Emotion Wheel that mapped this model
with colors to define which colors affect which emotions [12].

In the present study, the axis that corresponds to “arousal-relaxation” in Geneva
Emotion Wheel was mapped to the axis that corresponds to “pleasant-unpleasant” to
use a one-dimensional “pleasant-unpleasant” color axis like Fig. 1.

To map the hue values of the HSI color model expressed in colors to the
“pleasant-unpleasant” axis thereby showing the values quantitatively, values (P) in a
range of −1–1 should be obtained using cosine functions. Since 0° corresponds to red
color in hue, to apply the hue values to the color model mentioned earlier, h should be
rotated by 80°. Equation 1 as shown below was used to rotate h in order to apply cosine
functions.

P ¼ cosðhþ 80Þ � 1�P� 1 ð1Þ

Fig. 1. Mapping from colors to “Unpleasant-Pleasant” axis
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2.2 Analyzing Spatial Complexity

To calculate spatial complexity, surrounding environment images were transformed by
using Fast Fourier Transform (FFT). However, because the result of FFT is depend on
original spatial complexity of surrounding environment, quantification and normal-
ization is difficult. To solve an above problem, the radius value(R) of the band in which
99% of power is included in the radial direction from the center of the FFT spectrum
image should be obtained. In this point, general environmental image does not include
only extremely high or low frequency component. Therefore, the max-min values of
R should be obtained based on surrounding environment images with diverse com-
plexity levels collected in advance and the obtained values should be normalized into
values in a range of −1–1.

In Fig. 2(a) and (c) are reference images that were used in our application for
calculating max and min values of R, and (b) and (d) are those frequency spectrum
images, respectively. Based on the above obtained max and min values of R, nor-
malization is performed in a range of −1–1 by using Eq. 2.

A ¼ 2
R� Rmin

Rmax � Rmin

� �
� 1 ð2Þ

3 Image Processing with Android

The android device used in the driving test was Nexus 5X, Android version Marsh-
mallow (6.0.1). In the application, the OpenCV for Android (2.4.11) was used to
perform image processing related calculations and for performance optimization, the
C/C++ native method was prepared to call image processing. A flowchart of the
program is shown in Fig. 3.

Fig. 2. FFT spectrum images in cases of the lowest and the highest Rs, respectively (a) original
image of the highest spatial complexity (b) FFT result of (a) (c) original image of the lowest
spatial complexity (d) FFT result of (c)
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The hue components of images calculated to perform Sect. 2.1 are separated to
obtain histograms. For all hs, P can be obtained through Eq. 3 to obtain averages by
multiplying histogram components by the cosine values of hs.

P ¼
P359

h¼0 cos(hþ 80Þ � histo h½ �
width� height

ð3Þ

In addition, the images obtained to perform Sect. 2.2 are transformed into FFT spec-
trum images. Using the transformed FFT spectrum images, the radius R of the circle
that contains 99% of energy and the radius R is normalized to calculate A.

Finally, using P and A that are the results of calculations through the two char-
acteristics, colors and spatial complexity, the emotions of the current image are mapped
on the two-dimensional plane of “pleasant-unpleasant” and “arousal-relaxation” with
(P, A) coordinates.

4 Implementation and Feasibility Test

Converting to HSI and extracting hue are implemented by using OpenCV functions
such as “cvtColor” and “extract”, and P is calculated by Histogram of extracted hue.

Performing FFT and calculation of A are implemented by using OpenCV functions
such as “merge”, “dft”, “split”, and “magnitude”. Since the FFT of original images at

Fig. 3. Flowchart for feature extraction procedure of implemented App
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Smart Phones takes long periods of time and the edge components used in the analysis
are strong edge components, images resized into 64 � 64 pixels used in FFT for
performance optimization. The actual results of execution of the program implemented
through the foregoing are as shown in Fig. 4.

The results of mapping of human emotions on the two-dimensional plane of
“pleasant-unpleasant”-“arousal-relaxation” using the colors and spatial complexity of
images through the foregoing are as shown in Fig. 5.

5 Conclusion

In the present study, a method was proposed through which surrounding environment
images obtained in real time through smart phone cameras are analyzed to quantitatively
extract human emotions from the two perspectives; colors and spatial complexity andmap
the emotions on a two-dimensional plane of “pleasant-unpleasant”-“arousal-relaxation.”
In addition, the method was implemented on actual Android smart phones to identify that
the obtained images were reasonably analyzed. In future studies, whether the proposed
method shows emotions completely identical to emotions felt by actual users will be

Fig. 4. Results of program execution

Fig. 5. Results of image classification
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verified through experiments. In addition, considering the diversity of emotions felt by
individuals, models that are applicable to more people will be developed to improve the
method so that emotions can be more accurately extracted.
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Abstract. Fingerprint recognition is a biometric method. Recently, attempts for
spoofing of fingerprint recognition systems through fake fingerprints have been
frequently reported. Most existing fake fingerprint detection methods require
either additional sensors or complicated calculations. In the present study, a new
fake fingerprint detection method implemented through the combinations of six
simple statistical moment features is proposed. The six statistical moments mean
the deviation, variance, skewness, kurtosis, hyperskewness, and hyperflatness.
Average brightness, standard deviation, and differential feature are additionally
used. The multi-dimensional features were combined through the Support
Vector Machine. According to the results of experiments, the proposed method
showed classification accuracy of about 98%.

Keywords: Fake fingerprint detection � Statistical moments � Support vector
machine

1 Introduction

Fingerprint recognition is a biometric method that is the most widely used to verify
individuals of identify a person among many persons. However, cases of spoofing
through fake fingerprints have been reported from many fingerprint recognition sys-
tems. Existing studies for fake fingerprint detection are as follows. The first type is
methods in which whether sweat comes out from finger surfaces is measured [1]. These
methods require additional hardware such as sensors that have a problem of possible
insanitary conditions. The second type is methods in which where the skin has been
deformed is observed [2]. However, these methods have problems such as the necessity
to analyze time series data and high time complexity for analysis. The third type is
methods for judgment based on fingerprint image quality [3]. However, since existing
methods extract features dependent on the positions of pixels such as LBP and Gabor,
these methods have problems of long processing time. The fourth type is methods in
which sweat pores are observed [4]. However, this type of methods cannot be applied
to cases where the resolution of images is low. To solve these problems, in the present
study, a fake fingerprint detection method using statistical moment features is
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proposed. In the proposed method, features are calculated from the PDF (Probability
Density Function) of levels of the entire area of the finger print area. Six statistical
moments; mean, variance, skewness, kurtosis, hyperskewness, and hyperflatness are
used as features and these features are fused with additional three features (average
brightness, standard deviation, difference) to classify real and fake fingerprints.

2 Proposed Method

The proposed method is implemented in the procedure shown in Fig. 1.

2.1 Feature Extractions

Statistical Moments
Examples of real fingerprint and fake fingerprint images obtained from fingerprint
sensors are as shown in Fig. 2.

As features to distinguish between real and fake finger images, in the proposed method,
statistical moments as shown by Eq. (1) are used [5].

unðvÞ ¼
XA�1

j¼0
vi � mð ÞnpðviÞ ð1Þ

Fig. 1. Flow diagram of proposed method

Fig. 2. Examples of real (left) and fake (right) finger images, respectively
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In Eq. (1), p(vi) refers to PDF and can be obtained through dividing intensity frequency
by number of pixels. Values in a range of 0–253 are used as i by excepting 254 and
255. Example of PDFs for real fingers and fake fingers are as shown in Fig. 3.

In general, statistical moments for PDF are known to reflect those features that are
shown in Table 1 [6].

In Table 1, six statistical moments (moment number: 1–6) are used as features in
order to determine real and fake fingerprints (F#1–F#6).

Obtaining Differential Feature
In addition to the mentioned six features, we used three additional features such as the
average brightness (F#7), standard deviation (F#8), and the differential image feature
(F#9). The average brightness and standard deviation can be easily obtained by cal-
culating the statistical moment features as explained in previous section. The difference
values of the entire area are calculated in pixel units using equation.

F#9 ¼ 1
wh

Xi¼h

i¼0

Xj¼w�1

j¼0
aði; jÞ � aði; jþ 1Þj j ð2Þ

In Eq. (2), a(i, j) means the intensity value at the position of ith row and jth column.
Also, h and w mean height and width of the input image, respectively. Consequently,
the absolute average of horizontal difference image is used the other feature (F#9) for
detecting fake fingerprint detection.

Fig. 3. Comparison of real and fake fingerprint PDF. (a) Real fingerprint image. (b) Fake
fingerprint image

Table 1. Features of nth statistical moments.

Moment
number

Raw
moment

Central
moment

Standardized
moment

Raw
cumulant

Standardized
cumulant

1 Mean 0 0 Mean N/A
2 - Variance 1 Variance 1
3 - - Skewness - Skewness
4 - - Kurtosis - Excess kurtosis
5 - - Hyperskewness - -
6 - - Hyperflatness - -
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2.2 Fusing Features Using SVM

In the proposed method, the SVM method is used to fuse the nine features at the feature
level. SVM is a learning algorithm based classification method, which finds the optimal
hyperplane to divide data into 2 categories at the maximal margin [7]. SVM uses the
boundary data of each group. SVM finds two vectors from the boundary of each
group. Then, a vector having a maximal margin with the two vectors is determined as a
support vector. SVM can determine a nonlinear classifier by using various kernels.
Consequently, the SVM can calculate a curve-shaped classifier in the case of a
2-dimensional feature space.

3 Experimental Results

Fingerprint data from a total of 17 persons were used to make and use a database
consisting of 16 real fingerprint images and 16 fake fingerprint images per person,
amounting to 272 real fingerprint images and 272 fake fingerprint images. The used
data (ATVS-FFp DB) is given by Biometric Research Group – ATVS. The numbers of
both training data and test data was 136 real data and 136 fake data, respectively. As
the first experiment, the real and fake fingerprint classification performance of each of
the six features was checked. Figure 4 shows the distributions of real and fake fin-
gerprints for individual features.

Fig. 4. Distributions of real (blue) and fake (orange) fingerprints in cases of using six features.
(a) 1st moment ( F#1). (b) 2nd moment (F#2). (c) 3rd moment (F#3). (d) 4th moment (F#4).
(e) 5th moment (F#5). (f) 6th moment (F#6).
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As the second experiment, the real and fake fingerprint classification performance
of each of the three features was checked. Figure 5 shows the distributions of real and
fake fingerprints for individual features.

In the third experiment, the nine features were learned using SVM and the accuracy
of classification was tested using the remaining data. RBF kernels were used and the
classification accuracy based on gamma values is as shown in Table 2.

In Table 2, the FAR (False acceptance Rate) is the rate of wrong recognition of fake
fingerprints as real fingerprints and the FRR (False Rejection Rate) is the rate of wrong
recognition of real fingerprints as fake fingerprints. Based on Bayesian classification
theory, FAR and FRR have trade-off relationships based on changes in the threshold.
To determine the optimal Gamma value of RBF kernel, least mean square approach
using Lab-made program was used in terms of the minimum EER (Equal Error Rate).

Fig. 5. Distributions of real (blue) and fake (orange) fingerprints in cases of using three features.
(a) Average brightness (F#7). (b) Standard deviation (F#8). (c) Difference (F#9).

Table 2. Two kinds of error rate such as FAR and FRR according to using several Gamma
parameters.

Features Kernel,
Gamma

Training set Test set
FRR FAR FRR FAR

Nine
feature set

RBF
0.000001

8.82% (12/136) 1.47% (2/136) 16.18% (22/136) 0% (136/136)

RBF
0.000006

0% (0/136) 0% (0/136) 2.94% (4/136) 0% (0/136)

RBF
0.00001

0% (0/136) 0% (0/136) 7.35% (10/136) 1.47% (2/136)

RBF
0.0001

0% (0/136) 0% (0/136) 1.47% (2/136) 1.47% (2/136)
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In Table 2, even though the average error rate in cases of 2nd and 4th rows were best,
the 2nd row case was regarded as the best one in terms of security. Actually, FAR is
more critical than FRR in terms of security.

4 Conclusion

In the present study, a method of identifying real and fake fingerprints using statistical
moments with six features; mean, variance, skewness, kurtosis, hyperskewness, and
hyperflatness three additional features; average brightness, standard deviation and
difference without any separate equipment was proposed. When the proposed method
was tested, the overall accuracy was shown to be 98.53%(=100% − 1.47%), FRR was
shown to be 2.94%, and FAR was shown to be 0%.
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Abstract. In recent years, the development of unmanned aerial vehicles
(UAVs) has increased significantly and they are currently used in various fields
and applications. In some applications, multiple UAVs need to be cooperated to
accomplish tasks, because a single UAV is not sufficient. However, even when
multiple UAVs are used, their autonomous control systems are not perfect,
which leads to collisions between the UAVs. In this paper, we propose a path
planning method for collision avoidance of UAVs, when multiple UAVs are
controlled using a ground control system. Furthermore, using this method, the
UAVs have less likelihood to be in a close encounter with obstacles, and col-
lisions are avoided.

Keywords: UAV � Path planning � Collision avoidance � Multiple UAVs �
Geometric approach

1 Introduction

As applications of unmanned aerial vehicles (UAVs) have been increasing, more fields
are trying to use UAVs. A few examples are search and rescue operations, surveillance
systems, crop dusting, and performances using multiple UAVs [1–4].

When a single UAV is used, it can take a long time to accomplish tasks, or even
fail. This problem can be resolved using multiple UAVs. However, to operate multiple
UAVs in a ground control system, it is necessary to apply a collision avoidance
technique to the system.

In this paper, we propose a path planning method for collision avoidance of
multiple UAVs based on recorded UAV flight data. A geometric arithmetic algorithm
is used to plan the flight paths for multiple UAVs, predict possible collisions before
operation, and prevent collisions [6]. While traditional geometric arithmetic algorithms
use the velocity information of UAVs, the proposed method computes the differences
in recorded UAV flight data. Because the method uses the recorded UAV flight data to
plan the paths, it can consider the collision issues less than traditional algorithms.
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The rest of this paper is organized as follows: In Sect. 2, we propose a path
planning method for multiple UAVs. In Sect. 3, the implementation of the proposed
method is described, the operations are verified, and the conclusions are provided.

2 Multiple UAV Control for Collision Avoidance

The method for generating collision avoidance paths is described in Fig. 1. In the first
stage, i.e., the flight record correction stage, a user records UAV flight data while
controlling the UAV with a controller. In the second stage, i.e., the flight record
revision stage, a path revision algorithm is used to revise the paths recorded in the first
stage. Finally, in the third stage, i.e., the avoidance path planning stage, the system
generates the paths in which no collisions between UAVs would occur.

2.1 UAV Flight Data Records

The hourly states of the nth UAV record are defined as the collected state set, Sn, as
shown in Eq. (1). The collected state, Sn,i, indicates the ith collected state of the col-
lected state set, Sn. Then, the collected state, Sn,i, is described in terms of four com-
ponents, xn,i, yn,i, zn,i, and tn,i, which represent the GPS latitude, the GPS longitude, the
absolute altitude, and the flight time from departure, respectively. Finally, the collected
states, Sn,i, are added to the collected state set, Sn,i, to record.

Sn ¼ Sn;1; Sn;2; � � � ; Sn;i; � � �
� � ð1Þ

Sn;i ¼ xn;i; yn;i; zn;i; tn;i
� � ð2Þ

2.2 Path Revision Computations

To revise the collected flight data, the Douglas–Peucker algorithm is applied [5]. This
algorithm suggests a path revision method in two-dimensional space (f:pn,i ! Rn,j) and
advances the method to a three-dimensional path revision method. This method is not
included in this paper.

Fig. 1. This figure shows a diagram of the three stages to obtain results from the proposed
algorithm. The first stage is flight record collection through the control of a UAV by a user, using
a controller, the second stage is the path revision stage, and the last stage is the avoidance path
planning stage.
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The collected state set, Sn, is revised to make the revised state set, Rn, as shown in
Eq. (3). The revised state, Rn,j, is the j

th revised state in the revised state set, Rn, and is
defined by Eq. (4). The element in the revised state set, Rn, uses the element of the
collected state set, Sn, to define the collected state, Sn,i, which contains the
xn;i; yn;i; zn;i
� �

elements that are outside the error tolerance, as the revised state, Rn,j.

Rn ¼ Rn;1;Rn;2; � � � ;Rn;j; � � �
� � ð3Þ

Rn;j ¼ xn;j; yn;j; zn;j; tn;j
� � ð4Þ

2.3 Collision Avoidance Path Planning

The avoidance state set, An, is defined by Eq. (5). The avoidance state, An,k, is defined
as the kth avoidance state, and is shown in Eq. (6). The state-difference set, Dn, is
defined by Eq. (7). The state-difference, Dn,j, is the jth element of the state-difference
set, Dn, and is shown in Eq. (8). The avoidance point set, Pn, is defined by Eq. (9). The
avoidance point, Pn,k, is the k

th element of the avoidance point set, Pn, and is shown in
Eq. (10). Finally, the direction pointing to the avoidance point, Pn,j, is defined as
Un;j ¼ xn;j; yn;j; zn;j

� �
.

An ¼ An;1;An;2; � � � ;An;k; � � �
� � ð5Þ

An;k ¼ xn;k; yn;k; zn;k; tn;k
� � ð6Þ

Dn ¼ Dn;1;Dn;2; � � � ;Dn;j; � � �
� � ð7Þ

Dn;j ¼ xn;j; yn;j; zn;j; tn;j
� � ð8Þ

Pn ¼ Pn;1;Pn;2; � � � ;Pn;k; � � �
� � ð9Þ

Pn;k ¼ xn;k; yn;k; zn;k
� � ð10Þ

The computational time, t0n;m, is defined as the mth element of the computational

time set, T 0
n ¼ 0; 1; � � � ; tn; Rj j�1 of Rn � tn;1 of Rn � 1; tn; Rj j of Rn � tn;1 of Rn

� �
, where

n! = MAX(n). h n1; n2;mð Þ is max
j
(tn1;j of Rn1 � tn;1 of Rn1) where tn1;j of Rn1 � tn1;1

of Rn1\t0n2;m.
There are nine steps in the generation procedure. First, the values of n1 and n2 that

satisfy the condition n1 < n2 need to be determined, and m is set to be 1. If the values
of n1 and n2 cannot be determined, then the generation of the collision avoidance path
is terminated.

Second, if An 6¼ ;, then each element of the avoidance state set, An, is added to the
revised state set, Rn, in order, and the avoidance state set, An, and the state-difference
set, Dn, are set to be null sets.
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Third, the state-difference set, Dn, is computed using the revised state set, Rn. Each
element of the state-difference set, Dn, is calculated as shown in Eq. (11); it is the
difference between the adjacent elements of the revised states in the revised state set, Rn.

xn;j ¼ xn;jþ 1 � xn;j; yn;j ¼ yn;jþ 1 � yn;j

zn;j ¼ zn;jþ 1 � zn;j; tn;j ¼ tn;jþ 1 � tn;j
; ð11Þ

Fourth, the indices j1 and j2 are determined. Set j1 ¼ hðn1; n1;mÞ and
j2 ¼ hðn2; n1;mÞ.

Fifth, the revised states, Rn1,j1 and Rn2,j2, are added to the avoidance state sets, An1

and An2, respectively, using Eq. (12).

An ¼ An [fRn;jg ð12Þ

Sixth, using the geometric arithmetic algorithm and the state-differences, Dn1,j1 and
Dn2,j2, the time for reaching the collision prediction point, t00, and the directions
pointing to the avoidance point, Un1,j1 and Un2,j2, are computed, where g :

Dn1;j1;Dn2;j2 ! t00; Un1;j1;Un2;j2
� �

[6]. If t00 � 0 or j1 = |Rn1|, the system skips to the
ninth step without performing the seventh and the eighth steps, because the collision
cannot be predicted under those conditions. Otherwise, the system performs the
remaining steps in order.

Seventh, the avoidance point is generated using the directions pointing to the
avoidance point, Un1,j1 and Un2,j2. Un1,j1 is always generated, while Un2,j2 is not.
Therefore, when Un2,j2 is not generated, Un1,j1 is computed using Eq. (13) to generate
the avoidance point, Pn1,j1.

xn;j ¼xn;j of Rn þ t00n � xn;j of Dn þ xn;jþ 1 of Rn � xn;j of Rn
� �� t00 � xn;j of Un;j;

yn;j ¼yn;j of Rn þ t00n � yn;j of Dn þ yn;jþ 1 of Rn � yn;j of Rn
� �� t00 � yn;j of Un;j;

zn;j ¼zn;j of Rn þ t00n � zn;j of Dn þ zn;jþ 1 of Rn � zn;j of Rn
� �� t00 � zn;j of Un;j

ð13Þ

Eighth, the generated avoidance point, Pn,j, is added as the last element of the
avoidance state set, An. For example, the possible flight time is predicted when the
avoidance point, Pn1,j1, is generated, and added as the last element of the avoidance
state, An, using Eq. (14).

An ¼ An [ f½Pn;j; t
0
n;m þ t00�g ð14Þ

Ninth, if t0n;m is not the last element of T0
n, then m is increased by 1 and the

procedure is repeated starting from the fourth step. If t0n;m is the last element of T0
n, then

the procedure is repeated starting from the first step.
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3 Experiments

3.1 Three-Dimensional Experiments Scenario and UAV Flight Data
Record

In this study, we conducted experiments to verify the proposed method for the path
planning based on the collected UAV flight data and for avoiding collisions between
the UAVs. The proposed method was verified using a scenario that we designed. The
flight record in this scenario includes external disturbances, such as wind and an
inexperienced pilot, and internal disturbances, such as GPS position error. The unstable
records are shown in Fig. 2.

3.2 Path Revision Computation

In this study, the path was revised in three-dimensional space. The results are shown in
Fig. 3. By correcting the collected flight data, the graphs became considerably stable
and therefore, it is expected that the UAVs would not stop during autonomous flight.

Fig. 2. UAV flight data collected from two different UAVs. The graphs are linear but noisy and
unstable.

Fig. 3. The corrected path of the collected flight data, S. Dogulas–Peucker algorithm was
applied in three-dimensional space.
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3.3 Experiments for the Generation of the Collision Avoidance Path

In this study, a three-dimensional collision avoidance algorithm was applied [6]. The
path generated through collision avoidance is shown in Fig. 4.

In the experiments, two collision points were predicted and these were reflected in
the system such that the UAV could change its path along the Z-axis to avoid collision.
Finally, the two collision points, (65.00504, 49.98345, 0.50015, 3.5) and (34.98355,
50.02151, 1.500367, 6.5), were added to the avoidance state set, A1.

3.4 Conclusion

In this paper, we propose a method to collect and revise UAV flight data through a user
with a UAV controller, and path adjusting and planning techniques for collision
avoidance of UAVs. When multiple UAVs are controlled by a ground control system
using the proposed method, the UAVs have less likelihood to be in a close encounter
with obstacles and other UAVs. Therefore, the system would have less burden to
consider the collision issues than traditional algorithms.
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Abstract. Unmanned Aerial Vehicles (UAVs) have been utilized in various
applications in many fields in recent years. The paths the pilots flew can be
measured and collected to be utilized to create routes for autonomous flight.
However, there is a problem in that GPS errors result in the path being irregularly
represented. The measured path can be optimized by using the Douglas-Peucker
algorithm. Our research led to the proposal of a method to optimize this path by
applying the Douglas-Peucker algorithm, which has been shown to be suitable
for a two-dimensional path, in three-dimensional space. Optimization of the 3D
path by the proposed method was possible by deleting unnecessary points from
the three-dimensional space. Thus, the flight paths that were measured and col-
lected can be utilized to define the autonomous flight path.

Keywords: UAV � Drone � Path planning � Douglas-Peucker � 3D path

1 Introduction

Unmanned Aerial Vehicles (UAVs) [1] have found application in various fields, such
as in filming [2] and monitoring [3], and their use is expanding. Especially, during
broadcasted sporting events, UAVs can be seen utilized for filming, in which case the
UAV can be flown by defining the flight path in advance. Regarding the flight path, to
set it intuitively, it is possible to use the path the pilot flew. However, the intuitive
approach is problematic in that GPS errors and external influences such as wind would
cause the flight path to be irregularly represented. Therefore, there is a need for studies
to optimize the measured path.

A method to smooth the path followed by a UAV has been reported [4]. However,
even when the UAV flew at right angles, with the smoothing method, the path was
always expressed in curves, thereby increasing the flight path error. The
Douglas-Peucker algorithm presents a way to optimize the two-dimensional path [5].
This algorithm achieves optimization by reducing the number of points representing a
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complex curve. However, since it has only been used to process a two-dimensional
path, further study is required to apply it to a three-dimensional path.

Our research aimed to use a UAV to film a soccer game while following the ball
autonomously, and led to the proposal of a three-dimensional flight path optimization
method based on the Douglas-Peucker algorithm.

This paper is organized as follows. Section 2 explains how to optimize the 3D path.
Section 3 describes the experiments for optimizing the 3D path and presents the
experimental results. Section 4 concludes on 3D path optimization.

2 3D Path Optimization Process

The flight path of a UAV filming a football game includes the absolute altitude as well
as the GPS-based location. This paper introduces a three-dimensional path optimization
method applied to the 3-D path (defined in terms of the GPS coordinates and the
absolute altitude) with the Douglas-Peucker algorithm.

2.1 3D Douglas-Peucker Algorithm

A method is required to express the flight paths in three dimensions. thus, a method that
can represent the 3D points based on the GPS coordinates and the absolute altitude is
needed. Because the GPS coordinates and absolute altitude are measured in different
units, this paper represents both GPS and absolute altitude in meters. The
three-dimensional Route Rn1,n3 is a set of 3D positions collected from n1-th to n3-th.
The Point Pn is a three-dimensional position with xn, yn, and zn coordination as Eq. (1).
For example, the GPS position of the n-th position is obtained by finding the distance
from the meridian to the longitude values and then convert it to xn, and then finding the
distance of the latitude from the equator, then convert it to yn. The absolute altitude is
converted to zn.

Rn1;n3 ¼ Pn1; � � � ;Pn3½ �where n1 6¼ n3 ð1Þ

Pn ¼ ½xn; yn; zn� ð2Þ

The straight line segment that connects the Point Pn1 and Point Pn3 is defined as
Ln1,n3 = {Pn1, Pn3} where n1 6¼ n3. The distance dn1,n2,n3 between any intermediate
position of Route Rn1,n3, Point Pn2(n1 < n2 < n3) and line segment Ln1,n3 is the
shortest distance between the line segment Ln1,n3 and point Pn2. In this paper, distance
dn1,n2,n3 is calculated based on the property that the size of the cross product of any two
vectors is equal to the area of the parallelogram consisting of the two vectors. For
example, define the vector from the n1-th position to n2-th position vector as Vn1,n2,
and define the vector from the n1-th position to n3-th position as the Vn1,n3. Obtain the
area by calculating the size of the vector that are the cross product of two vectors, Vn1,n2

and Vn1,n3, where Vn1,n3 represents the base of the parallelogram. Divide the area by the
size of Vn1,n3, obtain the shortest distance, Dn1,n2,n3 between the line segment Ln1,n3 and
point Pn2.
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If the maximum distance, dargn2MAX dn1;n2;n3ð Þ exceeds the offset tolerance e, based on

the maximum distance point Pargn2MAX dn1;n2;n3ð Þ, divide the Route Rn1,n3 to generate new

3D routes, Route Rn1,n2 and Route Rn2,n3. Apply the 3D Douglas-Peucker algorithm
recursively to the 3D routes, Route Rn1,n2 and Route Rn2,n3, respectively, for
optimization.

2.2 3D Douglas-Peucker Algorithm

The 3D Douglas-Peucker algorithm is processed as follows. Route Rn1,n3 and offset
tolerance e are entered. If Distance dargn2MAX dn1;n2;n3ð Þ is more than offset tolerance e,

apply algorithm recursively. If Distance dargn2MAX dn1;n2;n3ð Þ does not exceed the offset

tolerance e, then terminate the algorithm.

3 Experiments

In this section, we designed a 3-D flight path and offset tolerance to gather flight data
by assuming a situation in which the UAV is recording a soccer game being played on
a soccer field. Subsequently, the experimental results obtained by applying the col-
lected data based on the design with the proposed algorithm are introduced.

3.1 Design of Experiments

In the experiment, a Parrot AR.Drone 2.0 [6] was used. The GPS sensor of the AR.
Drone 2.0 has an accuracy of ±2 m. For the experiment, the offset tolerance was set up
to 2.5 m, with consideration for the effect of the wind and the GPS error.

Assuming a situation in which a football game is being filmed, the UAV traversed
half of the stadium, along a path such as that represented in Fig. 1. The numbers in
Fig. 1 represent the absolute altitude at which the UAV can fly. The UAV takes off
from the position marked by Start and lands at the position marked End.
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Fig. 1. Flight path specified for filming the soccer game. Start and End indicate the start and end
positions of the path. The lines represent the established UAV flight path and the numbers
represent the absolute altitude of the UAV.

(a) Collected GPS     (b) Collected Absolute Altitude (AA)

(c) GPS applied with the proposed algorithm (d) AA with the proposed algorithm

Fig. 2. Illustration of the optimized path using the collected UAV flight path and algorithm. (a),
and (b) each represents the absolute altitude and GPS collected before the optimization. (c), and
(d) represent the absolute altitude and GPS optimized by the Douglas-Peucker algorithm,
respectively.
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3.2 Test Result

The proposed method is verified in the following experiment. First, it collects the 3D
data points along the path of the UAV flight. Figure 2 shows a comparison of the 3D
path optimization utilized with the Douglas-Peucker algorithm and the collected UAV
3D path. Figure 2(a) shows the 3D flight path collected by the UAV, and Fig. 2(b)
shows the absolute altitude of the collected UAV data.

Second, when the data collection is complete, calculate the optimized 3D path with
the proposed method. Figure 2(c) shows the optimized 3D path using the
Douglas-Peucker algorithm, and Fig. 2(d) represents the optimized absolute altitude by
using the Douglas-Peucker algorithm. A total of 881 collected locations were optimized
to 38 locations by the proposed algorithm.

Third, the distance travelled between the collected 3D path and optimized 3D path
is found and compared. The flight distance of the collected flight path is about
489.77 m and the flight distance of the optimized 3D flight path is about 370.95 m.
Therefore, it was possible to reduce it by about 62.9%.

4 Conclusion

This paper proposes a 3D path optimization algorithm, which is based on the
Douglas-Peucker algorithm, for UAV path collection. The experiments verified that the
path of the collected UAV is optimized by applying the proposed method. Optimiza-
tion of the 3D route led to a reduction in the error. By shortening the distance of the 3D
path, the UAV was able to fly the route more quickly.
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Abstract. As the amount of encrypted network traffic on enterprise networks
increases steadily, the problem of malicious acts encrypted to bypass security
devices has emerged. Previous studies analyzed the encrypted network traffic by
changing the network traffic or communication flow between the encrypted
communications to analyze such encrypted malicious behavior. However, there
are limitations to the existing methods because they require additional prior-data
or additional network configurations in order to analyze the encrypted network
traffic. In this paper, we propose a system to decrypt secure socket layer network
traffic to analyze the encrypted network traffic in the enterprise network envi-
ronment. The proposed system can be used to analyze encrypted network traffic
in order to detect malicious activity and corporate information leaks.

Keywords: SSL traffic decryption � Encrypted traffic analysis

1 Introduction

Currently, the share of encrypted network traffic in the corporate network is growing.
According to a survey conducted on corporate security personnel, 87% of the enter-
prises had 25% of their entire network traffic encrypted, and 97% responded that they
have plans to expand the proportion of the encrypted network traffic within the next
two years [1].

Although the current network traffic encryption method is used as a means for
network security, the security experts are wary of the possibility that network traffic
encryption can be used as a means to bypass the detection of malicious cyber-attacks.
According to survey data on cyber-attacks, more than 50% of them are expected to be
achieved through the secure socket layer (SSL) network traffic by 2017 [2].
Cyber-criminal organizations and hackers use the encrypted network traffic on internal
networks for intrusion, malicious code distribution, and command & control (C&C)
network traffic transmission. These malicious acts can bypass existing security solu-
tions. In addition, when general sites that provide encrypted communications are
infected with malware, the intrusion is undetectable by existing security solutions
because malicious codes are delivered through the normal encrypted network traffic.

In this paper, we propose a system that can analyze the encrypted traffic through
SSL traffic decryption in the enterprise network environment. This paper is organized
as follows. Section 2 introduces the existing research related to encrypted network
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traffic analysis, and Sect. 3 explains the SSL communication security method. In
Sect. 4, the structure and operation of the SSL traffic analysis system proposed in this
paper are described. Finally, a conclusion is drawn and future research plans are
explained in Sect. 5.

2 Related Research

The available methods for analyzing encrypted network traffic include the client’s
User-Agent method, classification of risk of the encrypted communication by using the
Cipher Suites information provided by the applications [3], and using secret sharing
schemes in the VPN environment to analyze encrypted traffic [4].

The methods involving the classification of the risks of the encrypted communi-
cation through the Cipher Suites and User-Agent information use the server-to-client
communication traffic. The User-Agent information is collected through the HTTP
header during the HTTP communication process, and Cipher Suites information is
collected by the Client Hello message from the SSL Handshake process in HTTPS
communication. User-Agent and Cipher Suites information is managed in advance in
the form of a pair by using the pre-collected information in bulk for classification in
secure encrypted communication and weak encryption communication. If new HTTPS
communication is found, the collected pre-information’s User-Agent and Cipher-Suites
information is compared to the encrypted communication to determine the communi-
cation’s degree of risk. The analysis speed of this method is high because it uses the
traffic delivered prior to the encrypted communication. However, it requires the col-
lection of sufficient pre-data in order to analyze the encrypted traffic analysis.

The encrypted network traffic analysis method, which utilizes the secret sharing
scheme in the VPN environment, uses the Shamir secret sharing scheme [5]. It divides
the message into n messages according to a predetermined scheme and transmits them
to an equal number of Proxy servers. The Proxy server receives the message, divides it
according to a predetermined probability, and transmits it to the actual destination and
detection system. The actual destination receives the message by restoring the divided
message to its original form, and the detection system recovers the message and
analyzes the encrypted network traffic. The methods, such as those mentioned in [5],
can directly receive the content, making the analysis highly accurate. However, in order
to analyze the encrypted network traffic, several Proxy servers and a common secret
sharing scheme between the clients and servers is necessary.

The method proposed in this paper analyzes the encrypted network traffic by
obtaining the session key through the Handshake message transmitted between the
client and server, and it can analyze the encrypted traffic without pre-data or additional
environmental configurations used in previous studies.

3 Secure Socket Layer (SSL) Communication

The SSL is a security protocol that provides authentication and encrypted communi-
cations between the server and the client on the transport layer. SSL communication
generates a session between the server and the client and establishes the encrypted
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communication over the secure channel generated. It also performs the SSL Handshake
at the session generating step in order to exchange the session key necessary for the
encrypted communication.

In the SSL Handshake process, the client and server exchange the random value
information through the Hello Message and the server delivers the certificate in
addition to the client. After the exchange through the Hello Message, the client
encrypts the Secret value with the public key extracted from the server certificate and
transmits the message to the server. The server acquires the Secret value by decrypting
the encrypted message with the private key and then generates the session key by using
a random value shared in advance, including the Secret value.

The sharing method in the SSL Handshake process, which includes the public key
of the server certificate, makes it difficult for a third party to obtain the session key.
With traditional security equipment, it is impossible to analyze the contents of the
encrypted network traffic because it cannot obtain the session key used in SSL
communication.

4 SSL Traffic Analyzing System

4.1 System Architecture

The SSL traffic analysis system proposed in this paper is configured with a network
interface, ARP Spoofing module, SSL traffic decryption module, and SSL session
information DB. The operation of the analytical system proceeds in the following order.

The ARP Spoofing module controls the network traffic flow by sending ARP
Spoofing messages over the network interface to the internal network connected to the
switch hub [6]. The ARP Spoofing message converts the physical address of the
gateway’s IP address into a physical address of the analysis system. The host receiving
the ARP Spoofing message transmits the traffic through the gateway to the analysis
system. The network interface of the analysis system delivers a packet corresponding to
the SSL traffic decryption module. The SSL traffic decryption module decrypts the
received encrypted traffic and analyzes its contents. The session information necessary
to decrypt the SSL traffic is stored in the SSL session information DB and then
managed. Figure 1 shows the proposed system architecture.

Fig. 1. SSL traffic analysis system architecture
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4.2 Obtaining the SSL Session Key

The system proposed in this paper obtains the session key using an SSL
man-in-the-middle [7] in order to decrypt the SSL traffic. Figure 2 shows the process of
obtaining a session key from the SSL traffic analysis system.

In the SSL Handshake process, the proposed system obtains the random values
Rclient, Rserve, and the encryption-algorithm information contained in the Client Hello
and Server Hello message. The information of the server certificate’s public key
included in the Server Hello is changed to the randomly generated public/private key
pair and sent to the client. The client extracts a public key of the changed server
certificate, encrypts the Secret value using the extracted public key, and transmits to the
analysis system. This process provides the Secret values required in the session key
generation by using a public/private key pair generated by the analysis system instead
of the server private/public key pair, which cannot be obtained during the SSL
Handshake process. The analysis system that received the encrypted Secret value
obtains the Secret value by decrypting it with a private key from the private/public key
pair previously generated. After the Secret value acquisition, the Secret value is
re-encrypted with the existing server public key to enable a normal key exchange and
passed to the server. The analysis system generates a session key using Rclient, Rserver,
and the Secret Value obtained in the SSL Handshake process, and the generated session
key and encryption algorithm information is stored in a DB and used for decryption of
encrypted traffic.

4.3 Server Certificate Changes

The analysis system follows the procedure shown in Fig. 3, creates the certificate, and
transmits it to the client in order to pass through the validation phase of a client’s server
certificate according to the server certificate changes. When the Server Hello is received

Fig. 2. SSL session key acquisition process
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from the server, a copy of the certificate is generated during the extraction of server
certificate information from the message. The public key information of the certificate
copy generated is updated with the public key that is generated by the detection system.
We generate a certificate accredited by the private Certificate Authority (CA) by adding
the signature of the private (CA) certificate for the changed certificate.

The private CA certificate is generated when the analysis system is installed for the
first time, and it is distributed to all the hosts within the enterprise. The distributed
private CA certificate is registered with the host’s trusted certificate authority, and it
should pass the server certificate verifying the steps of the changed certificate in the
analysis system.

4.4 Decrypting SSL Traffic

When the encrypted packet enters the analysis system, the corresponding session’s
session key and encryption algorithm is searched for in the SSL Session Info DB in
order to decrypt SSL traffic. If the pertaining session’s information does not exist in the
DB, it should be considered as an abnormal connection that bypassed the analysis
system, and the packet should be discarded. When the corresponding session infor-
mation exists in the DB, the encrypted packet is decrypted using the stored session key
and an encryption algorithm. The decrypted packet may be used to determine whether
some action is malicious using the existing malicious behavior detection techniques.
The leakage of personal information of a specific pattern can be detected using a
regular pattern matching technique. The decrypted packets may adopt the existing
malicious behavior detection techniques to determine the presence or absence of
malicious action, or apply the regular expression pattern matching technique to detect
the leakage of personal information.

Fig. 3. Certificate generation and delivery process
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5 Conclusion

The detection of malicious behavior using encrypted network traffic, which has recently
been on the rise, requires a system that can analyze the encrypted SSL network traffic
by decrypting traffic, such as the one proposed in this paper. With this analytical
system, we can analyze the encrypted network traffic without the additional data or
environment configuration required for existing encrypted network traffic analyses. The
proposed analysis techniques for encrypted network traffic can monitor the leakage of
internal information via encrypted traffic as well as detect malicious behavior. In
addition, it is possible to analyze the encrypted traffic without degrading the overall
security level of the analysis system. In future, a detection function for internal
information leakage and encrypted malignant behavior will be implemented by using
the proposed analysis system. The system will then be applied to the enterprise network
environment to demonstrate the performance of the analysis system.
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Abstract. A considerable amount of spam that occur each year can cause the
financial damage as well as mental harm to the recipient. This is a serious
problem in society. In this paper, we analyze properties of SMS spam in mobile
phones to establish a method for effectively blocking SMS spam. As a result,
SMS spam can be seen that the surge in the amount shipped during a specific
time period. Also, we could find the frequently included word on spam and we
could identify spammer that sent smishing messages frequently by comparing
several spammers.

Keywords: SMS spam � Text mining

1 Introduction

In modern society, mobile phones are widely used by people due to the development of
wireless technologies and the subsequent dependence of numerous people on mobile
communication services. According to Ref. [1], the number of mobile communication
service users is about 54 million in South Korea as of December 2015. This number is
almost the same as the population of South Korea, implying that almost everyone in
Korea uses mobile communication services. Because there are so many mobile com-
munication service users, spammers can easily send their spam through the short
messaging service (SMS) to many people.

Meanwhile, users receive unwanted messages, which might cause psychological
trauma because mobile phones alert users of SMS messages as soon as they are
transmitted, unlike e-mails. Furthermore, smishing messages can lead to financial
losses [2]. Nevertheless, spammers consistently send spams for their profit. According
to Ref. [3], the total number of spam messages collected by a spam trap system was
26.2 million in the second half of 2015. Considering that this number is derived
exclusively from the spam trap system, we can infer that there could be much more
spam that was not caught by the spam trap system. Thus, SMS spam should be
considered as a very serious issue.

Therefore, we definitely need an appropriate solution to filter or block spam. If we
can analyze the various properties of spam, the results can be used for policy data to
respond to this spam and appropriate solutions can be effectively proposed and
designed to block it.
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In this paper, we analyze the properties of SMS spam containing Korean characters
and share the analysis results with society to develop spam-blocking solutions. In
Sect. 2, we explain the types of spam data used in this paper and the analysis method
employed. In Sect. 3, we present analysis results of the spam data. Finally, in Sect. 4,
we present the conclusion and future work.

2 Dataset and Analysis

2.1 SMS Spam Dataset

The spam data used in this study was collected from October 2015 to April 2016 and
includes 70,600 messages. Moreover, the spam data consists of the received timestamp,
transmitting mobile number, and advertisement contents. Each item is explained in
Table 1.

Among these properties, the transmitting mobile number is personal information;
therefore, the mobile number was encrypted using a hash function. As a result, the
spammers were distinguished by the encrypted values, instead of their actual numbers.

2.2 Analysis Method

Combination of the Properties. In the spam data, some information, such as a
received timestamp, transmitting mobile number, and advertisement contents, is
available as mentioned previously. Using this information, we can combine one
property with another to understand the correlations between them and use the cor-
relations to understand any other properties that might appear in the spams. For
instance, we can perform an analysis to find which spammers send spams frequently or
at what time the rate of spams sent is the highest.

Spam Content Analysis. As one of the properties of the spam data, the advertisement
contents are in text format, which makes them difficult to be analyzed. Therefore, the
data should be refined to a format that can be easily analyzed [4]. Text mining is one
means to accomplish this goal. This technique first divides each sentence of the content
into morphemes to extract meaningful words and uses these words for analysis. There
are several methods that use words to analyze the contents: a method to calculate the
frequency of each word, a method to find correlations between words, and a method to
cluster data from words [5].

Table 1. Properties of SMS spam data

Property Description

Receive timestamp Time when a receiver received a spam
Transmit mobile number Mobile number of a person who sent a spam (spammer)
Advertisement contents Contents of a spam
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In this study, to extract words from the advertisement contents in text format,
KoNLP, an analysis package of the R language and the Korean morpheme, was used.
To prevent any meaningless words, such as special characters, from being selected as
meaningful words during word extraction, we performed preprocessing and postpro-
cessing. Furthermore, after words were extracted, we performed an analysis based on
the frequency of each word.

3 Property Analysis of SMS Spam

In this section, the properties of the SMS spam are analyzed using the data and analysis
method described in the previous section. To do this, three types of analyses are defined
and described in Table 2.

3.1 Number of Transmitted Spam Messages

Because the collected spam data means that the spam is sent, we can find the total
number of transmitted spam messages by counting the number of messages in the spam
dataset. Moreover, we can find the features of the spam by counting the number of
spam messages that meet a certain property.

Table 2. Types of SMS spam analyses

Type Description

1 Number of transmitted spams
2 Main features of the contents of the spam
3 Main features of the spammer

Fig. 1. Number of daily transmitted spam messages
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Because the received timestamp data includes temporal information such as the
year, month, day, and hour, we can classify the number of transmitted spam messages
according to the received time. Figures 1 and 2 shows the number of transmitted spams
at different dates and times. Due to the limitation of the duration of data collection, the
yearly, quarterly, and monthly data were omitted for comparison. Therefore, we only
performed the analysis with daily and hourly graphs, which were not omitted during
data collection.

From the graph of the daily transmitted spam in Fig. 1, we can note that most days
in a month showed a similar number of spams, with a sudden increase on the 14th and
15th. Furthermore, from the graph of the hourly transmitted spam in Fig. 2, we can note
that spam was rarely sent in the early morning and the number of spam messages
rapidly increase later in the morning and showed highest peaks at 10 am and 4 pm.

3.2 Features of Spam Content

The original text content in spam cannot be used for analysis. Therefore, to enable an
analysis, the contents should be refined and converted to a different format. Using the
techniques described in previous sections, we can refine the spam contents and measure
the frequency of word data to find the main message in the contents. Also, shipped
spam in specific date includes the issue and status of that time.

When the contents are analyzed based on the frequency of words, a short-term
analysis of the spam might not be a meaningful analysis; thus, we conducted the
analysis on a quarterly basis. Table 3 shows the frequencies of words in descending
order. For convenience, only three words are shown.

Fig. 2. Number of hourly transmitted spam messages
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In Table 3, the frequencies of the words related to the election such as candidate,
congressmen, election, candidate number, and information, were very high in the first
and second quarters. In South Korea, the 20th national election was held on April 13,
2016 and the first and second quarters were the periods of the election campaigns. In
the case of the fourth quarter, three words showed very similar frequencies and this was
mainly because these three words were used together in a sentence. The analysis was
not performed for the third quarter due to a lack of data.

3.3 Features of Spammers

By analyzing the contents of the spam sent by each spammer, we can determine the
feature of the spammer. More specifically, we can determine if the spam is a smishing
or not. Even if a spammer sends numerous spams, it does not necessarily mean that
they are smishings, because the number of the smishings sent by the spammer might be
very small. On the other hand, even if another spammer sends a small number of
spams, that spammer might have sent a relatively larger number of the smishings than
the former spammer. Therefore, we should be able to determine the number of
smishings sent by each spammer to find malicious spammers.

To check if a spam is a smishing, we should search for any keywords connecting to
a certain URL in the spam contents. If a keyword is found, then the spam should be
classified as a smishing. Figure 3 shows the number of transmitted smishings by each
spammer. For convenience, we only presented the top 20 spammers. As shown in
Fig. 3, the encrypted mobile number 484670 sent the largest amount of smishings.
Furthermore, because the number of smishings sent by this spammer is much higher
than other spammers, we can guess that most spam sent by this spammer would be
smishings.

Table 3. Word frequency on a quarterly basis

Quarter Word Frequency

1 Free 4907
Candidate 3054
Congressmen 2234

2 Information 2091
Election 1710
Candidate number 1426

3 ∙ ∙

∙ ∙

∙ ∙

4 Impersonation 14,791
Cash 14,983
Warning 15003
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4 Conclusion

In this study, we tried to find meaningful features from SMS spam data containing
Korean characters by using combinations of SMS spam properties and by standardizing
the text data in the spam. As a result, we could make some observations. First, more
SMS spams were sent in a certain time period than the other times during the day.
Second, by analyzing words in the spam, the frequency of each word could be cal-
culated to find the most frequently used words and these words could be used to shed
light on an issue or event occurring around the time the spam was sent. Third, we could
distinguish between the spammers who send smishings and those who do not. We think
these features could be used to develop a policy and effective technical solutions to
block spam.

With regard to future work, we will try to transform the properties of spam to that
of standardized data. Furthermore, we will also try to use standardized data to increase
the reliability of analysis performed to distinguish between spam and non-spam and
classify the spam.

Acknowledgements. This research was supported by the MSIP (Ministry of Science, ICT and
Future Planning), Korea, under the University Information Technology Research Center support
program (IITP-2016-R2718-16-0003) supervised by the IITP (Institute for Information & com-
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Fig. 3. Number of transmitted smishings by each spammer
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Abstract. As the number of patches in a patch management system increases
due to software updates and security issues arise in the existing patch man-
agement system, a more efficient patch management system with reinforced
security is required. Additionally, existing patch management systems must be
improved, as they perform patch collection inefficiently and their patch integrity
verification schemes are simple. In this paper, we propose an automatic patch
management system with improved security, enhanced patch collection effi-
ciency, and reinforced verification of patch integrity that automatically collects
patches through patch sites.
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1 Introduction

In general, cyber-attacks can be divided into zero-day attacks and those that use a
known vulnerability based on a patch announcement. While it is impossible to prepare
for zero-day attacks, attacks that use a known vulnerability can be sufficiently prepared
for using patches. To prevent damage caused by such attacks, many security companies
have developed and are operating patch management systems.

However, existing patch management systems face problems such as inefficient
patch collection and insecure verification of patch integrity. Current patch management
systems expend significant computation and time for patch collection due to their
inefficiency and can fail to resolve vulnerabilities due to the insecurity of their patch
integrity verification.

In this paper, we propose an automatic patch management system that improves
upon current systems, reducing inefficiency in patch collection and instability in patch
integrity verification. The proposed system includes a plan for automatic patch col-
lection that monitors new patches through vendor websites and automatically down-
loads new patches, improving patch collection efficiency. In addition, patches are
applied in a virtual environment, resolving problems related to insecurity and verifying
patch integrity based on the information generated by the clients.
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2 Existing Patch Management Systems

2.1 Structure and Components of Existing Patch Management Systems

The structure of current patch management systems as detailed in the literature is
illustrated in Fig. 1 and their components and functions are described in Table 1.

The existing patch management system enables efficient patch distribution by
utilizing the hierarchical server structure [1, 2].

The components of existing patch management systems include information col-
lection, verification, scheduling, certification, distribution, and installation. In infor-
mation collection phase, patch files and information are collected from vendors and
catalogued; in the verification phase, the integrity and safety of the collected patches are
examined; in the scheduling phase, patch distribution policies are managed; during
certification, certification between the patch servers and clients is carried out; in dis-
tribution, the patches are distributed in groups to the clients through encrypted

Fig. 1. Structure of patch management systems.

Table 1. Components of patch management systems.

Component Detailed function

Information collection Collection of patches and information; cataloguing of patches
Verification Verification of patch stability and integrity
Scheduling Management of policies and reservations
Certification Certification of users and system
Distribution Encryption and group distribution
Installation Footprint, report, and roll-back
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communication based on established policy; lastly, in the installation phase, appropriate
actions are taken for specific situations that arise during or after patch installation—
based on information about the system to be patched—and a patch installation report is
transmitted to the patch server [3, 4].

Such patch management systems have two significant limitations, which are
detailed in Sect. 2.2: patch collection is carried out inefficiently and patch integrity
verification methods are insecure.

2.2 Limitations of Existing Patch Management System

Inefficiency in Patch Collection. Existing patch management systems inefficiently
collect patches from vendors, accessing patch files by extracting all of the links from a
vendor’s website. Patch collection accuracy and performance may deteriorate as
inadequate links are frequently accessed [5]. Advancements in information technology
and the software market have led to steady growth in industry reliance on IT, while also
diversifying users’ requirements. For this reason, the number of software products that
require patch management is increasing, rendering the existing inefficient patch col-
lection method increasingly unsuitable for the management of numerous patches and
immediate reaction to the announcements of new patches. Furthermore, it increases the
computational and time costs expended for patch management. Accordingly, a method
of efficiently collecting patches from diverse vendors is required.

Patch Integrity Verification Insecurity. Existing patch management systems verify
patch integrity when the administrator has collected a patch from a vendor and it is
distributed to clients. Methods of integrity verification include cyclical redundancy
checks (CRCs) and patch file hash value comparison [2, 6]. However, these methods
cannot properly verify patch integrity when a hacker has forged or falsified the patch
file and information from the patch server. This problem can expose clients to diverse
security threats and has already had severe real-world consequences. In 2013, Korea’s
financial management network was paralyzed due to insecure patch integrity verifi-
cation and code signing certificates were seized through similar means in 2016. To
improve the security of patch management systems, the patch integrity verification
process should be reinforced.

3 Automatic Patch Management and Distribution System
with Improved Security

3.1 Structure of the Automatic Patch Management and Distribution
System

The structure of the proposed automatic patch management system, and its security
improvements, is shown in Fig. 2. Most of the structure is the same as that of existing
patch management systems; the main difference is that there is a Patch Collection and
Test Server between the vendor and the primary patch distribution server. This server
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has two primary roles: First, patch collection, which has been previously been ineffi-
cient, is automatically carried out. Second, patch integrity information is generated by
applying the patches in a virtual environment. This information is used in the process of
verifying the patch integrity when applying the patch in clients.

3.2 Components of the Automatic Patch Management System
with Improved Security

The components of the automatic patch management system with improved security
proposed in this paper are outlined in Table 2. Of these components, scheduling,
certification, and distribution are the same as those of existing patch management
systems. The information collection, test, and installation and verification processes
have been modified or added, in contrast with existing patch collection systems.

Information Collection. Figure 3 shows the process of information collection. The
information collection phase is carried out by the Patch Collection and Test Server,
which automatically collects patches and patch information from websites using a Web
crawler. Most vendors operate an official website and announce new patches through

Fig. 2. Structure of the automatic patch management system.

Table 2. Components of the automatic patch management system with improved security.

Component Detailed function

Information collection Automatic collection and cataloguing of patches and information
Test Generation of patch integrity information and verification of patch

security
Scheduling Management of policies and reservations
Certification Certification of users and system
Distribution Encryption and group distribution
Installation and
verification

Patch application, patch integrity verification, and report
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specific content on that website before providing a patch. The Patch Collection and
Test Server stores and manages the log information of this content, with which new
patches can be identified, and periodically monitors vendor websites. At this time,
patches and patch information are automatically collected by recognizing the new patch
announcement based on this information and extracting the download link for the
relevant patch.

Test. Figure 4 shows the process of Test. Testing is the phase in which patch stability
is verified and integrity information about the patch is generated to improve the security
of the proposed system. The test phase is carried out on the Patch Collection and Test
Server. Diverse virtual environments are built in the Patch Collection and Test Server,
tailored to the clients it manages. In the test phase, the patches collected in the
information collection phase are applied in an appropriate virtual environment, stability
verification is carried out, and patch integrity information is generated. Stability veri-
fication is the process of checking whether any collision occurs between the patch and

Fig. 3. Information collection process

Fig. 4. Test process
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the relevant system. Integrity information is stored as the changes in the relevant
system before and after applying the patch. The change details to be stored include the
name, path name, size, version, and hash value of the file. The integrity information
thus generated is distributed to clients together with the patch at the distribution phase
and utilized for verification of patch integrity.

Installation and Verification. Figure 5 shows the process of installation and verifi-
cation. The final phase installs and verifies the patch and transmits the result to the
Patch Distribution Server. Clients receive a patch and integrity information from the
Patch Distribution Server when a new patch is announced. The clients apply the patch
that was received and record the changes made to the system. Clients then determine
whether the patch has been properly applied by comparing the changes and integrity
information and transmits the result to the Patch Distribution Server.

4 Conclusion

In this paper, the limitations of existing patch management systems were analyzed and,
to resolve these problems, an automatic patch management system with improved
security was proposed. The existing method of inefficiently collecting patches was
improved through a method that automatically collects patches using a Web crawler to
improve efficiency. In addition, to improve the security of the patch management
system, patch integrity is guaranteed by utilizing file changes resulting from patch
application.

Software patches from more vendors can be managed by utilizing the proposed
system, which is efficient, improves security, and can guarantee patch integrity.

Future work on this system will resolve the practical problems found during the
implementation and testing of the patch management system proposed in this paper.

Fig. 5. Installation and verification process
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Abstract. Smartphones, which debuted in the form of personal digital assis-
tants (PDAs) in the late 1990s, have evolved continuously. However, hardware
features and the external environment restrict their use, making it difficult to
ensure high interactivity. The structure and usage of mobile applications are also
becoming increasingly complex and it is often found to be difficult to understand
the user interface (UI). These user environments and conditions inhibit the
smooth interaction of the user with the application. This is expected to nega-
tively affect the user’s intention to use the applications eventually. However,
past studies on information systems have not shown much interest in the impact
of smartphone UI designs on the attitudes and behaviors of users. Thus, this
study attempted to empirically explore the impact that UI application designs
have on the behavior intentions of the users utilizing the application. This study
specifically looked at the following aspects of UI design: simplicity and con-
sistency. The data was collected through a survey and structural equation
modeling (SEM) was employed for the analysis. The results showed that these
attributes have a significant effect on the interaction as well as a positive impact
on the intention to use the application.

Keywords: Smartphone � Application � Interface � Design � Intention

1 Introduction

UI is a part of a system through which users interact with the system [1]. Moran [3]
argued that a UI consists of diverse physical and conceptual design components to
support the smooth interaction of the user with the system. UI designs vary in a variety
of ways depending on the placement and use of the components; different UI designs
affect the interactions with the system in different ways.

Several researchers noted that UI design of a system contains the attributes of
simplicity and consistency. According to the associated studies, it has been identified
that simplicity has a significant impact on the usability, usefulness, and aesthetics of a
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system including interactions with the system [4]. It has been reported that consistency
also has a significant impact on interactions with the system [2]. These prior studies
have been conducted on PC-based information systems and webpages.

Any study about smartphone UI designs is bound to emphasize the simplicity of the
design. Smartphone applications are significantly affected by the physical and envi-
ronmental conditions of the smartphones because the applications run on smartphones.
As the small screens of smartphones cannot contain much information, UI of smart-
phone applications should restrict the use of the information, content, and other various
design components as much as possible and realize minimalism to maximize user
convenience. When too much information and unnecessary design components occupy
the narrow space of the application’s UI, readability will be reduced and interactivity is
bound to decrease. In addition, it would be difficult to accurately touch the design
components with one’s fingers. Therefore, UI designs of smartphone applications
require simplicity.

However, in reality, it is difficult to predict the impact of this simplicity in the UI of
the smartphone application on the interaction of users. This is because the type and
usage of smartphone applications are indeed diverse and user environments of smart-
phone applications differ from those running on PC-based information system and
webpages. It is necessary to examine the effects of the simplicity of smartphone
application UIs on interactions, which have not been specifically reported in this con-
text. Thus, the study will attempt to identify these impacts through the hypothesis below.

Hypothesis 1: The simplicity in the UI of smartphone applications positively affects the
interactions of users with the applications.

In addition, many researchers in e-learning fields have stated that consistency in the
UIs of a system affects learning. In other words, many researchers have clarified that
the consistency in the UI design of a system enables users to learn easily through the
system and, furthermore, to improve learning and academic performance [5]. Other
researchers have claimed that education software needs to be equipped with UI design
consistency to ensure the interactivity and success of the system. To support the
argument, researchers provided the explanation that the consistency in the UI design
enables users to formulate the knowledge of and experience in the use of the software
quickly and accurately [6]. Based on these prior studies, it can be predicted that
ensuring consistency in the UI design of the smartphone applications will also sig-
nificantly affect the users’ interaction with the smartphone applications; the study will
attempt to verify this through the hypothesis below.

Hypothesis 2: The consistency in the UI of smartphone applications positively affects
the interactions of users with the applications.

The Technology Acceptance Model (TAM) was proposed on the basis of TRA in
IS fields; the model has been widely used in understanding the individual’s attitudes
associated with the acceptance of information technologies [8]. In other words, TAM
explains that the perceived usefulness and ease of use formed on the basis of the
experience in an information technology determine the individual’s attitudes towards
the information technology; and the individual’s attitudes affect the individual’s
behavioral intentions, that is, the acceptance of the information technology.
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Looking at studies on the personal beliefs, attitudes and behavioral intentions of
users in mobile fields, the impacts of the perceived usefulness and ease of use on the
behavioral intentions to use mobile data services were identified. Similarly, the impacts
of the perceived usefulness and ease of use of a mobile payment system on the
intentions for using the system were also identified. Finally, the smartphone’s use-
fulness and ease of use perceived by doctors and nurses affect the intentions to use the
smartphones was explained.

Users who interact with the smartphone applications form attitudes towards the
applications on the basis of the experiences and these attitudes are predicted to affect
the behavioral intentions of the users based on the TRA and TAM [7]. However,
various applications are installed and utilized on the smartphones and these various
applications require unique interactions. There have not been many reports as to the
impacts of the various forms of the interactions on the user’s attitudes toward the
applications and intentions for using the applications. Therefore, this study will attempt
to identify the impacts through the following hypotheses:

Hypothesis 3: The interactions with smartphone applications positively affect the users’
intentions to use the applications.

2 Research Methodology, Data Analysis, and Results

This study explored the impacts that simplicity, consistency and metaphors in UI
design have on the attitudes and behavioral intentions of the users. The study achieved
this by studying the interactions between the user and the application in the smartphone
environment. In this study, these interactions were considered a mediating variable.
A survey was conducted to collect data and a total of 258 university students and
practitioners volunteered to participate in the survey. One hundred and seventy two
students (66.7% of the participants) answered the questions. The participants majored
in economics, business administration, computer science, and graphic design at three
universities in Korea. The gender ratio of the participants was 53.9% male to 46.1%
female. The majority of the participants (78.7%) were in their twenties. The application
type that the participants used most frequently just before the survey was social net-
working and communications-related applications (61.7%).

This study employed Structural Equation Modeling (SEM) to analyze the proposed
research model and used SPSS statistics and AMOS ver. 18 as the statistical software.
The path coefficients were examined to check the causal effects between the variables.
To do so, the significance of the relationships between the variables in the proposed
model was analyzed. As predicted in the hypotheses, simplicity had a significant
influence on the interaction (b = .396, p < .0001), consistency also had a significant
influence on the interaction (b = .331, p < .0001). In addition, the interaction had a
positive impact on users’ intentions to use the application (b = 412, p < .0001). Thus,
all of the hypotheses were supported. Table 1 shows the results of the test of the
structural model.
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3 Discussion and Conclusion

In short summary, this study explored the attributes of UI design for smartphone
applications; these attributes include simplicity and consistency. Not only did the study
explore these attributes but it also empirically examined the effects that the UI attributes
had on users’ intention to use the applications through the mediating variables of
interaction. The results showed significant direct effects of the UI attributes on the
interaction between users and applications. In addition, the interaction also had a
positive impact on the users’ intentions to use the applications. The results of this study
addressed the importance of the UI attributes for smartphone applications in under-
standing and explaining the factors that influence the interaction with applications and
the intention to use them. In particular, this study emphasized how important it is for
smartphone applications to apply recognizable simplicity and consistency in UI design.
Practitioners can use the findings to improve, not only the interaction between users
and applications, but also the intention to use the applications when developing
smartphone applications.
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Abstract. Recently, biometrics technology has been receiving attention as
means of personal authentication in smartphone environment. Fingerprint
recognition is generally contained in newest smartphones and other biometric
methods such as iris recognition are receiving attention. However, these meth-
ods have a problem of being not applicable to existing smartphones because
additional devices such as infrared cameras or sensors should be included. To
solve this problem, in the present paper, a new biometric method using features
on the rear of the thumb is proposed. The similarity between enrolled thumb
images and input thumb images is measured through the SIFT (Scale Invariant
Feature Transform) method. Through feasibility tests, it could be identified that
the proposed method could recognize the thumb with an accuracy level of
approximately 99.94%.

Keywords: Biometric � Hand biometric � Thumb recognition � SIFT

1 Introduction

Biometrics is a method of verifying user identity through pattern recognition tech-
niques using unique features in human body data obtained through sensors, which has
advantages over existing user authentication methods such as no problem of forgetting
or losing and lower risks of fake or forgery [1]. The kinds of biometrics include
fingerprint recognition, face recognition, iris recognition, vein recognition, and voice
recognition [2–4]. Recently, as Fintech, which is a compound word of financial and
technology, has been in the limelight, the number of those that use simple payment
systems through personal authentication using fingerprints on mobile devices that
contain fingerprint recognition sensors has been increasing [5].

However, such simple payment systems have problems as fingerprint recognition
cannot be used on smartphones that do not contain a fingerprint recognition sensor and
recognition errors frequently occur due to moisture or injuries on the surface of the
thumb. Although face recognition methods can be considered because all smartphones
contain a camera, recognition rates can be reduced drastically due to deviations in face
information resulting from glasses wearing or differences in hair color, lighting, or
facial expressions [6]. Although iris recognition has an advantage of high accuracy, it
has a problem of requiring infrared lighting and expensive camera equipment with
zoom control [4, 7].
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Therefore, to solve abovementioned problems in biometric systems, in the present
paper, a new method is proposed that can obtain thumb rear images through smart-
phone cameras without any additional separate sensor and conduct personal authenti-
cation through image processing.

2 Proposed Method

The proposed method is operated through feature matching using the processing and
shift of thumb rear images taken through general visible light cameras. Figure 1 is a
flow diagram of the proposed method.

2.1 Image Acquisition

Actual environments where smartphones are used and quite diverse also the distance
between the camera and the thumb cannot be adjusted to be constant. Therefore, the
background, thumb size, and thumb position in acquired images cannot but vary all the
time. Red solid line in Fig. 2 shows to solve this problems, a guideline for rough
positioning of the thumb is provided on the camera preview screen.

Fig. 1. Flow diagram of proposed method

Fig. 2. Examples of captured thumb image and guideline for aligning thumb (red solid line)
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2.2 Illumination Normalization

Since acquired thumb images have uneven surfaces and the surrounding lighting
environment varies all the time, the components of illumination should be adjusted to
be uniform through an illumination normalization process. A Retinex algorithm based
illumination normalization method has been used in the existing face recognition and
thumb vein recognition areas too [4, 8]. That method is applied to the thumb area to
conduct thumb image illumination normalization. In the present study, considering the
resolution of images, 5 � 5 was applied as an average filter size for detection of
illumination components.

2.3 Histogram Equalization

The thumb images after illumination normalization generally have low visibility because
most pixels appear around 128 based on the 8 bits gray scale with low contrast. To detect
robust features through SIFT, images with high contrast and clear edges should be used.
To this end, a process to apply histogram equalization to illumination-normalized images
is undergone to enhance the images so that features such as wrinkles in the thumb are
clearly visible. An example of enhanced images is as shown in Fig. 3.

2.4 Similarity Measurement Using SIFT

SIFT (Scale Invariant Feature Transform) method is used to measure the similarity
between enrolled images and input images [9]. The SIFT algorithm is a method of
detecting corresponding pairs between two images at high speeds regardless of affine
geometric variations. Using the SIFT is quite appropriate because geometric variations
such as translation, scaling, and rotation exist in thumbs in acquired images. The results
of obtaining SIFT correspondences in cases of genuine and imposter are shown in
Fig. 4.

(a) (b) (c)

Fig. 3. Example of thumb image enhancement using histogram equlization. (a) Original captured
image. (b) Illumination normalized image. (c) Enhanced image using histogram equlization.
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2.5 Excluding False Correspondences

Since images were obtained according to the guideline, images with the results of
matching using the SIFT that go out of a certain range, that is, 1/3 of the horizontal size
of the image and 1/4 of the vertical size of the image are excluded. Figure 5 shows
matching results that are excluded.

2.6 Standard Deviation of Gradient

The result after excluding matching results that went out of the range is as shown in
Fig. 6. It can be seen that when two images have been obtained from the same person,
the gradients in the matching result are almost constant. Therefore, whether two images
being matched have been obtained from the same person or from different persons can
be identified using the standard deviation of the gradients in the matching result.

(a) (b)

Fig. 4. Results of obtaining SIFT corresponding pairs between two thumb images. (a) Genuine
matching. (b) Imposter matching.

(a) (b)

Fig. 5. Examples of excluded false correspondeces. (a) Genuine matching. (b) Imposter
matching.
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3 Experimental Results

To measure the accuracy of recognition, the standard deviation of gradients in
matching between two thumb images in case of genuine or imposter were obtained. In
the experiment, 100 photos of thumbs (thumbs of 10 persons, 10 photos per person)
with specifications as shown in Table 1 were used.

Probability density functions for the measured standard deviation values can be
obtained to figure out FAR (False Accept Rate) and FRR (False Reject Rate). Figure 7
shows the probability density functions for the results of thumb matching as a graph. It
can be seen that the recognition can be successful at an accuracy level of 99.94% with a
FAR of 0.02% and a FRR of 0.1%, respectively.

(a) (b)

Fig. 6. Result of SIFT correspondences by excluding false ones. (a) Genuine matching.
(b) Imposter matching.

Table 1. Database specification of thumb image

Type Format Resolution File size Number of images

Thumb image BMP, RGB24 172 � 340 175,494 Bytes 100

Fig. 7. Probability distributions of genuine and imposter matching
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4 Conclusion

In the present paper, a thumb recognition method using SIFT was proposed. The
proposed method can be applied to all smart devices containing a camera without any
additional sensor and shows an accuracy level of 99.94%. In detail, FAR of the pro-
posed method was 0% in case of 0.4% FRR. Therefore, our proposed method can be
applied into the Fintech authentication purposes with high security level. Since our
previous work using correlation based thumb recognition method has limitations such
as low accuracy caused by geometric variation, in future works, we will enhance the
matching performance of thumb recognition by fusing two scores such as the number
of SIFT correspondences and correlation coefficients.

Acknowledgements. This work was supported by the Basic Science Research Program through
the National Research Foundation of Korea (NRF) funded by the Ministry of Science, ICT and
Future Planning (grant number NRF-2016R1C1B2014345). Also, this research was supported by
the Ministry of Science, ICT and Future Planning (MSIP), Korea, under the Information
Technology Research Center (ITRC) support program (IITP-2016-H8501-16-1014) supervised
by the Institute for Information & Communications Technology Promotion (IITP).

References

1. Jain, A.K., Ross, A., Prabhakar, S.: An introduction to biometric recognition. IEEE Trans.
Circuits Syst. Video Technol. 14, 20–44 (2004)

2. Jain, A.K., Nandakumar, K., Nagr, A.: Biometric template security. EURASIP J. Adv. Sig.
Process. 2008, 1–17 (2008)

3. Daugman, J.: How iris recognition works. IEEE Trans. Circuits Syst. Video Technol. 14,
21–30 (2004)

4. Lee, E.C., Lee, H.C., Park, K.R.: Thumb vein recognition using minutia based alignment and
local binary pattern based feature extraction. Int. J. Imaging Syst. Technol. 19, 179–186
(2009)

5. Lee, S.H., Lee, D.W.: FinTech-conversions of finance industry based on ICT. Korea
Convergence Soc. 6, 97–102 (2015)

6. Huang, G.B., Ramesh, M., Berg, T., Learned-Miler, E.: Labeled Faces in the Wild: A
Database for Studying Face Recognition in Unconstrained Environments. Technical report 1,
07–49, University of Massachusetts, Amherst (2007)

7. Wang, L., Leedham, G., Cho, D.S.Y.: Minutiae feature analysis for infrared hand vein pattern
biometrics. Pattern Recogn. 41, 920–929 (2008)

8. Tan, X., Triggs, W.: Enhanced local texture feature sets for face recognition under difficult
lighting conditions. IEEE Trans. Image Process. 19, 1635–1650 (2010)

9. Bicego, M., Lagorio, A., Grosoo, E., Tistarelli, M.: On the use of SIFT features for face
authentication. 2006 Conference on Computer Vision and Pattern Recognition Workshop
(CVPRW 2006). IEEE (2006)

90 N. Lim et al.



Image Classification Using Color and Spatial
Frequency in Terms of Human Emotion

Min Woo Park1, Daejune Ko1, Hyeonsang Hwang1, Jiyeon Moon2,
and Eui Chul Lee1(&)

1 Department of Computer Science, Sangmyung University,
Seoul, Republic of Korea

nogood79dle@gmail.com, eclee@smu.ac.kr
2 Department of Sports ICT Convergence, Sangmyung University, Seoul,

Republic of Korea

Abstract. Image classification is helpful for searching and image retrieval in
terms of corresponding to the preference of users. However previous works did
not consider human emotion but perform the retrieval by using keywords or
objects in image. In the field of color psychology, the color has been proven that
an impact on the human emotion. Also, visual complexity such as spatial fre-
quency affects to human emotion. In this paper, a new image classification
method is proposed for analyzing the relationship between image components
such as color and spatial frequency and human emotion. We collected totally
391 images which contained the three different kinds of scene categories such as
natural scene, campus scene, and human made scene images from the public
image database. Consequently, we confirmed that image can be reasonably
classified by using the color and spatial frequency in terms of human emotion.

Keywords: Image classification � Color � Spatial frequency � Human emotion

1 Introduction

Since the numerous image contents have been widely distributed according to the
explosive growth of the Web nowadays, image search and classification has become
more popular and important technology as well as growing challenging issues. Image
classification is helpful techniques in several ways as follows. Firstly, image classifi-
cation will be useful method as a convenient user interface for searching the image
database in terms of corresponding to the preference of users [1]. Moreover, image
clustering can be used for improving the performance and speed of content-based
image retrieval (CBIR) [2].

In previous works, many researches have performed for image classification by
using color as well as texture characteristics which can be easily extracted from images
by using the several clustering algorithms such as k-means, spectral clustering, mini-
mum distances, and decision rules [3]. Color components or texture can be used for
identifying regions of interest or objects in images.

However, because the many previous image classification methods have performed
by using the only one low-level visual feature, researches were rarely presented by
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using the two kinds of visual information. Also, many researches above mentioned
were not considered in terms of human emotion, the clustering results cannot be
satisfied for people. In other words, these applications were not appropriate for affective
computing application. Therefore, standard should be existed for the image classifi-
cation by considering the human emotion.

According to Russell emotion model, human emotion is defined as a two-
dimensional emotion model for designing the various emotion such as “Pleasant –
Unpleasant” axis (X) and “Aroused – Not Aroused” axis (Y) [4]. Based on Russell
emotions model, the several studies have been researched for the relationship between
human emotions and color by mapping the various emotional state and the color.
Generally, the visualized information is existed for indicating the correlation between
color and human emotion so called “Geneva Emotion Wheel” [5].

In the field of color psychology, color components were mainly used in marketing
fields for towards an influence on the attitudes and decisions of consumers [6]. That is,
color components can be influenced for human emotions. Also, as the spatial frequency
is higher in images, the higher spatial frequency (boundary information) can be caused
“arousal” emotional factors [7].

Based on the theories of relation between image components and human emotion,
we proposed image classification method as 2-dimensional emotion model by using
color and spatial frequency in terms of human emotion.

2 Proposed Method

The overall procedure of the proposed method presented in this paper is shown in Fig. 1.

Fig. 1. The overall procedure of the proposed method.
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2.1 Color

Pixel intensity of color image can be explained as Hue (H), Saturation (S), and Intensity
(I) based on HSI color model [8]. In this paper, color conversion is performed as the first
step for extracting color components from RGB to HSI of the original image [9]. The
reason for converting a color model from RGB to HSI is as followed. Firstly, because
the components imply both the meaning of color and brightness in RGB color model,
only using color component is difficult to analysis [8]. Whereas, because the HSI color
model can be represented as separately spectrum of color (H), saturation or purity of
colors (S), and brightness or luminance value of the color (I), the limitation of such a
RGB model can be solved [9]. Consequently, using the HSI model is suitable for
analyzing the color effectively by converting RGB into hue. In here, human emotion is
mapped into specific colors by dividing 2 dimensions such as “Pleasant – Unpleasant”
(X-axis) and “Arousal – Relaxation” (Y-axis) [5]. Secondly, the process of obtaining
normalized hue histogram is performed as the between −1 and 1 scales. In here, hue
value is only used for image classification in colors. Generally, hue value is calculated
from 0° to 360°. In this paper, the value of color (Valc) is calculated as followed in
Eq. (1). Because the mapping between various colors and two 2D emotion model
includes the meaning of saturation and brightness factors, only hue value is used for
mapping onto the X-axis. In Eq. (1), W and H is represented as width and height in
images, respectively. Also, histo is represented as number of the hue value which
existing in images. In here, because the angular offset between the hue of HSI model and
the Geneva Emotion Wheel is about 80°, the parameter of cosine function is modified by
adding 80° in order to compensate the offset. As a result, the calculated results was used
as the element in charge of the X-axis as the value of range from −1 to 1 scale.

Valc ¼
P359

hue¼0 cos ðhueþ 80Þ� � histo½hue�
W � H

ð1Þ

In this paper, we estimated 6 colors such as Red (R), Green (G), Blue (B), Cyan
(C), Magenta (M), and Yellow (Y) based on color psychology model. After that,
maximum frequency value can be selected as a feature in X-axis as “Pleasant –

Unpleasant”. Consequently, colors are mapped into the X-axis of unpleasant toward
pleasure in order of B, M, C, R, G, and Y.

2.2 Spatial Frequency

Edge components were considered as the important factor in image processing because
the boundary characteristics of an object as well as distinctive boundaries between
different pixels or textures. Similar as edge component, spatial frequency was also
represented as the characteristics of crisp changing of pixel intensity in space. In here,
spatial frequency were analysed by converting from color image to gray image.

According to the different spatial frequency, the difference of information can be
represented about the appearance of a visual stimulus. In proposed method, a fixed
3 � 3 Prewitt mask were used for estimating the spatial frequency. Because the results
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of detected edge through a mask is dependent on resolution of the image, a fixed 3 � 3
mask is applied to various the image resolution. Then, resolution of the image which
can be represented the best clear edge was determined such as shape of the objects.
Consequently, because the 320 � 180 resolution of the image is the best matched,
input images are used as reduce to the corresponding size as shown in Fig. 2.

Next, to clearly separate edge and background regions, the edge image is binarized.
After that, the value of edge (ValE) is calculated as followed in Eq. (2). Then, the
calculated result are represented as range from 0 to 1 scale. In this paper, because the
performing normalized the spatial frequency into range from −1 to 1 scales, the values
are re-scaled from 0–1 to −1–1 based on 0.4. In here, the clipping process is performed
into 0.8 when the value is more than 0.8.

ValE ¼
PW

x¼1

PH
y¼1 Countðx; yÞ Edge x; yð Þ� 0:4½ �

W � H
ð2Þ

Finally, the value of Y-axis can be determined by using the obtaining value of the
spatial frequency as “Arousal – Relaxation”.

3 Experimental Results

In this step, we collected totally 391 images which contained the 3 different kinds of
scene categories such as natural scene, campus scene, and human made scene images
from Natural Image Database, Natural Scene Statistics in Vision Science, Center for
Perceptual Systems, University of Texas at Austin [10]. Among the 3 different kinds of
scene categories, the images includes the following contents. Firstly, dataset #1 of
Natural Scene Collection were contained the 1,204 images that the nature sense con-
taining no man-made objects or people from Austin, Texas, USA and surrounding
areas. In here, totally 1,204 images were divided into 9 of sets, respectively, we
selected the only “set 9” database. Secondly, dataset #2 of Campus Scene Collection
were contained the 90 images that the university campus scenes containing cars,
buildings, and people. Lastly, dataset #3 of Human Made Scene Collection were
contained the 197 images that the indoor and outdoor scenes containing human made
objects.

Fig. 2. Results 3 � 3 Prewitt masking and binarization in cases of various spatial resolution of
same image.
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The plotting results are shown by choosing the 12 images of the two extremes both
“Pleasant – Unpleasant” as X-axis and “Arousal – Relaxation” as Y-axis, as shown in
Fig. 3.

In terms of color, totally 391 images of the natural scene were not almost dis-
tributed in variety of color domain, almost distributed in specific color domain such as
blue, red and green. Based on Geneva Emotion Wheel Model, images of the series of
blue color are distributed in almost left side as shown in Fig. 3. On the other hands,
images of the series of green and red color are distributed in around the center.

In terms of spatial frequency, images which contained high frequency are dis-
tributed on a little upper side based on the center of (0, 0). On the other hands, images
which contained low frequency are distributed on a little lower side based on the center
of (0, 0).

Consequently, we confirmed that that image can be reasonably classified by using
color and spatial frequency in terms of human emotion.

4 Conclusions

In this paper, we proposed image classification method as 2D multimodal fusion
method by using image components such as color and spatial frequency in terms of
human emotion. Because the both color and spatial frequency were turned out that can
be influenced for human emotions in many researches, the proposed 2D multimodal
fusion method can be suitable for affective computing application. For the experiments,

Fig. 3. The plotting results on total of 10 images which positioned at the extremes.
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we collected totally 391 images which contained the 3 different kinds of scene cate-
gories such as natural scene, campus scene, and human made scene images from the
public image database. Consequently, we confirmed that image can be affectively
classified by using the color and spatial frequency.

In future works, we will perform for finding the appropriate mask size into each
different images instead of using only 3 � 3 Prewitt mask in terms of image classifi-
cation. Moreover, additional research will be needed for the reaction of people through
subjective evaluation.
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Abstract. Recently, human robot interaction technique is limelight in which
controlling robot by using natural user interface such as using body gesture, eye
tracking or human voice recognition. In this paper, hand gesture based robot
controlling method is proposed. In the present study, a new natural user interface
model is hierachically designed. The hand gesture is recognized based on Kinect
V2. The recognized gesture information is send to the robot controlling robot
through Bluetooth 4.0 interface. The developed robot controlling interface can
be adopted into the field of disaster area in order to restore or surveillance the
area of human inavailable. Experimental result showed that the proposed
method can be effectively used for controlling robot.

Keywords: Kinect V2 � Human robot interaction � Natural user interface �
Gesture recognition

1 Introduction

Natural User Interface (NUI) means input protocol to computer by using user’s natural
intrinsic method such as behavior, gaze, and voice. Because NUI has advantages such
as intuitive and easily learned, the related researches have been widely performed. For
example, gesture based smartphone interface and game interface using gesture can be
considered [1, 2]. To implement gesture based NUI, raw data including high quality
and good information about human body is preferred such as capturing both RGB and
depth images using Kinect. Kinect V2 can capture such images from RGB camera and
IR sensor [7]. By analyzing RGB and depth map image, maximum six persons can be
concurrently analyzed in terms of their 3-dimensional joint coordinates. Such high
performance sensor can easily make gesture or posture based NUI to implement [3, 4].

With the growth of robot industry and combining the NUI, Human-Robot Inter-
action (HRI) technique has been widely researched [5, 6]. Recently, HRI sublates
traditional interface methods using key or button press based method. Instead of that,
the above mentioned NUI techniques are frequently considered as easy and effective
robot controlling method [8]. Especially, humanoid robot can be effectively controlled
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by using human body based NUI such as gesture or posture recognition because of
their same structure.

In this paper, a new robot controlling scheme is designed and implemented. For
that, several hand gestures are proposed and systematically combined. In the present
paper, five gestures are used such as forward, stop, backward, left turn, and right turn.
The gestures are recognized by using Kinect V2, then the recognized gesture infor-
mation is send to robot control module through Bluetooth wireless connection.

2 Proposed Method

In this section, the proposed method and design are described for implementing hand
gesture based HRI method. Conceptual environment of the proposed method is shown
in Fig. 1. A distance between a user and Kinect V2 is about 2 m in our method.
However, because the depth range of recognition is maximum 4.5 m, the proposed
method can be available within the range.

According to the recognized gesture which is already defined one, robot can be
controlled based on the Bluetooth received gesture data. In our method, LEGO
Mindstorm EV3 model [9] is used for HRI implementation and feasibility test because
the model is appropriate in terms of humanoid and Bluetooth communication. The
procedure of proposed method is shown in Fig. 2.

Fig. 1. System environment of the proposed method
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2.1 Definition of Hand Gestures

In this section, hand gesture based NUI hierarchy is defined for controlling robot
through five kinds of command such as forward, backward, stop, left turn, and right turn.
Figure 3 shows the defined hierarchical hand gesture model which explains the mapping
relation between each gesture and its corresponding command for controlling robot.

Any other gestures excepting for the defined ones are invalid in terms of controlling
robot. Also, both left and right hand are usable for recognizing the defined gestures. In
here, only one hand is analyzed for recognizing gesture.

Forward Command

“Forward” command is the one for moving robot of going straight. For that, user raises
arm with open hand against the Kinect sensor as shown in Fig. 4(a). Even though the
raised arm does not meet perfectly with the orthogonal vector of floor, the angular offset
between 0°–±20° from the orthogonal vector regarded as the raised one. In here, closed
hand or out of the mentioned angular offset is regarded as invalid gesture.

Fig. 2. Flow chart of the proposed method

Fig. 3. Hierarchical model of the used hand gestures in our proposed robot controlling method
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Backward Command

“Backward” command is the one for moving robot of going the back direction. To
perform the movement, user should drop arm with close or open hand against the
Kinect sensor as shown in Fig. 4(b). As similar way with the mentioned in “Forward
Command”, little angular offset between 0°–±20° is allowed for recognizing the
“Backward” command. In here, although both open and close hand do not care for the
command, out of the mentioned angular offset is regarded as invalid gesture.

Stop Command

“Stop” command is defined for no movement of robot. To generate this command, user
should take same gesture with the “Forward” one with close hand as shown in Fig. 4
(c). As similar way with the mentioned gestures, open hand or angular offset between
0°–±20° is regarded as invalid gesture.

Commands for Turning Left and Right

“Turn Left” and “Turn Right” commands are defined for respectively rotating robot to
left and right at fixed position. For that, user tilts arm to left or right side from the
mentioned “Stop” gesture, as shown in Fig. 4(d). Empirically, because arm tilting to
inside (left image of Fig. 4(d)) is easier than the one to outside (right image of Fig. 4
(d)), the earlier generally make more tilting angle than the later. Based on the body
structural reason, the valid range of arm tilting to inside is configured between 30° and
75° from the gesture of “Stop”. Also, the valid range of arm tilting to outside is
configured between 30° to 55°. In here, because turn commands should be performed
from the “Stop” command, close hand is necessary. That is, open hand is regarded as
invalid gesture even if the raised arm is positioned within valid angular range.

2.2 Robot Controller

In this section, specification of robot module is described. In our method, the used
robot is “EV3” model released from LEGO Mindstorms [9]. In this model, various

Fig. 4. Defined gesture commands for controlling robot. (a) Forward. (b) Backward.
(c) Stop. (d) Left: Turn Left, Right: Turn Right.
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machine parts such as wheel, gear, motor, infrared sensor, touch sensor, and so on are
included in order to implement automatic driving robot. In our study, the robot is
assembled as humanoid type among recommended five types. The pre-defined com-
mand based on the recognized gesture is sending from the Bluetooth dongle to the
Bluetooth receiver at robot controlling module.

According to the received command, robot performs the corresponding movement
such as moving forward or backward, turning left or right.

3 Experimental Results

To measure the accuracy of recognizing five kinds of gestures, we performed the
following experiments. To confirm the error caused by body figure variation, six
subjects whose height are 190 cm, 183 cm, 175 cm, 171 cm, 160 cm, and 157 cm
were participated. The subjects were categorized into three groups such as tall, med-
ium, and short based on the height. Each subject takes 50 times per each gesture then
the accuracy of correct recognition is calculated. Experimental environment was
coinciding with Fig. 1. Accuracy figure for each gesture is shown in Table 1.

Based on the result of measuring recognition accuracy, our proposed method could
accurately recognize the designed gestures for robot controlling. Also, we confirmed
that there was no individual variation of recognition accuracy in terms of body figure
variation such as height.

Table 1. Recognition accuracy of five pre-defined robot controlling gestures in terms of subject
height.

Height Execution
times

Go
straight

Back Stop Turn
left

Turn
right

T F T F T F T F T F

Higher than
180 cm

1 50 0 48 2 50 0 49 1 50 0
2 50 0 50 0 50 0 49 1 49 1
Recognition
rate (%)

100% 98% 100% 98% 99%

Higher than
170 cm, but
lower than
180 cm

1 50 0 50 0 50 0 50 0 50 0
2 50 0 49 1 50 0 50 0 49 1
Recognition
rate (%)

100% 99% 100% 100% 99%

Lower than
170 cm

1 50 0 49 1 50 0 48 2 50 0
2 50 0 50 0 50 0 49 1 50 0
Recognition
rate (%)

100% 99% 100% 97% 100%
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4 Conclusion

In this paper, we proposed human robot interacting method by using hand gesture
based natural user interface. Five kinds of hand gestures are hierarchically designed and
mapped into commands for robot controlling by considering cross effects between
different gestures. Based on the recognized gestures by Kinect V2, the send command
through Bluetooth make robot to move. Experimental results showed that the proposed
method recognized five kinds of gestures at the accuracy of about 99%.

In future works, we will apply the NUI based HRI concept into robot interface field
for disaster area. Our proposed method can be effectively applied into disaster area
where is dangerous to person. In here, robot based remote monitoring or simple rescue
or recovery may possible based on our proposed method.
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Abstract. Applications using parts of a user’s body as an interface are
increasing in number. In an indoor environment the location of a user can be
measured using a beacon, and the direction of movement can be estimated from
their location as measured by the beacon; however, a limitation exists when
estimating the direction in which the user is facing. This paper proposes a
method for estimating the direction of the user’s body using two beacons. It
verifies experimentally that the proposed two-beacon method can correctly
estimate the direction of a user’s body, with the error in the user direction
reduced by 74.13% when compared to an existing method.

Keywords: NUI � Natural user interface � Nature user experience � Beacon �
Location � Direction

1 Introduction

Research into the use of interfaces based on user motion is increasing [1–3].
A head-mounted display (HMD) such as Oculus [4] generates a user-based virtual
character on a screen, on which the head direction matches that of the user; however, if
the character is controlled using only the HMD, the virtual character is able to achieve
movements - such as full 360° head rotation - that are impossible in real life. For an
effective interface, the direction of the user’s body is required in addition to the
direction of the user’s head.

Previous studies estimating the user’s location in an indoor environment have used
beacons to determine the user direction [5–7]. It is possible to predict the direction of
user movement by utilizing the location of the beacon, however, it cannot be deter-
mined if the user is facing forwards or backwards while walking. Therefore, a more
effective method for estimating the direction of a user’s body using beacon location is
required.

This paper proposes a method for estimating the direction in which a user’s body is
facing, by utilizing the locations of two beacons. Access points (APs) and beacons are
set in place, and the locations of two beacons attached to the user are calculated using
the APs. The proposed method allows for realistic movements in virtual reality systems
that utilize the direction of the user’s body.
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The remainder of the paper is organized as follows: In Sect. 2, the user direction
estimation method is presented; Sect. 3 validates the method of user direction esti-
mation; finally, Sect. 4 summarizes the proposed method.

2 User Direction Estimation Framework in Indoor
Environments

This paper proposes a framework for estimation of user direction by using the user
position calculated using beacons. Figure 1 shows the process used to recognize the
direction in which the user’s body is facing. In the proposed method the beacon signal
is measured, and then the direction of the user is calculated using the distance to the
beacons as measured by the APs; the Applications provide the calculated angle.

Figure 2 shows the environmental settings used to recognize the direction in which
the user’s body is facing. A beacon attached to the right side of user’s body is set as
beacon br, and a beacon attached to the left side is set as beacon bl. The beacon locations
are calculated based on the beacon distance measured at each AP, which is defined as
follows: The location of AP af is defined by xf ; yf

� �
, the location of AP ar is defined

xr; yr½ �, and the location of AP al is defined by xl; yl½ �. At time t, the location of beacon bl
is point Pt;l ¼ xt;l; yt;l

� �
, and the location of beacon br is point Pt;r ¼ xt;r; yt;r

� �
.

In the distance measurement step, the six distances from AP af, AP al, and AP ar to
beacon bl and beacon br are measured. The six distances measured are at the time t; the
distance measured from AP af to beacon bl is mt,f,l, and to beacon br is mt,f,r; the distance
measured from AP al to beacon bl is mt,l,l, and to beacon br is mt,l,r; and the distance
measured from AP ar to beacon bl is mt,r,l, and to beacon br is mt,r,r.

In the location calculation step, the location is estimated based on the distances
from AP af, AP al, and AP ar to beacon bl and beacon br [7]. The location of AP af, AP
al, and AP ar, and the locations of the two points point Pt,l and point Pt,r are set using a
trilateration method; this uses the location of AP af, AP al, and AP ar, with beacon bl of
distances mt,f,l, mt,l,l, and mt,r,l, and beacon br of distances mt,f,r, mt,l,r, and mt,r,r as

Fig. 1. Process of calculating user direction with two beacons attached to the user.
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shown in Eq. (1). The point Pt,l is calculated by function fl, and the point Pt,r is
calculated by function fr.

Pt;l ¼ fl af ;mt;f ;l; al;mt;l;l; ar;mt;r;l
� �

Pt;r ¼ fr af ;mt;f ;r; al;mt;l;r; ar;mt;r;r
� � ð1Þ

During the degree calculation step, the direction of the user is calculated using pointPt,l

and point Pt,r, which are the locations of the two beacons. The 2D vector vt!, is calculated
based on point Pt,l and point Pt,r, and is defined as shown in Eq. (2). vt,x is calculated as xt,
l − xt,r, and vt,y is calculated as yt,l − yt,r. After a calculation using point Pt,l and point
Pt,r, vector vt

! is converted into a unit vector through a normalization process. The
direction of the user’s body, which is calculated using the locations of the two beacons, is
defined as degree dt at time t. As shown in Eq. (3), vector vt! is used to calculate the angle
rotated by the user based on the x-axis, to set degree dt. If time t is smaller than the c, it
moves to the distancemeasurement step; if time t is equal to c, it moves to the degree input
step; if time t is greater than c, it moves to the degree revision step.

vt
!¼ vt;x; vt;y

� � ð2Þ

dt ¼
if atan2 vt;y; vt;x

� �� 180
p � 90\�180

atan2 vt;y; vt;x
� �� 180

p þ 270
else

atan2 vt;y; vt;x
� �� 180

p � 90

8>><
>>:

ð3Þ

Fig. 2. Two beacons are attached to the right and left sides of the user, respectively. The beacon
attached to the right side is defined as beacon br, and the beacon attached to the left side is
defined as beacon bl. APs are placed in each environment to measure the beacon locations.
The AP on the user’s right side is defined as AP ar, the AP on the user’s left side is defined as AP
al, and the AP in front of the user is defined as AP af.
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The degree input step defines the angle viewed by the user as a, and sets a. The gap
calculation step usees the collected degree dt to calculate the difference in user direc-
tion; gap g is defined as the difference in the direction in which the user is looking, and
is calculated by averaging the difference between the a and degree dt, as shown in
Eq. (4).

g ¼ 1
c
�
Xc

t¼1

dt � að Þ ð4Þ

During the direction revision step, the angle is revised using angle dt and gap g. If
angle dt is added to represent −180° to 180° as shown in Eq. (5) and it is larger than
180°, 360° is decreased. Angle d0t is ouptut as shown in Fig. 3.

d0t ¼
if dt � g[ 180
dt � g� 360
else
dt � g

8>><
>>:

ð5Þ

3 Experiments

To verify the proposed method, three APs and a user were placed as shown in Fig. 4. At
start-up, the user direction was set to −90°, a was set by −90. The gap g was set
to −93.43.

To verify the proposed method, the user changed direction four times, as shown in
Fig. 5. Figure 6 shows the position of the two beacons measured when the user
direction changed.

Fig. 3. User direction as calculated by the proposed method. User direction is provided by
degree d0t .
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The results of calculating the direction using the positions of the two beacons alone,
and the results using the proposed method, are shown in Fig. 7. When using only the
location of the two beacons, the cumulative error was 92179.77°; when using the
proposed method the cumulative error was 68335.14°, giving a reduction of 74.13%.

(a) -90° (b) 0° (c) 90° (d) -180° or 180°

Fig. 5. User direction was changed in the order of −90°, 0°, 90°, and then −180°.

(a) -90° (b) 0°

(c) 90° (d) -180° or 180°

Fig. 6. Locations of beacon bl and beacon br with changing user direction.

Fig. 4. Location of AP al was [−1.5, −1], the location of AP ar was [1.5, −1], and the location
of AP af was [0,2]. The heights of the three APs and two beacons were set to 0.7 m.
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4 Conclusions

This paper proposed a method for estimating the direction of a user’s body by utilizing
two different beacons. The beacon locations are obtained using the distance between
the beacons and several APs, and the direction in which the user is heading toward is
derived using the location-based vector of the two beacons. In experiments, mea-
surement of user direction was attempted using four different angles; when compared to
an existing method the proposed method reduced the cumulated error by 74.13%.
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Abstract. In this paper, we propose a user selection based backpropagation
method for siamese networks which we will use as visual filters in mobile
contents. The loss function used to train the network is affected by the user’s
interaction which also affects the update of the weights in the network such that
the visual filter takes subjective similarities into account. As a specific appli-
cation of the proposed algorithm, we expect that the visual filter can be applied
for mobile services which provides the user with 3D visual products appearing
above the phone. The products appearing in sequence to the user are those
which have similar appearances to that selected by the user where the subjective
similarity is also taken into account.

Keywords: Visual filter � Mobile contents � Siamese neural network �
Backpropagation

1 Introduction

In this paper, we propose a user interactive training method for the Siamese neural
network which can be used for commercial purposes. The target application of the
proposed algorithm using the Siamese network is a mobile application with 3D display,
where the user can pick up the desired product via a touch in the air above the display
of the mobile phone. After the user has selected the product, other products having
visual similarities appear also in 3D above the phone, and the user can further select the
next product which he thinks is closer to the product in mind.

However, visual similarity is a subjective issue, which is not easy to describe. For
example, even though two products have similar sizes and forms, the user may regard
them as being more different than other combinations of two products. Therefore, we
think that the subjective value of the user should also be taken into account in the
training stage of the Siamese neural network. For this purpose, we propose a user
interactive backpropagation method which updates the weights in the Siamese neural
network by the user selection of the product he thinks to be closer to the product
appearing in a similarity test. In Sect. 2, we explain the related works to the proposed
method, then, in Sect. 3, we propose our user selection based backpropagation method
for the Siamese neural network.

© Springer Nature Singapore Pte Ltd. 2017
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2 Related Works

In this section, we explain the related works of the proposed algorithm. This gives also
an insight into the concept of the proposed backpropagation method.

2.1 3D-Display for Mobile Phones

The target of the proposed algorithm is a 3D augmented mobile shopping content
which is played above the display of a smartphone wearing a lenticular optical filter
case. The lenticular optical filter consists of many lenslets which makes the underlying
elemental images to appear above the display. The underlying technology making it
possible is called integral imaging [1, 2]. This concept is called the mobile hologram
reality space and is now under development by us. Figure 1 shows a conceptual picture
of this system. Here, we want the product to appear in 3D above the display, and let the
user pick-up in consequence other products which he thinks are closer in appearance to
the product he has in mind.

2.2 Siamese Neural Networks

Siamese neural network refers to the neural network architecture which contains
sub-networks of the same structure. Parameters like the weights can be shared across
the sub-networks or not. Originally, the Siamese neural network has been proposed to
identify if two objects appearing in slightly different forms are identical or not, for
example, to verify if two fingerprints are from the same person or not [3]. Another
application is two verify if a frame captured by two different CCTVs contain the same
person [4]. Nowadays, Siamese neural networks find their use as visual filters which
offer products which are visually similar to that the user selects. A successful adoption
of the Siamese neural network is the visual search application of the Shoes.com

Fig. 1. Concept of augmented 3D shopping using a low cost 3D Display which consists of
lenslet arrays to display the underlying elemental images as a 3D object above the display.
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company which uses an Siamese neural network-powered visual filter developed by
sentient technology [5]. Figure 2 shows how the visual filter of Shoes.com works. First,
arbitrary shoe products appear on the screen. Then, the user tabs at a product that is
most like to that he is looking for. Based on the selection, the software suggests other
visually similar products on the screen. By keeping on to refining the display of the
products, the consumer can come closer to the product he is keeping in mind.

Figure 3 shows how the Siamese neural network is used in the visual filter. After
the user clicks on a product, the image of it and those of the candidate products in the
database are put through the Siamese neural network together to produce feature
vectors at the output of the convolutional neural network (CNN). A metric, which
computes the similarity of the output vectors is applied, and the product which pro-
duces a small value of this metric is considered to be visually similar to the user
selected product. The products which have lowest metric values are displayed on the
screen for further search.

Fig. 2. Example of the working of the visual filter of Shoes.com. As the consumer keeps on
clicking, the display is updated with more and more visually similar products, so that the
consumer comes closer to the product he has in mind.

Fig. 3. Showing the use of the Siamese neural network in a visual filter
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Normally, the weight parameters of the CNNs in the Siamese neural network are set
to give a minimum metric value to identical objects. However, in the visual filter there
exist no labels for which products are visually similar. Therefore, normally, the CNNs
in the Siamese neural network are trained by unsupervised methods, such as variational
auto-encoders. This results in feature vectors that are robust against small deformations.
However, there exist products that consumers regard as being closer to some products
even though their outer appearance is farther than other products. Therefore, some
subjective criteria should affect the weights in the networks too. In the next section, we
propose an algorithm that does this kind of work.

3 User Interactive Backpropagation for Siamese Network

The CNNs in the Siamese neural network are trained first by an auto-encoder, which
initializes the weights in the CNNs. We used the ConvNetJS [6] open source library to
implement the auto-encoder. The layers for the auto-encoder have the following
parameters: Layer-1 has 2500 nodes to take a 50 � 50 image with 1 channel as an
input. Layer-2, layer-3, layer-5, and layer-6 have 100, 50, 50, and 100 nodes,
respectively. Layer-4, which will be the output layer for the CNN after it has been
trained by the auto-encoder, has 10 nodes, which means that every product will be
represented by a vector of length 10. The activation function is the tanh function. For
experimental case, we used bags as the products to test our algorithm.

Figure 4 shows the diagram of the proposed user selection based backpropagation
method for the visual filter. This backpropagation updates the weight values in the
CNN which have been initialized by the auto-encoder.

Fig. 4. Example of the working of the visual filter of Shoes.com.

112 H. Park and S. Lee

http://Shoes.com


The software randomly displays three bag images on the screen: bag-A, bag-B, and
bag-T. Then, the user has to select between bag-A and bag-B which looks more similar
to bag-T. The energy function (cost function) which is minimized by the backpropa-
gation, has the following form:

EðsÞ ¼ max s yT � yAk k2� yT � yBk k2
n o

; 0
� �

ð1Þ

Here, yA; yB; yT are the output feature vectors corresponding to the bags bag-A,
bag-B, and bag-T, respectively. max a; bð Þ is a function which takes the value a if a� b
and b if a\b. s is a value which takes on the value 1 if the user selects bag-A, and −1 if
the user selects bag-B, i.e.,

s ¼ 1 if user select ¼ bag A
s ¼ 0 if user select ¼ bag B

�

The partial differential of the energy with respect to the output of the CNN becomes
then,

@E
@yT

¼ 2ðyA � yTÞ � 2ðyB � yTÞ if user select ¼ A & yA � yTk k2 [ yB � yTk k2
@E
@yT

¼ 2ðyB � yTÞ � 2ðyA � yTÞ if user select ¼ B & yA � yTk k2\ yB � yTk k2:
ð2Þ

This can be inserted in the ordinary backpropagation to solve for the weights in the
CNN. The reason that the condition for yT � yAk k2 to be larger than yT � yBk k2 in the
first equation in (2) is to prevent the case that the CNN is updated such that yT becomes
closer to yA when it is already closer to yA than yB. This is in contrast with the
following energy, which one might think instead of (1),

EðsÞ ¼ s yT � yAk k2 þð1� sÞ yT � yBk k2 ð3Þ

with

s ¼ 1 if user select ¼ A

s ¼ 0 if user select ¼ B

(

for which the gradients of E with respect to yA and yB become,

@E
@yT

¼ 2ðyA � yTÞ if user select ¼ A

@E
@yT

¼ 2ðyB � yTÞ if user select ¼ B
: ð4Þ

In this case, there is no constraint on the weights to be updated in the direction of
yA � yT (for the first equation in (4)), which can result in an over-modified CNN.
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Figure 5 shows the distances of the output vectors of the variational auto-encoder
and those after applying our method as a refinement. The output vectors are projected
on a 2D plane with the corresponding bags used as icon images. The left image shows
the relative distribution of the output vectors after it has been trained by the
auto-encoder, and the right one shows the distribution after applying the proposed
method. As can be seen visually similar bags tend to converge together. Figure 6 shows
an example of the appearance of products after the user has clicked the highlighted
product. As can be seen, some visually similar products seem to become closer after
our method is applied, but it is rather subjective and depends on the taste of the user.
Therefore, a quantitative comparison is not possible.

Acknowledgments. This work was partly supported by the Industrial-Academic Cooperative
R&D Program funded by the Small and Medium Business Administration (SMBA, Korea)
[C0395100] and “Dongseo Frontier Project” Research Fund of 2015.

Fig. 5. Distribution of products shown in 2D after applying auto-encoder (left) and auto-encoder
+proposed backpropagation.

Fig. 6. Working of the visual filter trained by the proposed method.
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Abstract. This paper stresses the importance of monitoring indoor environ-
ment quality (IEQ) in a bedroom environment for the pre-elderly, by comparing
data on sleep behavior with the corresponding IEQ variables. Although concerns
regarding the influence of IEQ on residents’ health are increasing, solutions for
optimizing bedroom environments have not yet been determined. In particular,
for the elderly and pre-elderly, optimization of the indoor environment may
relieve the symptoms of chronic disease and degradation of their physical
abilities. This study presents a method for obtaining basic data to create an
optimized bedroom environment for the aging society.

Keywords: IEQ � Sleep behaviors � Bedroom environment � Pre-elderly

1 Introduction

The bedroom environment is the space in which sleep occurs for the majority of home
occupants, and this environment has functions and features designed to satisfy the
associated human physiological needs. The majority of residents spend 30% or more of
the 24-h day in the bedroom, because of their behavioral needs regarding sleep and
rest. Further, elderly home occupants often have physical, psychological, or social
difficulties, along with various chronic diseases. Thus, when planning a bedroom
environment for an elderly occupant, the suitability of that space must receive par-
ticular consideration. The quality of the environment is determined based on variables
related to the indoor environment quality (IEQ), such as the noise, light,
temperature-humidity, and indoor air quality (IAQ). In a previous study [1], the present
authors examined sleep behavior in the bedroom using Actigraph monitoring devices
(Actigraph WGT 3X-BT, USA) and self-diagnosis. Hence, we determined the scale of
tossing and turning during sleep, the sleep efficiency (using an applied sleep algorithm
[2]), and the subjective sleep satisfaction. In that study, however, the sleep efficiency
and sleep satisfaction results for the participants exhibited variations, raising the pos-
sibility that variables related to the IEQ may cause tossing and turning during
sleep. Therefore, the purpose of the present study is to find a basic direction for creating
an optimized sleep environment, through comparative analysis to determine the rela-
tionship between sleep behaviors and the bedroom IEQ.
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2 Chronic Disease and Indoor-Environment Pollutants

The elderly have low immunity to indoor-environment pollutants. Further, 76% of the
participants examined in a previous study were found to have multiple chronic diseases
due to physical function degradation. In particular, the influence of indoor-environment
pollutants is a very significant concern for elderly residents afflicted by chronic ill-
nesses, because these individuals tend to spend more time indoors than any other age
group. Therefore, sensors to measure indoor-environment pollutants are required in
order to configure an optimized sleep environment from an integrated viewpoint.
Figure 1 illustrates the correlation between the main chronic diseases and
indoor-environment pollutants and indicates the items that must be monitored by the
sensors to facilitate IEQ measurement [3].

3 Method

The system for monitoring indoor-environment pollutants used in this study comprised
sensors, which monitored the items listed on the left of Fig. 1. Figure 2 shows the
system configuration for the IEQ-related sensors, with the system architecture being
divided into three parts. The first part is comprised of sensors measuring the air,
temperature-humidity, sound, and light variations in the monitored environment. The
second component contains a processor that retrieves the data collected by the sensors,
and the third part is a wireless network controlling data transmission. To achieve low
power consumption for the processor and a wireless network, an ATmega328 micro-
controller (Atmel, USA) and Xbee ZB series 2 module antennas (Xbee, USA) [3],
respectively, were used here.

The sleep behaviors of the targets examined in this study were analyzed using an
Actigraph triaxial acceleration sensor (Actigraph WGT 3X-BT, USA), as shown in
Fig. 3. The Actigraph is designed to be worn on the ankles, wrists, and waist, to
monitor physiological behavior during both sleep and wakefulness. The collected data
were analyzed using the Actilife 6 software package. The study participants were a
pre-elderly couple living in an apartment facing south. The IEQ-monitoring sensors

Fig. 1. Correlation between chronic diseases and indoor-environment pollutants
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were positioned beside the bed, and the participants wore the Actigraph devices during
bedtime hours for a 4-d period [4].

4 Results

4.1 Bedroom Indoor Environment Quality

Table 1 presents the maximum and minimum values of the data collected over the 4-d
period [4]. Compared to the acceptable indoor environment limits by Ministry of
Environment (Korea), the NO2, HCHO, and noise levels were low. On the other hand,
the humidity level was significantly higher than the indoor environment limit. The
maximum temperature and CO2 values are above the acceptable levels for an indoor
environment. On the third of the four days, the highest noise, humidity, and CO2 values
were obtained.

Fig. 2. Sensor system architecture Fig. 3. Actigraph WGT3X-BT

Table 1. Bedroom indoor environment quality

Measurement/limits Maximum value Minimum value

Day 1 Day 2 Day 3 Day 4 Day 1 Day 2 Day 3 Day 4

NO2 (E−11/ppm)/
0.05–0.3 ppm (h)

1.91E−11 1.91E−11 1.90E−11 1.09E−11 1.70E−12 1.08E−12 1.42E−12 5.73E−13

CO (ppm)/
10–25 ppm (h)

0.00997551 0.00997551 0.00997551 0.00997551

HCHO (ppm)/
100 lg/m3 (half)

0.029 0.029 0.03 0.03 0 0 0.004 0.002

Noise (dB)/30 dB 3.029 2.794 2.84 2.73 0.316 0.155 0.13 0.12

Temperature (°C)/
21.2–26.5 °C

28.71 28.68 27.46 27.3 27.76 25.82 26.67 26.11

Humidity (%)/28–40% 55.11 61.51 64.02 54.19 50.26 44.65 55.19 44.37

CO2 (ppm)/
1,000 ppm (h)

1610 1180 2530 2320 30 130 1130 1060
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4.2 Sleep Behavior in Bedroom

In general, the female subject tossed and turned to a greater extent than the male. The
analyzed total sleeping time, time to waking after sleep onset, number of awakenings,
and average awakening length were determined from the Actigraph data using sleep
algorithms [2]. Overall, the values for the female are high, as shown in Table 2, which
presents the results obtained from the data analysis [4]. For the male, the average
number of awakenings per day was 9.5, while the average length of each awakening
was 2.75 min. The maximum, minimum, and average values of the sleep efficiency
were 95.56%, 90.57%, and 93.29%, respectively. On the other hand, for the female, the
average number of awakenings per day and the average length of each awakening were
15.25 and 2.3 min, respectively. For the female, the maximum, minimum, and average
sleep efficiencies were 97.5%, 87.3%, and 91.05%, respectively. On the third of the
four days, both the male and female exhibited the lowest sleep efficiencies.

4.3 Actigraph Data Regarding Sleep Behavior

Figure 4 shows the Actigraph data for the female on the second day, showing the
variations in the X-, Y-, and Z-axis data. Figure 5 shows the variation in the temper-
ature and humidity on the second day. Comparison of the variations in the trends in
Figs. 4 and 5 for the periods of 3:30–4:00 a.m. and 7:00–8:30 a.m. indicates that the
temperature and humidity varied sharply and that the X, Y, Z-axes exhibit significantly
higher activity compared to the other time zones.

Figure 6 shows the variations in the X-, Y-, and Z-axis data for the male on the
third day, while Fig. 7 shows the variations in the temperature, humidity, and CO2 on
the same day. Comparison of the variations illustrated in Figs. 6 and 7 for the period of
1:30–3:00 a.m. suggests a correlation. That is, the temperature, humidity, and CO2

values fluctuated dramatically, while higher values were obtained for the X-, Y-, and
Z-axis trends compared to the other time zones. Note that, on the third day, the highest
CO2 value was recorded, at 2,320 ppm. Overall, sharp changes in the variables related
to the bedroom IEQ influenced the X-, Y-, and Z-axis values of the targets.

Table 2. Sleep efficiency and related behavior

Classification Efficiency (%) Total minutes
in bed (min)

Time to
waking
after sleep
onset (min)

Number of
awakenings
(no.)

Average
awakening
length
(min)

M F M F M F M F M F

Day 1 94.75 88.72 400 390 21 44 8 20 3 2

Day 2 95.56 90.71 360 420 16 39 7 20 2 2

Day 3 90.57 87.3 350 370 33 47 12 12 3 4

Day 4 92.31 97.5 390 400 30 10 11 9 3 1
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5 Conclusion

This study explores the influence of variables related to indoor environment quality
(IEQ) in the bedroom, which have been determined in previous studies [1, 3, 4], on the
sleep behaviors of pre-elderly participants. These data are collected with the aim of
creating an optimized bedroom environment. Note that this study focuses on the vari-
ations in the IEQ values as determined by IEQ-measuring sensors rather than accurate
measurement. The variations in the IEQ values are compared with variations in the
subjects’ sleep behaviors, which are determined using an Actigraph wearable-device
monitoring system.

Bedroom environment planning for the elderly and pre-elderly requires particular
attention, because such individuals may suffer from difficulties affecting their physical
abilities and health. Thus, this study provides basic data facilitating optimization of the

Fig. 4. Variations in X-, Y-, and Z-axis trends for female on second day.

Fig. 5. Temperature and humidity variations for female on second day.

Fig. 6. Variations in X-, Y-, and Z-axis trends for male on third day.

Fig. 7. Temperature, humidity, and CO2 variations for male on third day.
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bedroom environment, with the aim of developing a remodeling plan involving the
application of advanced technology.

Overall, the female participant exhibited higher sensitivity to changes in the indoor
environment compared to the male, and presented lower sleep efficiency. This result
demonstrates the need to develop technology to monitor IEQ integrally and to properly
control the IEQ using smart home applications. Such technological advancement is
crucial for the development of housing to satisfy the needs of the actively aging society.
Note that this study was conducted as a preliminary investigation. Future research
based on the findings of the present investigation should seek to provide improved
suggestions for IEQ optimization through analysis of a greater number of study par-
ticipants and a supplemented IEQ sensor system.

Acknowledgement. This research was supported by Basic Science Research Program through
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Abstract. Differential swelling of spatially patterned gel sheets offers an indirect
avenue to rational understanding how things in nature grows as time elapses. In
the present study, we demonstrate swelling-driven deformation of spatially
designed gel sheets sensitively relying on film thickness and pattern dimension.
Through chemical copolymerization of poly (N-isopropyl acrylamide) (PNIPAm)
with pendent benzophenone UV-crosslinkers, photo-crosslinkable hydrogels
were prepared. Various kinds of spatially designed features with different equi-
librium degrees of swelling are created by grayscale and halftone gel lithography
techniques, wherein time-sequential UV exposures with a number of photo-
masks, thus selectively embedding densely-crosslinked features into a lightly-
crosslinked area. Deformation of the photo-patterned gel sheets by energy
competition between the regions strongly depends on a characteristic dimension
and sheet thickness, providing fruitful information on the contrast in modulus
between the regions.

Keywords: Differential swelling � Smart polymer hydrogels � Grayscale and
halftone gel lithography

1 Introduction

Smart polymer hydrogels have attract considerable interest in light of their ability
undergo significant volumetric deformation in direct response to externally applied
stimuli or environmental changes as well as their biomimetic characteristic.
Stimuli-responsive structures of smart polymer hydrogels can be dynamically induced
by non-uniform growth, which can be recognized as a basic rule for growth of natural
thing. It is generally acknowledged that elastic thin films with laterally differential
degrees of swelling or growth rate have strong tendency to spend the elastic energy by
choosing the shapes of wrinkles or buckles, which are as a close function of the film
thickness [1–4]. Therefore, there is still a big challenge to overcome to rationalize why

This research was supported by the Keimyung University Research Grant of 2016.
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non-uniform swelling and why the designing of transforming surfaces are both of
critical importance in smart polymer hydrogels.

In the present study, we explore swelling-mediated deformation of thin hydrogel
films strongly depending on both film thickness and feature dimension. By spatially
designing and embedding the photo-crosslinked areas comprising high- and
low-swelling rate, we place emphasis on understanding how in-plane stress arising in
between two distinctive areas in terms of crosslinking density is relaxed to affect the
swelling-driven deformation of the patterned hydrogel films. Our approach can provide
a simple and robust pathway to understanding of the principles of differential growth,
which is very similar with a basic rule for natural things.

2 Materials and Methods

UV-crosslinkable hydrogels were chemically synthesized through a free-radical
copolymerization process. For this chemical synthesis, N-isopropylacrylamide
(NIPAm; 1.5 g), acrylic acid (AAc; 57.1 µL), acrylamidobenzophenone (BPAm;
266.5 mg), fluorescein isothiocyanate (FITC; 20.2 mg), and azobisisobutyronitrile
(AIBN; 2.5 mg) as a free radical initiator were used. Compositions of the final material,
poly(NIPAm-co-BPAm-co-AAc-co-FITC), were 87.3, 7.0, 5.5, and 0.2 mol%,
respectively. Figure 1 fully describes both grayscale and halftone gel lithography
processes.

Thickness of smart hydrogel films was fixed at approximately 12 lm. Figure 2
shows areal swelling of uniformly crosslinked hydrogel disks exposed by different UV
doses. Areal swelling ratios of the UV crosslinked hydrogel disks decrease nonlinearly
as a function of UV dose. Two distinctive sets of swelling ratios (X), 3.6 and 2.2, 4.8
and 2.1, were applied for fabricating the samples (i.e., lower values are the swelling
ratios of the highly-crosslinked areas and higher values are the swelling ratios of the
lightly-crosslinked areas).

(a) Grayscale Lithography (b) Halftone Gel Lithography

Fig. 1. Schematic for grayscale and halftone gel lithography techniques to get the
photo-patterned hydrogel films (a) grayscale lithography using two alternative photomasks for
embedding highly crosslinked regions (dark green) into a lightly crosslinked region (light green)
or vice versa. (b) halftone gel lithography by varying sizes of highly crosslinked dots embedded
into a lightly crosslinked area.
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3 Results and Discussion

Single hinges were manufactured by the sequential UV exposure with alternative two
photomasks. Figure 3 is a set of fluorescent microscopy images showing the strong
dependence of bending angles on the sample dimension including width and length.
Bending angles of the single hinges also depend on thickness of the sample.

Fig. 2. Areal swelling ratio of the crosslinked hydrogel films. Areal swelling plot showing
nonlinear relationship between areal swelling ratio and UV dose.

Fig. 3. Bending deformation of the single hinges. A series of the fluorescent microscopy images
of the bent single hinges.
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Turning our attention to halftone gel lithography, transformation of two dimen-
sional (2D) hydrogel disk shape to three dimensional (3D) ring shape was observed
through the confocal microscopy. In order to get this transformation, we first set the
outer/inner radii corresponding to 195 lm and 90 lm and dot spacing corresponding to
30 lm. Two distinctive swelling ratios for the highly- and lightly crosslinked areas,
Xlow = 2.1 and Xhigh = 8.1, were applied for fabricating the sample. (Fig. 4).

4 Summary

In summary, we successfully explored grayscale and halftone gel lithography tech-
niques as simple and robust tools for obtaining swelling-driven deformation of the
temperature-responsive hydrogel films with spatial patterned crosslinked areas. These
strategies possibly offer versatile platforms for understanding the mechanics regarding
shape transition of smart hydrogel materials systems.
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Grant of 2016.

References

1. Byun, M., Santangelo, C.D., Hayward, R.C.: Swelling-driven rolling and anisotropic
expansion of stripped gel sheets. Soft Matter 9, 8264–8273 (2013)

2. Kim, J., Hanna, J., Byun, M., Santangelo, C.D., Hayward, R.C.: Designing responsive
buckled surfaces by halftone gel lithography. Science 335, 1201–1205 (2012)

3. Na, J.-h., Bende, N.P., Bae, J., Santangelo, C.D., Hayward, R.C.: Grayscale gel lithography
for programmed buckling of non-euclidean hydrogel plates. Soft Matter 12, 4985–4990
(2016)

4. Silverberg, J.L., Na, J.-h., Evans, A.A., Liu, B., Hull, T.C., Santangelo, C.D., Lang, R.J.,
Hayward, R.C., Cohen, I.: Origami structures with a critical transition to bistability arising
from hidden degrees of freedom. Nat. Mater. 14, 389–393 (2015)

(a) Plane view (b) Flank view

Fig. 4. Confocal microscopy images of the cylindrical front (a) plane view of the cylindrical
front. (b) flank view of the cylindrical front. The scale bars are all 500 lm.
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Abstract. Recently usage of multiple devices including mobile devices, TVs,
OTTs, game consoles, have been extremely increased, allowing multi tasks to
users. In addition, the rapid increase of connectivity between the devices has
occurred. However, the issues of limited connectivity, battery (power) con-
sumption rates, different remote controls and limited input modalities give rise to
uncomfortable experience for users. The more usage of devices increase, the
better users require usability. The present study describes which factors and
attributes are most relevant to improve usability. We place emphasis on
designing methodologies of pilot study to enhance usability thorough data
collection and analysis. As a result, we define usability model of multiple
devices by those factors and attributes.

Keywords: Usability model � Mobile devices

1 Introduction

Mobile technological development has enabled to use for diverse purpose by people on
the move. Moreover, need for the connected usage between the devices as well as
mobile device has rapidly increased. However, some of the issues including limited
connectivity, battery (power) consumption rates, one or more remote controls and
limited input modalities provide the device users with inconvenience.

To date, there have been numerous studies focusing on mobile usability. They have
indicated that cognitive overload can be important aspect of usability [1] as well as
existing attributes. It seems that mobile devices have trouble with sensitive effect of
cognitive overload due to multiple task settings and limitation of size. In addition, the
existing usability models do not consider this aspect of usability.

This research was supported by Basic Science Research Program through the National Research
Foundation of Korea (NRF) funded by the Ministry of Science, ICT & Future Planning
(NRF-2015R1C1A1A01053111).
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The present study is sailing for finding possible factors and attributes that directly
affect towards improving connected usability between the multiple devices as well as
mobile device. Our pilot study is about how to collect datasets and analyze them to come
up with the best solution, thus enhancing usability. We establish a correlation between
tasks and context of use and identifying the relevant factors for improving usability.

The remainder of this paper comprises as follows: Sect. 2 depicts our new usability
model and Sect. 3 states design of our pilot study to identify and clarify relevant factors
and attributes for multiple devices. Finally, Sect. 4 concludes this paper and suggests
future work.

2 Suggestion of New Usability Model

This chapter depicts the methods to improve usability. In existing models of usability,
ISO (International Organization for Standardization) [2] standard outlines three mea-
surable attributes (Effectiveness, Efficiency, and Satisfaction) and Nielsen [3] identified
five attributes of usability (Efficiency, Satisfaction, Learnability, Memorability, and
Errors). The models mentioned above have focused on traditional systems rather than
current devices. It encounters new usability challenges that are difficult to model using
traditional models of usability. Therefore, our usability model includes new issues as
well as attributes and factors of all existing models. Figure 1 shows a new usability
model that includes a number of the issues to be carefully considered of the advent of
multiple devices.

Fig. 1. Conceptual overview for our new usability model
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In order for the users to have better connected usability between the mobile devices,
self-powered energy harvesting systems are of critical importance in light of
ease/portable charging efficiency, dispensing with need for externally applied power
sources. Therefore, in the initial design stage of new usability model, self-powered
energy harvesting systems should be considered in a harmonious way.

3 Design of Pilot Study

In this section, we design small pilot study about usage behavior of multiple devices to
validate and update our usability model. The goal of this study is to know how to use
multiple device and which factors and attributes is most important to use devices.

These tasks of pilot study are as follows;

1. The number of devices connecting with mobile device
2. The number of connection failure between the devices
3. The kind of devices which occurs connection failure
4. Continuous time of battery in mobile device
5. The kind of tasks
6. The number of remote controls

For our study, we aim to achieve the following things; 1. The device number that the
users want to connect one another, 2. The number of failure in connection between the

Fig. 2. Process flow chart schematically showing our pilot study
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devices, 3. The kind of the device with connection failure, 4. Usage time of the device
battery. Based on data and analysis obtained from the corresponding experiments, we
place intensive focus on rationalizing what kind of factors benefits connection of
multiple devices. Subsequently, the factor that we apply for our proposed new usability
model would be useful for supplement or/and overcoming demerits of the existing
models (Fig. 2).

4 Conclusions

This paper suggests a new usability model to overcome the issues of existing usability
models. For this model, we design pilot study and describe which factors and attributes
are most relevant to improve usability. As our future work, we plan to conduct a pilot
study and collect data. Based on the results of pilot study, we validate and we improve
our new usability model.

Acknowledgements. We gratefully acknowledge support from Basic Science Research Pro-
gram through the National Research Foundation of Korea (NRF) funded by the Ministry of
Science, ICT & Future Planning (NRF-2015R1C1A1A01053111).
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Abstract. This study addresses the design of nonlinear oil-spring damper that
render an effective re-centering mechanism for a linear motion (LM) guide base
isolation system. A nonlinear stiffening behavior of the damper offers added
advantage of re-centering mechanism. The proposed LM guide with damper
system works in a similar fashion as that of the LRB isolation system supple-
mented with re-centering mechanism for small to high level of shaking. For high
intensity shaking, the proposed system minimizes the peak horizontal dis-
placement in addition to keeping the residual displacement close to zero. To
demonstrate the concept of the proposed base isolation system, a numerical
study is conducted with a steel moment-resisting frame when subjected to
ground motions of varying hazard levels. It has been found from this study that
the proposed LM guide base isolation system is effective in limiting the peak
bearing displacement and making the residual bearing displacement negligible
for varying hazard levels.

Keywords: SMART base isolation � Linear motion guide

1 Introduction

The seismic design philosophy for infra-structures has undergone a series of modifi-
cations based on the performance of constructed facilities under various earthquakes. In
the past, the seismic design of a infra-structure was governed by a minimum level of
lateral strength requirement. This design concept was modified later by introducing
ductility in the design procedures. Earthquakes such as the 1994 Northridge and 1995
Kobe further demonstrated that buildings and bridges designed as per contemporary
codes may undergo severe damages and the economic loss arising due to damage of
structures and/or loss of functionality may be beyond the acceptable level. Therefore, it
was reasoned that the ductility based criteria may alone not be sufficient to guaranty the
desired performance of a structure during earthquakes. As an improvement, the
performance-based design philosophy has developed. In performance-based design of a
building and bridges, a pre-specified level of performance (performance objectives with
an acceptable damage level) is envisioned when subjected to an event of specific hazard
level FEMA-356 [1], FEMA-349 [2]. As per FEMA-356 [1], (i) for a minor intensity
shaking, normally, a negligible structural damages without hindering the functionality
of the system is acceptable and the desired performance level is known as ‘Immediate
Occupancy’; (ii) in case of moderate shaking, the damage includes major structural
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damage without collapse, minimal falling hazard and the performance level is known
as ‘Life safety’ [1]; (iii) for a strong shaking the extent of damage can go up to a severe
structural damage with probable falling hazard and the performance is the ‘collapse
prevention’. For a infra-structure, these performance objectives can be achieved by
proper design that may include application of smart devices such as isolation bearings.

This research evaluate the seismic performance of smart base isolation system. This
paper is organized as follows: Sect. 2 introduce analysis procedures. Finally, Sect. 3
concludes this paper.

2 Analysis of Isolated Structures

A two-story one-bay base steel moment-resisting frame (SMRF) using linear motion
guide is considered for the analysis. Figure 1(a) and (b) respectively, show the plan and
the elevation of the building considered in the study. The building consists of Korea
standard steel sections with a uniform mass distribution and a non-uniform distribution
of lateral stiffness over the height. The overall floor plan dimension of the building is
shown in Fig. 1(a). The element stiffness (beams and columns) is considered in such a
way that the fundamental period of the building can represent that of the existing steel
buildings of similar dimensions in Korea. The fundamental period of the building is
0.515 s. Additionally, except the beam-to-column connections at the top floor, the steel
sections of structural members are selected in such a way that the sum of the plastic
section modulus of the columns framing into each beam-column joint was higher than
the sum of plastic section modulus of the beams framing into the same joint. The
building model is developed in Midas software for the selected frame. The beams and
columns are assigned with various angle.

For numerical simulation of the dynamic response of the hybrid base isolation
system that is introduced in this paper, a MIDAS finite element method analysis is
used. This approach is advantageous in that a Kelvin model of the LM Guide and
damper. Experimental and simulated responses for a controlled hybrid base isolation
system using oil-spring damper and LM guide are compared in Fig. 2. Relative base

(a) Configuration (b) Linear Motion Guide

Fig. 1. The configuration and finite element modeling of the bridge in Daegu
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(c) Kyungjoo 2016
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Fig. 2. Acceleration response result
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acceleration of the isolated structure are plotted for the Morgan Hill, North Palm Spring
and Kyngjoo earthquakes with PGA levels of 0.5, 0.51 and 0.18 g. Note the very good
agreement between results predicted in the simulation and those obtained in the
experiment. This indicates that the suggested models can accurately represent behavior
of the oil-spring damper and LM guide of the hybrid base isolation system. It can be
seen that the discrepancy between the predicted and experimental displacements
increases with the larger PGA levels.

3 Conclusions

In this paper, smart hybrid base isolation has been proposed as an effective re-centering
device for new type base isolation system. The oil-spring damper shows a stiffening
nonlinear behavior with displacement while providing a better lateral buckling resis-
tance. The proposed system has the advantages of hybrid base isolation (with weak
restoring mechanism) for small to medium level of shaking and minimizes the peak
bearing displacement (PBD) for high intensity shaking. In order to show the effec-
tiveness of the proposed isolation system, a numerical study is conducted with a 2-story
one-bay steel moment-resisting frame along with a series of US and Korea ground
motions representing different hazard levels. Finally, new smart hybrid base isolation
for obtaining seismic design is developed in this work.
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(NRF-2014R1A2A1A11052469).
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Abstract. The study proposes the association between work zone types and
work zone lane closure types used in the construction of South Korean
expressways through the use of the text mining and association analysis tech-
niques. Of the factors that greatly affect the capacity of work zones, work zone
lane closure types and night work were analyzed. Words were extracted from
the narrated work types using the text mining technique, and the associations
among the words, lane closure types, and night work variables were identified.
The analysis revealed a significant difference between the work types associated
with main lane closure and shoulder lane closure. It is expected that this study
can be effectively applied to establishing transportation management plans
(TMPs) for work zones.

Keywords: Work zone type � Work zone lane closure � Text mining �
Association analysis

1 Introduction

Expressways are constantly subjected to various works to repair pavements damaged
by deterioration, install a wide range of safety facilities, and carry out traffic flow
improvement projects. In South Korea, in particular, a constant stream of repair pro-
jects is expected to take place to deal with the issue of deteriorating expressways. Such
works on expressways greatly disrupt traffic flow, causing congestions and economic
losses.

The relevant laws provide that each work should be performed based on trans-
portation management plans (TMPs) to minimize the damage caused by the work
zones. In the United States, the Federal Highway Administration (FHWA) [1] provides
guidelines for TMPs, and each state publishes its own version of the guidelines based
on FHWA guidelines. As for South Korea, while the Korea Expressway Corporation
publishes its own TMP manual for expressway works, the country’s TMP scheme is
still in need of vast improvements.
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TMP guidelines normally divide TMPs into (a) Basic TMPs, (b) Intermediate TMPs
(or Minor TMPs), and (c) Major TMPs in terms of work type, work intensity, work
duration, length of work zone, and lane closure type. As the effect on traffic flow in the
work zone increases, TMPmoves from Basic TMP toMajor TMP. Therefore, it is crucial
to determine which TMP to apply. This determination should be done by information on
work zone type, intensity, work zone length, work duration, and lance closure type.

This study analyzed the association between work zone types and lane closure
types using big data on expressway work zones. Words were extracted from the nar-
rated work types in the work zone data collected by Korea Expressway Corporation
using the text mining technique, and the association rules among the words, lane
closure types, and night work variables were identified.

2 Literature Review

The FHWA of the United States manages its strategies for management of impact from
work zones in several aspects: Temporary Traffic Control, Public Information, and
Transportation Operations. Basic TMPs are applied to work zones with minimal dis-
ruption to the traveling public and adjacent businesses and community; Intermediate
TMPs are applied to work zones that are anticipated to have more than minimal
disruption but have not been identified as significant projects; and Major TMPs are
applied to large-scale projects with significant impacts such as multiple lane closures or
total closure of an important corridor in an urban area.

California Department of Transportation (DOT) [2], Colorado DOT [3], and Ore-
gon DOT [4] also publish TMP guidelines based on the FHWA guidelines. These latter
guidelines also divide TMPs into three categories by work type, work duration, and
lane closure type. South Korea’s Ministry of Land, Transport and Maritime Affairs [5],
on the other hand, publishes Korea Highway Capacity Manual (KHCM), which divides
work types into bridge repair, road surface repair, facility repair, and lane painting.
Each type is applied with different capacity values. The findings of this study are
expected to be applicable to setting the criteria for determining TMP categories to
apply by looking into which work types are associated with which lane closure types.

3 Data Description and Analysis Methods

The analysis was performed on the data for short-term work zones (less than 12 h)
which were collected by the Korea Expressway Corporation. Unrealistic values were
excluded as data record errors, and 20,000 work zones from the remaining 43,807 work
zones were randomly selected for the analysis. The variables used for the analysis was
night work, shoulder lane closure, main lane closure, and work contents, as shown in
Table 1. Night work is defined as works that began at or after 18:00.

To derive work types from the work contents, key Korean words were extracted
using the R KoNLP package [6] and tm package [7], which were then applied to the
text mining analysis. The Apriori algorithm [8] was employed for association analysis
between work types and lane closure types using R arules package [9].
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Text mining. Text mining is a technique designed to identify valuable and meaningful
information from irregular text data. In comparison with simple data search, the text
mining provides findings by extracting significant information from a vast pool of
information using complicated statistical algorithms, identifying its association with
other information, and discerning the categories within the texts.

Association analysis. Association analysis is to discover interesting relations between
variables in large databases. Apriori algorithm, which is most widely used in associ-
ation analysis, finds association rules from frequent item-sets using indicators such as
support, confidence, and lift. Support is an indication of how frequently the item-set
appears in the data set, support(A ➔ B) = P(A\B). Confidence is an indication of
how often the rule has been found to be true, confidence(A ➔ B) = P (B | A). Lift is a
ratio of confidence to the probability that the consequent (B) occurs in the overall data
set, lift(A ➔ B) = P(B | A)/P(B). If the lift is larger than 1, it means that the rule is
potentially useful for predicting the consequent in future data sets.

4 Findings

Of the most frequently identified words from the work contents of 20,000 work zones,
the words related with work types are listed in Table 2. The most frequent words were
those related with recurring everyday tasks, such as cleaning and maintenance,

Table 1. Summary of work zone data.

Variable type Variable name Value and statistics

Night work night work 0 (day work): 17,788 (88.9%)
1 (night work): 2,212 (11.1%)

Type of lane closure shoulder lane closure 0 (lane open): 6,295 (31.5%)
1 (lane closure): 13,705 (68.5%)

main lane closure 0 (all of lanes open): 7,528 (37.6%)
1 (any of lanes closure): 12,472 (62.4%)

Type of work zone work contents Narrated work contents

Table 2. Top frequent items (words) related to type of work zone.

Frequent items Frequency Proportion

Cleaning 1,343 6.7%
Shoulder lane 1,325 6.6%
Maintenance 1,034 5.2%
Routine 883 4.4%
Pavement 704 3.5%
Painting 613 3.1%
Median strip 561 2.8%
Lane line 547 2.7%
Tunnel 538 2.7%
Light bulb 499 2.5%
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followed by the words related to facilities requiring routine maintenance such as tun-
nels, median strips, pavements, and lightbulbs.

Table 3 shows the top association rules that are ranked by lift. Work types associated
with main lane closure were works related with landscaping, pavement, night work, and
median strip. Of those words, landscaping had a confidence value of 1, always causing
main lane closure. Night work and main lane closure showed support values of around
0.1 (10% of all works), which indicates that main lane closures in night works frequently
occurred. The high confidence value (confidence({night work} => {main lane clo-
sure}) = 0.95) means that most night works led to main lane closure. In addition,
pavement work is 3.5 times more likely to involve night works as compared with
proportion of night works in the overall work zones (lift({pavement} => {night
work}) = 3.52). Works associated with shoulder lane closure were frequently recurrent

Table 3. Top ranked association rules by lift for types of work zone and lane closure.

Category Association rules support confidence lift

Main lane
closure

{landscaping} => {main lane closure} 0.010 1.000 1.604
{night work, pavement} => {main
lane closure}

0.014 0.985 1.580

{concrete, pavement} => {main lane
closure}

0.010 0.967 1.550

{median strip} => {main lane
closure}

0.027 0.955 1.532

{night work} => {main lane closure} 0.105 0.953 1.528
Shoulder lane
closure

{maintenance, routine} => {shoulder
lane closure}

0.032 1.000 1.459

{landscaping} => {shoulder lane
closure}

0.010 1.000 1.459

{collecting refuse} => {shoulder lane
closure}

0.022 0.991 1.446

{cleaning} => {shoulder lane
closure}

0.064 0.960 1.401

{weeding} => {shoulder lane
closure}

0.014 0.955 1.393

Night work {pavement} => {night work} 0.014 0.389 3.519
Bridge {bridge} => {shoulder lane closure} 0.018 0.756 1.104

{bridge} => {main lane closure} 0.013 0.537 0.861
Tunnel {tunnel} => {main lane closure} 0.023 0.842 1.350

{tunnel} => {shoulder lane closure} 0.011 0.407 0.594
Road surface {road surface} => {main lane

closure}
0.018 0.800 1.283

{road surface} => {shoulder lane
closure}

0.015 0.670 0.977

Lane line
painting

{painting, lane line} => {main lane
closure}

0.017 0.866 1.388

{painting, lane line} => {shoulder
lane closure}

0.014 0.706 1.031
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everyday works such as routine maintenance, landscaping, cleaning, and weeding. Of
those works, landscaping was found to always cause shoulder lane closure as well as
main lane closure.

KHCM [5] divided work types into bridge repair, road surface repair, facility repair,
and lane painting. With regard to the categorization, this study looked into their
associations with lane closure types. The findings showed that bridge-related works had
a lift value of 1 or higher in terms of the rule with shoulder lane closure (lift
({bridge} => {shoulder lane closure}) = 1.10). On the other hand, tunnel-related
works showed a lift value of 1 or higher in terms of the rule with main lane closure (lift
({tunnel} => {main lane closure}) = 1.35). In addition, road surface and lane line
painting showed higher lift and confidence values with a main lane closure than with a
shoulder lane closure (lift({road surface} => {main lane closure}) = 1.28, lift({paint-
ing, lane line} => {main lane closure} = 1.39). Thus, when setting TMPs for tunnel
repair, road surface repair, and lane line painting, the impacts of main lane closure need
to be taken into more consideration.

5 Discussion and Conclusions

This study analyzed the association between work types and lane close types using a
vast amount of work zone data. Lane closure was divided into two types: main lane
closure and shoulder lane closure. As for work types, related words were extracted
using the text mining technique. The findings showed that recurrent everyday works
tend to cause more shoulder lane closures, while tunnel repair, night work, pavement,
median strip, road surface, and lane line painting were more associated with main lane
closure. This study analyzed the characteristics of work zones from large-scale text data
using the data mining technique. This technique is expected to be applicable to
establishing TMPs.

This study is limited by the failure to include the number of closed lanes, although
it represents a significant factor affecting the traffic flow. In addition, as the data were
compiled from records of working-level staff, they may include misentries by human
errors, or data based on different data entry criteria. These shortcomings will have to be
addressed in future research.
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Abstract. One of the most typical bridges in the Province of Daegu (Korea) is
prestressed I-type girder bridges. Due to the lack of seismic detailing, this bridge
may be vulnerable to earthquake events. In an effort to prevent an interruption of
the transportation network, which could be catastrophic for Daegu, a compre-
hensive research program was conducted whose aims were to assess the seismic
vulnerability of typical bridge classes. The understanding of the impact of
various modeling parameters on structural-component responses is the first step
in a forward-vulnerability assessment of bridges in Daegu. This paper presents
part of a comparative study using detailed finite element nonlinear models that
was conducted to assess the longitudinal and transverse responses of multi-span
continuous prestressed I-type girder bridges in their as-built configurations using
code-based loading of Korea. Deterministic responses in terms of column cur-
vature demand, abutment footing deformations are provided for the longitudinal
and transverse directions of bridge models.

Keywords: Seismic performance � ICT based disaster management

1 Introduction

In Korea, the roadway system is very critical for the transportation of people and goods
and for the nation’s economy. Hence, its interruption after a seismic event could be
catastrophic. Furthermore, recent earthquakes have shown that bridges [1–3] are the
most vulnerable element in a roadway network system. About 64% of the bridges in
Daegu were built more than 20 years ago and, consequently, they were not designed
according to important seismic regulations and detailing adopted in the 1992, and later.
Moreover, the region’s seismic-hazard level was increased in the last edition of the
Roadway Code of Korea with the use of 10% probability of exceedance in 50 years.
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This underlines the need to develop reliable procedures for the evaluation of the
structural capacity of bridges [4] in Daegu, before and after an earthquake, and to
evaluate effective techniques for retrofitting deficient bridges [4]. In recent years, the
use of statistical tools for estimating the extent of probable bridge damage and loss
assessment under a range of hazard levels has increased around the world using
empirical data or analytical approaches.

This research evaluates the seismic performance of the most typical bridge in
Daegu. This paper is organized as follows: Sect. 2 introduce the bridge specification
and analysis procedures. Finally, Sect. 3 concludes this paper.

2 Seismic Performance Evaluation

Based on data from the inventory of Daegu’s multi-span prestressed I-typed continuous
bridges, typical model representing as-built bridge configurations is evaluated. This
bridge models are composed of elements that may exhibit highly nonlinear behavior,
such as columns, abutments and elastomeric bearings. The portfolio of prestressed
I-type bridges comprises a large number of structures 20 years old or more. This bridge
was designed with a lack of seismic detailing implemented in recent design codes. For
each bridge class, eight geometric configurations are defined to be representative of
real-bridge configuration and finite element modeling are presented in Fig. 1.

The moment-curvature result of this bridge (longitudinal direction) as in Fig. 2
Based on this result, we can calculate the section strength and demand-displacement-
ductility of the pier.We also can get the important mode-shape of the bridge. In Fig. 2(b),
you can see the mode shape along longitudinal direction (t = 0.7508 s). Based on the
Korea code, the seismic performance evaluation of the bridge is as follow in Table 1. As
you can see, some section capacity is not enough to resist against earthquake. For
example, several important aspects such as displacement ductility, shoe force, concrete
section force in pier 2 are not good. Nowwe need seismic retrofit based on this result, and
also give a good information to make alternative transportation pass-root in emergency.

(a) Configuration (b) Finite Element Modeling

Fig. 1. The configuration and finite element modeling of the bridge in Daegu
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(a) moment-curvature relationship

(b)mode shape

Fig. 2. Analysis result (a) moment-curvature relationship (b) mode shape

Table 1. The seismic performance of the bridge in Daegu

Classify Demand Capacity Result

Fixed pier evaluation (R = longitudinal: 1.138, lateral top = 0.359, lateral bottom = 0.386)
Displacement ductility Longitudinal 1.030 1.138 0.906 N.G
Bending moment
(kN�m)

Longitudinal Top of
column

7,827 2,812 2.784 O.K

Transverse Bot. of
column

7,294 2,812 2.594 O.K

Evaluation of shoe at pier
Pier (P1) Shoe (kN) Longitudinal 3,000 2,408 1.246 O.K

Transverse 3,000 3,468 0.865 N.G
Anchor
bolt

Steel
failure

Longitudinal 1,237 80 15.403 O.K
Transverse 1,237 116 10.695 O.K

Con.
failure

Longitudinal 318 80 3.960 O.K
Transverse 352 231 1.522 O.K

Flyout
failure

Longitudinal 13,293 2,408 5.520 O.K
Transverse 13,293 3,468 3.833 O.K

(continued)
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3 Conclusions

The severe earthquake brought an intense impact on the seismic resistant design and
technical development of bridge engineering. From the bridge disaster reconnaissance,
some valuable lessons were learned to review and improve the current seismic design
code. This paper presented a comparative seismic performance evaluation multi-span
continuous prestressed I-typed concrete bridge, which are typical in Daegu. This bridge
was represented by 3-D analytical models for as-built configurations subjected to a
suite of the 10% probability of exceedance in 50 years hazard level. It is necessary to
proceed with both the improvement of seismic evaluation skill and retrofit of old
bridges. In addition, many verified seismic evaluation techniques should be applied to
repair or strengthen old bridges.
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and Transport of Korean Government.
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Table 1. (continued)

Classify Demand Capacity Result

Pier (P2) Shoe (kN) Longitudinal – – –

Transverse 3,000 6,365 0.865 N.G
Anchor
bolt

Steel
failure

Longitudinal – – –

Transverse 445 212 2.098 O.K
Con.
failure

Longitudinal – – –

Transverse 294 424 0.694 N.G
Flyout
failure

Longitudinal – – –

Transverse 13,293 6,365 2.088 O.K
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Abstract. Most modern office workers are seated on the chair for working with
the computer during most working time. Generally, the correct sitting posture is
critical for human life because wrong sitting posture can lead the back or neck
disorder related sickness. The majority of previous researches have been utilized
various sensors with special chairs to measure the sitting posture. However,
these special chairs can be uncomfortable for users due to unfamiliar sitting
environment. Therefore, we proposed the sitting posture monitoring system
using Kinect which provides IR depth camera to record user’s sitting posture
data and alert wrong posture to user. The proposed system provided 62%
increased correct sitting posture during 35 min for 5 participants. We believe
that the proposed system can help to improve the behavior of sitting posture of
user without any uncomfortable adhesive sensors.

Keywords: Sitting posture � Kinect � Monitoring system

1 Introduction

Correct sitting posture is a one of crucial factors for measuring the quality of human
life. Recent modern office workers have been seated on the chair for working with the
computer for most work time in everyday life. Thus sitting posture is critically related
to individual health and incorrect sitting posture can cause the back or neck disorder
related sickness. However, most people can not recognize the importance of sitting
posture. In this paper, we developed the sitting posture monitoring system to correct
user’s sitting posture using Kinect.

1.1 Effects of Sitting Posture

According to the study of Carney et al. [1], the body posture can increase the male
hormone value and can gain self-confidence. In addition, this study introduces that
human and other animals express the power through open and expansive postures, and
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they express passive attitude through closed and contractive postures. Thus it means
that the posture affects the confidence of human or animals.

Figure 1 shows the value of dominance hormone testosterone and the stress hor-
mone cortisol which has been changed by posture. When the posture is changed
correctly, testosterone level was increased about 20% and cortisol level was reduced
about 25% which are shown in Fig. 1. The result of this research shows the important
influence of the correct posture of human body for health. On the other hand, wrong
posture of human body for daily life can lead bad effects for health.

Figure 2 shows the severe deformation of human body such as the forward head
posture by incorrect body posture. Most these patients have difficulty to realign
incorrect posture because they have unrecognized bad habit for body posture during
daily life. In this paper, we proposed the simple sitting posture monitoring system
which can provide the notice and daily report for user’s sitting posture to rectify
incorrect sitting posture. We believe that the proposed sitting monitoring system can
improve user’s sitting posture effectively.

Fig. 1. Mean changes in the dominance hormone testosterone and the stress hormone cortisol
following high-power and low-power postures.

Fig. 2. Deformation of neck bone and backbone by sitting posture
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2 System Environments for Proposed Method

The proposed system utilizes Microsoft Kinect V2 to detect user’s body posture
conveniently. Kinect is a motion sensing input devices by Microsoft for Xbox 360 and
Xbox One video game consoles or Windows PC. Kinect provides IR depth camera to
figure out the depth information of human body.

Since Kinect V2 provides information of x, y, and z positions of 25 joints which are
shown in Table 1, we can readily detect key body joints for sitting posture. In most
previous researches for sitting posture monitoring system have been utilized the
pressure sensors to detect sitting posture, but it makes users feel uncomfortable due to
special sensors on chair. In addition, these approaches only detect the pressures on the
heap and can’t figure out the detailed sitting posture visually. The proposed sitting
posture monitoring system doesn’t require any uncomfortable ahherable sensors for
posture detection using image processing technology with Kinect V2.

Figure 3 shows the major joints of body such as head, shoulder, forearms. Caneiro
et al. [2] introduced that the habit of sitting posture can mainly affect the health of neck
and waist. According to this study, the proper sitting posture can be determined by
whether the neck and waist are straight or not. Therefore, the proposed sitting posture
monitoring system detects 5 key body joints such as head, mid, shoulder, neck, and
base and all 3D positions of information are recorded in the monitoring server using
PHP and MySQL.

Table 1. Provided joint information from Kinect V2

Joints Description

AnkleLeft, AnkleRight Left and right ankle
ElbowLeft, ElbowRight Left and right elbow
FootLeft, FootRight Left and right foot
HandLeft, HandRight Left and right hand
HandTipLeft, HandTipRight Tip of the left and right hand
Head Head
HipLeft, HipRight Left and right Hip
KneeLeft, KneeRight Left and right knee
Neck Neck
ShoulderLeft, ShoulderRight Left and right shoulder
SpineBase, SpinerMid Base and middle of the spine
SpineShoulder Spine at the shoulder
ThumbLeft, ThumbRight Left and right thumbs
WristLeft, WristRight Left and right wrist
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3 Definition of Correct Sitting Posture

According to the definition by KABPA [3], the proper posture should minimize the
stress and tension, efficiently utilize body at the most, and represents a mental state.
Firstly, before determining the sitting posture is proper or not, we need to define which
state is correct posture. Generally, the correct sitting posture is defined as Fig. 4.

The top of PC screen should be at eye level and user’s shoulder should be relaxed.
The forearms comfortably are paralleled to the floor. The chair should have a backrest
that supports the lower back and user’s legs should be bent in a 90 to 110° angle.
Lastly, feet should be flatted on the floor. These sitting postures are proper sitting
posture on the chair during office work [4]. Accordingly, the proposed monitoring
system detects key joints from head, neck, shoulder, chest, and belly in order to
properly detect the correct sitting posture. To determine the proper sitting posture with
5 key joints, the proposed monitoring system measures the average of angles between
key joints according to reference posture in Fig. 4 from 5 participants. The 4 angles

Fig. 3. Detected key joints of body using Kinect V2

Fig. 4. The definition of proper sitting posture by Sagewood wellness center [4]
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between head and neck, neck and shoulder, shoulder and mid, and mid and base which
are shown in Fig. 5 are measured for each participant. Table 2 shows the average
values of these angles and we applied these average angles as reference value to
determine the correct posture.

We set up the threshold within 15° from the experimental references which are
shown in Table 2 as proper angle between key joints. In Fig. 5, the line that is linked
between mid and shoulder is somewhat tilted to the right. The proposed method cal-
culates the angle between two key joints in Fig. 5 with Eq. (1). For the two key joints
such as A and B, we can make a triangle with the two points which is shown in Fig. 5.
To determine the correct sitting posture based on the angle h, we calculated the angle h
using following formula with the inverse trigonometric function. When this angle is out
of threshold, the proposed system defines that this link is in the incorrect posture. The
angles for Z-axis are also calculated as same manner.

h ¼ atanX � 180=p ð1Þ

Figure 6 shows the snapshots of results for proposed posture monitoring system.
When the user sits incorrect posture which is one of angle between two key joints over
predefined threshold value, the monitoring system gives the warning window message.
We believe that the proposed system can help users to realign the sitting posture during
the work time without uncomfortable sensors. In addition, sitting posture related data
which is average value for every 30 s is stored in the server using PHP and MySQL.

Fig. 5. Detected 5 key joints from Kinect and measurement of angle between two joints

Table 2. Average of angles between two key joints

Joints Angle of X-axis Angle of Z-axis

Head – Neck 82.45 137.64
Neck – Shoulder 89.94 120.84
Shoulder- Mid 90.02 125.72
Mid - Base 89.68 118.86
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4 Monitoring Results

The result of tested user’s sitting posture with monitoring system is increased 62% after
experimental test of 35 min. However, the result was somewhat different depending on
the body type of person, so the realigned values showed also different. Since the wrong
sitting posture can lead the illness like forward head posture, these illnesses can be
cured to realign wrong posture. We believe that monitoring system can realign wrong
posture easy (Fig. 7).

5 Conclusions

We proposed sitting posture monitoring system to realign modern people’s sitting
posture. The proposed system is the monitoring system can’t determine user’s body
type and determine posture with average value of some people’s posture data, so it may

Fig. 6. Snapshot of proposed sitting posture monitoring system

Fig. 7. Compare before using monitoring system and after using monitoring system.

Implementation of Sitting Posture Monitoring System with Kinect 149



not be exactly correct. In the future, we will improve the monitoring system and will
make that record of user’s data by user’s self, so it can realign a better sitting posture fit
on user’s body type. Also, the recognition rate is decreased in Kinect on sitting posture
but we believe that monitoring system can determine sitting posture effectively using
different image processing technology in the future.
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Abstract. The active usage of open source software contributes many areas.
However, there are many problems like ignoring license or intellectual prop-
erties infringement which can lead litigation. In this paper, we try to find original
open source software by using similarity of source code. Source code similarity
analyze resembles plagiarism detection problem, and using program dependence
graph can be handled as a subgraph isomorphism problem which is one of
NP-complete. In this paper, we apply harmony search, one of a metaheuristic
algorithm, to solve the problem efficiently.

Keywords: Open source � Subgraph isomorphism problem � Harmony search

1 Introduction

Open source software is computer software which discloses its source. Open source
software is allowed to use, copy, modify and distribute freely. Against proprietary
software side, the open source society is a representative example of sharing economy.
The activity of open source software contributes many areas of ICT like embedded,
mobile, cloud computing, big data, etc.

The background of the free use of open source is based on the obligation of open
source license. The free of use, copy, modification and distribution is provided under
the condition of licenses.

However, there are many litigations because of ignoring or misunderstand of the
licenses. Even many methods like SPDX format are suggested to solve the license and
intellectual property problem; the developer and users have exposed the risk of soft-
ware intellectual property infringement because of its weak activity.

When an initial developer distributes open software, other can modify and redis-
tribute it again and again. However, in this progress, there could be license deletion,
corruption or collision. Therefore, this study tracks an original open source software
reasoning from a similarity of each source code group to provide developer information
about the original open source software of the distribution which a user have.

An analyzing similarity of software source codes resembles plagiarism detection.
Methods of detecting plagiarism could be classified four categories crudely like
Table 1.
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String based method is the simplest method which handles source code as a general
string. This method could detect fast without any modification. However, when only
variables or identifiers are modified, it easily misses for detecting them.

Token based method which is applied broadly excludes non-effect factors like a
comment or space characters and generate token sequence from the preprocessed code.
This method has the advantage to coding style, identifier, and spacing variation.
However, it still has no robustness against code injection or reordering function calls.

Abstract Syntax Tree (AST) based method generates AST from source code.
Because AST based method has structure information which string or token based does
not, it is robust against reordering function or merging. However, it is still fragile
against statement rearrangement.

Program dependence graph based method analyzes a control flow and data
dependencies of software as a graph. A method representing original source code and
target source code and analyzing is a case of graph isomorphism problem. This study
chooses program dependence graph focusing on responsibility.

This paper describes research background about software plagiarism detection and
graph isomorphism problem at Sect. 2. Section 3 introduces the algorithm for solving
graph isomorphism problem and design and result about the experiment. Finally,
Sect. 4 concludes the experiment and further tasks.

2 Preliminaries

2.1 Literature Reviews

In these days, the growing of importance about intellectual property makes people
nothing to studies for plagiarism detection about academic reports, media articles, and
software source code. In this study, we focus on previous works about software
plagiarism.

Ji et al. [1] provide plagiarism detection method. Their study which is based on
bytecode because of security problem about source code similarity shows a strong
relation between source code and bytecode. Their method analyzes similarity based on
token sequence. Kim et al. [2] introduced AST based method to evaluate the similarity

Table 1. Software plagiarism methods

Category Speed Reliability

String based
Token based
AST based

Program dependence based

Fast

Slow

Low

High
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between two C program. Moreover, they also suggest an algorithm which clustering
many source code groups by similarity to reduce comparing iteration (frequency). Kim
[3] studies PDG based method against Javascript.

Koschke et al. [4] detect plagiarism by AST against C program. Liu et al. [5]
introduce the process that utilizes PDG to translate it as a graph isomorphism problem
with source code preprocessing.

SoVAC(Software Verification and Analysis Center), developed by Pusan National
University [6], translate token sequences to DNA and compares DNAs by local
alignment method. JPlag and MOSS, SIM, and YAP3 [7–9] also applies token-based
method.

2.2 Graph Isomorphism Problem

Graph theory describes and analyzes a set of nodes and the relation among the nodes.
Many of fields like physics, chemistry, communication science, computer technology,
electronic and civil engineering, architecture, genetics, psychology, sociology, eco-
nomics, and linguistics apply graph theory [10].

Graph isomorphism problem is determining the identity between to graph. Figure 1
shows two different shapes of the graph. However, the nodes of left graph {1, 2, 3, 4}
correspond to the nodes of right graph {D, B, A, C}. In this case, the two graphs are
isomorphic.

Let the group of nodes (vertexes) of graph G and H as V(G) and V(H). And let the
group of edge for each graph as E(G) and E(H). When the two graph is isomorphic,
these satisfy the following conditions, and they are represented as G ’ H.

(i) |V(G)| = |V(H)|, and |E(G)| = |E(H)|
(ii) Every connect components are same
(iii) Every degree sequences are same

In this study, to find more similar software among the open source software,
subgraph isomorphism problem is more appropriate. Subgraph isomorphism problem
says graph G is a subgraph of graph H when graph G and H satisfies V(G) � V(H) and
E(G) � E(H).

Fig. 1. Examples of graph isomorphism
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According to Fig. 2, the nodes group of left graph {1, 2, 3} corresponds to the
subgroup {A, B, D} about the nodes group of right graph {A, B, C, D, E, F}. In this
case, the left graph is a subgraph of the right graph.

Cheminformatics applies Subgraph isomorphism problem to compare chemical
constitution, and pattern analyzing of a database, protein-protein interaction networks,
and social network also applies the problem.

3 Experiments

Subgraph isomorphic problem is a typical NP-Complete problem, so there is no
polynomial time algorithm for it. Therefore, when the size of a problem grows, time
complexity also grows as exponentially. An exhaustive search method is not tractable.

There are two approaches for this kind of problems; relaxation and approximation.
Because the former approach is restricted for relaxation conditions, this study uses
latter one.

3.1 Harmony Search

In this study, we use metaheuristic algorithm to get the approximate value. Meta-
heuristic algorithm imitates natural phenomenon to get global optimality instead of local
optimality. There are many meta-heuristic algorithms like a genetic algorithm, simulated
annealing, Tabu search, ant colony optimization, particle swarm optimization, etc.
Metaheuristic algorithm can be designed to almost every problem, so subgraph iso-
morphism problem also can utilize it. There are previous studies which are applied a
genetic algorithm and simulated annealing [11–13]. In this study, we apply harmony
search which imitates a process of music players finding harmony.

Harmony search, a population-based algorithm, has five operators, but we use only
three in this study. Memory considering refers previous note; Pitch adjustment twists
previous note, and Randomization refers random note. Table 2 shows pseudo-code of
Harmony search.

Fig. 2. Examples of subgraph isomorphism
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3.2 Experiment Design

3.2.1 Representation
When V(G) � V(H), we represent G and H as an array. Each index of an array means
a node of graph G, and each value of an array means a node of graph H. An array can
represent how graph G correspond to graph H.

3.2.2 Fitness Function
A barometer of subgraph isomorphism is defined by a multi-objective function which
concerns the difference of edges between two graphs. When G1 = (V1, E1), G2 = (V2,
E2) and |V1| � |V2|, GS = (VS, ES) means that graph G1 is subgraph of graph G2. At
this time, the first objective function f1, the difference of edges, is defined as (1)

f1 ¼
X
e2E1

Iðe;EsÞþ
X
e2Es

Iðe;E1Þ

where Iðe;EÞ ¼ 0; if e 2 E

1; otherwise

� ð1Þ

Table 2. Pseudo code of the harmony search

Pseudo Code : Harmony Search

begin
Objective function
Generate initial harmonics (real number arrays)
Define pitch adjusting rate ( ) pitch limits and bandwidth
Define harmony memory accepting rate (      )  
while (not_termination)

Generate new harmonics by accepting best harmonics
Adjust pitch to get new harmonics 
If 

if (         )
Adjust the pitch randomly within limits

else 
Choose an existing harmonic randomly

end if
else  

Generate new harmonics via randomization
end if
Accept the new harmonics if better

end while
Find the current best solutions

end 
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The second graph, corresponding graph, is defined like (2). ein-out means that
incoming and outcoming edge.

f2 ¼
X
v2E1

SðvÞ

SðvÞ ¼ 0; if ein�outðG2ðvÞÞ� ein�outðG1ðvÞÞ
1; otherwise

� ð2Þ

The proportion of objective function f1 and f2 are 50% each; f(w1, w2) = w1f1 +
w2 f2 when w1 and w2 are 0.5 [14].

3.3 Experimental Setup

We generate graph data randomly with a density of edge and number of nodes in a
graph. We base on graphs with 150 nodes and generate graphs with 10, 15, 50, 75 and
100 nodes which reduced from them.

These graphs are subgraphs for each based graphs. Densities of graphs are 0.2, 0.1,
0.05, and 0.02. We experiment based on 20 sets of data.

Experiments are repeated 30 times for statically significance. We set HMCR is 0.95
and PAR 0.7 which are parameters of harmony search. The bandwidth of pitch
adjustment is set to ±20% about the node number of each graph; HMS starts from 10
to 100; iteration is set from 3000 to 30000. These parameters are determined by the size
of graphs.

We implement the algorithm by C#, and the algorithm is executed on 3.3 GHz
CPU and 8 GB RAM computer.

3.4 Experiment Result

Table 3 shows the results under 20 different conditions about five graph sizes and four
densities of edges. When the number of nodes is 10, the algorithm could get global
optimal value regardless of the density of edges. Also, it is same when the number of
nodes is 25, and the densities of edges are 0.02 and 0.05.

However, when the number of the nodes is above 25, and the density is above 0.1,
the algorithm could not reach the global optimal value with the conditions. The dif-
ference between global optimal and the output grows with the number of nodes. Also,
the result shows a relation between a graph with a density of edges and a gap with
optimal value. When we expand candidate in proportion to the number of nodes and
changed iteration times, it shows a little improvement. However, when the size of a
graph is big, the algorithm cannot escape from local optimal. This result shows the
weak point of the algorithm.
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4 Conclusions

In this study, we find the approximate solution of subgraph isomorphic problem to
solve the similarity problem about open source software by program dependence graph,
because subgraph isomorphic problem is NP-Complete, so there is no polynomial time
exact algorithm. We experiment graphs with 150 nodes and its subgraphs and could
find the optimal solution when the subgraph is small. However, the number of nodes
and the density of edges are.

As further tasks, we execute our algorithm with real open source software source
code. Because of syntactical differences of each programming language, the graph
translation preprocess is indispensable. Also, improvement of the algorithm will be
implemented.

Acknowledgments. This research project was supported by the Ministry of Culture, Sports, and
Tourism (MCST) and by the Korea Copyright Commission in 2016.

Table 3. Results of subgraph isomorphism problem

Node Density Best Average

10 0.02 0 0
0.05 0 0.067
0.1 0 0.167
0.2 0 1.15

25 0.02 0 0.633
0.05 0 0.8
0.1 0.5 2.1
0.2 2.5 2.95

50 0.02 3 4.783
0.05 4.5 6.017
0.1 6 7.6
0.2 7 8.783

75 0.02 12 13.767
0.05 12 13.933
0.1 12.5 13.8
0.2 15.5 16.6

100 0.02 18.5 20
0.05 24.5 20.817
0.1 25.5 28.033
0.2 27 29.767
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Abstract. A recommendation system finds the most suitable item for customers.
However, the most suitable item is sometimes refused. The most significant
reason for this failure of recommendation is that we do not want what is good for
us. Therefore, to make the recommendation for acceptance, persuasion should be
provided. In this paper, a method of curating information for persuasion is
proposed. Cognitive bias are used to determine the layout of information for
customers to accept recommendations. With the proposed method, options which
are beneficial but not preferable are provided without offending the customers.

Keywords: Recommendation � Cognitive bias � Content curation

1 Introduction

Contemporary production systems are ruled by the long-tail principle [1]. Even though,
the long-tail principle is more lavish than the Pareto principle in an economical view,
highly developed technology realizes the long-tail principle and the public chooses it as
a winner. Since then, recommendation systems are highlighted [2]. As the number of
options for selection increases, the difficulty of finding the right option becomes harder.
Recommendation systems take the role of deputy for evaluating each option, com-
paring each option’s pros and cons, and ranking them. With the help of recommen-
dation systems, customers are able to be saved from the anguish of choice [3].
However, customers are trapped in accustomedness. For a customer whose preference
is registered, novel or unfamiliar items are not recommended. For items in the category
of tastes, it can be allowed. However, for items in the category of essentials, options
which is against the registered preference should be provided and persuaded to be
selected [4, 5].

For a diabetic who likes to eat pizzas, recommending hamburgers may be correct
but is not right. Sometimes, what is good for us is not what we want. In such situation,
right recommendations are easily refused and get discontents. Therefore, a way of
persuading is needed. Good recommendation system should propose not only good
options but also persuade the options to be selected. In this paper, we propose a way of
persuading options using cognitive bias of customers.
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2 Background

2.1 Recommend System

The objective of recommendation systems is to find a suitable items for system users
[2]. When the request of users is represented explicitly, the result for recommendation
can clearly evaluated. However, in most recommendations, the request is ambiguous.
Therefore, filtering methods which is a pre-pruning process to reduce the size of
options for the recommendation, are researched. Content-based filtering and collabo-
rative filtering are most widely employed filtering methods [4, 5]. As shown in Fig. 1,
content-based filtering method finds items which are similar to the item which is
selected beforehand. For a user who likes item-A, item-B which is similar to item-A is
recommended to the user. Collaborative filtering method recommends items which is
popular in a group whose members are similar to the user. The basic idea of these two
filtering methods is that a preference can be inducted from the history of customers.
Once the preference is made, items which are not similar to the preference are filtered
out. For collaborative filtering, novel items may be recommended as long as the items
are popular.

2.2 Cognitive Bias

There are two kinds of thinking which is slow and fast [6]. In order to make a correct
decision, we need to collect all the possible facts and infer logically. Even if this
process makes better results, it consumes more time. This is why it is called as slow
thinking. For problems which require quick responses, decisions need to be made as
fast as possible. In such case, stereotypes become useful. Cognitive bias is a way of
how human beings use stereotypes by removing unnecessary information and making
decisions rapidly [7]. Table 1 shows examples of cognitive biases which are famous.

Fig. 1. Two ways of filtering for recommendation
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3 Proposed Method

As mentioned in Sect. 2, good recommendations are refused sometimes. One of the
most significant reasons is that the discrepancy between what is necessary and what is
desired. Humans have a psychological impulsion of self-destruction [8]. In this paper,
we propose a method of persuading recommendations so as for good suggestions not to
be refused. The persuasion is made using customized content curation. Content cura-
tion is a way of display information [9]. As shown in Table 2, customers have various
cognitive biases and each customer has his/her major cognitive bias. Therefore, rec-
ommendations which are provided in proper way will be more easily accepted by the
customers. The curation is executed according to the each customer’s cognitive bias.

Table 1. Well known biases and their descriptions.

Bias Description

Anchoring The tendency to rely too heavily on some pieces of information to make a
decision

Availability
cascade

The tendency to believe what is shown repeatedly

Bandwagon
effect

The tendency to do what many other people do

Decoy effect The tendency to change the preference when new option which is similar
but worse, is presented

Information bias The tendency to believe that any information, even if it is not necessary,
will be better

Gambler’s
fallacy

The tendency to think that the probabilities will be altered by the previous
events

Table 2. Templates of curation layout for each bias.

Bias Template

Anchoring A set of information that defines the preference of the target user
Availability
cascade

A series of short message to make the recommendation accustomed to the
target user

Bandwagon
effect

A set of reviews that shows many other people think the item is good
enough

Decoy effect A specification of competitive item that shows the proposed item is better
than other items

Information
bias

A set of information that shows the domain of item is important and the
messenger of the recommendation is reliable

Gambler’s
fallacy

A number of applicants and winning tickets, which shows the chance of
winning, are to buy the item right now
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Figure 2 shows general architecture of the proposed method. Bias Selector
(BS) module that selects the customer’s major cognitive bias. And Recommend
Arranger (RA) displays the recommendations to be suit for the customer’s cognitive
bias. For BS, it collects the purchasing history of the customer and finds the relation
between the action of purchasing and given information. For example, the time interval
from searching and buying shows how impulsive s/he is. If s/he takes lots of times to
make a decision, the suggested option which is recommended is provided with its pros
and cons comparing with other options. If s/he has lots of friends and spends lot of time
in SNS chatting with others, we can assume that bandwagon effect is available. Rec-
ommended option is shown with how many others have selected it. If s/he has a
tendency for availability cascade, the option which needs to be selected should be
exposed as many as possible even in unrelated recommending requests. Then when
the moment of selection, s/he will choose the familiar option as intended. BS has the
responsibility of finding the suitable cognitive bias for each customer, and RA has the
responsibility of content curation. Table 2 shows templates for each bias’s layout.

As the templates in Table 2 are based on the heuristics, even for the same bias, the
resulted curation can be different for customers. For bandwagon effect, if the target
customer likes celebrities, it is important to show that the celebrities also take the same
option. If the target customer is loyal to his/her flock, to show that the flock’s pref-
erence is matched with the option is more effective.

4 Conclusion

The objective of recommendation systems is to reduce the size of options so as to make
quick and right decisions and make a happy experience in selections. However,
existing filtering methods provide convenience by evading challenges and protecting
with accustomed mannerism. Providing similar options may be safe from being failed.
However, such recommendation system is valueless. In order to make more valuable
recommendations, it should persuade users to be better not just to keep the existing
comfortable life. For this objective, the proposed method extracts the customer’s
cognitive bias from his/her history and suggests options which is not only correct but

Fig. 2. A model of customized recommending system using customized content curation
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also righteous by customized information arrangement. In order to realize the proposed
method and evaluate in real situation, the way of customization which defines how the
bias based content curation is applied for each customer will be researched as future
work.
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Abstract. An R-tree is an index structure that enables fast access to
multi-dimensional data. Constructing an R-tree for a given data set yields a more
efficient R-tree structure than incrementally building one as data are inserted.
However it usually takes a lot of time to construct an R-tree for a huge volume of
data. In this paper, we propose a parallel R-Tree construction scheme based on a
Hadoop framework. The proposed scheme divides the data into partitions, builds
local R-trees in parallel, and merges them to construct an R-tree that covers the
whole data set. While generating the partitions, it considers the data distribution
so that each partitions have nearly equal amounts of data. Therefore the proposed
scheme gives an efficient index structure while reducing the construction time.

Keywords: R-tree � Hadoop � MapReduce � Bulk-loading

1 Introduction

Nowadays, aside from the fact large amounts of traditional data are still increasing
significantly, there is an explosion in the amount of spatial data that is being produced
from many devices such as satellites or smart phones. In order to handle this amount of
spatial data efficiently, the R-tree is considered as an optimal index mechanism that will
help retrieve data quickly according to its spatial locations. An R-tree [2] is a data
structure in which each node contains a certain number of index entries, each of which
consists of a Minimum Bounding Rectangle (MBR) and the pointer to an object or its
child node if it is not a leaf node. Both objects and non-leaf nodes are always repre-
sented by MBR. A layout of MBRs of objects is shown in Figs. 1 and 2 show the
R-tree structure with four nodes.

An R-tree, is built by inserting new items iteratively as they arrive [2]. But with this
method, when an object is inserted into an R-tree node, in some cases of the node
splitting operation, it requires the locking of the R-tree, therefore the concurrent
insertions are prevented. In fact, in some applications where all the items is available as
with the Geometry Information System (GIS) problems, if an R-tree is built using the
packing technique in a parallel way, it’s much faster than the traditional method as
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mentioned previously. Since its release in April 2005, Hadoop [1, 3] was adopted as an
optimal solution for scalable processing of huge datasets in many applications, e.g.,
machine learning, image processing, web crawling or text processing, and so on.
Hadoop employs MapReduce [4], a simplified programming paradigm for distributed
processing, to build an efficient large-scale data processing framework.

An R-tree is an index structure that enables fast accesses to multi-dimensional data.
Constructing an R-tree for a given data set yields an efficient R-tree structure that builds
itself incrementally as data are inserted [9–12]. However, it usually takes a lot of time
to construct an R-tree for a huge volume of data. In this paper, we propose a parallel
R-Tree construction scheme based on a Hadoop framework. The proposed scheme
divides the data into partitions, builds local R-trees in parallel, and merges them to
construct an R-tree that covers a whole data set. While generating the partitions, it
considers the data distribution so that each partition has nearly equal amounts of data.
Therefore the proposed scheme gives an efficient index structure while reducing the
construction time.

2 Related Works

2.1 Hadoop-MapReduce

A few years ago, to store or process data, most enterprises had a super computer to
perform this task. Here data can be stored in an RDBMS such as Oracle Database,
MS SQL Server or DB2. But with this approach, when it has to handle huge amounts of
data, it faces many difficulties in processing such data through a traditional database
server. Facing those difficulties, in 2005, an Open Source Project called Hadoop was
released. In order to handle a huge amounts of data, Hadoop runs all applications using
the MapReduce algorithm, where the data is processed in the parallel way on different
nodes. MapReduce is a programming model suited for parallel computation, it handles
parallelism, fault tolerance and other level issues. Furthermore, MapReduce consists of

Fig. 2. The R-tree structure with four nodesFig. 1. A layout of MBRs
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both a map and reduce function which are user-defined. The input data format is
specified by the user and the output is a set of <key, value> pairs. As shown in (Fig. 3),
the mapper applies user-defined logic on every input key/value pair (k1, v1) and
transforms it into a list of intermediate key/value pairs (k2, v2). Then the reducer will
apply user-defined logic to all intermediate values (v2) associated with the same k2 and
produces a list of final output key/value pair (k3, v3). The data flow of the MapReduce
framework is illustrated in Fig. 4.

2.2 Parallel R-Tree Construction

As we discussed in the first chapter, in some applications where all items are available,
a good packing method would build be able to quickly build an R-tree with maximum
node occupancy and high node quality with Minimum Bounding Rectangles MBRs of
minimum area, with some margin and overlap between them. In general, there are two
main goals that are considered during the construction of an R-tree. The first goal is
how to minimize the area of the MBRs of the non-leaf nodes that are not covered by
MBRs at the leaves these enclose, which is also called the “Dead Area.” This goal can
improve search performance since decisions on which paths have to be traversed can be
taken on higher levels. The second goal is how to minimize the overlap between
MBRs, this goal is also designed to decrease the number of paths to be traversed.

There are some packing techniques for R-trees that have been proposed before such
as Nearest-X, Hilbert sort, Sort-Tile-Recursive (STR) or Z-order curve. One of them,
STR algorithm [5] is considered as one of techniques that brings out the simplicity of
implementation yet a good query performance, even it outperforms with other tech-
niques in some cases. For parallel R-tree construction, in [6], author have proposed a
method for parallel R-tree construction on Hadoop through MapReduce framework, it
is performed in a bottom-up fashion and using Z-order curve to partition a huge data
volumes.

In [7–9], to build R-tree structure in CPU environment, the author have proposed
new two strategies to improve the STR (Sort-Tile-Recursive) algorithm, and they have
been proven to achieve a better search performance than original STR, Nearest-X, and
Hilbert sort. From these strategies, motivated our own parallel R-tree construction on
Hadoop through MapReduce framework, and use one of those strategies as the idea to
partition a huge data volumes in our scheme, it’s much simpler than using Z-order
curve, named for our partition method is ISTRMR (STR on MapReduce).

Fig. 3. Input and output in MapReduce Fig. 4. MapReduce framework
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3 Parallel R-Tree Construction Using Hadoop

Before we describe how to build R-tree indexing on a MapReduce framework, there are
some notations that we will use in the rest of the paper which are as follows: M is
maximum node occupancy, r is the number of total spatial objects, and we use the
coordinate of the center point of objects to represent objects location. For simplicity, in
this paper, we only concentrate on two-dimensional objects.

When building an R-tree, the quality of the resulting R-tree is our main consid-
eration. As discussed in the previous section, for a good R-tree, it should be built by
grouping spatially neighboring MBRs, so that the “Dead Area” and overlap between
these MBRs can be decreased. Our parallel R-tree construction is performed in a
bottom-up fashion and has three phases, and two of them are implemented in the
Hadoop environment using the MapReduce model:

• Partitioning phase – using ISTRMR to determine the longest coordinate and par-
tition boundary of big data set.

• R-tree construction – small R-trees are built concurrently.
• R-tree consolidation – merge small R-trees into the final R-tree.

Firstly, let us start our description by defining the problem. The data set that we are
using is a large CVS file where each line represents one object, it contains <o.id,
o.P> where o.id is the object’s unique identifier and o.P is the location of an object
which is represented by a list of coordinates.

Our scheme consists of three phases executed in sequence, as shown in Fig. 5.
First, we find out the “longest” coordinate that has the two most distant centers of the
rectangles in the coordinate, then the number of partition and the partitions boundary
will be determined. Next, data is partitioned into the corresponding partition which
creates small R-Trees. Finally, the small R-Trees are merged into the final R-Tree. The
first two phases are executed in MapReduce, while the last phase does not require high
computation, so it is executed outside of the cluster.

Fig. 5. Phases involved in building an R-tree in MapReduce
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3.1 Data Partitioning

In this phase, we assume all objects lie in the plane, each object’ location is represented
by a center point with its coordinate. To find out the longest coordinate that has the two
most distant centers of the hyper- rectangle in the coordinate, our idea is to read random
objects from the input file via data sampling with a default ratio of input data. The
MapReduce algorithm runs M Mappers that take sample objects from the input file,
then in each Mapper, it calculates the coordinates of center point of each object. Then a
single Reducer, firstly, it will calculate the distance between those objects and deter-
mine the longest coordinate as shown in Fig. 6. After that, it determines a new list K of
R–1 partition boundary that split the longest coordinate of sample into R nearly
equal-size partition.

The specific MapReduce key/value input pairs are presented in Fig. 7. Mappers
read the default ratio of data from input file and calculates the coordinates of center
point of the objects. The intermediate key is a constant that helps to send all the
Mappers’ outputs to a single Reducer. Then Reducer receives all center point with
theirs coordinates from Mappers, firstly find out the longest coordinate by calculate the
two most distant centers of the hyper- rectangle in the coordinate, then determine the
list splitting point K base on the longest coordinate as shown in Fig. 8.

Figure.6a Data is 
partitioned on      
X-coordinate

Figure.6b Data is 
partitioned on      
Y-coordinate

Fig. 6. Determine the longest coordinate

Fig. 7. Map and reduce inputs/outputs for data partitioning

Slice boundary

Fig. 8. Example of data grouping into partition with maximum objects equal 4
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3.2 R-Tree Construction

In this phase, an individual R-tree is built concurrently. Mappers partition the input file
into R groups, then every partition is executed by a different Reducer, each Reducer,
R-tree is built independently. The output of every Reducer is a root node of their
constructed R-Trees, as shown in Fig. 9.

3.3 R-Tree Consolidation

In this phase, we are going to combine the R individual R-tree, built in the second
phase, under a single root. Because it’s not computationally intensive and the logic to
run this phase is fairly simple, it is executed outside the cluster.

4 Conclusion and Future Work

In this paper, we proposed a scheme for parallel R-tree construction with ISTRMR
packing techniques on Hadoop environment using the MapReduce model. With our
scheme, we hope to contribute to the improvement of the quality of R-tree construction
and reduce the construction time. With our proposed scheme, it can be used in many
kinds of applications in the field of databases in general and in particular, spatial data.

Our scheme has three phases, in which, the first two phases are executed in parallel
with MapReduce model, while the last phase is executed outside the cluster because it
does not require the high computational. Nowadays, with the amount of spatial data is
increasing significantly, the availability of Big Data and commodity hardware, has
opened many opportunities for analyzing astonishing data sets quickly and
cost-effectively for the first time in history.
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Infrastructure and Transport), Korea, under the national spatial information research program
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Fig. 9. MapReduce inputs/outputs for R-tree construction
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Abstract. With rapid advances in wireless communications and networking
technologies, the demand for high speed, wireless and ubiquitous connectivity
continues to increase in order to cope with new services and applications.
Increasing demand for spectral resources has introduced the problem of spectrum
scarcity. Moreover, the static spectrum allocation policy for wireless communi-
cations can cause the issue of spectrum underutilization. Cognitive Radio
(CR) offers promising solution for spectrum shortage and underutilization prob-
lem by means of dynamic spectrum management. Routing in Cognitive Radio
Sensor Networks (CRSNs) is a very challenging task due to energy constraints,
opportunistic spectrum access, dynamic topology changes as well as intermittent
connectivity caused by activities of Primary Users (PUs). This paper proposes the
Energy-efficient and Reliable Cognitive Ad-hoc Routing Protocol (ERCARP)
with an aim to provide reliable transmission path and prolong network lifetime in
CRSNs. The protocol takes account of packet loss probability, link latency and
residual energy for path establishment. Furthermore, by utilizing the joint path and
spectrum diversity in routing, the multi-path multi-channel routes are given for
fast route recovery. The protocol performance is compared with that of the Dual
Diversity Cognitive Ad-hoc Routing Protocol (D2CARP) through simulations
using NS-2 simulator. The simulation results obviously prove that ERCARP
outperforms D2CARP in terms of packet loss, energy efficiency, end-to-end delay
and jitter.

Keywords: Reliable routing � Energy efficiency � Cognitive radio � Sensor
network � Fast route recovery

1 Introduction

Cognitive Radio (CR) [1–3] is a candidate for the next generation of wireless com-
munication system which applies the Dynamic Spectrum Access (DSA) scheme to
improve spectrum utilization efficiency and communication quality. CR has the ability
to know the unutilized spectrum in a licensed and unlicensed spectrum band. In
Cognitive Radio Networks (CRNs) [4], unlicensed users (or Secondary Users (SUs))
are able to sense their environment and are allowed to opportunistically access the
temporally unused licensed spectrum bands without harmful interference to licensed
users (or Primary Users (PUs)).
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In addition, recently, significant growth in the applications of Wireless Sensor
Networks (WSNs) [5, 6] has been made such as air pollution monitoring, wildlife
tracking, heal monitoring, intruder tracking, etc.

With recent advances in CR technology, it is possible to apply the DSA model in
WSNs, called Cognitive Radio Sensor Networks (CRSNs) [7, 8], to mitigate over-
crowded unlicensed spectrum bands. CRSN is a specialized ad hoc network of dis-
tributed wireless sensors that are equipped with CR capabilities. The components of
CRSN architecture are shown in Fig. 1.

With unique characteristics of CRSNs, data routing in CRSNs faces various sig-
nificant challenges that require in-depth studies [7, 9]. The main challenge is to deal
with the dynamic spectrum availability. In CRSNs, the available spectrum bands are
time and location varying because of dynamic PU activities. Another challenge is how
to determine the optimal path for data transmission which provides high network
performance. Furthermore, in CRSNs, a link failure frequently occurs caused by not
only the node mobility but also the appearance of PU activity. The data transmission of
SUs may be interrupted immediately after a PU activity is detected.

In this paper, we propose the Energy-efficient and Reliable Cognitive Ad-hoc
Routing Protocol (ERCARP) with an aim to provide reliable transmission path and
prolong network lifetime in CRSNs. In ERCARP protocol, the novel routing metric
that takes account of packet loss probability, link latency and residual energy is
introduced and implemented. The protocol establishes a transmission path with small
delay, low packet loss and high residual energy. Moreover, to offer fast route recovery,
the protocol applies the joint path and spectrum diversity in routing to provide
multi-path multi-channel routes so that the source node is able to dynamically switch to
different paths or channels when PU activity is detected during data transmission. The
performance evaluations are conducted through simulations using NS-2 simulator [10].
The simulation results obviously show that ERCARP protocol outperforms the Dual
Diversity Cognitive Ad-hoc Routing Protocol (D2CARP) [11] in terms of the number
of dropped packets, energy efficiency, end-to-end delay and jitter.

Fig. 1. Cognitive radio sensor network.
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The remainder of the paper is organized as follows. In Sect. 2, we present the
related work. The overview of ERCARP protocol is provided in Sect. 3. The protocol’s
routing metric is described in Sect. 4. Section 5 explains the protocol operations
including route discovery and route maintenance process. In Sect. 6, the simulation
configuration is described. We show the simulation results and discuss the protocol
performance evaluation in Sect. 7. Finally, we state the concluding remarks in Sect. 8.

2 Related Work

Several routing protocols have been proposed in the literature in order to address the
different concerns for CR ad hoc networks which can be applied in CRSNs. In [12],
Chowdhury and Felice has proposed a spectrum aware routing protocol for cognitive
scenarios based on geographic routing paradigm, i.e. each SU can determine the
location of other nodes, to elude regions of PU activity during the route formation. In
[13], Beltagy et al. has presented a multipath routing protocol with a purpose to
improve the reliability of transmission paths. The “Route Closeness” metric has been
introduced to create transmission routes based on non-closeness to each other. The
main goal of this routing design is to provide less vulnerability to the impact of PU
activity as an active mobile PU is unable to interrupt all the selected paths in the same
time if they are not close to each other. The authors of [14] has proposed the
on-demand Spectrum and Energy aware Routing (SER) protocol to support the
energy-constraint multi-hop CR ad hoc networks, where each SU has limited energy
supply, with an objective to give high throughput and robust routing as well as prolong
the network lifetime. The protocol provides the channel access scheduling and balances
the network load by dividing the data traffic over different channels and timeslots
according to the channel-timeslot assignment. The article in [15] has introduced the
Cognitive Ad-hoc On-demand Distance Vector (CAODV) routing protocol, which
applies individually path and spectrum diversity, with an aim to support dynamic CR
ad hoc networks. In [11], the Dual Diversity Cognitive Ad-hoc Routing Protocol
(D2CARP) has been proposed by sharing some common functionalities with the
CAODV. The protocol exploits the joint path and spectrum diversity in routing to
reduce the impact of performance degradation experienced by SUs due to PU activities.
Nevertheless, both CAODV and D2CARP consider the number of hops as the routing
metric in order to select the transmission path with minimum hop count. Although the
main advantage of this metric is its simplicity, the quality of wireless links and the
energy efficiency of the network are not taken into account, resulting in the estab-
lishment of non-optimal transmission paths which can significantly cause poor protocol
performance. Additionally, scalable routing protocols for CRSNs have been proposed
in [16, 17]. Even though, the protocols take account of the network scalability, energy
efficiency, resource constraint and spectrum efficiency, the issue of efficient route
recovery has not provided.
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3 Overview of ERCARP Protocol

The ERCARP protocol is a reactive routing protocol which triggers the process of route
discovery when a source node requires data delivery. The protocol shares some
common features with D2CARP protocol [11]. Each node in the network is unnec-
essary to know the complete path from source to destination for data transmission. To
circumvent the routing loop problem [18], the sequence number is utilized to indicate
the freshness of routing information. Furthermore, the protocol applies the joint path
and spectrum diversity in routing to provide multi-path multi-channel routes for rapid
route recovery. The protocol’s routing metric takes account of energy efficiency, packet
loss probability and link latency. A transmission path with small delay, low packet loss
and high residual energy is established in order to provide reliable communications and
prolong network lifetime in CRSNs. The protocol also enables sensor nodes to go into
sleep mode when they do not have any packet to transmit or receive in order to
conserve their battery resources. The main routing packets include RREQ (Route
REQuest), RREP (Route REPly), RERR (Route ERRor), ETX (Expected Transmission
Count) probe, RTT (Round-Trip Time) probe and RTT acknowledgement packet.

4 Routing Metric

In CRSNs, a SU selects an appropriate available channel among various channels for
communication with each other based on a routing metric. The ERCARP protocol
relies on the combined routing metric that is composed of three essential components:
packet loss probability, link latency and residual energy. The protocol selects a path
with small delay, low packet loss and high residual energy for data transmission. The
link cost, C(l), is calculated by using the following equation:

C lð Þ ¼ RE lð Þ � 1
ETXðlÞ

� �
� 2

RTTðlÞ
� �

ð1Þ

where RE(l) is the residual energy of a node on the link l. The RTT(l) is the round-trip
time of the link l, denoting the interval between the sending of an RTT probe packet and
the receiving of the corresponding RTT acknowledgement packet over the link l. The
ETX(l) is the Expected Transmission Count of the link l, representing the expected
number of retransmissions required to successfully transmit an ETX probe packet over
the link l. The ETX(l) can be measured as:

ETXðlÞ ¼ 1
½1� Pf ðlÞ�½1� PrðlÞ� ¼

1
½df ðlÞ � drðlÞ� ð2Þ

where Pf(l) and Pr(l) are the probability of packet loss in the forward and reverse
direction of the link l respectively. The df(l) (forward delivery ratio) denotes the
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probability that an ETX probe packet is successfully transmitted to the neighbor over
the link l during the time window (i.e. ETX_PROBE_WINDOW). The dr(l) (reverse
delivery ratio) represents the probability that an ETX probe packet sent from the
neighbor is successfully received through the link l during the time window (i.e.
ETX_PROBE_WINDOW). The df(l) and dr(l) can be calculated as:

df ðlÞ ¼ nf ðlÞ
ETX PROBE WINDOW

ð3Þ

drðlÞ ¼ nrðlÞ
ETX PROBE WINDOW

ð4Þ

where nf(l) is the number of ETX probe packets successfully sent to the neighbor
through the link l. While nr(l) denotes the number of ETX probe packets successfully
received from the neighbor via the link l.

In ERCARP protocol, a path from source to destination with highest path cost, C(p),
is always selected for data delivery. With maximum value of C(p) for the path, the value
of ETX and RTT is minimized and the RE value is maximized. The maximum value of
RE ensures that the selected path has high residual energy, i.e. energy-efficient path. On
the other hand, the smaller ETX and RTT value give the data transmission with low
packet loss and delay respectively. The C(p) is calculated by using the following
equation:

CðpÞ ¼
X
l2p

CðlÞ ð5Þ

5 Protocol Operations

5.1 Route Discovery

When a source node requires a path towards a destination node for data communica-
tion, it broadcasts a Transmission Route REQuest (T-RREQ) packet to its all neighbors
through all its available channels (i.e. not occupied by a PU).

If a T-RREQ packet reaches the destination node or an intermediate node which has
a valid route towards the destination, it generates a Transmission Route REPly
(T-RREP) and sends it back to the previous node through the same channel that the
T-RREQ packet has been transmitted. The destination node will not discard the further
T-RREQ packets received from the same node but on different channels.

In the route reply phase, an intermediate node which receives the first T-RREP
packet creates a forward route pointing to the packet sender through the same channel
that the packet has been received and then forward the copies of the packet over all its
valid reverse routes with different vacant channels (i.e. not used by a PU) towards the
source of the T-RREQ packet.
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When a T-RREP packet arrives at the source node, a path from source to desti-
nation is created and the node can begin sending data packets. Also, the source node
will not discard the additional T-RREP packets received from the same sender but on
different channels.

5.2 Route Maintenance and Recovery

As data packets flow from source to destination, each node over the transmission path
updates the lifetime (i.e. expiration time) of its forward and reverse routes in order to
maintain the link connectivity. However, if a route’s lifetime is expired, the routing
entry for that route will be invalid.

In the ERCARP protocol, each SU sets a timer for every specific time to sense a PU
activity. During data transmission, if a SU detects a PU activity, it is unable to transmit
a data packet through the channel which overlaps the PU’s transmission frequency,
thus resulting in a link failure. For that case, with the fast and efficient route recovery
mechanism, the node responds to the failure by immediately selecting another available
channel or path for data delivery without the need to trigger a new route discovery
process.

In addition, a link failure, which is detected by link-layer feedback, can result from
not only PU activity but also node mobility, node fault, link degradation, etc. During
data delivery, if a node detects a link breakage and no alternative available channel or
path is found, a new route discovery process will be triggered.

6 Simulation Configuration

The efficiency of the ERCARP protocol is evaluated by using NS-2 simulator [10] with
an extension to support the CR environments. The simulation area of 1000 � 1000 m2

in which 100 movable SUs are located is specified. There are 10 PUs randomly placed
in the simulation area. The PU activities are modeled according to the ON/OFF process
with exponential distribution with parameter k of 250, referred to as PU activity
parameter [12]. Each SU sets a timer of every 5 s to sense a PU activity. There are 5
non-overlapping channels given for multi-channel data communications. The trans-
mission range of SUs and PUs is set to 150 m. Additionally, to calculate the updated
link cost, an ETX and RTT probe packet are periodically broadcasted to the neigh-
boring nodes every 1 and 0.5 s respectively. The ETX time window is set to 10 s. The
simulation parameters are summarized in Table 1.

In our network model, we assume that each SU is equipped with multiple wireless
interfaces. Each interface can operate only on one of non-overlapping channels. The
locations of PUs are assumed to be unknown to SUs.
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7 Performance Evaluation

The protocol performance is evaluated through simulations (with varying data rate)
based on the performance metrics including percentage of packet loss, average
end-to-end delay, average jitter and minimum node lifetime. The NS2 Visual Trace
Analyzer [19] is used to analyze the simulation results. To validate the performance
improvement of ERCARP protocol, the simulation results are compared with that of
the D2CARP protocol [11] under identical scenarios.

Table 1. Simulation parameters.

Parameter name Value

Simulation area 1000 � 1000 m2

Simulation time 500 s
Number of SUs 100
Number of PUs 10
PU activity parameter (k) 250
Number of channels 5
Source node Node 0
Destination node Node 99
Traffic type CBR
Data packet size 512 bytes
MAC layer IEEE 802.11
Transport layer UDP
SU transmission range 150 m
PU transmission range 150 m
Radio propagation Two-Ray Ground Reflection
PU activity checking interval Every 5 s
RTT probe interval Every 0.5 s
ETX probe interval Every 1 s
ETX probe window 10 s

Fig. 2. Simulation results of percentage of
packet loss.

Fig. 3. Simulation results of average end-to-
end delay.
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Figure 2 shows the results of percentage of packet loss against the increased data
rate. For D2CARP protocol, it is obvious that the percentage of packet loss grows
dramatically when increasing the data rate. In contrast, the packet loss result for
ERCARP protocol increases slowly in the same situations. In ERCARP protocol, the
impact of packet loss is taken into account as a routing metric for path selection.
Therefore, the ERCARP protocol provides significantly lower number of dropped data
packets than the D2CARP protocol.

In Fig. 3, the simulation results of both protocols are evaluated in terms of the
average end-to-end delay by increasing the data rate. Although the figure shows the
fluctuation in the results of average end-to-end delay as the data rate increases, it is
observed that the ERCARP protocol outperforms the D2CARP protocol in all cases. As
expected, the ERCARP protocol utilizes the routing metric which considers the link
delay for path decision, i.e. a path with lower latency is chosen for data transmission.
As a result, the D2CARP protocol provides higher end-to-end delay result.

Figure 4 exhibits the comparative results of average jitter as the data rate increases.
From the graph, when the data rate is increased, the ERCARP protocol provides lower
average jitter as compared with that of the D2CARP protocol. The reason behind that is
because, with more effective routing metric, the ERCARP protocol provides more
reliable transmission paths. In addition, by utilizing the multi-path multi-channel routes,
the ERCARP protocol keeps the data delivery process running continuously even in
presence of path failures caused by PU activities. Therefore, the ERCARP protocol
gives lower communication interruptions which produce smaller average jitter result.

In Fig. 5, the minimum node lifetime result of ERCARP protocol is compared with
that of D2CARP protocol under the different data rate. For ERCARP protocol, a
transmission path that has high residual energy is selected. From the simulation results,
as compared to the D2CARP protocol, the ERCARP protocol can prolong the lifetime
of individual SUs and overall network. As expected, with new routing metric in
ERCARP protocol, the data packets are forwarded to SUs which have higher residual
nodal energy; thus providing longer minimum node lifetime.

Fig. 4. Simulation results of average jitter. Fig. 5. Simulation results of minimum node
lifetime.
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8 Conclusion

In this article, we have proposed the ERCARP protocol which is an energy-efficient
and reliable routing protocol for CRSNs. The novel routing metric that takes account of
packet loss probability, link latency and residual energy is applied in the protocol. It
ensures the selected transmission path has small delay, low packet loss and high
residual energy. Furthermore, to offer the efficient route recovery mechanism,
multi-path multi-channel routes are provided to cope with path failures caused by a PU
activity. To evaluate the protocol effectiveness, the performance comparison between
the proposed protocol and the D2CARP protocol has been conducted. As compared
with D2CARP protocol, the simulation results obviously prove that ERCARP provides
lower percentage of packet loss, reduces average end-to-end delay, decreases average
jitter, and achieves longer minimum node lifetime in CRSNs.
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Abstract. The development of H/W and S/W has shortened the repetition cycle
of new data generation and produced various categories of data. Machine
learning, in particular, attracts explosive interest as it categorizes and analyzes
data through artificial intelligence and contests against man. Once generated,
data have their importance highlighted in terms of utilization. It is critical to
analyze the data from the past and cluster new data for the utilization of data.
The present study thus investigated an algorithm of determining the initial
number of clusters automatically, which is part of problems with the K-means
algorithm used in data clustering. The study also proposed an approach of
optimizing the number of clusters through principal component analysis, a
pre-processing process, with the input data for clustering. Its performance
evaluation results show the accuracy rate of 87.6% or so.

Keywords: K-means � K value � Clustering � PCA

1 Introduction

Today’s modern society is entering a new age of smart revolution beyond information
revolution. Smart revolution will enable the implementation of man- and object-based
ways of thinking through the creative utilization of information and communication
technologies and data. One of the core elements to lead the society toward the smart
revolution is Big Data, whose production and expansion has been gaining momentum.
Big Data include unstructured data on Facebook and Twitter and enjoy high-speed
expansion. Also developing are researches on machine learning to predict the future
based on the produced data. Machine learning is similar to Big Data in that it collects
and analyzes data that are being produced anew to predict the future, but it is different
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from Big Data analysis in that it can collect Big Data and learn with the system itself.
Being a sector of artificial intelligence, machine learning has been in spotlight as a core
technology of Big Data. There are two types of data analysis in Big Data analysis and
machine learning: supervised learning makes an inference of a function based on
learning data that have been entered and trains algorithms with the input data including
labels. Its representative algorithms are regression analysis and classification. The other
type is unsupervised learning makes an inference of relations with input data with the
absence of labels and training data for the input data. Its representative algorithms are
clustering and neural networks. Clustering is a statistical method of measuring simi-
larity between input data and grouping similar data together. There are two types of
clustering: hierarchical and non-hierarchical clustering. The former is a statistical
method of putting together similar clusters sequentially based on the premise that all
the input data form separate individual clusters, eventually allowing all the data to
establish a single cluster. Its utilization peaks when the number of data to be analyzed is
relatively small. When the number of input data grows, hierarchical clustering drops in
its utilization and requires a lot of time and memory to calculate distance between data,
thus facing limitations with application. Non-hierarchical clustering includes data that
are the closest to the center of set clustering one by one with the number of clusters set
in advance. Its good example is K-means clustering. Non-hierarchical clustering needs
the number of clusters that has been set to calculate results, but it is a rare case to
measure proper numbers of clusters in advance in actual data analysis. The optimal
number of clusters is determined by changing the number of clusters and considering
the results in most cases. Previous studies employed Rule of Thumb, R-Squared,
Elbow, and Information Criterion Approach to measure the optimal number of clusters
[1–7]. R-Squared and Elbow, in particular, confirm the optimal number of clusters by
increasing them sequentially. This study thus set out to propose an optimization method
for the number of clusters with principal component analysis-based high-dimensional
data resolutions. The range of data for clustering encompasses from numerical data to
categorical data. The range of data is distinguished according to the matrix.
High-dimensional data process the reduction of dimensions through principal com-
ponent analysis. The present study proposed an approach of obtaining the median
values of high-dimensional data based on the determinant of dispersion matrix in each
group of input data through the reduced label data and determining them with the
number of clusters.

2 Related Work

2.1 K-means

K-means algorithm is a clustering technique to classify input data into k clusters based
on unsupervised learning similar to supervised learning. Unlike supervised learning,
which updates weight vectors every time a vector is entered, the K-means algorithm
updates weight vectors simultaneously after all the input vectors are entered. The
criteria of clustering classification are the distance between clusters, dissimilarity
among clusters, and minimization of the same cost functions. Similarity between data
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objects increases within the same clusters. Similarity to data objects in other clusters
decreases. The algorithm performs clustering by setting the centroid of each cluster and
the sum of squares between data objects and distance as cost functions and minimizing
the cost function values to repeat cluster classification of each data object.

Error ¼ b
Xk

i¼0

Intra CDð Þ � c
Xk

i¼0

ðICDÞ ð1Þ

Intra-cluster distance (IntraCD) is the addition of distance to all the input vectors
allocated to the concerned cluster from the centroid of each cluster. Inter-cluster dis-
tance (ICD) is the distance of weight vector between two clusters. As seen in
Formula (1), errors are calculated by adding the sum of IntraCD of all the clusters and
subtracting the sum of ICD for all the cluster pairs. b and c are weighted values.

2.2 PCA

PCA is a technique of unsupervised learning to reduce information loss of multi-
dimensional input vectors through analysis and to return them to lower-dimensional
vectors. It is one of the multivariate data processing techniques presented in a couple of
principal component values. When there is a vector of n dimension, eigenvector is
obtained through average vector and variance-covariance matrix from the application of
Formulas (2) and (3). Then eigenvector is arranged according to the size of the corre-
sponding proper value to add a newmatrix. The newmatrix is applied as a transformation
matrix to convertVector x intoVector y as seen in Formula (4). Then newvariables inRow
y have non-correlation and are arranged in the order of monotone decreasing variance to
reduce the dimensions with the big principal components of high variance value.

mx ¼ 1
M

XM

k¼1

xk: ð2Þ

Cx ¼ 1
M

XM

k¼1

xkx
T
k � mkm

T
k : ð3Þ

y ¼ nMatrixðx� mxÞ: ð4Þ

Cluster Count Optimization Method of K-means

A method of clustering not based on a probability model usually uses a criterion to
measure how similar or dissimilar prediction values are and performs clustering based
on non-similarity (or distance) rather than similarity. K-means clustering minimizes the
sum of distance squares within a cluster for the optimized number of clusters K. For its
optimization, one needs to measure the sum of distance squares among the clusters for
the input data and the number of clusters K and find the optimum separation of the
smallest value. It is extremely important to determine the number of clusters K for
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optimal clustering. The present study thus enabled the application of K to discrete and
continuous variables to be entered. The multi-dimensional data of data vector were put
to linear changes based on the dispersion matrix to analyze the number of clusters in
the clustering of input data. The minimum values not in correlations with each other
were treated as data objects and extracted as principal components. Figure 1 shows the
clustering extraction algorithm of input data with the application of PCA.

For the principal component analysis of entire input data, the primary principal
component axis obtained through eigenvalue decomposition was projected onto the
input data with the new axial values. Distance between each data was measured based on
the axis where changes to the projected values became maximum. Data were extracted
with the median values as the center of cluster based on the sum of measured distance
squares. If the dispersion of projected values is assumed as the predicted center (z) of
input data cluster, it will be expressed as in Formula 5.

r2 ¼ 1
n

X

i

ðz � wÞ2 � ð1
n

X

i

ðz � wÞÞ2 ð5Þ

3 Experiment and Evaluation

In an effort to assess the proposed K-means optimization for the number of clusters, the
investigator extracted approximately 1,000 articles from an Internet news group(sports)
for a month and selected dates for analysis through dispersion matrix. Figure 2 shows

Fig. 1. The clustering extraction algorithm of input data with the application of PCA.
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the clustering of dispersion matrix according to the chosen dates. Related articles and
dates were analyzed through dispersion matrix. The analysis results show that the
number of article words was high on Sundays. Those results were then used to evaluate
the performance of the proposed approach, which applied the PCA-based method to
produce the number of clusters.

The 500 sports articles issued on Sunday were clustered according to the sports
events. There were total ten sessions of clustering based on PCA. Figure 3(a) presents
the outcomes of clustering that determined the number of clusters based on PCA.
Figure 3(b) presents the outcomes of clustering based on Elbow.

Fig. 2. The clustering of dispersion matrix (day)

Fig. 3. The clustering result ((a) K-means with PCA, (b) K-means with elbow method))
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The performance evaluation results show that the number of clusters based on PCA
was K = 4 in all of ten sessions. When the 500 articles were examined in the
PCA-applied clusters, however, it was found that about 2–15 articles were in a different
cluster from the one they were supposed to belong to. The accuracy rate of clustering
was approximately 87.6% after ten sessions.

4 Conclusion

The present study chose principal component analysis over the old methods of deter-
mining the number of clusters including Rule of Thumb, R-Squared, Elbow, and
Information Criterion Approach and proposed an approach of optimizing the number of
clusters through principal component analysis. The approach involved projecting the
primary principal component axis, which was obtained by applying eigenvalue
decomposition to the input data, as the new axial values of input data, measuring
distance between each data based on the axis that maximized changes to the projected
values, and extracting data with the median values as the center of cluster based on the
sum of measured distance squares. The proposed approach was assessed for its per-
formance, and the results show that the accuracy rate of clustering for the approxi-
mately 500 newspaper articles was 87.6%. Follow-up study will conduct a performance
evaluation by applying continuous variables and supplement the boundary data of
K-means algorithm to lower the error rate of clustering.
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Abstract. A Patch Management System (PMS) distributes and manages secu-
rity patches for patch-server agents after collecting the patch files from software
vendors. The PMS must account for the integrity and safety of the patch files to
prevent huge damage arising from possible security incidents at the agents’
environment. As software vendors cannot consider the patch compatibility of all
patch-agent environments, the cause of a compatibility conflict must be analyzed
when a patch fails. Existing PMSs manually verify the integrity of the patch files
in a test environment. This study presents a method to automate patch testing and
application, while monitoring the file modification, and reduce the time needed to
analyze compatibility conflicts by using the modified file information.

Keywords: Patch management systems � Integrity � Compatibility conflicts �
Automated patches

1 Introduction

Attacks that exploit software vulnerabilities are increasing. However, even after pat-
ches addressing vulnerabilities are released, it is difficult to apply them to the numerous
varying PC configurations. Enterprises use patch management system (PMS), which
collect patch files from software vendors and manage agent patches [1].

However, security incidents continue to occur because patch servers are hacked, and
forged patches are applied to the agent. OnMarch 20, 2013, three broadcasting stations and
three banks in South Korea suffered hard-drive destruction, which paralyzed their com-
puter networks. The hackers of the 3.20 cyber-attack used virus-infected computers to gain
remote access to the affected vaccine servers and planted viruses into the vaccine servers’
update files. The agents that downloaded the forged files were infected with viruses [2].

In March 2016, an agent PC that managed certificates was infected with malicious
code after it downloaded forged files. Its managed certificates were leaked and threat-
ened the integrity of the signed data.

To address the problem, this study proposes a method to automate the test process
used by personnel responsible to manually verify the integrity of patch files and also to
reduce the time required to analyze the cause of compatibility conflicts that may occur
in a patch agent.
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2 Existing Patch Management Systems (PMS)

A PMS collects the patch files from software vendors under a server-agent structure
and manages the patches of patch agents at enterprises. Figure 1 shows the composition
and patching process of a general PMS.

After the software vendor distributes the patch file, the PMS emails a notice to the
patch personnel and collects the patch file [3]. Upon downloading the patch file, the
enterprise must verify the patch’s integrity to prevent any security incident from
happening to the agents [4]. Any time a new patch is released, patch personnel apply
the patch file manually in a test environment to verify its integrity; they electronically
sign it when the patching is complete, before distributing it to each enterprise PMS
server. However, it is difficult for a software vendor to make a patch compatible with
the agent environments of all enterprises. Therefore, automation is needed to accelerate
the manual integrity test and the analysis to resolve agent patch-compatibility
problems.

Fig. 1. PMS composition and patching process
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3 Automatic Integrity Verification Using Modified File
Information

If a new security patch is available, the PMS downloads and installs it on a PC in a test
environment. This study proposes a method for generating modified file information
through file-change monitoring and providing it for the patch agent’s use when the
patch file is applied to the test environment.

3.1 Inspecting a Patch File in the Test Environment

The PC in the test environment selects the downloading route for the patch file to
monitor the file generation. When the event is observed, the PC saves the file infor-
mation of the downloaded software folder before it is applied. After saving the existing
file information, it applies the patch and monitors the file modification. Figure 2 pre-
sents the proposed patch-test process.

In real time, the computer monitors the events of file generation, modification, and
deletion in the patched folder and records the modified file information in order. If the
patching is complete, the PMS main server electronically signs the information (shown
in Table 1) collected by the file-change monitoring. When the signature is complete,
the PC transmits the signed patch file and modified file information to the PMS server
of each enterprise. The signature on modified file information uses XML (Extensible
Markup Language) digital signature [5, 6].

Fig. 2. Automatic patch test process in a test environment
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3.2 Applying a Patch File in the Agent Environment

Having received the signed patch file and modified information, the enterprise PMS
server inspects the validity of the digital signature. If it is found to be valid, the PMS
server electronically signs the patch file information again before distributing it to the
agent. When the agent finds a valid signature on the sent patch file and patch infor-
mation, it applies the patch, as in Fig. 3. If the signature is invalid, the agent reports it
to the enterprise PMS to suspend its distribution.

After applying the patch, the agent records the modified file information by
monitoring the file modification and compares the completed patch information with
the transmitted modified information. If the file information modified by the patch
matches the modified information sent, the agent reports the patching result to the

Table 1. Patch-related information collected in the test environment

Collected information Description

Patch file name Used as integrity verification information for the patch file
downloaded from the PMS serverPatch file size

Patch file hash value
Modified file name When patching stops because of a compatibility conflict, the

moment when the conflict occurs is notified to the patch
personnel

Modified file path
Modified file size
Modified file hash value

Fig. 3. Patch agent’s patching process
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enterprise PMS server. If they do not match, it informs the patch server of the altered
file so it can suspend the patch distribution and address the problem immediately.

3.3 Analysis of a Software Compatibility Conflict Using the File-Change
Log

It is challenging for software vendors to consider all PC environments before dis-
tributing a patch. However, a security incident against an enterprise’s client PC must be
dealt with quickly, as it can inflict grave damage. If patching is suspended because of a
compatibility conflict with the agent environment, the patch agent is patched, and the
agent’s change-log file and the change-log file sent from the enterprise PMS server are
signed electronically by the agent and transmitted to the enterprise PMS server. The
enterprise PMS server can find the moment of compatibility conflict by comparing the
change log file of the agent that experienced the conflict and the change-log file when
the patch was correct.

4 Conclusion

Since the alteration of a patch file and subsequent security incidents against an
enterprise agent can result in serious damage, efforts to prevent and respond to them
quickly are essential. It is also demanding for vendors to test whether a patch is
successfully installed on all PC types before they distribute it.

This study enabled the automation of a new-patch test that was manually performed
by the patch personnel using efficient allocation of work forces. It also notified the
agent of a patch compatibility conflict that stemmed from an enterprise’s patch-agent
environment, helping reduce the time needed to analyze the cause.

It is expected that signing the patch file and patch information together, as described
in this study, will strengthen the integrity verification procedure, save time solving
compatibility conflict issues, and eventually allow for more stable patch management
than in existing PMSs.
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Abstract. In the advent of SDN paradigm, the accumulated verification tech-
nologies in the existing software fields are being used to verify the SDN. Data
Plane consists of Forwarding Devices and is controlled by Control Plane. If
correctness of the Forwarding Device is not verified, it affects to the whole
network. However, doing every testing by manually is a huge time-cost con-
suming act, so it requires an automation. In this paper, it suggests a framework
which applies ART (Adaptive Random Testing) technique which considers
OpenFlow Switch to be Black Box from the Controller point of view and is easy
to do a testing automation.

Keywords: SDN � OpenFlow � Adaptive Random Testing

1 Introduction

SDN paradigm has brought us new challenges. SDN is a networking paradigm which
deals with networking direction settings and controls or complicated operating man-
agement through software programming. SDN has acquired programmability through
its operating ways and structure in which Control Plane and Data Plane are logically
separated [1]. The Control Plane controls over Data Plane which consists of Data
Forwarding Devices (switch, router, etc.) like Operating System. There is one which
represents SDN: OpenFlow and it virtually is located in de-facto standard. The
behavior of OpenFlow is that OpenFlow Control Plane, called OpenFlow Controller,
updates Flow Table Entries in Data Plane, called OpenFlow Switch, and OpenFlow
Switch is processed by flow based on the Flow Table [2]. So, since the role of software
has grown huge, we could manage as well as control the network more flexibly and
closely. However, the side effects of the software highly made the risk of having more
defects. One of the network factors that could not be found from the beginning can
affect to the whole network. According to severity of the defects, it would cause a
serious result which ranges from packet loss to paralysis of the whole network. For
example, if a switch actually run by network could not do a packet processing function,
it would have caused a serial accident in the end. Thus, testing a correctness of network
function is a very basically and fundamentally important activity.
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The testing or SDN-OpenFlow verification research which has been done above are
substituting the testing methods or the existing software fields from the researchers’
point of views towards SDN. However, most of the researches make SDN approach to
Finite State Machine and only do Formal Verification by using authentication tools as
in theorem prover, model checking [3–9]; it is actually difficult for testers to implement
because of high learning curve. In the paper, we suggest functional testing methods in
which OpenFlow Switch regards to Black-Box in a Controller point of view. Controller
generates packets for a functional testing and put the packets in a Switch. Getting the
results from the switch which contains the packets, compare them to ideal results.
A way to generating packet used Adaptive Random Testing technique. In order to
lessen time consuming, tedious functional testing characteristics, we suggest OpenFlow
Switch testing automation framework which can automatize such as test execution, test
generation, test selection, and test result comparison.

2 Background

2.1 Black-Box Testing

Black-box Testing is one of the Software Testing techniques that test software activities
about internal software without any knowledge. The black-box testing is widely being
used in almost every software [10]. The paper watches Switch as Black-box from the
controller’s point of view because when Ingress Packet is sent from the controller,
black box switch plays a role to do as a packet and throw them back to Egress Packet.

2.2 Adaptive Random Testing

Random Testing can be applied to test generation, since it has the most popular and
easiest advantages. However, for the Random Testing, as it tests randomly and selects,
it has some performative problems in balancing between error detection and test
generation. To fix these issues, Adaptive Random Testing is suggested by Cheng. ART
generates test data more effectively and evenly based on Failure Pattern in Input
Domain, and there is a variety of ways existed and is being researched. This paper uses
FSCS-ART which chooses next test by distance in between a fixed size test candidate
set and executed test [11, 12].

2.3 Testing SDN-OpenFlow Switch

SDN-OpenFlow verification and testing research are substituting existing software
verification or testing methods from the researcher’s point of view towards SDN.
OFTEN is regarded as black-box, so it proceeds integrated network testing and detects
unrevealed inconsistencies through state-space exploration techniques [13]. Through
simple processes, we suggested approaches about integrated network testing, but by
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using the Model Checking technique, overhead factors about additional preliminary
things are remained. SOFT is checking about Functional Equivalence of different
OpenFlow agents to test inter-compatibility. Individually different OpenFlow agents’
functional equivalence is checking over whether they return the same results or not
through symbolic execution [3].

Automated Test Packet Generation (ATPG) automatizes test packet generation
based on topology information of organization and suggest the ways to minimize the
number of test packets [14]. For FlowTest, by using Al Planning Tool, it generates Test
Plan and suggests the way of testing Data Plane [15]. In case of InSP, it gets infor-
mation from Packet Template Table and Flow Table and suggests the way of gener-
ating packet [16]. J. Yao et al. [4] provided a way and a tool that are able to test
Black-Box in SDN Data Plane. Based on OpenFlow switch specification which sup-
ports multi table, formal model switch in a specification language, and after it makes
Data Graph and Data Paths based on this model, it uses a way to creating test case
through those two things. However, there are limits that the flow table status of an
actual switch that constantly changes cannot be instantly applied to the switch model.
Besides, for OFTest, it suggests a test case about OpenFlow Switch [17].

3 OFART: OpenFlow Switch Adaptive Random Testing

OFART consists of three big parts (1) Test Packet Generation, (2) Test Selection,
(3) Test Execution. The flow chart is illustrated in Switch Testing Tool provided by
SDN Open Source Framework RYU [18].

3.1 Overall

The whole OFART Framework architecture is illustrated in Fig. 1. At first, test gen-
erator creates the number N of Test Data and stores them into Test DB. Test Selector
randomly chooses one of the Test Data out of N. After the Test Data which is chosen by
Test Selector is created as a Test Pattern, is sent to Tester. Test Pattern is a test script
file which is written in JSON format. Tester makes Test Pattern a packet and gives the
packet to the switch which is to be tested. After the packet given to the switch is
matched with Flow Table within the switch, output packets taking actions accordingly.
The egress packet decides Pass or Fail after comparing Desired Packet with Egress
Packet through Test Executor. Decided results are sent to Test Selector. The Test
Selector chooses 10 candidates from Test DB, makes Candidate Set, and has distance
value from recently executed Data. If compared results are Pass, Test Selector chooses
Test Data which is the farthest distance. If it is Fail, it stores the Data in Fail DB,
chooses the closest Test Data. The chosen Test Data is sent back to Generator and made
as a test pattern. It repeats the acts shown above.
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3.2 Adaptive Random Test Packet Generation

In this section, we describe of how Test Generator makes Test Pattern to make Test
packet. Test Pattern is JSON which is to test OpenFlow Switch in RYU. Test Pattern
consists of Prerequisite, Ingress Packet, Egress Packet. Test Generator generates Test
Pattern written in JSON format by ART technique. The created Test Pattern is sent to
Tester and Tester interprets the Test Pattern and makes Test Packet to test switch. All
the processes will be named as ‘Adaptive Random Test Packet Generate’, and acronym
of the term is ARTPG.

3.3 Similarity-Based Test Selection

FSCS-ART picks up test data which will be executed next based on the distance
between candidate set and executed test. The next data would be chosen as farthest data
from the test data which was executed before. Numerical Input Domain can measure
the distance through Euclidian distance, but for OFART, each factors of Test Data have

Fig. 1. High-level architecture of OFART framework
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a variety of shapes and scopes. In order to fix such problems, we defined a distance in
between Tests based on similarity of tests. In other words, testing subset has a high
similarity, and other functions a low similarity, Thus, tests with high similarity have a
short weight: short distance, low similarity have a short weight: long distance.

Selector sends the test which is randomly chosen by Test DB to the Generator. And
then, after calculating distances of the chosen test and randomly chosen 10 candidate
tests, temporarily remember the farthest test, the closest test. After receiving a test
result (Pass/Fail) through Generator and Test, if the result is Pass, sends the farthest test
to Generator, or Fail, sends to the closest test to Generator.

4 Evaluation

In order to evaluate proposed method, we measure effectiveness using F-measure that is
number of test cases required to detect the first defect. The defect is injected at a
‘SET_DL_DST’ function of Open vSwitch for F-measure. To compare traditional
random testing with proposed method, the test case count and execution time are
measured to find a injected defect. Setup time do not included in execution time.
Table 1 shows simulation result of 100 times.

As shown in Table 1, generated test cases of OFART are reduced 67% than random
testing. Also, execution time is reduced 62.5%. As a result, OFART’s performance
show higher than random testing.

5 Conclusion

This paper applies ART technique in order for SDN Switch to do Functional Testing,
suggests Framework which automatizes it. OFART can be used when Regression
Testing and Tester are systematically verified in developed functions. Testers which will
not involve in the development directly would be able to easily test the SDN Switch
without implementing a high-learning curve. By applying ART technique, testing is
under processing based on Failure Pattern, so it is more effective than the randomly
pick-up way, and through automation, there would appear a reduction effect in the time
and cost phases which are consumed by repeated actions of functional testing.

Acknowledgments. This research was supported by The Leading Human Resource Training
Program of Regional Neo industry through the National Research Foundation of Korea
(NRF) funded by the Ministry of Science, ICT and future Planning (No. NRF-2016H1D5
A1909989).

Table 1. Test result of random testing and OFART

Random testing OFART

Test case count 12 4
Execution time 0.924 s 0.346 s
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Abstract. Since more systems require management by the patch management
system, it is difficult for patch administrators to collect patches using existing
methods. In addition, importance of managing Microsoft (MS) patch has been
coming to the fore as occurrence frequency of MS related software’s vulnera-
bility is increasing. The paper proposed a system that enabled them to auto-
matically check and collect the MS patches and manage them efficiently through
automatic patch alarm and collection using WSUS.

Keywords: Patch management system � WSUS � Automation

1 Introduction

As PCs left unpatched for reported vulnerabilities continue to suffer security incidents,
the patch management system or PMS has been increasingly adopted [1]. Various
systems need patch management and, accordingly, patch administrators consider it
cumbersome to visit each vendor’s website to check and collect the announced patches
as they have done so far.

The number of security vulnerabilities found from Windows also soared and,
correspondingly, patch management for the Microsoft (MS) software has become quite
important for the patch administrators [2]. Hence, automatic confirmation and collec-
tion of the MS patches are emphasized as an essential factor for downsizing the number
of patch administrators and provide patches quickly. MS has two ways to offer patches.
One is downloading them from its website, which can be automated through web
crawling. The other is using Windows Server Update Services or WSUS, a patch
management solution of MS. The challenge in web crawling is its high sensitivity to
changing contents such as changes of web page size and format [3].

The paper proposed a system where patch administrators used WSUS to find and
collect patches automatically, breaking away from the existing method of manually
colleting them.
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2 Related Studies

2.1 Patch Management System

A patch management system is one where the central management server manages the
entire patches for the operation system and software to raise the overall security level of
a PC within a network.

If a software vendor announces a new patch, central patch administrators visit the
vendor’s website to find and collect it. They generate integrity information by applying
a new patch to a test environment and encrypt it before distributing it to a patch
administrator server of an organization or institute to prevent any forged file from
causing security incidents.

As existing patch management systems made it difficult to perform patching
manually, studies have been carried out to automate the processes. Under the cir-
cumstances, the automatic alarm and collection of MS software patches with the
increasing number of vulnerabilities detected and security breached can be an efficient
patch management method.

2.2 WSUS (Windows Server Update Services)

Microsoft makes regular security announcements on its website and an announcement
has a Knowledge Base (KB) patch by specific software under it. WSUS is a patch
management solution to provide and manage this KB patch information and files [4]. It
operates with the Windows server and allows the administrator download the patch
information and files automatically from the MS download center as well as control the
patch distribution and management in person. It also saves patch-related information at
a database called SUSDB, from which the patch administrator can collect the
patch-related information and obtain the patch files [5].

3 MS Patch Alarm and Collecting System

3.1 Configuration of MS Patch Alarm and Collecting System

The MS patch alarm and collecting system proposed by the paper consists of the patch
file server and client agent as shown at Fig. 1.

Fig. 1. Configuration of the proposed system
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The patch file server has WSUS, an alarm and collecting program, and an FTP (File
Transfer Protocol) server. WSUS is linked to the MS download center to automatically
download the patches on a regular basis. The patch file is saved at the FTP server and
made available to the patch administrator. The alarm and collecting program on a PC
installed with WSUS monitors the changing status of SUSDB, collects the modified
patch information, and sends an e-mail to inform the patch administrator thereof.

The client agent runs on the patch administrator’s PC and downloads the patch file
from the FTP server after it receives the notification e-mail from the patch file server. It
uses Secure Sockets Layer or SSL for safe patch transmission.

3.2 Information to Be Collected

The patch administrator establishes a distribution policy to maintain the stability of the
system to be patched. Under the policy, the administrator identifies a system that needs
patching urgently for prior distribution. He should also be knowledgeable of what
effects patching would have on the system in advance to prevent system operation error
after it is patched. Patching should be done after the system to be patched finishes an
important task. To set up the patch management policy, the system of this study
collects the information of Table 1 from SUSDB to send it when a new patch is
released and notified to the patch administrator via e-mail.

3.3 Patch Alarm and Collection

SUSDB is monitored for patch alarm and collecting related information. Its patching
list is saved based on a field named UpdateID, unique identifier by patching at the
tbUpdate table. The tables that have patch information like Table 1 form relations with
each other by referring to the tbUpdate table. The information can be accessed via
UpdateID. When a new patch is downloaded or modified, the tbUpdate table including
patch-related tables is modified and the version of patch modification is managed with a
field named RevisionNumber.

Table 1. Information about patches to be collected

Name Description

SecurityBulletinID To identify security notice showing new patches
KB number To identify patching
KB title
KB description

To verify description of new patches, identify effects of their
application on the system and establish priority

MoreInfoURL To confirm detail patching information
Target To select the system for patching
MsrcSeverity To determine the order of patch distribution
RebootBehavior To schedule rebooting after patching
Superseded To see the new patching information resulting from patching
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Figure 2 demonstrates the patch alarm and collection, which is carried out auto-
matically. The alarm and information collection program collects the modified patch
information by monitoring the tbUpdate table regularly. It compares the existing
tbUpdate table with the one updated by added and modified patches to detect any
change in the patching list. It collects the modified patch information in response to
MSSQL to be collected at Table 1. Upon completion of the collection, the program
produces a collection document and transmits the e-mail alarm to the patch adminis-
trator. After he receives the alarm, the client agent downloads the patch file from the
FTP server of the patch file server.

3.4 Operation and Verification

The patch file server composed of WSUS (ver. 6.3) and FTP server on Windows Server
2012 R2 (64 bit) applied C# to operate the alarm and collecting program as well as the
client agent. For verification, the study installed the patch file server at a test network
and client agent on the patch administrator PC to see whether the program receives the
alarm e-mail and collects the patch file automatically when it is released.

The test proved that the patch alarm was sent to the e-mail account of the
administrator and the patch file was downloaded automatically from the FTP server of
the patch file server on the PC. Figures 3 and 4 below illustrate the result.

Fig. 2. Patch alarm and collecting process
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4 Conclusion

Existing downloading methods made patch management difficult because the patch
administrator had to find and download new patches by visiting the software vendors’
websites in person to collect various operation systems and software patches. Though
this process can be automated through web crawling, the crawling policy should be
revised anytime the contents change.

The study proposed the system that enabled efficient MS software patch manage-
ment. This system applied WSUS to overcome the weakness of web crawling and also
automated the patch confirmation and collection that had been conducted by the patch
administrator manually and this saved human labor. The system enables the patch
administrator to check, collect, and distribute the patch quickly and eventually improve
the efficiency of the MS patch management.

Acknowledgments. This work was supported by Institute for Information and communications
Technology Promotion (IITP) grant funded by the Korea government (MSIP). (No. B0717-16-
0099, IoT Security Vulnerabilities Search, Sharing and Testing Technology Development).

Fig. 3. E-mail transmitted to the patch administrator

Fig. 4. Patch file downloaded by the client agent
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Abstract. This paper presents a method of building a security vulnerability
information collection and management system in order to promptly identify
which types of security vulnerability are included in IoT devices.

Keywords: IoT device � Security vulnerability � Security risk � Information
collection

1 Introduction

According to the 2014 Gartner Report, application services based on IoT devices are
increasing at a consistent rate, with the number of IoT devices connected to the Internet
forecast to reach 26 billion by 2020. However, although more than 70% of the IoT
devices used for such IoT-based application services are exposed to security vulner-
abilities, there are problems in terms of information security as it is difficult to identify
which IoT devices contain security vulnerabilities due to the diversity of protocols and
system S/W used in IoT devices, the utilization of open source S/W, and so on.

The problems of information security that are inherent to such IoT devices can be
exploited in various hacking attempts as IoT-based services are enhanced. Also, it
might become increasingly difficult to identify which type of hacking attack has been
used on which IoT device when an actual hacking attack is being made, and to
determine what solution should be used to resolve such situations, ultimately leading to
possible social confusion in which a hacking attack may expand to the many systems
and information devices that are connected to the network.

This paper presents a method of building a “security vulnerability information
collection and management system” with the aim of creating a system that performs
periodic or real-time analysis of the presence of security vulnerabilities in various types
of IoT devices. The method of building a security vulnerability information collection
and information management system proposed herein can be utilized to build a
responsive system that promptly identifies and responds to security vulnerabilities in IoT
devices which are utilized in various services and to build the relevant control systems.
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This paper classifies the security vulnerability information collection and man-
agement system for IoT devices into the following functional aspects:

(1) System composition plan: Explains the software composition of the security
vulnerability information collection and information management system.

(2) Collected object: Explains which security vulnerability will be collected from
which information source.

(3) Collection motion: Explains how information on security vulnerabilities will be
collected.

(4) Management of collected details: Explains how to manage the vulnerability
information that is collected.

2 Main Points

The IoT market is beginning to take off as evidenced by the recent spate of launches of
new products and services related to IoT. There are various environmental conditions
in IoT, such as the connection method for IoT devices, networks, and properties of
things. Just like existing Internet devices, IoT devices have various weaknesses and are
vulnerable to security risks that take advantage of such weaknesses.

The “IoT security vulnerability information collection system” currently under
development is a system that collects vulnerability informationwhich is distributed through
various routes periodically, analyzes and classifies such information, and processes and
manages it so that it can be used efficiently in analyzing the vulnerability of the device.

2.1 System Composition

The “IoT security vulnerability information collection system” is being developed using
JAVA language, and consists of a collection module, an analysis module, a classifi-
cation module, and a collection management module according to its detailed functions.

When collecting data using a single file link, the collection model utilizes the file
download function created with Java-based API. When collecting subordinate links and
various content files in a complex manner starting with a specific URL, it collects data
using Nutch1, which is distributed by Apache.

The analysis module performs JSON parsing and analysis using the Gson2 library
according to the types of collected data (HTML, XML, JSON, EXCEL, etc.), parses
and analyzes EXCEL documents using Apache’s POI3 library, and analyzes infor-
mation provided in XML and HTML standards.

The classification module re-processes all collected information based on the
analyzed data and builds relationships between the analyzed vulnerability data.

1 Nutch, an open-source search engine created based on Lucene, provides excellent modularization for
attaching various plug-ins. It enables Hadoop-based MapReduce and distributed file systems to
perform tasks in multiple machines.

2 Gson is a Java library that converts Java objects to JSON expression.
3 Library, made by Apache Software Foundation, enables the reading and writing of Microsoft Office
file format using pure Java language.
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The collection management module manages the collection schedule of the col-
lection module, and stores and manages the collected data (Fig. 1).

2.2 Security Vulnerability Information to Be Collected

The national vulnerability database of the National Institute of Standards and Tech-
nology (NIST) and the security bulletins of the Microsoft Security TechCenter were
selected as the primary objects of security vulnerability information collection by the
IoT security vulnerability information collection system. Periodic collections and
updates are made by the collection module.

2.2.1 NVD Information

Classification Details

Download address https://nvd.nist.gov/download.cfm
Data format XML file
Scope of vulnerability collection 2002–Current
Collected information CVE information, CPE information, CWE information,

CVSS information

Fig. 1. System structure
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2.2.2 Information on Security Bulletins of the Security TechCenter

Classification Details

Download address https://www.microsoft.com/en-us/download/details.
aspx?id=36982

Data format EXCEL file
Scope of vulnerability collection 1998–Current
Collected information Microsoft Security Bulletin information, CVE

information, Information on affected software

2.3 Collection of Security Vulnerability Information

The IoT security vulnerability information collection system collects data from the
national vulnerability database (NVD) of NIST and security bulletins from the
Microsoft Security TechCenter anywhere from once to multiple times each day. The
collection motion involves either accessing each URL which provides vulnerability
information and automatically downloading the relevant files, or using Nutch to collect
various contents (HTML, PDF, Doc, …) that are subordinate to the URL of the
website. NVD information and Microsoft Security Bulletins, which are the current
collection objects, are collected using the file download method (Fig. 2).

2.4 Analysis of Security Vulnerability Information

The IoT security vulnerability information collection system enables the parsing
module (supports XML, JSON, EXCEL, HTML formats) to selectively analyze data
according to the standards of the collected security vulnerability information data, and
selectively uses the relevant parser according to the expression standard of the internal
document for the collected vulnerability data in order to perform security vulnerability
data analysis (Fig. 3).

The NVD security vulnerability information collected by this system is collected in
the XML format. Once collection is complete, a document analysis motion using the
XML Parser is performed. For the Microsoft Security Bulletins, a document analysis

Fig. 2. Security vulnerability information collection motions
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motion using the Excel Parser is performed. The results of the analysis are stored in a
precomposed data management object (Java Value Object) as well as in the database.

2.5 Classification of Correlations Among Security Vulnerability
Information

The IoT security vulnerability information collection system classifies the correlations
among security vulnerability information based on the object(s) containing the security
vulnerability information data that has been collected and analyzed (Java Value
Object). The classification of correlations is conducted by first classifying the corre-
lation between CVE and CPE based on the NVD vulnerability, between CVE and
CWE, and then between CVE and CVSS in order to identify all correlations among the
subordinate information for each vulnerability (Fig. 4).

To classify the correlations among the security vulnerability information of
Microsoft and NVD, the Bulletin-ID in CVE information and the Bulletin-ID in MS
security vulnerability information are compared with one another in order to identify
the correlation for the first time, and then the CVE-ID included in Microsoft security
vulnerability information and CVE-ID analyzed using NVD vulnerability information
are compared in order to classify the correlations.

Fig. 3. Analysis of security vulnerability information

Fig. 4. Correlations among detailed vulnerability information
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Vulnerability information thus classified makes it possible to establish and objectify
the correlations among different collection objects as follows in order to be stored and
managed (Fig. 5).

Based on the objects produced in this way, which store the correlations of security
vulnerability, the security vulnerability analysis of IoT device information, a major
function of this system, starts to operate.

Acknowledgments. This work was supported by Institute for Information and Communications
Technology Promotion (IITP) grant funded by the Korea government (MSIP).
(No. B0717-16-0099, IoT Security Vulnerabilities Search, Sharing, and Testing Technology
Development).

Fig. 5. Data objects of detailed vulnerability information
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Abstract. Energy conservation is one of the most important issues in selection
of cluster head in wireless sensor networks. Traditional cluster head selection
methods reduce cluster communication distance, but there is not enough
increase in the network lifetime. In this paper, we propose CHSM-RSA (Cluster
Head Selection Method by Restricting Selection Area). CHSM-RSA reduces
cluster communication distance by using partitioning and restricting network
area where nodes can be selected as cluster head.

Keywords: Cluster head selection � Restricting selection area �Wireless sensor
networks

1 Introduction

The Wireless Sensor Network (WSN) consists of hundred and thousand number of
small, relatively inexpensive, and low power sensor nodes deployed in broaden area. It
can sense data, transmit and receive data, and aggregate data with the help of wireless
communication technologies. A sensor node consists of communication unit, power
unit, processing unit, and sensing unit. Resources such as battery, bandwidth, and
computational capabilities constrain the sensor node [1]. Grouping the network in small
clusters is an energy efficient way to prolong network lifetime in WSN. Clustering is a
hierarchical structure where the CHs are in a higher level and the member nodes are in
a lower level. The CH performs the task of data aggregation and the task of sending the
aggregation data to the base station (BS) directly or through cluster heads (CHs) in a
self organized method. Member nodes perform the task of sensing, measuring, pro-
cessing, and transmitting of their data to the CH [2].

Cluster head selection plays an important role in energy efficiency in clustering
algorithms. Intra cluster communication distance is decided by the position of cluster
head in a cluster. The intra cluster energy consumption depends upon intra cluster
communication distance. Therefore clusters with high intra cluster communication
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distance consume more energy than other clusters with low intra cluster communica-
tion distance. Whereas inter cluster communication distance is decided by the position
of cluster head in network area. The inter cluster energy consumption depends on the
distance of CHs to BS. Therefore clusters with high inter cluster communication dis-
tance consume more energy than other clusters with low inter cluster communication
distance [3]. In this paper, we use quartile, outlier, and node communication radius to
restrict CH selection area. Network area is divided into three areas, namely inner area,
middle area, and outer area on the basis of quartile, outlier, and node communication
radius. All cluster heads are selected within the middle area only. As a result, it
contributes to the reduction of the energy consumption in every node and the increase
of energy efficiency in WSN.

2 Related Work

2.1 Quartile

Quartiles, a set ranked by distance values, are the three points that divide the data set
into four equal groups. The first quartile is defined as the middle number between the
smallest number and the median of the data set. The second quartile is the median of
the data. The third quartile is the middle value between the median and the highest
value of the data set. The interquartile range is the difference between the upper and
lower quartiles. We counted the interquartile range according to Eq. 1. Outlier is an
observation value that is distant from other values. We also counted outlier according
to Eqs. 2 and 3 [4].

Interquartile range ¼ third quartile� first quartile ð1Þ

Outlier\ third quartile þ 1:5 � interquartile range; or m þ 1:5SD ð2Þ

Outlier[ first quartile � 1:5 � interquartile range; or m � 1:5SD ð3Þ

Where m is mean value, and SD is standard deviation.

2.2 Traditional Cluster Head Selection Methods

Low Energy Adaptive Clustering Hierarchy (LEACH) is one of most well-known
clustering algorithms for WSNs. It forms clusters based on probability. It uses the CH
nodes as routers in the base-station [5]. But LEACH does not consider the intra cluster
distance between the cluster head and the base station. Also it does not consider the
inter cluster distance between the cluster head and the member nodes. The uneven
distribution of nodes would lead to uneven distribution of cluster heads. And the cluster
heads would be far away from the base station. Consequently, the cluster heads spend
more energy forwarding the collected data [6]. Energy Efficient Unequal Clustering
(EEUC) is an energy-efficient unequal clustering protocol for wireless sensor networks.
It has different cluster radius of node according to the distance between node and BS.
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Smaller clusters are formed in the region near the BS to reduce the members in cluster.
Cluster head can use the saved energy to transfer the data coming from other clusters
[7]. A new cluster head selection scheme (NCHSS) can be implemented, regardless of
distributed clustering environment. In this scheme, network area is divided into two
parts on the basis of distance (d). One is border area and another is inner area. Border
area is from border of field to d. And inner area is from center of field to d. All cluster
heads are selected within the inner area only. Nodes within border area will work as a
cluster member all the time [1, 3].

3 Cluster Head Selection Method by Restricting
Selection Area

3.1 Problem Statement

There are two types of communication in network divided into cluster. One is intra
cluster communication and another is inter cluster communication. Intra cluster com-
munication distance of a cluster is the total distance from member nodes to cluster head
node. On the other hand, inter cluster communication distance is the total distance from
cluster head nodes to base station. Cluster communication distances are the sum of intra
cluster communication distance and inter cluster communication distance. A cluster
head node positioned in outer area of network has longer inter cluster communication
distance compared to a cluster head node positioned in middle area. Figure 1 shows a
sensor network having 100 nodes over 100 � 100 m2 area, and it shows cluster
communication distance in outer area and inner area much longer than cluster com-
munication distance in middle area. Figure 1(a) shows the case of CH in outer area, and
Fig. 1(b) shows the case of CH in inner area.

(a) CH in outer area (b) CH in inner area

Fig. 1. Cluster communication distance depend upon position of CH
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3.2 Cluster Head Selection Method by Restricting Selection Area

In this paper, we propose the energy efficient cluster head selection method. Aim of
Cluster Head Selection Method by Restricting Selection Area (CHSM-RSA) is to
reduce intra cluster communication distance and inter cluster communication distance.
Therefore, CHSM-RSA decreases energy consumption in communication between
nodes and BS. CHSM-RSA divides network area into three parts, the inner area, the
middle area, and the outer area. Figure 2 shows division of network area.

Let d be the distance for partitioning of field. Outer area is from farthest node to the
distance d. Middle area is from outside distance d to inside distance d. And inner area is
from inside distance d to BS. The nodes within outer area and inner area will not
participate in cluster head selection. Only the nodes within the middle area will par-
ticipate in cluster head selection. The nodes within outer area are always member nodes
in each round, and the nodes within inner area always communicate with BS directly.
Cluster head is always selected from the middle area. Therefore there are more chances
to be a cluster head. As a result, the cluster communication distance and the energy
consumption is reduced. Because we use the value of distance d for partitioning net-
work, deciding the value of distance d is important. Distance d is computed using two
kinds of method which are explained as follows. First, we can compute distance d using
the node communication radius. In case of Fig. 2(a), node communication radius is
predetermined by 10 m for partitioning network. Second, we can compute distance d
using quartile and outlier. In case of Fig. 2(b), we counted quartile, interquartile range,
and outlier according to Eqs. 1, 2, and 3.

Fig. 2. Division of network area
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4 Performance Evaluation

4.1 Simulation Environment

In this paper, we compare CHSM-RSA with NCHSS and LEACH by using Matlab
2014a. 100 nodes were randomly distributed in a 100 m � 100 m with BS at center
(50, 50). The number of cluster heads were set to 5% in order to coincide the simulation
conditions. The environment variables are given in Table 1. T-test was conducted to
examine mean comparison between cluster communication distances. SPSS version 18
for Windows was used for statistical analysis.

4.2 Simulation Result

We counted the quartile, the interquartile range, and the outlier according to Eqs. 1, 2,
and 3 through Fig. 2(b). The second quartile was 41.17 m, the interquartile range was
21.52 m, and the outlier was above 63.42 m and below 16.99 m. As a result, 6 nodes
were in the inner area and 8 nodes were in the outer area. The results are given in Table 2.

Simulation result of cluster communication distance is in detail as following. Fig-
ure 3 shows comparison of cluster communication distance between CHSM-RSA and
LEACH, and CHSM-RSA and NCHSS. First, Average cluster communication distance
was 2429.59 ± 32 m on CHSM-RSA and 2546.37 ± 94.49 m on LEACH. There was
significant improvement in performance that average cluster communication distance of
CHSM-RSA was 116.77 ± 79.71 m shorter than LEACH (<0.01). Second, Average
cluster communication distance was 2429.59 ± 32 m on CHSM-RSA and
2437.07 ± 29.56 m on NCHSS. There was no significant improvement in performance.
And the average cluster communication distance of CHSM-RSA was 7.50 ± 41.86 m
shorter than NCHSS (<0.01).

Table 1. Parameters of simulations.

Parameter Value Parameter Value

Distance d 10 m Network size 100 * 100
No. of nodes 100 Percent of CH 5%

Table 2. Nodes within inner and outer areas.

Node ID Distance from BS Area Node ID Distance from BS Area

60 65.17 Inner 69 5.87 Outer
26 65.35 Inner 58 7.82 Outer
83 65.37 Inner 100 8.02 Outer
20 66.00 Inner 75 13.25 Outer
86 66.74 Inner 90 13.38 Outer
56 66.74 Inner 6 13.72 Outer

22 14.10 Outer
40 16.53 Outer
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The results were given in Table 3.

5 Conclusion

We proposed a cluster head selection method by restricting the selection area. Network
area is divided into three area such as inner area, middle area, and outer area according
to the distance d. The value of distance d is computed using the node communication
radius, quartile and outlier. The nodes within inner area will be selected cluster head.
Thereby, the cluster communication distance and energy consumption is decreased as
above. According to the performance comparison, CHSM-RSA can reduce cluster
communication distance compared to LEACH and NCHSS. Consequently,
CHSM-RSA can reduce energy consumption and increase network lifetime evidently.
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Abstract. There is a high level of interest in pedestrian detection systems based
on worldwide acknowledgement of pedestrian safety, and the need for research
in this area is increasing. The HOG based pedestrian detection method proposed
by Dalal and Triggs has been recognized as being less sensitive to the clothing
and poses of pedestrians and also changes in lighting and is therefore one of the
main methods used for pedestrian detection. But because the HOG based
method requires a significant amount of computations, it is difficult to imple-
ment this method in real-time. Therefore in this research study, to improve the
speed and detection rate for pedestrian detection, a pedestrian detection method
that was improved upon by reducing dimensions of the particular feature vector
extracted using UDP dimension reduction was proposed, and the results of
performance evaluation showed that compared to previous HOG, HOG-PCA
and HOG-LPP etc. algorithms, the speed and detection rate of the proposed
algorithm were confirmed to have been improved.

Keywords: Pedestrian � Pedestrian detection � Intelligent systems � HOG

1 Introduction

There is a high level of interest in pedestrian protection systems through worldwide
acknowledgement regarding the safety of pedestrians, and the need for research in this
area is increasing. Methods for extracting features to detect pedestrians that are heavily
being researched include the Haar wavelet based method, which is a method that
utilizes the directionality of slopes, and the LRF (Local Receptive Field) method etc.,
and these methods can be categorized into to the SVM (Support Vector Machine)
models, neural network models, and the AdaBoost algorithm. [2] Out of these methods,
the HOG based pedestrian detection method [1] proposed by Dalal and Triggs that has
been recognized as being less sensitive to both changes in lighting and also the clothing
and poses of people and is the most widely used method. But the HOG based
pedestrian detection method has the issue of requiring a significant amount of com-
putations and degraded performance due to feature dimensions. And while there are

This work was supported by the ICT R&D program of MSIP/IITP.
(B0101-15-0266, Development of High Performance Visual BigData Discovery Platform for
Large-Scale Realtime Data Analysis).
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multiple research studies being conducted to resolve these issues, PCA and ICA, which
are the main dimension reduction method algorithms that are used, are unable to
express location related information that is present in the data because they utilize the
characteristics of the entire data, and the LPP method has a drawback in that it does not
reflect information related to the overall structure because it only minimizes location
related information [3–5]. Therefore, in this research study, to address the issues
mentioned above, an improved pedestrian detection algorithm was designed and pro-
posed based on the UDP algorithm, which utilizes a manifold learning based dimension
reduction functionality.

2 Designing a Pedestrian Detection Method Using HOG-UDP

2.1 Problems with Previous Research Studies

In the case of SVM, which has a high sorting accuracy, because the space saved by the
support vector is determined by the input dimensions, when there are few feature
dimensions, the speed can be improved because the sorting time is shortened. And
because issues such as curse of dimensionality are addressed when reducing the
dimensions, various related research studies are being conducted in this area.

Because the PCA algorithm is the main algorithm used in the area of dimension
reduction and expresses level of importance based on the size of data variation,
dimensions can be reduced while minimizing differences in the information between
the original data using only a few of the higher priority elements. In addition to PCA,
the ICA algorithm extracts the independent elements of multi dimensions using sta-
tistical characteristics. The LPP algorithm, which is a manifold learning method,
maintains the distance relation between the two data points as much as possible while
having the objective of finding a low dimensional structure.

However, because the features of the data as a whole are used for the PCA or ICA
algorithms, it is not possible to express local information that exists within the infor-
mation, and in the case of the LPP algorithm, and by locating the data in the vicinity of
the circular data space to also be close to the low dimension space that has been linearly
transformed, because the objective of this algorithm is to preserve the local data
structure as much as possible, there is the issue that the structural information as a
whole is not reflected. When this algorithm is used to detect pedestrians, it can affect
the background or categorization, and for pedestrians that actually exist in the video
feed that are blocked or overlapped, it is not possible to show a strong image and this
can result in a decreased rate of detection. Therefore, in this section, to address the two
issues mentioned above, as one method of implementing the manifold learning method,
using UDP, which improves upon the weaknesses of the LPP, to reduce the dimen-
sions, both the local and overall characteristics are reflected to design a pedestrian
algorithm that improves the speed and detection rate.
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2.2 Pedestrian Detextion Methods Using the HOG-UDP Algorithm

The pedestrian detection methods using the HOG-UDP algorithm goes through a
detection process and a learning process, and the details of the detection process are as
follows. First, to improve the detection rate for the video input feed, the feed is
pre-processed. Second, the features are extracted using HOG by calculating the gradient
of the video, and from this calculated gradient the magnitude and direction are calcu-
lated. Further details on extracting details are shown in the paragraph below (Fig. 1).

2.3 Extracting HOG Algorithm Features

The first step is to calculate the value of the slope. The most common method is to
apply a one-dimensional center point discrete differential mask in both the horizontal
and vertical directions as shown in formula (1)

DX ¼ �1 0 1½ �; DY ¼ �1 0 1½ �T ð1Þ

Then when image I is given, convolution calculations are conducted on both the
mask and image of formula (1) in the x and y directions.

The second step is to calculate the magnitude and the direction of the slope for
which the IX and IY values calculated in step 1 are used. The third step is related to
calculating the cell histogram. The direction of the slope are calculated using the
calculations of the slopes derived using the pixel values of each of the divided cells,
and these values propagate to each of the direction histogram ranges that are configured
as bin numbers. The fourth step requires local normalization, which in turn requires the
magnitude of the slopes to be grouped in terms of connected blocks that are connected
in bigger and more spacious blocks in order to take into consideration the changes in

Fig. 1. HOG-UDP
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the lighting and contrast. Through this process, the features of the HOG algorithm are
populated into cell histogram vectors that normalize cells of the block scope. The
L2-Hys method was used in this research study. The L2-Hys is calculated using the
L2-norm, and the maximum value for t is 0.2. n is the number of pixels included in the
block and e is a constant that does not significantly affect the results that is used to
prevent error. Therefore because the overlap ratio was set as 50% based on a 64� 128
pixel image in this research study, there are a total of 7� 15 ¼ 105 blocks, and
because each cell has 9 bins, each block has 4� 9 ¼ 36 feature vectors. In this research
study a total of 105� 4� 9 ¼ 3780 features are deduced.

2.4 Dimension Reduction Using the UDP Algorithm

Once the HOG algorithm features vectors are extracted, dimension reduction must be
conducted using the UDP algorithm. The first step for UDP dimension reduction is to
set the value of the parameter K, which decides the number of neighbor values once the
input data, or in other words the HOG Feature Vector = ½f1; f2; . . .; fN �, using the HOG
algorithm, is input. If the K value is set to a value too small, a problem where the entire
graph cannot be completed connected can occur. On the other hand, because if the K
value is too large the chance of using a distance value that does not take into con-
sideration the data structure increases, it is necessary to set an appropriate K value. This
depends on the density of the input data collection, and therefore the K value was set to
5 in this research study. The second step is to connect the two data points ðxi; xjÞ, which
are included as neighboring values to K-nearest, as the edge, and also to include the
two data points ðxk; xlÞ, which are not included as neighboring values to K-nearest, as
the edge ðeijÞ. The two distances connected for both of the edges are defined as the
euclidean distance through formula (2).

eij
�� �� ¼ xi � xj

�� ��2 ð2Þ

The third step is to have the UDP algorithm simultaneously minimize the Local
scatter so that the adjacent data in the circular space is also adjacent in the transfor-
mation space, while also maximizing the non-Local scatter. To accomplish this, the
Local scatter is minimized using formula (3) and the non-Local scatter is maximized
through formula (4). The distance matrix d is calculated using formula (1), and matrix
B, which is used to analyze the eigen values, is calculated. Formula (5) is used to
analyze the eigen values.

JL xð Þ ¼ 1
2

XM

i¼1

XM

j¼1
Hijðyi � yjÞ2 ð3Þ

JN xð Þ ¼ 1
2

XM

i¼1

XM

j¼1
ð1� HijÞðyi � yjÞ2 ð4Þ

B ¼ 1
2
ðIN � 1NÞD2ðIN � 1NÞ ð5Þ
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In formula (5), D2 refers to d2i;j¼1...N
ij , and 1N refers to an N� N matrix where every

element has the value 1
N. The fourth step is to calculate the eigen value matrix and the

eigenvector matrix through eigenvalue analysis. Formula (6) is used to calculate the
eigenvector matrix.

B ¼ UB KB U
T
B ð6Þ

In formula (6), UB is an eigen vector matrix, and refers to a matrix that has the eigen
vectors of matrix B as each of its rows. KB is the eigen value matrix.

The fifth step is to calculate the transformation vector x for formula (1). The
transformation vector x can be calculated using the eigenvector that corresponds to the
largest eigenvalue that satisfies Eq. (7).

SNx ¼ kSLx ð7Þ

Finally the projection axis of the UDP algorithm is selected according to the
eigenvectors x1;x2; . . .;xd of Eq. (7) that correspond to the largest eigenvalues
k1 � k2 � … � kd of d, and once the projection axis is calculated, a new feature vector
of m dimensions can be calculated using formula (8).

HoG� UDPk
i ¼

ffiffiffiffiffiffiffiffiffiffi
kkxi

k

q
ð8Þ

The vector xi
k in formula (8) refers to the i th element in xk .

2.5 Categorization of SVM

Using the INRIA Person Dataset given by SVM, the feature vectors extracted from the
HOG features from 2,146 positive images and 1,218 negative images were processed
(learned) after conducting UDP dimension reduction. Based on the processed (learned)
data, the final categorization process is conducted.

3 Implementation and Testing

To implement and evaluate the performance, this testing was conducted usingWindow 7
OS on an Intel Core2 Duo E8400 2.99 Ghz machine with 4096 MB of RAM. The INRIA
Person Dataset was the pedestrian dataset to be referenced for implementation and per-
formance evaluation. The INRIA Person Dataset is made up of a total of 5,213 images,
which included 64� 128 pixel dimensions images of pedestrians and other images of
various sizes that are not of pedestrians. Figure 2. shows the example screens. To eval-
uate the pedestrian detection algorithm that utilizes HOG-UDP implemented in this
research, Matlab 2012b was used to comparatively evaluate the results of this research
with those of previous research.
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3.1 Performance Evaluation According to Dimension

Table 1 shows the comparison of performance efficiency according to the dimensions
of HOG-UDP. To find the dimension with the highest efficiency, the evaluation was
conducted from 10 to 110 dimensions. As can be seen from the results in Table 2, in
the case of HOG-UDP for 50 dimensions, the detection rate was shown to be 92.83%
and the average detection time was shown to be 13.879 ms, showing that this case had
both a superior detection rate and execution time compared to those of other dimen-
sions. Therefore the dimension for the HOG-UDP algorithm used in this research study
was set as 50.

Fig. 2. Screen embodiment

Table 1. Comparison of efficiency

Dimension Detection rate (%) Duration (ms)

10 72.87 8.457
30 81.13 10.136
50 92.93 13.879
70 93.02 14.115
90 92.71 14.945
110 91.69 15.263

Table 2. Comparison of proposed algorithm and existing algorithm

Category Proposed
algorithm

HOG-LPP HOG-PCA HOG

Pedestrian detection
rate ð10�4 FPPWÞ

92.93% 92.31% 91.58% 88.95%

Average detection duration (ms) 13.879 14.054 15.321 20.174
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3.2 Performance Evaluation According to the Dimension Reduction
Method

Figure 3 is a graph showing previous HOG algorithms and an HOG algorithm that
utilizes the main dimension reduction methods in this research, and Table 2 shows a
comparison of the detection durations for each of the algorithms. To conduct perfor-
mance analysis for the HOG-PCA and HOG-LPP algorithms, the HOG-PCA algorithm
was set to 400 dimensions and the HOG-LPP algorithm was set to 70 dimensions,
which was the dimension setting that showed the highest performance based on pre-
vious research. Finally, for reasons mentioned above, the proposed HOG-UDP was set
to 50 dimensions.

4 Conclusion

This research study designed and implemented an improved pedestrian detection
algorithm using a UDP algorithm that included a dimension reduction functionality
based on manifold. To design the algorithm proposed in this research study, the first
step was to extract features from the HOG. The second step was to reduce the
dimensions of the extracted HOG features using UDP. The final step was to design and
implement a pedestrian detection algorithm using SVM. Previous pedestrian detection
algorithms and the pedestrian detection algorithm proposed in this research study were

Fig. 3. HOG-UDP performance evaluation
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comparatively evaluated using the Person Dataset, and the results of the analysis
confirmed that compared to previous pedestrian detection algorithms, the algorithm that
used dimension reduction based on the UDP algorithm showed a 3.98% increase in
terms of detection rate. The results also confirmed that dimension reduction increased
the calculation speed by about 31%. Using the UDP dimension reduction algorithm
proposed in this research study, it was possible to resolve the previous issues of the
HOG algorithm, which include requiring an excessive amount of calculations and a
degradation in detection rate due to an unnecessary number of dimensions. It is con-
sidered that this increase in performance of pedestrian detection will be beneficial and
widely applicable in areas such as the automotive industry and the robotics industry etc.
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Abstract. The Internet is the global system of interconnected computer net-
works which use the Internet protocol suite (TCP/IP) to link billions of devices
worldwide [1]. These devices are the part of Internet of Things which are used to
bring simplicity to our lives like a home surveillance camera we set to our home.
It is crucial to secure those connected things around us by discovering things
with insecure configuration. To achieve the security measure, we are to set up a
framework. Are we sure that we are the only one who can access it? Our
approach is to search and gather the specific information of the IoT devices on
the internet to provide a data to analyze the vulnerabilities. To search all these
devices, we need to check each IP in IPv4. This task takes a long time since
handshaking cannot be accomplished so fast. Our approach gives a solution to
this problem.

Keywords: IP Scan � Protocol scan � IoT device scan � Vulnerabilities � IPv4 �
IPv6 � Security � Vulnerabilities Search

1 Introduction

The Internet is the global system of interconnected computer networks which use the
Internet protocol suite (TCP/IP) to link billions of devices worldwide. These devices
are part of Internet of Things which are used to bring simplicity to our lives like a home
surveillance camera we set to our home. Are we sure that we are the only one who can
access it? Our approach is to search and gather the specific information of the IoT
devices on the internet to provide a data to analyze the vulnerabilities. To search all
these devices, we need to check each IP in IPv4/v6. Then for each device found, a
handshake has to be performed to collect the details of the protocol. It takes a long time
finish to check each device since handshaking cannot be accomplished so fast. Our
approach gives a solution to this problem.

Number of IoT device connected to internet are expected to reach to 21 billion by
2020 [2].

In 2015, research shows that there are 70% of the IoT devices used unencrypted
network service that could be led to security issues [3].

Internet is a big cloud where loT devices are connected to each other and can be
reachable by anyone including hackers. Lots of IoT devices are built by taking not a
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good care in terms of security. Most of their code contains lots of “copy & paste” code
in which the reference code contains lots of vulnerabilities.

This project is for discovering the weaknesses of the IoT systems/devices. There-
fore, we need to discover IPs and their protocols and gather their data as much as we
can. After enough data is gathered, their vulnerabilities can be found.

It is a hard task to perform quick scan for the whole Internet and gather the details
of each protocol found during the search. Our approach to solve this problem is to
divide the problem into two parts. An IP search system for a given port and a protocol
analyzer for the IP and the port. Since the system has two modules and each module
handles lots of processes inside to take the most advantage of all the system resources
as much as possible.

1.1 About KISA IoT

Our project is being developed as a part of KISA IoT project. KISA IoT is a
3-year-long project. The project is separated into modules that are being developed by
different teams. For the first version of KISA IoT, each module is expected to be
completed until end of this year. These modules are IP and Protocol Search system, IoT
Security Vulnerability Analyzer System, Information Sharing System, IoT Device
Security Test System (Fig. 1).

Our module is to search the all IP sets in IPv4/v6 and gather the information of the
protocols and make them ready to be analyzed for vulnerability testing.

Fig. 1. Architecture of KISA IoT system
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2 Related Works

Censys [4] is a search engine allows computer scientists to ask questions about the
devices and networks that compose the Internet. Driven by Internet-wide scanning,
Censys lets researchers find specific hosts and create aggregate reports on how devices,
websites, and certificates are configured and deployed.

Censys collects data on hosts and websites through daily ZMap and ZGrab scans of
the IPv4/v6 address space, in turn maintaining a database of how hosts and websites are
configured.

Shodan [5] is a search engine lets their users find specific types of computers (web
cams, routers, servers, etc.) connected to the internet using a variety of filters. Some
have also described it as a search engine of service banners, which are meta-data the
server sends back to the client. This can be information about the server software, what
options the service supports, a welcome message or anything else that the client can
find out before interacting with the server.

Shodan collects data mostly on web servers (HTTP, port 80), as well as FTP (port
21), SSH (port 22) Telnet (port 23), SNMP (port 161), SIP (port 5060), and Real Time
Streaming Protocol (RTSP, port 554). The latter can be used to access webcams and
their video stream.

Shodan works by banner grabbing and collecting all information being leaked by
insecure devices. The info gets categorized and stored in a large database. The search
engine allows users to search this database by type of device, brand name, operating
system, location, plus many more.

Like Shodan, Censys also scans the Internet for devices not properly configured to
prevent unauthorized access and stores the information in a database that can be broken
down categorically. What makes Censys more advanced is its use of two tools, ZMAP
and ZGRAB, that scan the entire IPv4 address space everyday to maintain a much more
comprehensive database of information [6].

3 IP and Protocol Scanning

3.1 Issues of High Speed Scanning

There are three main issues for IP and Protocol scanning. Network stability and con-
gestion affects the search speed, using system resources effectively and legal issues for
IP search as it might be perceived as like an attack.

IP set is too big to process. When testing a protocol of an IP, a request is sent to
host and then receive a response from the host. This takes an amount of time to test all
the IP set for a given protocol. And there are lots of protocols to test which takes really
a long time to complete.

Almost every one of us is connected to internet somehow. In a day there may be
one or more pick duration of time of high internet usage. High internet usage means
there is a congestion of bandwidth due to the high usage. This may lead some slow-
down on network speed.
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Typically, the peak internet usage hours are between 7 and 11 pm. During this time
frame, users commonly experience slowness while browsing or downloading content.
The congestion experienced during the rush hour is similar to transportation rush hour,
where demand for resources outweighs capacity [7] (Fig. 2).

Additionally, there are 3.7 billion IP is reserved and used by IoT devices. For each
request sent there is a waiting time. Since there is 3.7 billion IP, it would take a really
long time to finish handshaking task for each.

3.2 Multiprocessing Approach for High Rate Scanning

The IP/Protocol Scanner system works like a search engine for IoT networks. An IoT
network contains lots of devices and systems all over the Internet. We need a system to
monitor their status as quick as possible to find the vulnerabilities. That is where this
idea came from.

The IP/Protocol Scanner system is mainly composed of 3 modules. IP Search,
Protocol Search and Notify Manager. IP Scan module finds IPs for a given port. App
Scan module performs tests and gathers information for the IPs found by IP Search
module. Notify Manager sends all found data to Data Analysis Server to further data
processing (Fig. 3).

IP Scan module finds IPs for a given port. It has a fast algorithm to generate all
IPv4 set. For each generated IP, it performs a TCP SYN scan on a specified port at a
maximum rate as possible, and finally writes all the found IPs to a file as output.

App Scan module performs tests and gathers information for the IPs found by IP
Scan module. It basically waits for IP Scan to finish its task so that it can use the
generated IP list file. Then it sends a request for a specified protocol on the specified

Fig. 2. Fluctuation in hit rate (proving packet’s successful response rate) in a day [9]
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port and then collects the response and TCP and IP packet details. Then it writes them
to a file in JSON format. Currently it can perform tests on over 14 standard protocols.

App Scan contains a process manager that creates sub-processes to perform pro-
tocol tests. We have achieved to handle around 1000 process performing protocol tests.

Notify Manager monitors App Scan’s progress and sends all found data to the Data
Analysis Server for further data processing.

IP Scan is build on ZMap [8], ZMap is a fast single packet network scanner
designed for Internet-wide network surveys. On a typical desktop computer with a
gigabit Ethernet connection, ZMap is capable scanning the entire public IPv4 address
space in under 45 min. With a 10gigE connection and PF_RING, ZMap can scan the
IPv4 address space in under 5 min [9].

App Scan is build on ZGrab [10]. ZGrab is a TLS Banner Grabber and application
layer scanner.

ZMap IP generation algorithm uses random permutation approach to generate
IP. This algorithm can be improved by dividing IP into 4 pieces and generate each
piece by one process.

ZGrab currently supports around 11 protocols. There are much more protocols are
actively being used on internet. They need to be inspected too. Additionally, ZGrab
does not support multiprocessing. It processes all IPs one by one. To achieve a high
throughput, multiprocessing is needed.

We have extended the ZGrab system by adding more protocols to be covered.
Some of them are SIP, RTSP and H.323 because these are commonly used protocols
among IoT devices.

Fig. 3. IP/Protocol Scanner system architecture
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4 Future Work

We would like to achieve scanning all IPv4 and IPv6 as fast as possible. Hence, we will
focus on improving our scan algorithms and multi processing approach. Moreover,
there can be a distributed approach that is to perform a search by taking advantage of
distributed systems to improve the scan rate.

We currently are focusing on software improvement since we want to use all of the
system resources as much as possible. We use cloud system to perform our tests. But in
the future, there can be a performance investigation to improve performance as well.

IP Scan module will support PF_RING, raw socket search. Also will a IP blacklist
feature will be added too. In addition to that, App Scan module will support more the
15 protocol in near future.

5 Conclusion

Analyzing the security vulnerabilities of IoT devices is a modern day problem due to
their high volume. Since there is no way to know of the IP of each IoT device, a full
scan of IPv4/v6 is a necessity. This takes a long time to check one by one and collect
information of each IoT for each protocol.

Scan speed is important because there may be new IoT devices connected to
internet or removed from internet. Certainly there will some other IoT devices updated
their software. These updates are needed to be re-checked regularly as quick as
possible.

Our multi processing approach provides solution to this problem by scanning whole
internet and then analyzing each protocol with multi process to finish scan quickly.
Collected data can be easily used for analyzing the vulnerabilities. We hope this
approach will provide big help for gathering information easily.

Acknowledgement. This work was supported by Institute for Information & communications
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Abstract. A system that takes collected and analyzed IoT vulnerability infor-
mation and transform into STIX/TAXII format to share and store, in order to
effectively share information among users.

Keywords: IoT � Sharing system

1 Introduction

Internet of Things (IoT) has been chosen by Gartner every year as one of the top 10
strategic technology since 2012, and it has been expected to become a core value-added
business of ICT market. As smart devices such as mobiles get further distributed,
increased number of smart sensors completed integration and connection between
devices which then rapidly led to a greater interest on IoT environment over ICT
integration fields. The more IoT gets applied to our lives, the more various economic
value and higher efficiency as well as comfort will be created.

IoT consists of various core technologies, such as sensing, communicating/
networking, chip, OS/embedded, platform, bigdata processing and web service tech-
nology, to provide specific service to market; meanwhile, it is exposed to a highly
vulnerable environment in terms of cyber security as each technology’s vulnerabilities
can be abused to penetrate IoT security.

The complexity of core technologies convolutes security vulnerabilities and their
responses for the security managers. Thus, the importance of system that can efficiently
share various vulnerability information and analysis result has become higher than
ever.

2 IoT Vulnerability Information Sharing System

2.1 Features of Security Vulnerability for IoT Service

Recently, integration of human, things and service called IoT has become a platform
for various products and services for our lives. It is now common to name IoT on things
that we used to just call healthcare product/service, wearable devices, control system
connected with web service, situation awareness system, etc. This implies that IoT is
not simply defined by a single technology and that means if any pre-existing tech-
nology is integrated with human, things or services, then it can be call as IoT product or
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service. This trend of integrating human, things and service is basically due to
development of various technologies such as the weight lightening, developing sensory
technology, software/hardware/open service platform technology, situation awareness
technology, communication/network technology, application service and mashup
technology, and thus IoT can be considered as a new result of ICT development.

Apart from a complexity of divergent technologies, IoT carries some distinguish-
able features. Unlike conventional application services, which operated in a vertical
application market by a single business, IoT service lies in a horizontal market where
various subjects co-exist together. Because of its diversity, each technology has to be
checked for vulnerabilities. In order to eliminate such discomfort, a service that can
enable effective search of security vulnerability is utterly needed.

2.2 IoT Vulnerability Information Sharing System Diagram

Search History Analysis Display: IoT Vulnerability Information Sharing system
analyses search keywords user entered to GUI and Display the result as current vul-
nerability trend.

Data Transformation: The device scan result file from collection System and vul-
nerability information from Analysis System to transform into STIX Data Set for
Information Sharing purpose and Sharing DB Schema type for management purpose.
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IoT Device – Vulnerability Mapping: Mapping each IoT device’s vulnerabilities
(CVE, CVSS, CWE, Microsoft Windows Security Updates, etc.) form Sharing DB.

Search History Analysis: Take Search keyword change trend in GUI by user and
store it to Sharing DB.

STIX Transformation: Transform IoT device analysis result and vulnerability
mapping information into STIX format (Observable, Exploit Target, COA, etc.) in
order to share them between users.

TAXII Transformation: Transform STIX format (Observable, Exploit Target, COA,
etc.) information into TAXII protocol in order to share them between users.

3 IoT Security Issues

According to a recent survey on internet issue experts by Korean Internet Professionals
Association (KIPFA), the foremost condition of IoT is a complete security, whereas the
most likely risk of it is a hacking. So far the security threats such as hackings only
caused personal information leakage or monetary damage at most. However, any
security breach of IoT may lead to a social disaster or physical damages. Plausible IoT
security issues can be categorized as follow.

First of all, since IoT utilizes conventional internet environment for already-existing
things and devices, every risk and vulnerability of internet can also happen in IoT
service. This means that things with limited resources and networks with power-
efficient technology are exposed to all of the threats from the internet. Thus, for those
things with limited computing or storage resources, it is necessary to have an imbedded
security technology such as safe S/W coding, power efficient Crypto S/W, and etc.

Secondly, open platform source is easier for attackers to find vulnerabilities which
can then lead to the exploits of those security vulnerabilities. As IoT environment
consists of various devices, it is predicted to have much higher attack opportunity such
as malicious S/W or virus infection.

Thirdly, Symantec’s analysis in 2015 showed smart home devices lacked protection
of accounts in terms of password complexity, mutual accreditation and so on. Intel
McAfee research lab’s prediction report in 2015, which involved security tests on the
10 most used devices, also provided some statistical results that emphasized the current
security situation. In short, smart home devices and smart office products have already
exposed security vulnerabilities and do not satisfy password complexities.

Last but not the least, IoT security issues can develop into a life threatening matter.
Various medical devices including mobile healthcare, and any internet connected
vehicles such as automatically driving cars can cause serious damage, if not death, to
human beings when faultily used or maliciously attacked. Therefore, as long as IoT
possesses abusive potential, preventive security procedure must be established.
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4 Conclusion

This article discussed about how to construct an IoT Vulnerability Information Sharing
system that enables referring and searching of vulnerabilities of various technology in
one service, mainly due to the complexity of the compartments of IoT technology. In
the future, such information sharing system much be considered for other IoT service
areas such as smart factory, home IoT, smart car, etc.

Acknowledgments. This work was supported by Institute for Information & communications
Technology Promotion (IITP) grant funded by the Korea government (MSIP). (No.B0717-
16-0099, IoT Security Vulnerabilities Search, Sharing and Testing Technology Development).
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Abstract. Internet-connected device information can be acquired through the
open ports of a network host. It is also possible to determine whether a particular
host is vulnerable by associating publicly known vulnerabilities with this
information. Currently, the analysis of the device information to identify the
security vulnerability is carried out manually; therefore, automatic analysis
technology is necessary in order to deal with a huge number of devices. In this
paper, we propose a method that automatically generates the Common Platform
Enumeration (CPE) of Internet-facing devices based on banner information to
discover security vulnerability information such as Common Vulnerabilities
Exposures (CVE).

Keywords: Common platform enumeration (CPE) � Common vulnerabilities
and exposures (CVE) � Service identification � OS fingerprinting � Security
vulnerability analysis

1 Introduction

National Vulnerability Database (NVD) provides approximately 80,000 Common
Vulnerabilities and Exposures (CVE) entries [1]. The CVE system provides a
reference-method for the publicly known security vulnerabilities. A CVE entry is
composed of vulnerability overview, Common Vulnerability Scoring System (CVSS),
Common Platform Enumeration (CPE), and Common Weakness Enumeration (CWE),
etc. CVE entries express the information of vulnerable products in the CPE format
which presents the vendor, product name, version, etc., of released software packages.
If the CPE name for a software product is discovered, CVE entries can be easily
identified by associating the relevant CPE.

A computer system on a network is searchable by using an Internet-wide scanning
tool, such as Shodan [2]. The device OS/App information can be found through the
banner texts at open ports such as HTTP, SMTP, and TELNET. Using this information,
the known security vulnerabilities of the device can be identified. Currently, such a
process is manually carried out and it is very inconvenient to match it with vulnerability
information after searching items of device information one by one. Therefore, an
automatic analysis technology for converting collected device information into the CPE
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format is needed to enable security experts to easily find out CVE entries and quickly
cope with threats.

It is difficult to obtain the entire OS/App information of a network host through an
Internet scanning. Therefore, it is necessary to acquire additional software information
from already-identified OS or App information. In the case where just a device’s OS
information is known (assuming, for instance, that it is Windows 10), the basically-
installed application, e.g., Internet Explorer 11 can be additionally analyzed in order to
identify the application vulnerability.

In this paper, we propose a method of automatic analysis for device software
information based on the CPE dictionary for linkage with CVE vulnerability infor-
mation. This method works as following: device OS/App information is identified
through banner and the basically-installed OS/App information of an already-identified
software is added to identify more security vulnerabilities.

2 Related Work

John Matherly developed the Shodan search engine to acquire device information of
Internet-connected hosts [2]. Shodan provides responsive scan information (e.g.,
handshake) and banner information for open ports such as HTTP. Durumeric et al.
developed Censys, a search engine, which can identify potentially vulnerable devices
[3]. Censys provides responsive scan information including banner for fourteen pro-
tocols such as HTTP and POP3, and partial vulnerability information of Heartbleed,
Poodle, etc. Genge and Enăchescu developed ShoVAT, which is a vulnerability
assessment tool based on Shodan [4]. Using banners acquired through Shodan API, it
analyzes the CPE and identifies CVE vulnerability information.

Through banners provided by Shodan and Censys, we can discover device OS/App
information. However, the device information has to be manually converted into the
CPE format, because it exists in a format that simply delivers banner texts without
processing. In the case of ShoVAT, banner information is processed to express the CPE
format, but since CPE information is created by searching product information, based
on the product’s version pattern (“Integer.Integer.Integer”), there is a limitation in
analyzing diverse CPE candidates. Our proposed method can create CPE information
automatically by conducting an entire keyword analysis on banner texts based on the
CPE dictionary, and also identify the basically-installed software information of the
relevant CPE information.

3 Methodology

TheCPE is composed of vendor name, product name and product version as follows. [part,
vendor, product, version, update,*edition*sw_edition*target_sw*target_hw*other,
language] [5]. By using CPE dictionary, we can generate device software information in
the CPE format from the banner texts.
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3.1 Device Information Analysis Based on the CPE Dictionary

We can search the OS/App information of a particular device through open port banner
information, as shown in Fig. 1. In order to run an automatic analysis of device
information, we generate a CPE tree based on the CPE dictionary, conduct a keyword
analysis of the banner, and convert discovered keywords into the closest CPE.

We create the keyword list used in the banner text analysis by generating a CPE tree
with a total of 6 levels according to the CPE format, as shown in Fig. 2. Level 1 is
comprise of vendor information, and the vendor’s node creates product information as a
child node (level 2). Likewise, levels 3, 4, 5, and 6 are built in the same manner. For
level 5, as one node contains various items, the character strings can be separated with
the ‘*’ character. In each level, if there is the ‘_’ character, the character strings are
separated. For example, in the case of “cpe:/a:microsoft:ftp_service:7.0”, level 1 is
microsoft; level 2 is ftp, service; level 3 is 7.0; and information on levels 4, 5, 6 is absent.

Keyword analysis for the banner is run with a character string at each level of the
CPE tree. Levels 1 and 2 run the entire keyword search, whereas levels 3, 4, 5 and 6
only search the keyword relevant to levels 1 and 2. For version information, substring
combination (e.g., version 2.10.2) which can separate in unit of ‘.’ is taken into account
to search the higher version (e.g., version 2 or 2.10).

By combining the discovered keywords, they are converted into the CPE from level
1 in order. The keywords are combined so that the CPE with the longest character
string among the CPE candidates is converted. Since two or more CPEs can exist, if

Fig. 1. HTTP response containing service information of the host [6].

Fig. 2. CPE composition.
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there is another keyword other than the keyword that uses the longest character string,
the CPE is created additionally. Through the abovementioned process, product infor-
mation is identified in the CPE format in order to be easily utilized to analyze CVE
vulnerability information.

3.2 Identification of Target OS

In cases where only the use information of a device’s application is known, the
application’s installation OS information can be added at CPE tree level 5, the infor-
mation target_sw, target_hw. As shown in Fig. 3, target_sw information is acquired,
and therefore the OS information can be found through the CPE information without
the need for an additional search process.

3.3 Identification of Basically-Installed Application

In cases where only the OS information of a device is known, the information of an
application basically-installed in the OS can be added by analyzing the product cata-
logue provided by the vendor’s website. The product information of the OS
basically-installed application or the specific application supported by the OS is
automatically structured and the application can be identified. As shown in Fig. 4, for
instance, Internet Explorer which is one of the basically-installed applications of
Microsoft Windows can be found.

Fig. 3. Example of target OS information.

Fig. 4. Example of basically-installed application information.
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4 Conclusion

We propose a method of identifying the device OS/App information through an
analysis of open port banner information based on the CPE dictionary. Using this
method, we can obtain the software information for a network host in the CPE format;
and the information of the basically-installed software can be additionally identified so
that it can be utilized in a vulnerability information analysis of Internet-connected
devices.
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Abstract. IoT Devices is increased rapidly, but the tool or framework for
security check of IoT device is an insufficient. To improve the security of IoT
device finds a weak part of source using the Source Code Auditing Tool or
check the error or termination part of protocol using Protocol Fuzzer. But
normal Protocol Fuzzer does not find an internal problem through fuzzing
process. So we design a blackbox fuzzer combining firmware dynamic analysis
platform and IoT protocol fuzzer.

Keywords: Fuzzer � Protocol fuzzing � Dynamic analysis

1 Introduction

While we develop software, we face unintentional security vulnerabilities. To solve this
problem, there have been many researches on how to verify the developed software.
Many researches attempt to solve the problems of software through various methods
such as conducting stress tests, auditing the source codes and fuzzing. While stress tests
can verify the stability of software [3], this method cannot find security vulnerabilities.
Source code audit is only subjected to source codes [4], and thus has difficulties in
finding security vulnerabilities of dependent environments such as binaries or proto-
cols. Fuzzing, or fuzz tests, can be applied to various environments, but it is also
difficult to find the spot where errors occur [5].

This paper proposes a black-box fuzzer for IoT protocol which uses open-source
protocol fuzzer and firmware dynamic analysis tool. To solve the problem of previous
protocol fuzzer regarding the difficulty of finding the location of error, crash and
termination, the subject software is put on the dynamic analysis system and dynami-
cally analyzed through the fuzzing process to easily find the location where error and
termination action occur.

2 Related Works

2.1 Protocol Fuzzing

Many researchers have thrived to detect in advance the vulnerability that might occur in
software. One of the methods they’ve used is the method of finding vulnerabilities
through fuzzing. Fuzzing changes input values and specific field values to find the
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possibility of errors and vulnerabilities in software. Fuzzers are often used to verify the
input values of file formats or applications, as well as the stability and security of
protocols. Especially, many tools exist to verify the stability of IoT protocol. Some of
the open source tools are conduct fuzzing for protocols such as Bluetooth, Zigbee,
ZWave, or for web applications on some IoT protocols. 6LowFuzzer provides the
function of message, mutation, scenario fuzzing for 6Lowpan protocol [6].

2.2 Firmware Dynamic Analysis

Various dynamic analysis tools exist to analyze malicious codes which are expanding
not only to Windows environment but also to Linux and IoT environments, and many
methods are being proposed to analyze such malicious codes. There are tools for
dynamically analyzing firmware such as IoT devices. To analyze the action of firm-
ware, all kinds of information are provided. Based on such information, analysis on the
response, action and error regarding the input value is available, and this helps the tools
trace the location where errors occur when they perform protocol fuzzing.

3 Design of Blackbox Fuzzer

3.1 Overview

The proposed fuzzing system includes a fuzzing tool based on open-source and a
firmware dynamic analysis system based on QEMU. The system conducts fuzzing on
the various protocols used in the IoT device and installs a penetration test tool to verify
the vulnerabilities of protocols used in the IoT device. When verifying the vulnera-
bilities, dynamic analysis takes place to find the location of errors (Fig. 1).

Fig. 1. Design of fuzzer and dynamic analyzer
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3.2 Protocol Fuzzing

Structure of Protocol Fuzzing Module in proposed system are shown in the following
figure (Fig. 2).

To communicate with the subject, the system has communication interface using
usb dongles such as WiFi, Zigbee and Bluetooth. Through the communication inter-
face, packets are created, transmitted and received. Then, the result is analyzed. The
protocol fuzzing engine is mainly composed by generation fuzzing and modification
fuzzing. Modification fuzzing changes the values of all fields except for protocol fields
where modification is unavailable. Then, it conducts security inspection on abnormal
input values. Generation fuzzing module uses the pre-defined test cases of attack and
weakness to conduct fuzz test. Here, test cases used in previous protocol fuzzing and
application fuzzing are classified based on OWASP Top 10 to conduct fuzzing. For an
example, the following input values are for web applications [1].

Fig. 2. Structure of protocol fuzzing module
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Request-URI
- /[path]/[page].[extension]?[name]=[value]&[name]=[value]…
- Path : Path traversal, 
- Page : predictable resource location, Directory indexing, Information leakage
- Extension : filter bypass, DoS
- Value : SQL Injection, XSS, file inclusion, command injection and etc

Protocol
- HTTP/[major].[minor]
- Unsupported protocol version

Headers
- [Header name]:[Header value]
- BoF, DoS, Script injection, Code injection, Sql Injection

PostData
- [Name1]=[Vaule1]& [Name2]=[Vaule2]…
- Name : abuse of functionality
- Value : Sql injection, XSS, File inclusion, Command injection, BoF

Cookies
- Cookie: [Name1]=[Vaule1]; [Name1]=[Vaule1]…
- Value : CSRF, insufficient session expiration, insufficient authentication

Various attack codes such as Directory Traversal, Bypass, DoS, SQL Injection,
XSS, File inclusion, Command injection and unsupported value are inputted in these
input values to conduct fuzzing.

3.3 QEMU Based Dynamic Analysis Module

Among the proposed system, FIRMADYNE [2] is used as the dynamic analysis sys-
tem. Studied by CMU, FIRMADYNE is an automated system which conducts dynamic
analysis on imbedded firmware based on Linux. From extracting the firmware file
system to performing virtual execution and dynamic analysis, FIRMADYNE auto-
mates the process and provides the result of analysis.

In this research, it can be used in extracting the execution file from IoT device
subject for tests or firmware, and in tracing the location where error, crash and device
termination event occur.

4 Conclusion

This paper suggests a fuzzing system which uses open-source. To solve the problem of
previous protocol fuzzing system regarding the difficulty of estimating the location of
error, the suggested system adds a dynamic analysis module to the open-source pro-
tocol fuzzer. When conducting fuzz tests in the subject binary, dynamic analysis is
conducted on the action to analyze API where errors occur and the reason for such
occurrence. More researches will be made in the future to realize the designed system.
Researches will also be made on fault localization based on static and dynamic
analyses.
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Abstract. Due to the recent development of wireless network technologies, the
use of IoT devices is increasing as well as security threats caused by vulnerable
security. To prevent security threats and accidents, it is necessary to share
information on cyber security threats. This paper proposes a platform of sharing
vulnerability information regarding IoT devices, and contents of shared
information.

Keywords: Cyber threat intelligence (CTI) � Structured threat information
eXpression (STIX) � Trusted automated eXchange of indicator information
(TAXII) � Vulnerability information sharing platform

1 Introduction

As we are recently entering the era of Internet of Things (IoT), all kinds of devices such
as smart phones, smart home appliances and wearable devices are being introduced.
According to recent market survey conducted by the consulting company Gartner, the
number of IoT devices is increasing worldwide, and by 2020, the number will reach
20.8 billion.

Although the use of IoT devices is increasing as mentioned above, security level
regarding IoT devices is low, and attacks using vulnerabilities of IoT devices are
increasing [1] (Fig. 1).

Instead of attacking unknown vulnerabilities, many of the attacks take advantage of
vulnerabilities or weak security configurations which are already known. These attacks
can be blocked by prompt fixing such vulnerabilities. For this reason, technologies
related to Cyber Threat Intelligence (CTI) are actively being developed recently to
share information on cyber threats quickly.

This paper takes a look at the standards of sharing information on cyber threats, and
proposes a platform of sharing information. The structure of this paper is as follows; in
Sect. 2, the paper describes the standards of sharing information on threats and
domestic and international status of using such standards; in Sect. 3, the paper proposes
a platform of sharing information on device threats in IoT environment, and the
information that can be shared using this platform; finally, in Sect. 4, the paper
describes future research plans and makes a conclusion.
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2 Domestic and Overseas Status

Recently, to automatically share information on cyber threats, there are lots of stan-
dards are developed. Based on the expressed information, those standards can be
divided into threat information and intrusion indicator. Threat information is com-
prehensive information which includes the analysis information related to attack and
threat, the strategies and tactics which is used, and the motive of attack. Meanwhile,
intrusion indicator is information which includes hash values and registry of files
related to the accident.

Structured Threat Information eXpression (STIX) and Open Indicator Of Com-
promise (OpenIOC) can be examples of standards for sharing information mentioned
above. STIX is a standard which expresses threat information. It shows information on
vulnerability and some events related accident. On the other hand, OpenIOC is a
standard which expresses intrusion indicator. It can express intrusion indicator such as
the trace of intrusion accidents like traffic, hash value of file as well as information on
the rules for firewall, intrusion detection system, and intrusion prevention system.

However, it is difficult to express and understand the details of threat information
because OpenIOC focuses on expressing observation information. Therefore, the
platform proposed by this paper will use STIX standard to share information on
vulnerability.

2.1 STIX and TAXII Standard Specification

Together with MITRE, STIX is a standard developed by US Department of Homeland
Security (DHS) to efficiently and safely share information and transmit to cyber threats.
Using STIX, information of accident, vulnerability and observed event can be sys-
temized and expressed. As shown in Table 1, STIX is composed by eight elements to
express all kinds of information [3].

TAXII is an automatic transmission standard of sharing information on cyber
threats expressed by STIX in real-time. Currently, TAXII supports HTTP and HTTPS
protocols. TAXII provides services such as Push, Pull, Discovery and Feed Manage-
ment. The services can be used to requests and transmit information between the
producer and consumer of information.

Fig. 1. New IoT malware families by year (Symantec)
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3 Platform of Sharing Information on Vulnerability

In this chapter, a platform of sharing information on IoT devices’ vulnerability is
proposed. This platform attempts to prevent security accidents and threats caused by
the security vulnerability of IoT devices.

The proposed platform of sharing information on vulnerability scans IoT devices and
collects vulnerability information such as Common Vulnerabilities and Exposures
(CVE), Common Platform Enumeration (CPE) and Common Weakness Enumeration
(CWE). Then the platform shares the analyzed information with external agencies or
users.

The structure of platform sharing vulnerability information is shown in Fig. 2
below.

Table 1. Elements of STIX structure

Element Description

Observable What has been or might be seen in cyber
Indicator Patterns for what might be seen and what they mean if they are
Incident Instances of specific adversary actions
TTP Attack patterns, malware, exploits, kill chains, tools, infrastructure, victim

targeting, and other methods used by the adversary
Exploit target Vulnerabilities, weaknesses, or configurations that might be exploited
Course of action Response actions that may be taken in response to an attack or as a

preventative measure
Campaign Sets of incidents and/or TTPs with a shared intent
Threat actor Identification and/or characterization of the adversary

Fig. 2. Concept of vulnerability information sharing system
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3.1 Input and Output Data of Platform

The platform of sharing vulnerability information needs the scan information of IoT
devices and vulnerability information collected.

The scan information of IoT device is subject to devices with officially approved
IP. And scanning of device is conducted using scanning tool such as Zmap. Also for
extracting information some technologies are needed, such as Banner Grabbing [2].
Meanwhile, vulnerability information each can be collected using officially approved
databases such as CVE, CPE and CWE [4].

3.2 Operating Flow of Platform

The function of vulnerability information sharing platform can be mainly divided into
three; managing, analyzing and sharing information. By using the platform of sharing
vulnerability information, information on threats and vulnerabilities can be stored and
managed. Also information can be produced through association analysis using various
information. The information above can also be shared with external agencies or users.
The platform of sharing operates as follows.

In the process of managing information, information of devices and vulnerabilities
mentioned above are converted and stored in the shared DB, after scanning and col-
lecting information is processed. In addition, certain history data can be stored using
cloud. In the process of analyzing information, IoT devices with many vulnerabilities
can be pointed out through analysis. Using history data, variety of statistical data can
also be created. In the process of sharing information, relative information is converted
into an appropriate format for sharing, and it can be shared based on specific policies.

Information converted into STIX format is finally transmitted to external agencies
or users. In this stage, the platform uses TAXII transmission mechanism.

3.3 Converting Data to STIX Structure

Information to share is that scan data of IoT device, vulnerability information and
additional solution for vulnerability. To convert information, it uses STIX components.
They are Observable, Exploit Target, and Course of Action. These components can
express some information like information of devices, vulnerability, and possible
solution.

Observable may express information such as an event or a property of device.
Because of the Object type, it can be expressed a variety of information. There are 88
Observable Objects (based on Cybox 2.1 version). Proposed sharing system only uses
9 Observable Objects such as Address Object, Device Object, and Product Object.

Exploit Target can express detail information about vulnerability. When used with
the Course of Action (COA) may represent responses to the vulnerability.

STIX structured information will be sent to external agencies or users. To transfer, by
utilizing TAXII transport mechanism used for services such as Push and Pull. With this
TAXII mechanism, it is possible to process automatically when transmitting the data.
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4 Conclusion

Due to the recent development of wireless network technologies, the use of IoT devices
is increasing as well as various threats caused by vulnerable security. Most of these
security threats can be solved by fixing some known vulnerabilities. Accordingly, the
need of sharing information on cyber security threats is increasing these days.

This paper proposed a platform of sharing vulnerability information in IoT envi-
ronment, as well as the format of shared data with using standard. In the future, the
proposed platform will be implemented and tested.

Acknowledgments. This work was supported by Institute for Information & communications
TechnologyPromotion (IITP) grant funded by theKorea government (MSIP). (No. B0717-16-0099,
IoT Security Vulnerabilities Search, Sharing and Testing Technology Development).

References

1. Symantec, IoT devices being increasingly used for DDoS attacks. http://www.symantec.com/
connect/blogs/iot-devices-being-increasingly-used-ddos-attacks

2. Durumeric, Z., Adrian, D., Mirian, A., Bailey, M., Halderman, J.A.: A search engine backed
by internet-wide scanning. In: Proceedings of the 22nd ACM SIGSAC Conference on
Computer and Communications Security, pp. 542–553. ACM (2015)

3. Barnum, S.: Standardizing cyber threat intelligence information with the Structured Threat
Information eXpression (STIX™). MITRE Corporation 11 (2012)

4. Na, S., Kim, T., Kim, H.: A study on the classification of common vulnerabilities and
exposures using naïve bayes. In: Proceedings of the 11th International Conference on
Broad-Band Wireless Computing, Communication and Applications. BWCCA (2016)

A Study on the Management Structure of Vulnerability Information 251

http://www.symantec.com/connect/blogs/iot-devices-being-increasingly-used-ddos-attacks
http://www.symantec.com/connect/blogs/iot-devices-being-increasingly-used-ddos-attacks


Assessing the Impact of DoS Attacks
on IoT Gateway

Yungee Lee, Wangkwang Lee, Giwon Shin, and Kyungbaek Kim(&)

Department of Electronics and Computer Engineering,
Chonnam National University, Gwangju, South Korea

negee1564@naver.com, kwang9092@gmail.com,

giwonie@gmail.com, kyungbaekkim@jnu.ac.kr

Abstract. Internet of Things (IoT) becomes more popular, and things are
connected to each other through wired or wireless communication methods.
Though things are connected with various methods easily, it attracts network
attackers who exploit these open and convenient network connections in order
to obtain unjustified information and benefits or to subvert various IoT systems.
Especially, Denial of Service (DoS) attack becomes a serious problem on IoT
system where huge number of devices are connected to. These devices are
usually connected to IoT gateways in order to send packets to Internet. How-
ever, currently the impact of DoS attack on an IoT gateway, which has various
interfaces such as wireless LAN interface and wired LAN interface, is not well
examined. In this paper, we assess the impact of DoS attack on an IoT gateway
with various scenarios. We implemented a prototype of an IoT gateway which
has wired and wireless network interfaces by using Raspberry Pi, OpenWRT,
and OVS (Open vSwitch). With this prototype, we evaluated various DoS attack
scenarios on this IoT gateway. Through this evaluation, we observed the
severity of DoS attack on IoT gateways, especially for wireless connections.

Keywords: Internet of things � Gateway � Denial of service attack

1 Introduction

Everything is connected to Internet in anytime and anywhere. The concept of ubiq-
uitous era is not a story of future life any more, but current technology of Internet of
Things (IoT) becomes a popular and powerful tool to realize it.

Internet of Things lets everything connect to Internet, and provides communication
methods between humans and devices or between devices and devices. Through this
rich communication methods and intelligence services with these open and collabo-
rative connections, IoT is considered as one of the essential technologies such as
Artificial Intelligence (AI) which will lead the forth industry innovation. An example of
intelligent IoT system is a smart streetlamp which monitors human activities, analyze
the activities on the centralized server and turns on the lamp automatically under given
conditions. Not only this simple example, various life appliances such as smart phones,
refrigerators and televisions can collaborate to each other and more intelligence
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services through network connections. Consequently, IoT technology let people control
everything with a small device in their palm.

However, this easy and convenient control of everything may be a serious problem
of network security. That is, the IoT intelligence system with basic vulnerability of
network security may be exploited by network attackers in order to obtain unjustified
information and benefits or to subvert the intelligence system. In practice, a general IoT
based smart home service uses a gateway in order to connect the various devices in a
house. In this case, if the gateway is manipulated by attackers, every device connected
to the gateway becomes target of network attacks or means for various network attacks
such as bots for DoS (Denial of Service) attack [1]. Even though the gateway is not
manipulated, if some malicious devices are connected to the gateway, they can initiate
DoS attack to hamper the communication between the normal devices. Lately, the
source code of Mirai, which is a powerful DDoS tool managing over 300 K IoT device
bots easily, is released, and the possibility of new types of bot nets for IoT DoS attack
increases significantly.

Along with the development of IoT industry, the number of devices connected to
IoT system and the volume of data traffic in IoT system increases substantially. This
increase of complexity of IoT system lead more vulnerability of DoS attacks. In this
paper, we evaluate the impact of DoS attacks under IoT gateway in the aspects of
communication ability between IoT devices. Through this evaluation we show the
importance of DoS attack detection and prevention on IoT gateway.

2 Backgrounds

2.1 Internet of Things (IoT)

Internet of Things (IoT) lets everything in our life environment connected to each other
through wired or wireless communication method, and enables these things to
exchange data for collaboration. The concept of IoT has been already used in various
area such as wearable health care devices and self-managing refrigerators. Recently
Korean government selects IoT as a key technology for leading future industry, and
early this year Korean government represents a stimulating strategy supporting tax
credits to companies for conducting the research and development of IoT up to 30%.
Also, many companies including big-size as well as medium size companies focus on
developing IoT technologies to preempt the share of IoT Industry.

2.2 Denial of Service (DoS) Attack

Denial of Service (DoS) attack is an attack to make an online service unavailable by
overwhelming it with traffic from tens or hundreds of PC in short time. Attackers
makes the tons of traffic which is cannot afforded by a server or a network, so general
users cannot use the server or the network normally. Generally, attackers install
malicious bot control program to other PCes, and control these manipulated PCes in
remote. By using this ability of remote control, attackers initiates DoS attack in remote
easily by using an automation program for generating heavy traffic from these zombie
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pc at the same time. The severity of DoS attack is also that it is easy to generate
meaningless heavy traffic, and in IoT environment without basic security concerns it is
easy that attackers get network connections to many other devices [3].

2.3 OpenWRT

OpenWRT is a Non-Real-Time Linux based open source operating system for a
wireless LAN router, and it supports most router platforms [2]. OpenWRT provides
various Linux features required by wireless LAN router conveniently as Linux pack-
ages. Also, OpenWRT supports ipkg (or opkg) as a package management system for
users to install various kinds of software on OpenWRT, and it provides very high
flexibility in its usage.

3 Implementation of a Prototype of an IoT Gateway

To evaluate the impact of DoS attack on IoT gateway, we implemented a prototype of
IoT gateway by using Raspberry Pi 2, OpenWRT and Open vSwitch (OVS). The basic
architecture of the prototype implementation of our IoT gateway is shown in Fig. 1.
The implemented IoT gateway has three Ethernet interface and one Wifi interface.
Among these interfaces, two Ethernet interfaces and one WiFi interface are bound in a
bridge of OVS, and one Ethernet interface is used for connecting to Internet. With this
IoT gateway, we connect four devices (n1, n2, n3, and n4). Two devices, n1 and n2, are
connected with Ethernet (wired) interfaces, and other two devices, n3 and n4 are
connected with WiFi (wireless) interface.

Fig. 1. Architecture of a prototype IoT gateway and connected devices.
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In this implementation, we consider the ability of DoS detection and prevention
discussed in past efforts [4–6] and attach an intrusion detection system such as SNORT
and a SDN controller for controlling flow traffic to our IoT gateway.

For the implementation of IoT gateway and devices, we use the same WiFi
interface module and its detail characteristics are described in Table 1. And for the
devices connected with wireless interface, n3 and n4, the distance between the device
and the IoT gateway set to 5 m.

4 Evaluation of the Impact of DoS Attack on an IoT Gateway

By using the implemented IoT gateway, we emulated various scenarios of DoS attack
on IoT gateways, and evaluated the impact of different kinds of DoS attack. We
consider for difference DoS attack scenarios in the aspect of interfaces of an attacker
and a target; wired to wired attack, wireless to wireless attack, wireless to wired attack
and wired to wireless attack. We generated the SYN flooding traffic as DoS attack
traffic by using hping3 program. Under this DoS attack, we confirm that our intrusion
detection system can detect the attack traffic and SDN controller can prevent the flow
successively.

In this evaluation, we focus on assessing the impact of DoS attack, and we turn off
the DoS detection functionality of our IoT gateway. Then, we measure the average
round trip time of ping messages for 1 min between legitimate devices attaches to IoT
gateway under various kinds of DoS attack. We tested each DoS attack in three times
and obtain the average value of the round trip time.

To evaluate the detail impact of DoS attack, we change the rate of DoS attack by
using different rate such as 1000 packets in a sec (u100), 2000 packets in a sec (u50)
and 10000 packets in a sec (u10).

Figure 2 illustrate the average round trip time between legitimate devices under
various kinds of DoS attacks. In this figure, we use device notations such as n1, n2, n3
and n4 described in Fig. 1.

Table 1. Setup of 802.11 Wireless LAN

Category Specification

Chipset Realtek 8188
Bandwidth 20 MHz
Channel 11 (2.462 Ghz), single channel
TX Power 20 MHz
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4.1 DoS Attack from Wired Interface to Wired Interface

For evaluating wired to wired DoS attack, we initiated a DoS attack from n1 to n2, then
measured the round trip time of ping between n3 and n2 like Fig. 2(a). We observed
that the ping time increases along with the increase of DoS attack traffic.

4.2 DoS Attack from Wireless Interface to Wireless Interface

For evaluating wireless to wireless DoS attack, we initiated a DoS attack from n3 to n4,
then measured the round trip time of ping between n1 and n2 like Fig. 2(b). Inter-
estingly, DoS attack between wireless devices does not affect the performance of ping
between wired devices. It is because the attack traffic does not bother the legitimate
traffic.

4.3 DoS Attack from Wireless Interface to Wired Interface

For evaluating wireless to wired DoS attack, we initiated a DoS attack from n3 to n2,
then measured the round trip time of ping between n1 and n4 like Fig. 2(c). In this case,

Fig. 2. Average round trip time between legitimate devices under various DoS attack
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even though only u100 case DoS attack affects the round trip time between legitimate
devices significantly. It is because the packets from wireless interface bother the
packets from wired interfaces. Also, we observed lots of packet loss from DoS attack
traffic (more than 70%), it is because of the difference of bandwidth between wireless
interface and wired interface.

4.4 DoS Attack from Wired Interface to Wireless Interface

For evaluating wired to wireless DoS attack, we initiated a DoS attack from n1 to n3,
then measured the round trip time of ping between n3 and n4. But in this case, we
cannot measure the time for ping because n3 and n4 lose their connection to IoT
gateway. In this case, the DoS attack traffic which is generated by wired interface
overwhelm the queue of wireless interface and drop the heartbeat packets for main-
taining wireless connections.

5 Conclusion and Future Works

IoT technology gains huge attentions for future industry, and more and more devices are
attached to IoT gateway for collaborating each other with more intelligent services. In
this case, DoS attack on IoT gateway may be a critical challenge to maintain intelligent
IoT services. Through the implementation based evaluation of DoS attack on IoT
gateway, we observed that the wired to wireless type DoS attack is most severe attack on
IoT gateway, and realized that it is important to monitor wireless traffic carefully in order
to providing effective DoS attack detection and prevention in IoT gateways.

Acknowledgments. This work was supported by Institute for Information & communications
Technology Promotion (IITP) grant funded by the Korea government (MSIP) (R0110-16-1001,
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Abstract. In this paper, we developed a low-cost video-oculography device
that diagnose neural diseases such as nystagmus by the vestibular function test
using an infrared camera. An infrared camera and LEDs were attached in a pair
of developed goggles, which was located in front of an eye for experimenters.
Collected videos were converted to gray channel from RGB channel, and each
pupil was extracted using morphology operation. Rotatory chair tests were
conducted with our device. Gain, asymmetry and phase were calculated from
obtained video.

Keywords: Video-oculography � Infrared camera � Videonystagmography

1 Introduction

Eye movement is separated into voluntary movement for tracking an interest target and
involuntary movement for relocation of eyes. Involuntary movement of eyes makes it
possible to fix on a target in head rotating by moving eyes to opposite direction [1].
This is induced by the semicircular canals in the vestibule by sensing angular accel-
eration [2]. However, disorder of the semicircular canals can cause involuntary
movement of eyes while no rotating head, which is called nystagmus [3].

In order to diagnose nystagmus, rotatory chair test, which was introduced in 1907,
is conducted to potential patients [4]. The rotatory char test measures dizziness by
rotating chair at 0.01 to 0.64 Hz increased by two times with sinusoidal velocity and by
measuring eye movement signal [4]. In the past, electronystagmography (ENG) was
frequently implemented to detect eye movement signal [5]. ENG has advantages of
being able to measure while closing eyes and of cost, yet has disadvantages of being
caused motion artifact by eye blink, perspiration or light, and of difficulty measuring
vertical eye movement. With the advance in the computer vision technology,
videonystagmography (VNG) is used in general, although ENG is still valuable data
[6]. VNG is the technology that can test whether dizziness is caused by inner ear
disease, which uses an infrared camera for tracking pupil in dark. Advantages of VNG
that are high accuracy rate and non-invasive method make it being used, despite its
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high cost. In order to analyze eye movement signals with rotatory chair test, three
factors should be calculated, which are gain, phase and asymmetry.

Various researches that use VNG have been conducted [7–9]. In [7], a new method
that resolves the problem of the estimation of eye position in the analysis of VNG was
presented. Horizontal and vertical signals were analyzed based on position, amplitude
and duration. In [8], the researchers proposed a medical characteristics analysis method
for displacement vectors of nystagmus by using Gaussian mixture models. In [9], a
vestibular diseases analysis method was proposed from VNG applications by mea-
suring pupil movement. The researchers selected features using a Fisher linear dis-
criminant analysis that can extract the most significant features based on the inter intra
variance deviation. Most researches extracted pupil from video data and analyzed the
eye movement signals. However, the analyzed data are not enough as clinical diag-
nosis, and cannot use with rotatory chair test.

In this paper, a pair of head-mounted goggles was built with an infrared camera and
used with rotatory chair to obtain eye movements. Then, pupil coordination was
extracted from the video. From the pupil data, three factors, which are gain, phase and
asymmetry, were calculated for measuring rapid eye movements.

2 Video-Oculography (VOG) System

Figure 1 shows a pair head-mounted goggles that can obtain infrared video. The system
is composed of a Raspberry Pi 3 model B with Pi Camera v2 and gyroscope
MPU-6050. In addition, three 850 nm infrared LEDs were attached to the goggles.

2.1 Feature Extraction

Figure 2 shows a flow chart of the pupil extraction method. First, the gray channel is
extracted from the infrared images. Then, binary images were generated from the gray
channel. After image binarization, the morphology operation was implemented to
reduce noise in binary images. Finally, Hough transform algorithm was used for
extraction pupil contour. Figure 3 shows examples of the pupil tracking method.

(a) (b)

Fig. 1. A head-mounted goggle with an infrared camera. (a) goggle inside, (b) measuring eye
movement.
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In order to calculate gain, asymmetry and phase, velocity of pupil should be cal-
culated. Figure 4 shows a flow chart of the pupil velocity calculation. First, pupil
movement signal is normalized. Then, velocity of the movement signal was calculated
by derivative of normalized signal. In addition, fast phase of signal is removed using
frequency analysis with interpolation method. Finally, moving average filter is applied.

Gain is proportion of velocity between of the maximum slow phase eye and the
maximum stimulus velocity (rotatory chair), which is estimated as follows:

Gain =
Amplitude of themaximum slow phase eye velocity
Amplitude of the maximum stimulus velocity

: ð1Þ

Phase indicates time difference between the maximum stimulus velocity and the
maximum slow phase eye velocity, which is calculated in degree. Finally, asymmetry
compares the maximum slow phase eye velocities between clockwise and
counterclockwise.

Fig. 2. Flow chart of pupil contour extraction

(a) (b) (c)

(d) (e)

Fig. 3. Examples of pupil extraction (a) raw image, (b) gray channel, (c) binary image, (d) noise
reduced image by morphology operation, (e) results

Fig. 4. Flow chart of pupil velocity calculation
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3 Experiments

Data were collected while a subject seated on a rotatory chair [10] (System 2000,
micromedical) in the upright position with wearing the developed goggles. The subject
was instructed to bend his head forward at approximately 15 degrees. Video data were
recorded with 600 � 420 resolution at 30 Hz. Moreover, 3-axis gyro data were
recorded at 80 Hz. Figure 5 shows calculated velocities of head and slow phase eye at
0.01 Hz and 80°/s. The y-axis represents averaged velocities in degree and rotation
direction.

4 Conclusion and Discussion

This paper has presented low-cost VNG using infrared camera. The device was
developed using a pair of head-mount goggles with infrared camera based on pupil
tracking method. When a subject blinks he/her eyes, we found that pupil tracking
signals were missed. Thus, the system should adjusted the missing signals using
interpolation algorithms. Moreover, the method of eye velocities should be improved

Fig. 5. Averaged velocities (head and eye) at 0.01 Hz and 80°/s
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because the velocities in degree is required, not in pixel. In the future, the more
experiments will be conducted on more subjects for clinical test.
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Abstract. Virtual machines are enabled to many of physical server can be
integrated into fewer physical server. Integration of the server using virtual
server technology induces the efficient use of resources to bring the cost benefits.
Power consumption of the data center has been increased by 45% or more every
year. More than 60% of the maximum power consumption is wasted on the
physical server idle state, one way to reduce energy consumption is to minimize
the number of physical servers. In this paper, VM usage time (running time)
applied to 0–1 Knapsack algorithm. This method is the VM arrangement
technology that can minimize the use of energy.

Keywords: VM relocation � Knapsack algorithm � Server integrated � VM
running-time

1 Introduction

Development of virtualization technology is supports a server integration in the cloud
data center, which is a physical machine to be able to have a high utilization rate [1].
The entire world, take advantage of smart devices and big data analysis and spread the
Internet of things, cloud data center has been fixed in the necessary infrastructure.

As data center utilization is increased, the power consumption to be used by the
data center is also increasing. In the case of the South Korea of NAVER data center,
120,000 of the server is running without a break for 24 h. During the past year,
NAVER data center power consumption used was 52,710,000 kWh [2]. And the
operation of the server discharges about 22,352t CO2. This is the amount that occurs
when a round-trip distance of 400 km 178,000 times.
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In the case of cloud data center, more than 60% of the maximum power con-
sumption is wasted on the physical server idle state. Therefore, increase the resource
utilization in the cloud data center. It is the best way to reduce power consumption.

In this paper, 0–1 Knapsack problem is applied to the virtual machines that are
distributed multiple physical server, we propose an algorithm to improve the resource
utilization.

2 Related Works

Server integration is to relocate the running virtual machines to several physical
machine and to conserve energy using off the power supply of the remaining physical
server, and. Therefore energy-saving efficiency of server integration can increase the
fewer the number of requests to the physical machine.

First Fit Decreasing (FFD) algorithm shows the high speed and good placement
performance. Therefore, a lot of research of the server integration uses FFD [3, 4].

However, FDD algorithm is the larger CPU or memory deviation of the VM, the
lower placement performance. Using the 0–1 Knapsack algorithm in order to solve
these drawbacks. In addition, take advantage of CloudSim simulation by compare the
results, the conclusion of this paper.

3 Optimization Method of Placement of the VM

3.1 VM Placement Method Using the 0–1 Knapsack Algorithm

Knapsack problem is a famous problem of combinatorial optimization. Briefly, the
maximum value of the weight that can be saved in one of the bags have been fixed.
When you put the thing that there is a certain ‘value’ and ‘weight’ to the bag, the sum
of value is a method to choose the one that maximize [5].

0–1 Knapsack problem cannot split things, each unique things one by one.
Therefore, it is suitable for applying an algorithm to placement the VM on the physical
machines.

Table 1 is the source code that implementation the CloudSim simulation. Easy to
understand was make the pseudo code.

i ¼ f 0� i ¼ CPU g
j ¼ f 0� i ¼ MEM g

k ¼ ð 0� k� the number of VM Þ
matrix i½ � j½ � ¼ max matrix i� vCPUk½ � j½ �; matrix j� vMEMk½ � þ VMivð Þ

The results are returned in the form of matrix[CPU][MEM], With the maximum
value at matrix[500][1000] when CPU = 500 and MEM = 1000. Therefore, returned to
VM allocation list when is matrix[500][1000] (Table 2).

The value of VMiv is determines the priority due to the calculated by vCPUi *
vMEMi * runningtime. Here, runningtime is running-days for VM. In other words,
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when VM is running for three days, the value of runningtime is 3. Therefore,
running-time is longer VM has a high value, it is first assigned.

3.2 VM Placement in Consideration of the Running Time

VM running time is very important in order to assign the VM to a physical machine.
The algorithm proposed in this paper, In consideration of the VM driving time, It is
possible to increase the resource utilization of the data center at the time of relocation of
the VM.

Figure 1 is VM placement that does not take into account the runningtime. When
considering only resource utilization, When you assignment a VM, resources are

Table 1. Our VM placement algorithm using Knapsack algorithm

Knapsack algorithm
Output : matrix[CPU][MEM]

for i = 0 to n {
for j = CPU to 1 {

for k = MEM to 1 {
if(vCPUi > j || vMEMi > k)

matrix[j][k] = matrix[j-1][k-1]
else if( matrix[j][k].value < 

matrix[j-vCPUi][k-vMEMi].value+VMiv)
matrix[j][k]=matrix[j-vCPUi][k-vMEMi].value+VMiv)
matrix[j][k].selectVM += VMi

}
}

}
return matrix[CPU][MEM]

Table 2. Variable notation

Variable Explan

CPU CPU performance of the PM (Unit : MIPS)
MEM Memory capacity of PM (Unit : MB)
VMi The i-th VM
VMiv The i-th VM value
vCPUi The i-th VM cpu requirements
vMEMi The i-th VM memory requirements
runningtime running-days for VM
VMiv The i-th VM value of which determines the priority of the VM allocation
matrix[i][j] When using a CPU and memory of about i, j, the maximum value
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released to the running time is short order. as time goes by resource utilization has
deteriorated.

As shown in Fig. 2, when the arrangement by increasing the priority to have long
running time VM, Even running time is short VM resources are released, it is possible
to maintain the resource utilization.

Fig. 1. Doesn’t take into account the runningtime

Fig. 2. Considering VM placement running time
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3.3 Simulation

Using the CloudSim simulator, we were compared FFD and with proposed in this
paper. Physical server was set equal to the high-spec PC. CPU usage and memory is
respectively assumed as 8000Mips and 10000 MB.

Table 3, when creating a VM, a range of set randomly CPU and memory and the
drive time. When you create a large number of the VM to the actual data center, We are
take into account VM size not constant. To definitely compare FDD algorithm and
proposed in this paper, the simulation was five times.

Table 3. Range of VM random generation

CPU Memory runningtime The number of VM

100 � 2000 Mips 100 � 2500 MB 1 � 100days 100

Fig. 3. Free resources of the entire PM

Fig. 4. A number of PM generated
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Figure 3 is comparing the free resources of the entire PM, Fig. 4 is the number of
PM requires FDD and Knapsack. A algorithm proposed in this paper can know better
than FFD. Averagely, 49% of resource utilization has increased.

4 Conclusion

To summarize the results of this paper are as follows. Arranging method of the virtual
machine using the existing FFD, when assigned a uniform size of the VM to the
physical machine looks relatively good performance, but in other case when we
assigned to VM size is not uniform in the physical machine then we can found to be
inefficient. And also when we admeasure it we don’t consider VM’s driving time so
FFD algorithm is unsuitable in Optimizing resource utilization.

As shown from the results of the present paper, our suggestion about algorithm can
useful in efficiency of energy in large-scale of data center and other IT field that using
cloud server.
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Abstract. Low-Power Wide-Area Network (LPWAN) or (LPWA) is a type of
wireless telecommunication network designed to allow long range communi-
cations at a low bit rate among things (connected objects), such as sensors
operated on a battery. The characteristics of extremely long communication
range and low power provide more feasible, reasonable wireless connectivity
with a lot of researchers, field engineers, and application designers, who have
suffered from weak wireless connectivity, range limitations, and energy effi-
ciency. Therefore, in this paper, key applications and challenges of LPWA will
be handled first, and several existing (emerging) new LPWA standards will be
discussed. In particular, LoRaWAN, which is regarded as one of the most
effective LPWA solutions, is mainly focused. So, several functionalities and
characteristics of LoRaWAN will be presented. In addition, network architecture
different from legacy short range wireless communications such as IEEE
802.15.4, IEEE 802.11, etc., will be overviewed and state-of-the-art off-the-shelf
LoRa chipsets and modules will be introduced. Then, in order to help under-
stand how to develop LoRaWAN application, our LoRaWAN experiments will
be presented. At the end of the keynote, design considerations of LoRaWAN
application and network, and several types of design methodologies will be
discussed.

Keywords: LPWA � LoRaWAN � Gateway

1 Introduction

Low-Power Wide-Area (LPWA) [1, 2] is a generic term for a group of technologies
with the following key characteristics: long battery life (often in excess of 10 years
whilst supporting a benchmark smart metering application), low cost chipsets and
networks, and limited data communications throughput capacity.

Major advantages in using LPWA technology are as follows. First, One technology
cannot serve all of the projected applications and volumes for IoT. Second, WiFi and
BLE are widely adopted standards and serve the applications related to communicating
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personal devices quite well. Lastly, LPWAN is designed for sensors and applications
that need to send small amounts of data over long distances a few times per hour from
varying environments [3–6].

As shown in Fig. 1, there are several state-of-the-art LPWA standard technologies
including LoRa, Sigfox, LTE-m, and NB-IoT. Among them, at this moment, Lor-
aWAN shows superior characteristics, especially in terms of power efficiency, security
and battery life aspects. Therefore, in this paper we focus on LoRaWAN standard.

2 Overview of LoRaWAN

LoRaWAN (Long Range Wide Area Networks) is a PHY and MAC protocol for a high
capacity long range and low power star network. The LoRa Alliance is standardizing
for Low Power Wide Area Networks (LPWAN). First of all, major advantage of LoRa
is long range capability (e.g., a single gateway or base station can cover entire cities or
hundreds of square kilometers). Actually, communication range highly depends on the
environment or obstructions in a given location, but LoRa and LoRaWAN™ have a
link budget greater than any other standardized communication technology [7–10].

In addition LoRa is the physical layer utilized to create the long range communi-
cation link. Many legacy wireless systems use frequency shifting keying (FSK) mod-
ulation as the physical layer because it is a very efficient modulation for achieving low
power. However, LoRa is based on chirp spread spectrum modulation, which maintains
the same low power characteristics as FSK modulation but significantly increases the
communication range. Chirp spread spectrum has been used in military and space
communication for decades due to the long communication distances and robustness to
interference, but LoRa is the first low cost implementation for commercial usage.

There are a number of important design factor for LPWA. So, LoRa fulfills several
requirements as follows:

Fig. 1. Comparison of LPWA technologies
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– Network architecture
– Communication range
– Battery lifetime or low power
– Robustness to interference
– Network capacity (maximum number of nodes in a network)
– Network security
– One-way vs. two-way communication
– Variety of applications served.

Basically, LoRa standard define LoRa physical layer and MAC layer as shown in
Fig. 2. The frequency band used is varied according to region and LoRa has three
different types of MAC options: class A, B, and C. Figure 3 summarizes the charac-
teristics of each class.

Fig. 2. LoRaWAN protocol stack

Fig. 3. LoRa class
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End Devices serve different applications and have different requirements. In order
to optimize a variety of end application profiles, LoRaWAN utilizes different devices
classes.

In order to participate in a LoRaWAN network, each end-device has to be per-
sonalized and activated. Therefore, for join process, LoRa support two modes as
follows:

– Over-The-Air Activation (OTAA) when an end-device is deployed or reset.
– Activation By Personalization (ABP) in which the two steps of end-device per-

sonalization and activation are done as one step (Fig. 4).

Unlike legacy short range wireless communication technologies such as IEEE
802.15.4, or IEEE 802.11, LoRaWAN requires Internet-based network server man-
agement. Therefore, In a LoRa network, gateway plays a role in packet forwarder
between LoRa network and IP network. Instead, Network server should directly
manage each node connected to gateways. Finally, user can receive several service
from network server.

3 Experiments

In order to test full functionality of LoRaWAN, we need all components for LoR-
aWAN including gateway, network server and end device. Therefore, in this section we
describe our test environments and results using off-the-shelf LoRa products and
network server services.

For logical network test, we utilize MultiTech conduit gateway wth 915 MHz LoRa
mCard and for end device MultiTech mDot 915 nodes. In addition, to adapt Korean

Fig. 4. LoRaWAN network architecture
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regulation for LoRa frequency, we also configured mDot and Conduit Gateway’s
environmental variables including Network ID, FSB, Network Key. After configura-
tion to gateway and end device, respectively, we tested communication range test to
verify the long range performance of LoRa.

Figure 5 shows the result of range test. The test was conducted in Songdo, Incheon,
Korea, the result proved that maximum communication range of LoRa is up to 5 km.
The distance is sufficient to cover entire area of the city with a single gateway.

4 LoRaWAN Network Server

LoRa network server is used to maximize the full functionality of LoRaWAN and most
LoRa application developers use LoRaWAN cloud service. Therefore, we tested open
LoRa network server services, TTN (The Things Network), and Loriot (Limited free
account) sites Fig. 6 shows TTN network architecture.

Figure 7 also shows application data access using REST API via web browser.
Our test environment is as follows.

– The number of gateway: 1
– The number of End Devices: 2
– Data: Periodic data @ every 2 s
– Network Server: TTN server
– Success ratio: 100% (obtained from network server).

Fig. 5. Communication range test result.
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However, The TTN cloud service only supports one-way (Uplink: ED ! gate-
way ! network server ! user) and Text-based RESP api debugging is so uncom-
fortable (Fig. 8).

Therefore, we also tested the other network server service, Loriot Cloud Service.
The Loriot service provides:

– Good visibility using dash board
– Easy to check several status such as connectivity, data channel, history, etc.
– For free account (1 gateway, 10 devices).

Fig. 7. TTN Web browser

Fig. 6. Architecture of TTN
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5 Conclusion

In this paper, we introduced Low-Power, Wide-Area (LPWA) technology which
complements existing cellular mobile network and short range technologies, enabling
lower costs and better power consumption. In particular, long range, low power
characteristics are leading to the extremely rapid growth rate driven by a wide range of
applications, each of which is the product of a rapidly evolving technological land-
scape. In particular, LoRa is an integrated total solution covering all layers, softwares,
and hardware platforms. However, users (developers) need to choose a design method
appropriate for their LoRa application.
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Abstract. This study will first select the feature of consumer behavioral system
and build up its model then will evaluate the goodness-of-fit to confirm its
suitability through the second-order factors analysis. There are six dimensions of
risk correlated with consumer BIS – Functional, Financial, Social, Physical,
Psychological, Time – and four dimensions of factors correlated with consumer
BAS – Quality, Efficacy, Safety, Cost effectiveness.

Keywords: Generic medicine � BIS � BAS � Perceive risk � Consumer behavior

1 Introduction

In order to examine consumer behavior dealing with generic medicine, we selected
Quality, Efficacy, Safety and Cost Effectiveness as the factors of BAS, and Functional
risk, Financial risk, Social risk, Physical risk, Psychological risk, and Time risk as the
factors of BIS. Considering that the medical cost does not go any smaller in Japan, this
research thus is to examine and diagnose potential variable controlling a consumer’s
“acceptance” or “avoidance” in order to improve benefits of welfare for Japanese
citizens. To examine and diagnose variables properly, which is also the main goal of
this research, we need to evaluate reliability and adequacy of measuring method then it
will allow us to extract factors and items composing the method.

2 Literature Review

The Japanese government, recognizing their rapidly aging population and the associated
increase in healthcare, began to be concerned about how to contain these costs,
specifically pharmaceutical costs, since the mid-1970s (Oliver et al. 1997). As a means
to control costs, the Japanese government introduced a number of pharmaceutical
price-regulation policy starting in 1981, however, eight years later the per capita drug
spending was still significantly higher than the U.S. (Ikegami et al. 1994). However,
Japan falls far short of the successes that other countries have had in using generic drugs
to lower health care costs (Thomson Reuters 2014). The Japanese pharmaceutical
market, the world’s 2nd largest, is traditionally renowned for its brands’ domination and
weakest generics share among major established economies (Jakovljevic et al. 2014).
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2.1 Consumer’s Decision Making

If BAS and BIS do control human motives, then those system differentials between
each human has something important to do with the personal welfare and health. For
instance, the BAS sensitivity determines “How would a person react to an anticipated
reward?” while the BIS sensitivity measures “How would a person react to an immi-
nent danger or punishment?” Davidson (1992, 1998, 2000) and his team used the data
measuring laterality of left and right prefrontal cortexes in resting phase then proved
that low BAS sensitivity can cause depression and it can be the person’s basic char-
acter. Also, he points out the sensitivity differential between BAS and BIS causes
differentials between each effective styles, then it directly correlated with inheritance
(Kagan et al. 1988), personality (Gross et al. in press), and vulnerability as in
psychopathology (Meehl 1975).

2.2 Perceived Risk

Perceived risk is a concept being discussed in economics and Bauer (1960) first
introduced it to explain consumer behaviors. Jacoby and Kaplan (1972) and Brooker
(1984) classify it into five risks: financial, functional, physical, social and psychological
risk; Peter and Ryan (1976) add time/comfort loss; Zikmund and Scott (1977) adds the
risk of opportunity loss. Stone and Gronhaug (1993) divides risks into two big cate-
gories: financial/functional/physical/time risk and social/psychological risk. Schiffman
and Kanuk (1994) types the perceived risk into financial, safety, functional, social,
psychological, and time loss risk. Kurtz and Clow (1997) determines the risk in three
types: social/psychological, financial, and consequence risk.

The understanding Quality and Efficacy can be also found in cue theory. A con-
sumer or a patient can use two values: expected, assured value to recognize the quality
(Olsen 1972). The expected value is to map certain cue on the product’s quality, which
provides reliability on solving problems. The assured value is a certainty of consumer’s
ability to use the cue in order to evaluate the product. These judgments pay significant
roles on the evaluation process. The worst point of using generic medicine is that
consumers generally recognize its quality lower than branded (Richardson et al. 1994).

Therefore, based on the preceding studies, we will examines consumer practical
behaviors towards generic drugs with five causing factors: Quality, Efficacy, Safety,
Reputation of Manufacturer, Price (Bearden and Mason 1978) in order to confirm their
BAS property, and with six risks: Functional, Financial, Social, Physical, Psycholog-
ical, Time (Mason and Bearden 1980) in order to figure their BIS property. Functional
risk is the probable fact that consumers could question about quality of generic drugs;
Financial risk is the probable fact that consumers find no value on purchasing generic
drugs; Social risk is the probable fact that consumers worry if others would view their
purchase of generic drugs in negative ways; Physical risk is the probable fact that
consumers worry if buying generic drugs could harm them or their families physically;
Psychological risk is the probable fact that consumers get uncomfortable with pur-
chasing generic drugs; Time risk is the probable fact that consumer could regard
purchasing generic drugs as wasting of time (Mieres et al. 2006).

278 T. Hosoda and H.J. Cheon



3 Method

We grasped the concepts and subordinate factors of BIS and BAS through preceding
researches, and based on this, we obtained the specific behaviors and characters of
consumers shown towards generic medicine. Variables used in this study are recon-
structed through the research of previous literatures and works. The primary dimension,
BIS, comprises six risks, the secondary dimensions: Functional Risk, Financial Risk,
Social Risk, Physical Risk, Psychological Risk, Time Risk, which are established from
the basic theories and previous studies. We should examine whether those six sec-
ondary dimensions are converged to Behavioral inhibition system (BIS), the primary
dimension. In order to study this matter, we carry out the second-order confirmatory
factor analysis. The results are as follows (See Fig. 1). Likewise, we need to examine
whether those five dimensions: Quality, Efficacy, Safety, Cost Effectiveness, are con-
verged to Behavioral Activation System (BAS). We also proceed with second-order
confirmatory factor analysis (See Fig. 1).

4 Result of Factor Analysis

4.1 Exploratory Factor Analysis

The result of the exploratory factor analysis per each dimension was as follows. KMO
and Barlett’s Test were carried out to confirm the validity and adequacy of items
measuring the secondary factors of BAS and BIS, and its value turned out .72 in this
work. On Barlett’s test, Chi-square value was 5198.34 (df = 1431), which verified that
the selected items for factor analysis were significant.

4.2 Confirmatory Factor Analysis and Model Fit

Each latent variable was observed 23 indicators for six dimensions (Functional Risk
(t-value = 21.16–23.69), Financial Risk (19.65–23.32), Social Risk (20.01–25.05),

Fig. 1. Second-order confirmatory factor analysis of BIS & BAS
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Physical Risk (24.90–26.07), Psychological Risk (24.43–25.61), Time Risk (23.60–
25.70)) interacting with BIS, and 17 indicators for four dimensions (Quality (15.23–
18.87), Efficacy (17.62–23.27), Safety (18.24–22.51), Cost Effectiveness (18.44–24.82))
interacting with BAS. The observed variables that represent the relationships between the
measuring indicators and conducts turned out statistically significant. The correlations
between primary and secondary dimensions in both groups (Functional Risk, Financial
Risk, Social Risk, Physical Risk, Psychological Risk & Time Risk with BIS, Quality,
Efficacy, Safety & Cost Effectiveness with BAS) were also verified as significant (see
Fig. 2).

The overall value from the goodness-of-fit test in the confirmatory factor analysis
was 2242.97 Chi-square (df = 729). As shown in results, the model thus is supported
well by the data as the p-value < .01 with respect to the Chi-square statistics.
Goodness-of-fit index (GFI) was 0.75; Adjusted goodness-of-fit index (AGFI) was
0.72. These two indices were over 0.7, which satisfies the acceptance standard,
meaning the model adequacy is satisfying. Normed fit index (NFI) and Non-normed fit
index (NNFI) were 0.98 and Comparative fit index showed 0.98. The closer these
indices are to 1, the more the results are significant (Kline 1998). Since each of our
indexes is 0.98, the model adequacy appears very satisfying. Root mean square error of
approximation (RMSEA) shown 0.08 and this means also the model adequacy fits in a
favorable range according to Cudeck and Browne (1993). RMSEA < 0.05 means
satisfactory, 0.05 � RMSEA < 0.08 is an acceptable range, 0.08 � RMSEA < 0.10
is an average level, and RMSEA � 0.10 would be out of acceptable range. The
overall adequacy index from the hierarchical factor structure fits in the favorable range,
so that the structure obtains the satisfying model adequacy as six factors in BIS and
four factors in BAS.

Description below suggests the structural model of BIS and BAS scales that pertain
to Japanese consumers dealing with generic medicine. We found that the correlation
coefficient between BIS and BAS (r = −0.64) and the one between two factors from
Batra and Ahtola (1990) (r = 0.55) were peculiarly different. The meaning of −.64

Fig. 2. Second-order confirmatory factor analysis for behavioral system
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between BIS and BAS in (Fig. 2) is that two primary concepts are contrary one another
and they hold completely different implications.

5 Conclusions

5.1 Results Summary

When a generic drug comes out in the market, not only it triggers lowering the price of
patent-expired-drugs, but also the consumers can save money. Additionally, the
research labs in the existing drug companies would more focus on generating new
medicine rather than competing with generic medicine companies. Overall, govern-
ments in most countries have been encouraging consumers to take generic drugs to
manage health security expenditure since they realized that the more use of generic
drugs, the lower healthcare payout for drugs (Shin and Choi 2008). However, not all
consumers have the same positive opinions about the copied drugs despite that generic
drug markets keep expanding. Therefore, the aim of this study is to suggest the
alternate plan for consumers to choose more of generic medicine by classifying their
behaviors into BIS and BAS.

5.2 Limitation and Future Study

We find several important meanings from this study, which are described as follows.
Firstly, BIS and BAS, are correlated with consumer behaviors towards generic medi-
cine by clarifying how each system plays a role on their distinct behaviors towards
generic medicine. Also, this work can be the contribution to future researches since it
provides the solid theoretical proof supporting the tool developments to measure BIS
and BAS. Secondly, this work is beneficial to the marketing divisions of pharmaceu-
tical companies interested in specific and various causes of consumer acceptance and
approach towards generic medicine through studying secondary factors of BIS and
BAS. Third, this work is also beneficial to the government when it comes to estab-
lishing policies to cut pharmaceutical expenditure, as the high rate of elderly population
and new pharmaceutical technologies concern them, by learning how to balance the
factors of BIS and BAS. Finally, this study has ultimately examined the factors of BIS
and BAS that consumers possess towards generic medicine, and brought the suitable
and adequate research model. Especially in Japan, they have national and social health
insurances which can carry out the survey to find consumer recognition about generic
medicine so other countries that have similar healthcare system could use the same
methods applying BIS and BAS.
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Consumers Behavioral System of Approach 281



References

Bearden, W.O., Barry Mason, J.: Consumer-perceived risk and attitudes toward generically
prescribed drugs. J. Appl. Psychol. 63(6), 741–746 (1978)

Ikegami, N., Yoo, B.K., Hashimoto, H., Matsumoto, M., Ogata, H., Babazono, A., Kobayashi,
Y.: Japanese universal health coverage: evolution, achievements, and challenges. Lancet
378(9796), 1106–1115 (2011)

Jakovljevic, M.B., Nakazono, S., Ogura, S.: Contemporary generic market in Japan–key
conditions to successful evolution. Expert Rev. Pharmacoeconomics Outcomes Res. 14(2),
181–194 (2014)

Kuribayashi, R., Matsuhama, M., Mikami, K.: Regulation of generic drugs in Japan: the current
situation and future prospects. AAPS J 17(5), 1312–1316 (2015)

Oliver, A.J., Ikegami, N., Ikeda, S.: Japan’s aging population. Pharmacoeconomics 11(4), 306–
318 (1997)

Olson, J.C.: Cue utilization in the quality perception process: a cognitive model and an empirical
test. Doctoral Dissertation, Purdue University (1972)

Richardson, P.S., Dick, A.S., Jain, A.K.: Extrinsic and intrinsic cue effects on perceptions of
store brand quality. J. Mark. 58(4), 28–36 (1994)

Shin, J.Y., Choi, S.E.: The volume and the price of generic drug consumption in Korea
prescription drug market. Korean J. Health Econ. Policy 14(1), 103–125 (2008)

Simoens, S., de Coster, S.: Sustaining Generic Medicines Markets in Europe. Palgrave
Macmillan, New York (2006)

Vogler, S., Zimmermann, N.: The potential of generics policies: more room for exploitation–
PPRI Conference (2012)

U.S. Food and Drug Administration Center for Drug Evaluation and Research, 19 August 2013.
Generic. http//www.medterms.com

282 T. Hosoda and H.J. Cheon

http://www.medterms.com


Cross-Conforming Approaches of ICT
Functionality Design for Smart City

Jae-Young Ahn1, Eunjun Rhee1, Hyun-Woo Lee1,
and Dae Joon Hwang2(&)

1 Smart Platform Research Department, ETRI, Yusung,
Deajeon City, Republic of Korea

{ahnjy,ejrhee,hwlee}@etri.re.kr
2 Department of Information and Communiaction,

SungKyunKwan University, Suwon, Republic of Korea
djhwang@skku.edu

Abstract. This paper deals with the design approaches of ICT functionality for
smart city in an attempt to identify cross-conforming aspects between extreme
approaches (IIFA, CSFA). Based upon a general modelling of city spaces and
infrastructures, properties of those two approaches are compared to identify the
chance to compensate the weak points and to combine the preferable features of
those models each other. The result gives us a direction to combine those
approaches for the design of ICT structure for smart city, that is synergistic
enough for the planning of a smart city not only at a manageable level of fast
installation but also for accommodating heterogeneity in city subsystems.

Keywords: Smart city � IoT � City infrastructure � Collaboration platform �
Trust management � Interactive media � Interoperability

1 Introduction

Smart city is basically an effort to resolve many problems on the way of urbanization,
by applying ICT as the vehicle of innovation. However, there are no definitive refer-
ences for the design of ICT for smart city, and rather diverse approaches are suggested
in many cases based upon each city’s ideals and circumstances. [1–3]. In order to start
the design of smart city under a specific ideals and goals, we need to define the city
model first, as for the target system to deploy ICT functions on it. Though there are
very many criteria to define the property of a city, this paper relies on the general model
of a city as with the high level definitions of national land space development schemes
in many countries [4]. The model accommodates two different viewpoints; ‘citizens
centric’ and ‘city operators centric’. At in the citizen centric viewpoint, a city is a
collection of eco-systematic spaces that supports social and economic activities of their
life. On the other side of it, for the city operators’ or governors’ viewpoint, a city is a
collection of city infrastructures that can be layered into two; non-physical and
physical supply infrastructures. Those spaces and infrastructures are shown as simple
boxes at the central part of Fig. 1.
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Among many approaches to deploy ICT functions over a city, this paper depicts
two extreme cases; one is to install ICT-based infrastructure alongside the traditional
utilities and services of a city. It will be a rational solution for the development of smart
city especially in viewpoint of city developers’. In that case the interoperability of
ICT-based infrastructure with traditional city subsystems is essential to activate its
ability of orchestration and integration. This type of installation is often represented as
an (ICT) infrastructure-focused approach [4] in light of smart city-planning to add
ICT as an additional infrastructure into traditional city structure.

Another approach that gives priority to the new socio-economic opportunities of
convergence services exists; In that case the collaboration of various city subsystems is
crucial to give synergistic innovation to the socio-economic spaces of a smart city. This
type of installation is represented as (convergence) service-focused approach [4] or a
holistic view on smart cities [12] since it focuses primarily on the innovative
cross-governance among city service domains, from the early stage of designing ICT
platforms, to create practical synergies through convergence.

This paper attempts to unveil the compatibility of those models introduced – an
abstracted city model, a new ICT infrastructure, and service platforms – despite that
they are dealing with city domains with different properties such as space, abstracted
city asset flows, hardware based ICT system, and software platforms, etc. Those two
extreme approaches were selected, to compare the typical properties and configurations
of them at a manageable level of granularity.

2 ICT Infrastructure Focused Approach (IIFA)

The first case of the approach, adding the ICT function domains pertaining to ICT
infrastructures (see the left most side domain of Fig. 1) alongside the traditional city
structures (see the central part of Fig. 1), serves to form an integrated picture of a smart
city at a stroke. A promising feature of an ICT infrastructure–focused approach (IIFA)
is that to minimize the work for resolving non-technical issues, such as for the cross
governance and regulatory issues, at the time of design and installation of a smart city.
The aspect contributes the simplicity of ICT system design so as to help the easier
installation of ICT infrastructures. However, it potentially accompanies a drawback that
the ICT functions of a smart city are only being realized in isolation from the traditional
city subsystems, while the approach advocates the city operators’ viewpoint and the
installation of new ICT infrastructure for new services. It is highly likely that newly
launched smart city services will not focus on the convergence of new ICT function-
ality and city subsystems but seek to rely only on newly installed ICT infrastructure
functions since it is much easier. To counter such an outcome, we can consider two
countermeasures: (a) provisioning of a smart city interoperability framework that
encourages smooth interworking of ICT infrastructure with traditional city subsystems
to develop convergence services, and (b) the fine selection of citizen-preferred services
that compensate the effects to the eco-systematic space innovations. Since intervening
to the business of city infrastructure operators’ is not much practical, rather a process of
selecting citizen-preferred service prioritization [4] is usually applied to improve the
effect of the ICT infrastructure. It seeks to exploit emerging technical means in ICT
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infrastructure, such as IoT, cloud computing, big data, and 5G [5–11] as innovation
vehicles. However, this approach still remains a risk of limited effects and weak
innovation in traditional city infrastructure functions because of its structural limits.
Most of the installation in this approach implements an integrated smart city control
centre and advanced public services on the city management and surveillance, utilizing
newly deployed smart devices and facilities.

3 Convergence Service Focused Approach (CSFA)

In contrast, the convergence service–focused approach (CSFA) seeks to support an
amalgamative realization of a smart city services, as such an approach would focus on
providing new socioeconomic opportunities in a city. Those opportunities that occur as
the result of new services based on interactions and coordination, from
interactive-media in smart city such as multiscreen digital signage in eco-systematic
space [17] to inter-departmental interactions and sharing of resources in city infras-
tructures, are assumed as to expedite the innovation of a city. This approach is rep-
resented, in some cases of city renovation project [12], by the term holistic view that
implies the city-wide redesign challenges to interconnect the city services and infras-
tructures holistically for synergistic effects. It naturally builds a frame that focuses on
the creation of convergence services in the eco-systematic spaces first, since the
practical collaboration of hard systems in city infrastructure is generally more difficult
than service level works. This aspect drives the innovation in the eco-systematic space
of city to build innovative information services first, and it eventually moves to bring
the city space and services into digital/cyber city space along with the city service
platform that is created and operated by smart city operators (see the right most side
domain of Fig. 1). The platform should be based on the collaborative functionality that
realizes the inter-departmental interactions and coordination of resources in a city, In
order to provide synergistic innovation to the socio-economic spaces of a smart city, as
defined in Sect. 1. However, this ICT functions for the collaboration should resolve the
heterogeneity of city subsystems, at the same time, to harmonize the management
strategies and business goals of such subsystems. A collaboration and governance
platform installed and operated by a smart city operator is required, which composes
the core of cross-governance aspect, as experimented in a number of European smart
city projects [12–14]. The right most side of Fig. 1 gives the illustration of smart city
collaboration control center that deploys and operates the platform. At in the bottom
line of the picture, a city data platform is drawn to show the capability of sharing data
among physical and non-physical city infrastructures. There are many infrastructure
operators and their facilities in a city, and those are generating data based on their own
data platforms; however, sharing of the data is not generally activated, as those data
collected from the physical end of infrastructures are often critical or sensitive, thus
being used for their own usages exclusively. A standardized or harmonized way of
sharing city infrastructure data is one crucial challenge to achieve innovation of
convergence in a smart city [15, 16].
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4 Cross-Conforming Aspects of the Approaches

Those two approaches introduced in previous sections are the extreme cases of smart
city planning models, in terms of structural design and technical concepts that they
have respectively. From the combined drawing of those approaches in Fig. 1, we can
identify the different features of their structures and technology at a glance. IIFA stands
for the installation of new ICT functions vertically to provide integrated public ser-
vices, and CSFA deploys the layers of platforms over a city to integrate city services
horizontally. There are more like this, but the evidence is that they are standing in the
opposite side of the functional aspect with their own drawbacks, that it gives a chance
to compensate each other’s weak points at the same time. IIFA deploys new devices
network as smart city facilities; as newly deployed devices apply emerging standard
technology of IoT which adopts data platform for horizontal integration, it gives a
chance to address the challenge of ‘sharing city infrastructure data’ mentioned in
Sect. 3. IIFA allocates the function domains at the same level of city infrastructures, so
that it contributes the integration of city data platforms layer that is identified as a long
term challenge in CSFA. On the other hand, CSFA preferentially deploys city service
platform to provide amalgamative realization of a smart city services, so that it drives
the innovation of city eco-systematic spaces where the IIFA wants to deploy
citizen-preferred integrated services. In between those two layers cross-conforming,
there are ‘control centers’ in both approaches. Those are basically for ‘city control’

Fig. 1. ICT Infrastructure focused approach (left) and Convergence service focused approaches
(right) for a smart city
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regardless of the span of controls. Public smart city service and city information
management are specified in IIFA, as well as the collaboration and the cross man-
agement of city infrastructures service are designated in CSFA. Those functionality are
much based on the specific scheme of a city planning; however, they can be merged or
composed to take advantage of both approaches.

5 Conclusion and Further Issues

There are huge number of attempts to design a smart city, based on their own modeling
concepts for a city and ICT functionality for it; however, not many study has been done
to categories the design approaches to identify the dominant aspect of them and to
cross-correlate their advantages and weak points for synergies. This paper depicted two
extreme approaches (IIFA and CSFA) of modeling ICT structures to install a smart
city, to apply it onto the simplified city model. The outcome was an understandable
level of illustration for the cross-conforming aspects of the approaches, though they are
in different levels of abstraction and properties, which expedites the potential of those
approaches for a coordinated work towards the ultimate goals of smart city.

It has provided a conviction that we can develop a combined structure of ICT for
smart city that takes advantages of both extreme approaches and resolves major
drawbacks hindering the efficient and effective realization of them in a smart city.
Designing the cross-conforming structure and functionality of city control center is
another issue as it forms a core part of ICT deployment in smart city. A reasonable
approach to identify high level structure and functional configuration of the center can
be identified through the validation review process of the design. We believe our work
to develop the city model and to identify the cross-conforming approaches of designing
ICT for smart city will contribute the development of another noble approach to
develop smart city.
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Abstract. When designing Korean fonts, about 2,500 widely used characters
should be designed among 11,172 characters. When generating fonts, characters
are generally described as ‘outline’. On average, it takes more than 1 year to
design single set of Korean font with an outline font editing systems. Also, it
takes almost the same amount of time to change the style of an already generated
font using general outline font editing systems. In this paper, we propose a
Korean font editing system which uses font parameterization technique based on
METAFONT. Korean characters are composed of basic units of strokes and
radicals unlike Roman characters. They have combination rules of the basic
units. Therefore, we extracted font parameters for changing font styles by
considering these characteristic of Korean characters, and applied them to
Korean fonts implemented with METAFONT. In addition, we developed
GUI-based Korean font editing system for efficient user interaction.

Keywords: METAFONT � Programmable font � Korean � Font editor

1 Introduction

Fonts are used in many digital contents such as E-book, smartphone applications, TV
advertisements etc., so users’ attention to typography and calligraphy has increased.
Several companies try to give unique impressions of their products to the users by
designing and distributing their own specific fonts. Therefore, the usage of fonts has
increased in the design and media industry beyond simple usage of fonts in printing.

When producing Roman fonts, about 256 characters should be designed. Whereas
designing Korean fonts, around 2,500 widely used characters should be designed
among the total 11,172 characters. When generating fonts, characters are generally
described as ‘outline’. It takes averagely more than 1 year to design one set of Korean
font with an outline font editing system. Similarly, it takes almost the same amount of
time to change the style of an already generated font using general outline editors. In
order to solve these problems, many studies on programmable fonts had been per-
formed since 1980s. METAFONT is a font design system for improving the quality of
TeX typesetting in TeX document, and it is the representative programmable font [1].
METAFONT can reduce the cost of generating fonts by deriving various fonts by
changing sizes or shape of pen or values that are required to draw the characters.

© Springer Nature Singapore Pte Ltd. 2017
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However, as METAFONT is a programming language, it is very difficult for general
font designers to design fonts directly by using it.

In order to solve this problem, we propose a GUI-based Korean font editing system
by font parameterization technique, which can easily edit fonts in web browser. It can
not only be used by font designers but also by general users who do not have the
programming skills.

2 Related Works

METAFONT is a programming language to define fonts [1]. It uses ‘handwriting’
method to draw skeleton of characters, and fills the track of the skeleton with a pen to
express fonts. In other words, METAFONT provides all the processes that we use to
write characters on a plain paper with our hand, like selecting a pen, grabbing the pen,
and drawing characters with desired directions in a human friendly way. Along with all
these processes, METAFONT can also define the pen, curve, and etc. It can enhance
the productivity of font design by code reusability.

Metaflop is a web editor which can generate Roman fonts based on METAFONT
[2]. Metaflop provides 3 kinds of basic fonts (bespoke, adjuster and fetamont) based on
METAFONT, and various fonts can be generated according to users’ requirement
through the GUI. However, Metaflop can only design the 256 extension ASCII char-
acters such as alphabet, number, pronunciation distinction mark, symbol, etc., and do
not support Korean font. Currently, there is no proper GUI-based font editor for Korean
fonts using the METAFONT [3].

The programmable characteristics of METAFONT become more obvious when
dealing with the Korean font in which characters are constituted through the combi-
nation of radicals than single characters such as Latin characters. Based on these
characteristics of METAFONT, the structural font generating program has been
implemented with METAFONT in our preceding study [4]. The font can be generated
with the method of calling the corresponding radicals after defining them to draw the
skeleton of each radical then change values of the parameters for size and location. This
program can produce fonts automatically with the hierarchical method of generating
radicals by combining the strokes defined in advance, and generating a character by
combining the radicals. In addition, for a completed font, the thickness, tilt, size, serif,
etc. of the font can be changed simply by modifying parameter values. Using this
program, once we design a font set with certain parameters, they can be reused. We
don’t need to design again and again like the outline method.

However, since structural font generating program is implemented with META-
FONT language, therefore, knowledge for METAFONT is required. If it is to be used
by font designers who do not have any programming knowledge, learning META-
FONT is a prerequisite. In this paper, we address this limitation presenting GUI-based
Korean font editing system using METAFONT.
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3 Implementation of Font Editing System

We extract font parameters from anatomies of Korean that determine font styles, and
applied them to a skeleton of Korean fonts in our proposed editing system. Accord-
ingly, users can easily and efficiently generate various Korean fonts by changing
parameter values in GUI-based Korean font editing system.

3.1 Anatomy of Characters and Extraction of Parameters

There are many anatomies to determine styles of fonts, such as width and height of
character, weight (thickness), serif and slant [5]. These features sometimes affect leg-
ibility of characters, and they are required to generate variety of font shape in design
aspects [6]. For example, the serif fonts have high legibility by introducing visual
continuity; therefore serif font is used in specific print applications such as newspaper.
In this way, anatomies that determine styles of fonts are important. Alphabets are
constituted with their own anatomies as shown in Fig. 1. However, Korean characters
have different concept of anatomies as shown in Fig. 2 because they are composed by
combining several radicals. Korean characters have 67 radicals, consisting of 1 to 9
strokes. Also, there are combining rules according to positions of radicals. Thus, the
same radical might have different anatomies depending on their positions. Exploiting
these key points in Korean characters, we classified parameters into two groups;
parameters for defining overall font styles and parameters for affecting radicals only
according to their relative positions.

Fig. 1. Anatomies of alphabet

Fig. 2. Anatomies of Korean
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We defined parameters that determine font style of Korean as shown in Fig. 3.
Figure 3(a) shows some parameters such as pen, serif, slant and distance between
radicals that are applied to all characters to determine font styles, whereas Fig. 3(b)
show some parameters which are applied to specific radicals to define its width, height,
and location depending on their relative positions.

There are four kind of the parameters that can applied to all characters. We need to
define ‘pen’ parameters at first. METAFONT provides various shapes of pen such as
circular, tetragonal, and triangular [1]. The skeleton of character is to be filled with a
selected pen. Thus, a pen can represent a thickness of characters such as bold, light, etc.
In Fig. 4, the style of font has been modified by changing width of a pen. Then, we
need parameters to determine overall sizes and styles of fonts, such as ‘width’ and
‘height’ of characters. These parameters can change styles of existing fonts to be thick
or thin. In addition, we require parameters to determine serif characteristics. Fonts with
serifs are quite popular, for example, serif font increases legibility and san-serif font is
more sophisticated. Lastly, we need slant parameters that change straight fonts to italic
fonts.

We also defined parameters for applying specific radicals as shown in Fig. 3(b),
such as width and height of each radical, and location and length of strokes. In Korean,
each radical is arranged to its predetermined position according to composing rules of
characters. We have extracted parameters which affected specific radicals only. If these
parameter values of radicals are changed, the modification affects all characters which
have the same radicals.

Fig. 3. (a) Parameters applied to all characters (b) Parameters of radical ‘ㄱ’

Fig. 4. Shapes of Korean character for which the parameters of pen are applied

292 M. Son et al.



3.2 Applying Parameters to METAFONT Program

In order to apply parameters to our font editing system, we used METAFONT as a
programming language. We extended our preceding work of ‘structural font generating
program using METAFONT,’ and applied the extracted parameters to METAFONT
font for changing all character styles in the font. Most values used in drawing char-
acters can be mapped with these parameters. We provide GUI for easy control of
parameters. We modified the structural font generating program by defining two
METAFONT files (their format is.mf). A ‘global.mf’ is for storing input parameter
values, which are defined by controlling sliders or buttons, and it’s also used for
updating in real-time by applying the values to the prototype. This file is frequently
referred to draw radicals in the font editing system. As mentioned in Sect. 3, the same
radical might have different parameter values according to their locations. For example,
‘가’ and ‘고’ are using same radical of ‘ㄱ’, but their relative positions are different.
A ‘distribution.mf’ is used for applying different parameter values to each radical
according to their relative positions.

3.3 Korean Font Editing System with GUI

Our proposed font editing system is provided with GUI based on HTML5, and it can be
used by font designers who are not familiar with the METAFONT programming
language. The structure of font editing system is shown in Fig. 5 and font designers can
easily modify font styles by changing the extracted parameter values. The ‘Ming style’
is provided as a prototype Korean font. Users can modify the parameters of a prototype
font and can confirm modification of fonts through the web. As mentioned before, the
‘global.mf’ is updated with new parameter values done by font designers through GUI,
and the file is used for the runtime application in METAFONT program.

In order to apply the fonts to the web, we have to convert the METAFONT font to
the corresponding outline font such as Type 1, TrueType, etc. For this reason, we use
‘mftrace’ which converts the bitmap font i.e. the output of METAFONT, into the
corresponding outline font [7]. The user interface is developed using HTML5 as shown
in Fig. 6; therefore, the result of modified styles can be confirmed directly on the
screen. Depending upon the prototype of Ming style’ in Fig. 6(a), completely different
styled fonts could be generated by changing the thickness of pen as shown in Fig. 6(b),
and by changing the slant to the character as shown in Fig. 6(c). Figure 6(d) and
(e) show, respectively, changing the size of serif and changing the width and height of
character.

Fig. 5. Structure of GUI-based Korean font editing system

GUI-Based Korean Font Editing System Using Font Parameterization Technique 293



4 Conclusions

In this paper, we proposed a GUI-based Korean font editing system, which is very
convenient to use for font designers, who don’t have any subject knowledge and
programming skills. Korean font style can be changed with simple GUI controls,
provided by Korean GUI-based font editing system. Lots of repeated efforts were
required to change font styles with existing outline font editors. In the GUI-based
Korean font editing system; the styles of whole characters can be changed simulta-
neously by extracting parameters from anatomies of characters, and applying them to
whole characters. In this way, our Korean font editing system can reduce the com-
plexity of designing fonts and increase usability of METAFONT.

This GUI-based Korean font editing system enable designers to design fonts using
METAFONT, based on the anatomies of characters. As it is implemented with
HTML5, it can be used on tablets and smartphones as well as on PCs. Our GUI-based
Korean font editing system is currently using parameters to change font style. How-
ever, the work for extracting more parameters and applying them effectively is under
progress. With this work, it is expected that more convenient and detailed font editing
system will be provided to font designers in the near future.

Fig. 6. User Interface of Korean font editing system
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Abstract. The data collection of vehicle-driving GPS trajectory becomes the
basis of big data analysis and prediction for a variety of purposes, such as
navigation and movement analysis. In order to properly analyze a large amount
of GPS location information, it is necessary to determine the exact road map and
location data by matching a digital map and space. We previously discovered the
road information of the GPS coordinates using the commonly utilized
map-matching technique. However, such a navigation map-matching technique
requires a lot of supplementary corrections in order to rapidly and accurately
navigate a large amount of data. In this study, we apply geohash indexing and
long link vertex dividing preprocessing to spatial data for performance
improvement of massive data map matching. Also speed filtering logic is applied
together for qualified analysis. We established and implemented a distributed
analysis environment for the better big data map-matching with HBase. Alto-
gether we constructed a spatial analysis system using the MapReduce mecha-
nism, which improved its performance. This paper shows that our analysis
system provides the 44 times performance achievement compared to traditional
mysql DB processing with mesh structure for 5,000,000 cases of GPS trajectory.

1 Introduction

The map-matching technique is essential in navigation. GPS coordinates and various
spatial information-gathering and -analysis technologies are essentially used in
autonomous intelligent transportation systems [1]. In Korea, a GPS-based built-in
digital tachograph (DTG) is mandatorily equipped in every commercial vehicle, and it
is used for traffic safety [2]. We can utilize eco-routing, logistics flow analysis, and so
on, if we can analyze corrective location information on a large volumes of GPS data
generated from DTG. Thus, spatial big data analysis technologies are essential for GPS
analysis [10].
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On the other hand, the map-matching technique for matching the digital map is
important to extract the accurate geographic information for the GPS coordinates. Most
conventional map-matching techniques are for real-time navigation on the road, and
they are complicated techniques for real-time correction, such as GPS error correction.
However, they have issues of slow matching speed and implementing systems.

Thus, in this study, we built a Hadoop ecosystem environment for map-matching of
large amounts of GPS coordinates information, and we investigated the spatial big data
map-matching technique using Hadoop-based HBase as a representative distributed big
data NoSQL DB. We implemented MapReduce spatially distributed big data pro-
cessing features by using MapReduce for distributed processing in Java. We used a
geohash index for each vertex in place of a conventional mesh structure index system,
and divided the vertex of the link from a long straight section like a freeway into 90-m
units in order to improve searching accuracy and speed. We also added a speed-filtering
logic in order to improve matching accuracy.

2 Related Research Work

• Map-matching Algorithm

Map-matching is a process of mapping GPS coordinates on a road network in order to
find a correct link for coordinates of the digital map. In particular, it is an essential
technique in navigation to receive GPS coordinates and guide directions [1]. The main
map-matching algorithms are the geometric algorithm and topological algorithm [3].
The geometric algorithm provides matching features using the geometric information.
This involves methods of point to point matching, point-to-curve matching, and
curve-to-curve matching. The topological algorithm is a matching method regarding
topology information on connectivity and accessibility of each link of the road net-
work. This method removes the links with non-connectivity and non-accessibility in
the navigation candidates. In addition to the map-matching method, there are the
segment-based algorithm [4], probabilistic algorithm [5], fuzzy logic-based algorithm,
and genetic algorithm. Recently, many studies have worked on a big data
map-matching method using Hadoop MapReduce for matching a large volume of GPS
trajectory [6].

• Spatial Big Data Analysis

The spatial big data technology has been developing continually for processing large
amounts of data in GIS domain. As GPS built-in smart phones have been pervasively
used, location and spatial data have been treated as a part of big data. Thus, the
importance of spatial big data technology has increased. However, the spatial big data
has limitations in processing by a conventional Relational DBMS. Therefore, studies
that utilize a distributed NoSQL DB have gained attention [5].

A study of the ‘Spatial Hadoop’ in University of Minnesota sought to provide a
space operator, a spatial index based on Hadoop [7]. SpatialHadoop is a MapReduce
framework supporting spatial data in Hadoop. Its features support a spatial index
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consisting of Grid File, R-tree, R+-tree. It makes and saves the distributed spatial index.
It supports a distributed processing by MapReduce programming. It also provides
operators including Range Query, KNN, Spatial Join, and Shortest Path [7]. Emory
University and Ohio State University jointly-developed Hadoop-GIS, which is a spatial
data analysis system with scalability and performance supporting large-scale spatial
query of Hadoop. It is designed to perform fast spatial analysis using MapReduce
parallel processing techniques and the R*-tree spatial index. It supports multiple types
of spatial query and SQL-like language HiveQL of Apache Hive [8].

• Geohash Spatial Index

Geohash was developed by Gustavo Niemeyer. It is a technique for improving spatial
information search speed in the spatial big data by converting the coordinates of the
two values of longitude and latitude as a single number. GeoHash is represented by a
Base32 encoded string. Base32 is represented by 32 characters of B-Z, and 0–9. 6bits
are represented by 1 (8bit) byte char. Advantages of GeoHash are very easy calculation
and giving a key role to the prefix to find the nearest neighbor. Its disadvantages are
problematic in terms of accuracy of the prefix and boundary value [9].

3 Spatial Big Data Analysis System Design

In this study, we used the point-to-curve and topology algorithm, which are most often
used for map-matching. For improving big data matching speed and accuracy, we use
(1) Geohash as spatial index (2) Vertex pre-processing division for long link, and
(3) Additional speed filtering logic.

• Using Geohash

In general, Geohash retrieves a large amount of link information by using the index for
the vertical and horizontal minimum 1 km or more Mesh unit of map-matching logic,
and matching the link information. It retrieves the link information by gathering a large
amount of information by matching. In case of navigation route guidance, it isn’t
matter. But slow speed is estimated for map-matching tens of gigabytes of big data
trajectory. Geohash index guides digital map vertex as an index of less than 1 m. In this
study, searching speed improvement is acquired by configuring spatial information
index in Geohash (Fig. 1).

Fig. 1. Vertex division on the point of crossing West Highway and local roads
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• Long link vertex dividing pre-processing

According to the road links of a conventional digital map, vertex uses metrics from
1 km up to 10 km in straight metrics. Though using Geohash as the map-matching
logic matching vertex position is standard, the mesh unit should be widened for
searching an any-km range in order to match the long straight metrics of road infor-
mation, such as in a highway.

In this study, a method is used to divide the vertex of the link from a long straight
section into 90-m units for solving the above matter. Thus, it acquires an advantage of
improvement in searching speed as the search range decreases. Algorithm 1 shows the
pseudo code of dividing pre-process regarding long-link roads.

Algorithm 1: Handling long-link dividing pre-process
1:  for each link n
2:    get vertex list by link;
3:    for each vertex v
4:      write vertex[v] // write the starting vertex;
5:   len = distance between vertex[v] and vertex[v+1] ;
6:      bearing = bearing between vertex[v] and vertex[v+1] ;
7:      baseX = vertex(x); baseY = vertex(y);
8:      while (len >90)  

// Generate 90m-interval vertices 
// if the interval is larger than 90m.

9:        nvertex = getXYbyDirLen(baseX,baseY,bearing,90);
// Calculate 90m-intercal vertices 
// according to the angle rates.

10:       write nvertex;
11:       len = len – 90;
12:     end while
13:   end for
14: end for

• Speed filtering logic

Map-matching in the area where several roads are interconnected in a complex pattern
generates a lot of matching errors if the links are within the GPS error range. This study
corrected the road where the difference is less than can be handled by the running speed
of the GPS coordinates and the digital map road attribute information, utilizing road
speed limit information of the digital map on these problems.

• MapReduce design for map matching

MapReduce programming is required to distributedly perform a large amount of GPS
trajectory spatial big data using map-matching. Figure 2 is a MapReduce operation
flow for map-matching. When designing MapReduce operation for map matching, the
key is a combination of CarNum, Date, Hour, and GPS coordinates.

The Map function is to extract the link edge list in geohash of GPS coordinates, and
select the possible three links as the candidates, by finding the lightest weighted values.
The weighted values are computed by distance and speed weights. The result of Map
operation contains the result values of Time, list of candidate links, the weighted
values. The Reduce function explores the incoming Map results again with time series
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ordering [11], and gives more values to the links which were formerly matched from
historical information. Through the Reduce operation, the link values are revised with
the time-series view point. Also, it removes links with fewer opportunities to access by
using the topological matching logic. Finally, the results of Reduce operation stores the
selected links with link ids, CarNum, Date, Time, GPS x, y coordinates into the HDFS.

In this study, spatial big data analysis processing was implemented using HDFS, a
HBase of Hadoop ecosystem for MapReduce functions.

4 Map Matching Result

Experimental environment included five servers as follows: Server specification is
ESS-R4200, CPU: Intel Xeon E5-2407(2.2 GHz) 4-core, Memory: 4GBRDIMM*4,
HDD 1 TB NLSAS. One Master server remains namenode, and the other four servers
are slaves performing datanode functions. Jobtracker is configured at node1, and
tasktrackers are configured at node2–node5. HMaster and Zookeeper are configured at
node1 for HBase, and Region Server is configured at node2–node5.

Figure 3 is an example of results from map-matching. The map-matching is per-
formed around Gyo wol-ri, Cheong yang-eup, Chung cheong nam-do. Red dots are

Fig. 2. MapReduce operation flow for map-matching

Fig. 3. Map-matching result example Fig. 4. Map-matching processing time
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GPS coordinates, red numbers are matched link numbers and street names. Light blue
numbers are link lengths. In this study, we performed map-matching test with 500,000
GPS coordinates. Table 1 shows the elapse time of map-matching processing with a
number of experimental cases (Fig. 4).

5 Conclusion

In this study, we researched the spatial big data system with MapReduce using HBase,
a Hadoop-based NoSQL DB, for map-matching of a large collection of GPS trajectory
data. We used Geohash for a mesh structure index system in order to improve matching
speed, and applied a method to divide the vertex of the link from a long straight section
into 90-m units. We also used a speed filtering method for corrected matching accu-
racy. HBase was equipped with a digital map and the MapReduce method was
designed and implemented in Java for map-matching. Applying 500,000 map-matching
tests of GPS coordinates in the mesh standard of MySQL 1 km unit-size resulted in a
44 times speed improvement in the map-matching performance. Further research is to
improve the analysis performance and map-matching quality.
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aElapsed time (in minutes)
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Abstract. Smart homes are increasing their popularity as the most promising
application of Internet of Things (IoT). Security has becoming an important
issue in smart home. There are many security threats and challenges present in
smart home. To overcome these security issues, we proposed security system
architecture for home automation system. The architecture is divided into three
parts: management platform, secure home gateway, and home controller. The
proposed system fulfills the security goals such as user and device authentica-
tion, protecting communication, and different attacks.

Keywords: IoT � Threats � Gateway � Controller � Authentication � Attacks

1 Introduction

The increasing demand for independent and comfort lifestyle of human beings has
motivated the development of Smarthome. It provides smart life atmosphere based on
human requirement that enables the convenience for the people. Smart home use and
control the home appliances, sensors, actuators, and many more, that helps to assist the
unsafe activities and reminding their forgotten their activity. The smart home is a part
of IoT service because of rapid development of mobile network, sensing technology,
proliferation of smartphone and interest of personal security and safety. However,
many incidents happened because they only focus on the services instead of concerning
security part too [1].

Security has becoming an important issue in smart home. The works goes on to
explain and justify why home automation is more attractive targets to the attacker.
Security threats inside the smart home are usually trying to compromise more security
goals and make more control on home device [2]. The attackers compromise the
security goals such as confidentiality, availability, integrity, authenticity and perform
passive and active attacks [3]. To overcome the security issues and challenges in smart
home we propose a framework that ensure the security and prevent attacks by attackers.
The main aim of our paper is to make secure, reliable and efficient communication
between human beings and devices in smart home.
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In this chapter, we will discuss the smart home technology, security goals, security
threats and challenges. We also discuss some existing research for security develop-
ment in smart home.

A smart home includes a huge number of wireless connected devices having a place
with various application regions. These gadgets are described by heterogeneous
equipment and programming assets, and they support various communication protocol
technology such as Z-Wave, ZigBee Wi-Fi, Bluetooth etc. By synchronizing, inter-
acting, and cooperating among each other’s, these devices form a distributed hetero-
geneous network and communicate amongst them [4].

To fulfill the aim of this paper, we consider the four commonly adopted goals that
described below as the most important for smart home security. These goals are:

Confidentiality: The confirmation that information will be unveiled just to approved
people or frameworks.

Integrity: The guarantee that the exactness and consistency of information will be
kept up. No unauthorized modifications, obliteration or loss of information will go
undetected.

Availability: The assurance that any system resource (information/transfer
speed/equipment) will dependably be accessible for any approved element. These
resources are protected against any incident that debilitates their accessibility.

Authenticity: The validation that conveying parties are who they guarantee they are,
and that messages evidently sent by them are for sure sent by them. The authenticity
may be user authentication or device authentication in smart home.

Deploying the smart home it faces many security challenges. Currently in smart
home the possible threads such as message modification, DoS attack, eavesdropping,
replay attack, repudiation, physical attack are compromised security goal. Additionally,
attacks on smart home might target the weakest and vulnerable element to capture
identifications of the HAN and elaborate more powerful attacks. For example, scientists
have recuperated the Wi-Fi private key from an unsecured home device and could
communicate with the system to take control of the smart home [5].

As associated home device depend increasingly on remote get to and cloud inno-
vations, ensuring client information in the cloud and on the device turns out to be
progressively essential.

While associated home items guarantee customers comfort, these items may have
potential security conditions that welcome programmers to assault. Obviously, most
associated home gadget organizations remember this. The genuine test is the way to
offer security in a way that does not influence the general client experience furthermore
in a cost-effective manner [6].
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2 i-SHSS

2.1 Architecture

In this chapter, we discusses the propose system architecture for securing the smart
home. The proposed system architecture is divided into three parts: management plat-
form, secure home gateway, and home controller.

Management platform: It manages the home based applications that are trying to
connect Home Area Network (HAN).

Secure home gateway: It provides the secure protection to the managed home net-
work. It secures the two way communication between application and HAN. The
gateway also enables smart home for secure monitoring and to report alarm.

Home controller: The smart home managed and control device. All managed devices
are connected to the controller through secure and less energy power consumption
communications (Fig. 1).

2.2 Discussion and Analysis

It is very challenging to provide appropriate access permission for authorized users in
the open communication environment. The requests from management platform have
been identified by the secure home gateway. The gateway checked the request whether
it is authorized or non-authorized. After authentication process the two way commu-
nication has been established. Many attacks can be admin protected by home gateway
security system. Using attack management, it creates logs of attack and report to the
admin.

Fig. 1. Proposed secure system architecture in smart home
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The security mechanism resides the several techniques such as cryptographic
encryption, IDS, AMI, hash chain, digital watermarking. These techniques ensure
confidentiality, privacy, authenticity, integrity, and availability in the smart home
communication system.

3 Conclusion

Smart home as one of the IoT service is growing more interested. The paper analyzed
the technology used in smart home and security goals. The paper also discussed the
possible threats and challenges in smart home. The proposed security architecture has
various security functions that can protect the HAN from attacks. This architecture
fulfill the security goals through various security techniques such as encryption, IDS,
AMI, hash chain, digital watermarking. With this study, it could provide various Smart
home applications safely, securely, and efficiently.
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Abstract. OpenStack cloud is an open source private cloud environment and
uses the filter scheduling algorithm for scheduling of virtual machines to hosts.
Filter scheduler selects the host with highest weight and assigns the virtual
machine. In the process of weighing filter scheduler does not consider virtual
machine weight. We propose a new scheduling algorithm for OpenStack private
cloud environment by considering the virtual machine weight in the weighing
process of hosts. In this paper, Round Robin, Greedy, and Filter scheduling
algorithms are compared with the VM weighted filter scheduling algorithm.

Keywords: Cloud computing � Virtualization � Scheduling � OpenStack

1 Introduction

Cloud computing [1] is a most extensively used system, where computers are net-
worked to deliver computing, storage, and application services using virtualization
technology. Cloud computing satisfies five necessary features, such as on demand
service, access network, resource pooling, elasticity and measured services. To achieve
these, cloud computing provide three kinds of basic service models, such as Software
as a Service (SaaS), Platform as a Service (PaaS) [2] and Infrastructure as a Service
(IaaS) [3]. While providing many SaaS applications via webs and apps such as cus-
tomer relationship management applications, the PaaS delivers application platform for
developers by providing development and deployments of libraries. Cloud Foundry,
google app engine, amazon elastic beanstalk and Microsoft azure environments can be
used for PaaS. IaaS can be used to build private infrastructure or deliver infrastructure
for public. Usage of IaaS can reduce the installation budget. IaaS can provide resources
such as computation, storage and communication with the help of virtualization.
Eucalyptus [4], and OpenStack [5] environments can be used to provide IaaS. In this
paper, we study about Virtual Machine (VM) scheduling process of OpenStack cloud.
We propose and compare the VM weighted filter scheduling algorithm which applied
the VM weights to the VM scheduling algorithms [6] in terms of response time and
elapsed time.

In this paper, Sect. 2 explains virtual machine scheduling algorithm of OpenStack
cloud, the VM weighted filter scheduling algorithm is given in Sect. 3, Sect. 4 shows
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the performance evaluation of the VM weighted filter scheduling algorithm, and finally
Sect. 5 concludes the paper.

2 Virtual Machine Scheduling in OpenStack Cloud

The OpenStack Cloud consists of different components, such as Dashboard, Compute,
Networking, Object storage, Block storage, Identity service, Telemetry, Orchestration,
Database service and Image Services. Dashboard service is named as Horizon in
OpenStack. Horizon provides a web based portal to interact with other OpenStack
services, such as starting instances, assigning IP addresses and stopping instances.
Compute service is named as Nova and it is the core part of the OpenStack cloud to
manage the instances of virtual machines and networking. Networking service is
named as Neutron and it enables network connectivity for other OpenStack services
such as Nova. Object Storage service is named as Swift and it stores and retrieves
unstructured data objects from scalable system. Block storage service is named as
Cinder and it provides persistent block storage to running instances. Identity service is
name as Keystone, it provides authentication and authorization service for other
OpenStack services. Telemetry service is name as Ceilometer, it monitors and meters
the OpenStack cloud for billing, scalability, and statistical purposed. Orchestration
service is named as Heat and it orchestrates multiple composite cloud applications.
Database service is name as Trove and it provides scalable and reliable cloud database
as service functionality for bother relational and non-relational database engines. Image
Service is named Glance, it stores and retrieves virtual machine disk images. Nova
makes use of Glance during instance provisioning. OpenStack can be deployed and
runs on different Linux environments. It supports KVM, XEN, and Hyper-V hyper-
visors. Nova services can be deployed on same host with other OpenStack components
or can be installed on different compute node hosts. OpenStack network consists of
public and private networks. IP addresses from the public network are associated with
instances of virtual machines to be accessed from the Internet, whereas private network
is used for internal web service communication. OpenStack components uses Rabbit
Message Queue Protocol for internal communication. Nova API processes virtual
machine requests with the help of Queue. Virtual machine scheduling done via
nova-scheduler. Nova-scheduler maps nova-API calls to the suitable OpenStack
components. Nova scheduler is responsible for scheduling of virtual machines in
OpenStack. In this section virtual machine scheduling techniques in OpenStack are
explained in detail.

Nova scheduler uses filter scheduling algorithm by default. Filter scheduling
algorithm uses filtering and weighing process to schedule the virtual machines in nova
compute node hosts. OpenStack contains all hosts filter which passes all the available
hosts, image properties filter which filters the hosts based on properties defined in the
image of the instance, availability zone filter which filters the hosts based on avail-
ability zone, compute filter which passes all hosts that are enabled and operational, core
filter which filters based on CPU core utilization, ram filter which filters hosts by their
RAM, disk filter which filters host by their disk space, and so on. Among the filters
compute filter, ram filter, and availability zone filters are default filters. Other filters can
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be used along with or instead of default filters. Filtering of compute node hosts will be
done based on the filter parameters. Based on the filtered hosts weighing process will
be started. Weighing process can compute the weight based on the compute node host
metrics. To compute the weights normalization process is applied to each host’s metric.
Hosts are weighted and sorted with the least weighing compute node host lost and high
weighing compute node host first. Highest weighing compute node host will be select
to schedule the virtual machine. Filter scheduling algorithm is written in python.
Table 1 shows the each stages in filter scheduling, corresponding classes, and func-
tionality of each class.

Filter scheduler takes the compute node hosts that are remained after the filters been
applied. Filter Scheduler class used methods of Host Manager Class for filtering and
weighing. Host Manager Class uses other required methods in different classes to fulfill
the requirement of Filter Scheduler class.

3 The VM Weighted Filter Scheduling Algorithm

We modified the filter scheduling algorithm by considering the virtual machine
requirements in the normalization of weighing phase. The VM weighted filter
scheduling algorithm’s normalization process is given below.

N ¼ Hm�min Hm listð Þ ð1Þ

In the above equation N is the temporary variable and Hm is the host metric. In the
below equation Fm is the free metric like available ram or disk in each host and Rv is
the required virtual machine metric.

Hm ¼ Fm� Rv ð2Þ

Table 1. Filter scheduling algorithm classes

Stages Class Functionality

Filtering DiskFilter Compute node hosts with sufficient disk space are filtered
RamFilter Filters the compute node hosts based on the available

RAM
Weighing DiskWeigher Compute node hosts are weighted and sorted based on the

free disk space
RamWeigher Computes the weight based on the available RAM on the

compute node host
Filter
scheduling

HostManager Passes the compute node hosts which are filtered and
weighed

FilterScheduler Assigns the virtual machines to appropriate compute node
hosts
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Nw ¼ N=Rh ð3Þ

In the above equation Nw is the normalized weight and Rh is the range of hosts.

Rh ¼ max Hm listð Þ�min Hm listð Þ ð4Þ

After changing the normalization, the VM weighted filter scheduling algorithm is
applied to the filter scheduler. The algorithm for virtual machine scheduling in
OpenStack cloud is as follows.

Algorithm 1: The VM weighted filter scheduling algorithm
1:  Request hosts for VMs 
2:  For each VM from the list 
3:     Get all host states 
4:     Choose the filters to be applied
5:     Filter the hosts based on chosen filters
6:     Select the weighing metrics
7:     Find the weights of the filtered hosts based on metrics
8:     Normalize the weights by considering VM weights
9:     Sort the weighted hosts in descending order
10:    Select the first host
11: end for       

In VM weighted filter scheduling algorithm at step 8 we consider the virtual
machine weight for normalization.

4 Performance Evaluation of the VM Weighted Filter
Scheduler

We used four hosts to evaluate the performance of the VM weighted filter scheduler. In
the weighing process we consider the Ram and disk parameters. Table 2 shows the
host’s Ram and disk capacities.

Table 2. Configuration of hosts

Host Component Capacity

Host 1 Disk 424 GB
Ram 3387 MB

Host 2 Disk 424 GB
Ram 3394 MB

Host 3 Disk 424 GB
Ram 3387 MB

Host 4 Disk 267 GB
Ram 3312 MB
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We compared the response time and elapsed time for greedy, round robin, filter
scheduler and the VM weighted filter scheduling algorithm using OpenStack cloud.
Figure 1 can give a clear idea of comparing response times of VM scheduling.

Figure 1 shows the response time while scheduling each virtual machine. In this
figure a sample scheduling of four virtual machines is given. Out of all the four
scheduler algorithms namely Greedy, Round Robin, Filter scheduler and VM weighted
Filter scheduler, the best response time is given while scheduling a virtual machine
using VM weighted Filter scheduler. Filter scheduler takes more time to schedule a
virtual machine instance. Greedy and round robin scheduler algorithms take almost
same time to schedule virtual machines even the response time is more than the time
taken by VM weighted Filter scheduler.

Fig. 1. Response time comparison of VM scheduling

Fig. 2. Elapsed time comparison of VM scheduling
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An implementation to calculate the time elapsed during the scheduling of virtual
machine instances is done in OpenStack cloud environment. Figure 2 gives a clear idea
of which algorithm takes less time to schedule virtual machine instance, so that the
performance of an algorithm could be efficient enough to perform tasks.

Through the Fig. 2 we can infer that for scheduling the first virtual machine almost
all the algorithms took same time except filter scheduler taking more time than all. The
time elapsed to schedule the virtual machines is gradually decreasing for the scheduling
of second third and fourth virtual machine using VM weighted Filter scheduler. The
elapsed time taken by Greedy First Fit, Round Robin and Filter scheduler vary
accordingly. From the above figure we can conclude that the VM weighted Filter
scheduler takes less time to schedule the VMs.

5 Conclusions

This paper study about the virtual machine scheduling algorithm of OpenStack private
cloud environment. Brief introduction is given about the OpenStack cloud components.
Detailed explanation of OpenStack Nova’s filter scheduling algorithm is give in this
paper. Filter scheduling algorithm is memory aware, because it can filter the host based
on the ram filter and weights can be calculated based on the memory. The VM
weighted filter scheduling is proposed and compared with existing algorithms like
greedy, round robin and OpenStack’s filter scheduling algorithm. Based on the results
we concluded that the VM weighted filter scheduling algorithm gives better response
time and has less elapsed time.
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Abstract. To transmit and to store digital video sequences, the compression is
vital. Motion Estimation (ME) is generally used to reduce redundant data in
video sequences. ME which limits the performance of image quality, bitrates
and encoding time require much complexity. To reduce the huge computational
complexity, a hierarchical motion estimation method for multi-view video
coding is proposed. The proposed method exploits the properties of motion
vectors. The characteristic of the distribution of motion vectors is used to place
the search points in the search area and to choose a search pattern for the current
block. Experiment results show that the complexity reduction of the proposed
method over PBS and TZ can be up to 98% and about 45–76% respectively
while maintaining image quality and bitrates.

Keywords: Motion estimation � Motion vector � Multi-view video coding

1 Introduction

Recently, there has been an exponential growth in video services and application and
demands in multimedia services and systems grow quickly. Among multimedia data,
digital video sequences are transmitted over various networks and are stored in many
storage devices. To transmit and store video sequence, these video sequences must be
compressed. The international video compression standards exploit motion estimation
(ME) technique to remove redundant data in video sequences. ME technique which
limits the performance of image quality, generated bitrates and the coding speed of the
encoder plays an important role in digital video compression.

Recently, there has been a growing interest in 3D TV and free viewpoint video
systems. These systems use multi-view video sequences which are obtained by cap-
turing one three-dimensional scene with many cameras at different positions. For
multi-view video sequences, the amount of initial data information is very huge, but a
large amount of the data is redundant. To store or transmit these data, efficient com-
pression technique for MVV (Multi-View Video) is needed. Multi-view video coding
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(MVC) exploits motion estimation technique to remove temporal redundancy and
inter-view redundancy in MVV [1, 2]. ME techniques have become one of the most
important issues and have attracted much attention. Many motion estimation methods
have been proposed. FS (Full Search) and PBS (Pel Block Search) which check every
point in search area of the block in reference frame to find the best matched point
require huge complexity. Therefore, many fast motion estimation methods have been
proposed to reduce the computational complexity while maintaining the image quality
at the same time. Diamond Search (DS) [3, 4], Hexagon Search (HS) [5], Four Step
Search (FSS) [6], Three step search (TSS) [7], New Three Step Search (NTSS) [8] and
Predictive Motion Vector Field Adaptive Search Technique (PMVFAST) [9] are well
known fast motion estimation methods. These methods are generally used in small size
sequences. And also these are effective in the small motion sequences. UMHexagonS
[10] in H.264 which practices the early termination concept is a kind of hierarchical
motion search strategy. This method achieves high compression rate at the expense of
the increases in computational complexity. The main reason of the increase of com-
plexity comes out of complex motion estimation method which uses 7 modes for the
estimation block and multiple reference frames. Experiment results show that the ME
covers 60% (for 1 reference frame)–80% (for 5 reference frames) of the total coding
complexity [10]. This method shows good performance in large and complex motion
sequences. However, these search methods [3–10] are generally used for single view
video sequences.

For multi view video sequence, PBS and TZ search algorithm [11] are used.
Like FS, PBS requires much complexity. To this complexity, TZ search method per-
forms raster search after initial search. Both raster search and initial search place search
points that can cover the overall search area. It implies no need to perform initial search
when uiBestDistance is larger than iRaster. It becomes the cause of using the unnec-
essary computational complexity. To reduce this computational complexity and to
maintain the image quality, we proposed a hierarchical motion estimation scheme for
multi-view video coding. The proposed search method exploits the properties of
motion vectors to decide a search pattern and to place the search points in each search
pattern.

This paper is organized as follows. Section 2 PBS and TZ search method in JMVC.
The proposed motion estimation scheme is described in Sect. 3. Section 4, reports
simulation results and conclusions are given in Sect. 5.

2 PBS and TZ

PBC and TZ search are the motion estimation algorithms for multi view video in
JMVC. Pel Block Search checks all points in search area of reference frames to find the
optimal motion vector. However, it requires huge computational complexity. To reduce
the complexity of PBS, TZ search is used as a fast motion estimation algorithm. TZ
search method uses the search patterns in Fig. 1 and is summarized as follows [12].
Step 1: Motion Vector Prediction – motion vectors from median predictor, left

predictor, up predictor and upper right predictor and (0, 0) are used to decide
a starting point for the current block.
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Step 2: Initial Grid Search - run the diamond search with different stride length X in
search area [–96, 96] shown in Fig. 1(a) the obtained search center in the
previous step. X is 1, 2, 4, 8, 16, 32 or 64. The points shown in Fig. 1(a) are
tested to decide the point with the minimum SAD. The point with the
minimum SAD is taken as a search center for next search. Calculate the
distance between the search center and the point with the minimum SAD.
The stride length for this minimum SAD point is stored in variable
uiBestDistance (BD). If the BD is equal to 0, terminate the motion estimation
search. If BD is larger than iRaster, go to Step 3. Otherwise, go to 4.

Step 3: Raster Search is performed. Raster Search is a simple full search on a
down-sampled version of the search window [–96, 96]. Run the raster search
with raster length 3(iRaster = 3) shown in Fig. 1(b). The points on raster
search pattern are tested. The point with the minimum SAD is taken as a
search center for next step. And then go to Step 4.

Step 4: Star refinement search is carried out. The search center is moved to the point
with the minimum SAD obtained from the previous Step. Repeat the Step 2.
The points in this search pattern are tested and decide the point with the
minimum SAD. If the BD is equal to 0, decide the point with the minimum
SAD as the motion vector and terminate the motion estimation search.
Otherwise, repeat this step until BD is 0.

3 Proposed Search Method

There are some problem in TZ. At first, if the motion of the block is large, raster search
is performed after initial gird search. Both raster search and initial grid search place
search points that can cover the overall search area. It becomes the cause of the
unnecessary computational complexity. Secondly, TZ search method used star
refinement search which is similar to initial grid search. In star refinement search, there
is no need to check the points with stride length 4, 8, 16, 32 or 64. Because there is a
strong likelihood that the optimal motion vector exists around the point with the
minimum SAD obtained previous step. This refinement search is performed repeatedly
until BD is zero. This process needs unnecessary complexity. Lastly, raster search is

(a) Initial search pattern (b) Raster search pattern
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performed when the motion of the block is large. Raster search of TZ search configures
iRaster as 3 in search area [–96, 96] shown in Fig. 1(b). When the motion of the block
is large, iRaster has to be larger than 3. This is because refinement search is performed
after raster search.

To reduce the computational complexity of TZ, a new search scheme for motion
estimation is proposed. The proposed hierarchical motion estimation search scheme
exploits the properties of the distribution of the motion vectors. That is, about 50%–98%
of the motion vector are within a radius 2 pixels around the search origin (0, 0).
Proposed method also uses the fact that there are more motion vectors in vertical and
horizontal direction than in diagonal directions.

These characteristics of the motion vectors are used to decide search pattern and to
terminate the search early and to place the search points in the search area. The
proposed motion estimation scheme is a hierarchical search strategy. It consists of
search patterns in Fig. 2. Initial pattern in Fig. 2(a) is used as a first search pattern to
find the motion size of the current block. Large diamond pattern in Fig. 2(b) and square
pattern in Fig. 2(c) are used. If the motion of the current block is large, modified raster
search pattern in Fig. 2(d) is carried out. Large diamond pattern and square pattern are
used as a refinement search pattern to find the best motion vector. The proposed search
method is summarized as follows.
Step 1: Motion vector prediction – (0, 0) and motion vectors which come from

median predictor, left predictor, up predictor, upper right predictor are used
to decide a starting point for the current block.

Step 2: Initial search - Initial search shown in Fig. 2(a) at the obtained search center
in the previous step is carried out. The points (①②③ in Fig. 2(a) in initial
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pattern are tested and the point with the minimum SAD is decided. Calculate
the distance between the search center and the point with the minimum SAD.
The distance is stored in BD. If the BD is equal to 0, decide the search center
as the motion vector of the block and terminate the motion estimation search.
If the BD is equal to 1, go to Step 3. If the BD is equal to 2, go to Step 5,
otherwise go to Step 4.

Step 3: Square search - Two neighboring points (② points) of the point with the
minimum SAD obtained from the previous Step is carried out. The point
with the minimum SAD is decided as the motion vector of the block. And
then terminate the search.

Step 4: Modified raster search - Run modified raster search with raster length 5
(iRaster = 6) shown in Fig. 2(d). The points on modified raster search
pattern are tested. The point with the minimum SAD is taken as a search
center for next search center.

Step 5: Large diamond search - large diamond Search at the point with the minimum
SAD obtained from the previous Step is carried out. The point with the
minimum SAD is decided. And move from the search center to the point
with the minimum SAD. Then, square search is performed. Test all points
(①② points) of square pattern and decide the point with the minimum SAD.
The point with the minimum SAD is considered as the motion vector of the
block.

4 Simulation Results

In this section, we show the experiment results for the proposed motion estimation
method. The simulation is carried out on JMVC reference software version 6.0.
Multi-view test sequences are used for the experiment; Exit, Uli and Ballroom. The
frame size of Exit and Ballroom is 640 * 480 and the frame size of Uli is 1024 * 768.
The total number of frames is 100 in each view. QP is varied from 22 through 37 (22, 27,
32 and 37). The search range is 96. We compared TZ to the proposed method in image
quality, bit rates and the total encoding time. Table 1 shows the Bjontegarrd Delta
(BD) bit rate and BD-PSNR values taken over the four QPs using the Bjntegaard Delta
metric. The results shows that there is almost 42 (the motion of block is small)–78 (the
motion of block is large)% reduction in the total encoding time shown in Table 2, while

Table 1. BDPSNR and BDBR

Sequence BD-PSNR (dB) BDBR (Kbps)

Exit 0.2 13.8
Uli 0.05 1.3
Ballroom 0.4 12.0
Race1 2.0 62.3
Flamenco 0.4 9.2
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obtaining negligible change in the PSNR and bitrates shown in Table 1 using BD-PSNR
and BD-bitrates values. In other words, image quality degradation of the proposed
method over TZ is about 0.05 (the motion of block is small)–2.0 (the motion of block is
large) (dB) and bitrates increment is about 1.3 (the motion of block is small)–62.35 (the
motion of block is large) (kbps).

5 Conclusions

Pel Block Search (PBC) and TZ search are the motion estimation algorithms To reduce
computational complexity and maintain the image quality, a new motion estimation
search method for multi-view video coding is proposed in this paper. The proposed
search method which is a hierarchical search method exploits the characteristics of the
distribution of motion vectors to place the search points in the search area and terminate
motion estimation search early. Simulation results show that the encoding time for
motion estimation is reduced.
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Abstract. This paper analyzes technological evolution from viewpoint of
change in technology system. As knowledge base, which used to describe
technology system conventionally, suffers from heavy dependency on domain
experts, this paper replaces knowledge base with hierarchical topic model to
analyze the evolution process of technology system. Specifically, we find fre-
quent closed itemsets from terminologies in patent documents at first, then
discover association rules and use them to measure the importance of termi-
nologies and semantic relationship between terminologies, afterwards we clean
terminologies in corpus and run HLDA model to describe technology system,
finally, we analyze technological evolution via changes of technology system.
An empirical research on Hard disk drive demonstrates the feasibility of this
method.

Keywords: HLDA � Technological structure � Technological evolution �
Patent analysis

1 Introduction

In industrial field, it has always been observed that the components contained in tech-
nology system keep change as technology develops, incremental innovations lead to
minor improvement of components, while disruptive innovations cause change of the
whole system [1]. By analyzing technological evolution from viewpoint of change in
technology system, we can achieve deeper understanding of how technology develops.
Currently, researchers mainly describe technology system via ontology [2–10], which
suffers two drawbacks: first, ontology is unsuitable for technology in rapid changing
situation, which is quite common during technology life-circle, second, it’s unable to
quantitatively measure technology development trend, third, manual method is
high-cost and unefficient, so limit the usage of domain ontology to technological evo-
lution analysis.

Although researchers proposed many automatic method to generate ontology, due
to the low precision problem computer-aided methods of ontology creation are still far
from practical application. In this paper we represent technology system with hierar-
chical topic model instead of domain ontology, thus analyze technological evolution
through change of hierarchical topic structure over time.

© Springer Nature Singapore Pte Ltd. 2017
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The rest of this paper is organized as follow: In Sect. 2 we provide background
knowledge related to proposed scheme. Sect. 3 elaborates the Proposed framework. In
Sect. 4 an empirical research is conducted on hard disk drive to demonstrates the
feasibility of the proposed approach. Finally we conclude the paper in Sect. 5 with a
brief overview of future efforts that are planned for this project.

2 Background Knowledge

As an unsupervised learning algorithm for text mining, hLDA [11] (Hierarchical Latent
Dirichlet Allocation) is a generalization of LDA [12] and it can adapt itself to the
growing data set automatically. hLDA can mine latent topics from a large amount of
documents and organize these topics into a hierarchy, in which the topics of higher
level are more abstractive while the topics of lower level are more specific As we
know, technology system evolves over time, if we use topic hierarchy to represent
technology system, then time series analysis of the topic hierarchy enable us to get
better understanding of technological evolution. Compared to conventional approaches
based on ontology or knowledge base, technological evolution analysis based on hLDA
relieves researchers of manually intensive activities. But there is a problem when use
topic to represent component of technology system, hLDA model takes document as
bag-of-word, which means it disregards grammer and word order, as a result each topic
is represented by a list of words and the probabilities corresponding to the words.
Given the fact that patent documents contain terminologies including single words and
compound noun phrases, it’s always hard even impossible to interpret technology
system by topics consisting of single words.

In order to solve this problem, we use frequent closed itemsets instead of single
words to constitute topics. Specifically, we find frequent closed itemsets from termi-
nologies in patent documents at first, then discover association rules and use them to
measure the importance of terminologies and semantic relationship between termi-
nologies, afterwards we clean terminologies in corpus and run HLDA model to
describe technology system, finally, we analyze technological evolution via changes of
technology system.

3 Methodology

The procedure for technological evolution analysis based on hLDA is composed of five
steps (Fig. 1). (1) Selecting patent documents, (2) Extracting terminologies, (3) Finding
frequent closed itemsets and discovering association rules, (4) recognizing significant
terminologies, merging synonyms and reconstructing patent documents, (5) Generating
topic hierarchy by hLDA and analyzing technological evolution.
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3.1 Selecting Patent Documents

The first step is selection of patent documents. The main objective of this step is to
select patent documents from a patent database and to eliminate irreverent patents. To
collect patents, a patent retrieval query is used. The query consists of keywords related
to the target technology, and bibliographic information such as patent citation, appli-
cants and application data. After collecting patents, we eliminate irrelevant patents by
applying a filtering rule.

3.2 Extracting Terminologies

The second step is extraction of terminologies from the selected documents. Termi-
nologies can be extracted from any description in textual format including the abstract,
claims and description sections of a patent document. Of these sections, the abstract is
precise and has been regarded as the most meaningful part [13]. Thus this paper uses
the abstract of patents. Currently there are many automatic methods to extract terms,
such as C-value, NC-value [14], tf-idf and chi-square-based method [15], in this paper
we use C-value algorithm which is implemented in NLP tools jatetoolkit (https://code.
google.com/archive/p/jatetoolkit/).

3.3 Finding Frequent Closed Itemsets and Discovering Association Rules

A problem occurring in automatic term extraction is low precision and high recall. Take
C-value algorithm for example, the highest precision on computer science corpus is
35.73%, while the highest recall on it is 97.57% [16]. Thus there are plenty of mean-
ingless multicharacter strings extracted from patents, moreover, on purpose of pro-
tecting innovation, patent applicants try to avoid using industry-standard language while
writing patent document. As a result, we need remove meaningless strings as well as
recognizing synonyms before patent analysis.

In contrast to conventional manual way to clean extracted terminologies, here we
use frequent closed itemsets and association rules instead [17]. Specifically, we take
terminology as transaction and each word in it as item to find frequent closed itemsets,
then discover association rules based on the frequent closed itemsets. The basic idea is,
terminologies belonging to a synset are always similar in word-composition, e.g. we
have four terminologies to express the same meaning of magnetic head in hard disk
drive as shown in Table 1, Since words “thin”, “film”, “head” occur in all 4 termi-
nologies, the frequency of these 3 words is 4, if we set support threshold to be 2, then
{thin, film, head} turns out to be frequent itemset, as this frequent itemset has no
superset with the same frequency, it is a closed frequent itemset. On the one hand,
closed frequent itemset found from terminologies contains significant words occurring
in a synset, and these words always form a terminology [18, 19], on the other hand, the
association rule discovered from closed frequent itemsets can be used to measure
semantic relationship between closed frequent itemsets.
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3.4 Cleaning Terminologies

Since closed frequent itemsets mentioned in Sect. 3.3 always form terminologies, here
we take closed frequent itemset as terminology and use its support to indicate the
terminology’s importance. For association rules between closed frequent itemsets, as its
confidence is defined as:

CðX ! YÞrðX[YÞ
rðXÞ ð1Þ

In which rðXÞ indicates the frequency of item X we can use the confidence to
represent semantic relationship between terminologies. Based on description above, we
recognize significant terminologies and combine different terminologies with almost
similar or identical meanings into representative terminologies. Then we use these
significant terminologies and representative terminologies to represent patent abstracts.

3.5 Generating Topic Hierarchy and Analyzing Technological Evolution

As previous description, hLDA is a hierarchical topic model which can not only detect
topics and topic hierarchies from documents collection, but also enable documents
collection itself to determine the number of topics. The graphical model representation
of hLDA with a nested CRP prior is shown in Fig. 2. As a complex Bayesian networks,

Table 1. Illustration of finding closed frequent itemset

ID Terminology

1 Thin Film Head
2 Thin Film Magnetic Head
3 Thin Film Inductive Head
4 Thin Film Read/write Head

Extracting 

terminologies

selecting patent 

documents
Finding frequent closed 

itemsets and discovering

association rules

recognizing significant 

terminologies,merging 

synonyms and reconstruc-

ting patent documents

Generating topic hierarchy

by hLDA and analyzing

technological evolution.

Fig. 1. Process of technological evolution analysis based on HLDA
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it’s not featurable to derive the likelihood function for hLDA, Blei et al. proposed a
Gibbs sampling procedure for this model which provides a simple method for simul-
taneously exploring the spaces of trees and topics, and the result is shown in Fig. 3,
where each node represents a topic and each edge points from parent node to child
topic, all topics from one document are allocated on one path from root node to leaf (In
the rest of this paper we refer path to the path from root node to leaf).

The process of running hLDA model includes 3 steps:

(1) Initializing topic hierarchy via Nested Chinese restaurant process, during this step
each document is randomly assigned to a path in topic hierarchy, and each word
from a document is randomly assigned to a node on this document’s path;

(2) Keeping topic hierarchy fixed, sample topics for every document using Gibbs
sampling, which means for every word in a document, reallocate it to a more
possible topic on this document’s path;

(3) Keeping words allocation in every topic fixed, sample paths using Gibbs Sam-
pling, which means for every document in dataset, reassign a more possible path
to it;

Fig. 2. Plate notation of HLDA model

Fig. 3. Hierarchical topic tree generated by HLDA
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The last 2 steps are repeatedly performed until topic hierarchy and words allocated
in each topic become stable.

From every topic in topic hierarchy, we can get two aspects of information: the
probability of generating a term given current topic and the number of patents allocated
to current topic. Based on the information, we can generate a series of topic hierarchies
in different time slices and apply for technological evolution analysis. A common way
to do this is, separating patent documents into several time slices according to patent
application date, for every time slice generating a topic hierarchy based on patents in
this time slice, but then there is a problem that topics from different topic hierarchies
will be inconsistent even they are semantically identical, which is a hurdle for tech-
nological evolution analysis based on topic; an alternative way is, using patent in the
first time slice to generate a topic hierarchy, then inferencing topic allocation for words
of patents in other time slices, but in this way topic hierarchy will be fixed once it is
generated, thus it is unable to detect new topics. To avoid drawbacks of previous
methods, we generate topic hierarchy based on the whole patent collection, then by
removing words of patents in the topic hierarchy from the last time slice to the first one,
we obtains several topic hierarchies. For example, let’s assume we divide the whole
period into 4 time slices, if we want to obtain topic hierarchy in 2nd time slice, we need
to generate topic hierarchy based on all patent documents first, then remove words of
patents in the third and fourth time slice from the topic hierarchy.

After obtaining a series of topic hierarchies, we achieve a variety of information to
reflect technology system, which includes not only topic hierarchies in different time
slices, but also detailed information about each topic, such as terminologies distribution
in a topic and number of patents related to a topic. With the information, we can
achieve a deeper understand about technological evolution.

4 Case Study: Hard Disk Drive Head

The hard disk drive (HDD) technology field is selected as an exemplary study, because
changes in technology of HDD have been much rapider than that in other fields, so it
provides an opportunity of technological evolution analysis in a shorter time (Chris-
tensen 2011). America is the birthplace of HDD and it keeps playing an essential role in
propelling HDD technology move forward, major HDD companies have paid much
attention to intelligence protection and filed amount of patent applications to protect
their intelligence right since the beginning. Therefore relevant patents can be treated as
a more representative and trustworthy data source for technological evolution analysis.
Since the first appearance of HDD in 1956, HDD has undergone 3 generations which
includes ferrite head disk drive, thin film head disk drive and magnetoresistant head
disk drive (Christensen 2011). As thin film head disk drive has endured the longest
period of development, here we focus on thin film head which is a core component of
thin film head disk, and collect bibliographic and textual information of patents on
HDD from USPTO database.
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4.1 Data Collection

(1) Took (TTL/“thin film head” OR ABST/“thin film head”) AND APD/1/1/
1976->31/12/2013 as search query and ran it on USPTO official website, we
achieved 190 patents.

(2) With the assistance of ISTIC Patent Database supported by Institute of Science
and Technology Information of China (data updated til 38th week in 2014), we
retrieved patents citing or cited by 190 patents. According to these patents’ USPC
labels, we removed irrelevant ones and got a dataset of 3503 patents.

(3) With citation information of 3503 patents, we generated a citation network con-
sisting of 15 weakly connected components, among which the giant connected
component contains 3193 patents. After removing invalidated patents, there are
2876 patents left. We used the bibliographic and textual information of these 2876
patents for our exemplary study. As for patents in other weakly connected
components, ignorance of them induces little negative effect on analysis result
because of their isolation.

4.2 Measuring Terminologies’ Relationship

We used C-value algorithm to extract terminologies from patent abstracts, then applied
A-close on these terminologies to find frequent closed itemsets and discover associa-
tion rules. After trial-and-error learning we set threshold of support to 20, and found
134 frequent closed itemsets, the association rules between closed frequent itemsets is
shown in Fig. 4, where node represents closed frequent itemset and node size repre-
sents support of the closed frequent itemset, the directed edge between nodes represents
association rule between closed frequent itemsets and its width indicates confidence of
corresponding association rule. On purpose of highlighting hierarchical structure of the
association rules networks, we distinguished nodes on different levels by their color.

Fig. 4. Networks of closed frequent itemset

Research on Method of Technological Evolution Analysis 327



Based on significance of terminologies and semantic relationship between termi-
nologies reflected by Fig. 4, we filtered off nonsignificant terms and combined syn-
onyms. Notably, as for synonyms that have no common words, such as giant
megnetoresistent head and spin valve, association rules can’t recognize them, here we
combined them manually. Eventually we got terminology vocabulary consisting of 53
closed frequent itemsets. After replacing terminologies in patent abstract by termi-
nologies in vocabulary, we generated new patent documents which took terminology as
the basic unit.

4.3 Building Topic Hierarchy

We used hLDA model implemented in Mallet [20] to generate topic hierarchy. Before
running the algorithm, we need set 4 parameters, which include parameter c of nested
Chinese restaurant process, hyperparameter a of document-topic distribution, hyper-
parameter η of topic-term distribution and k which is levels count of hierarchical topic
tree. Through trial-and-error learning we set c = 10, a = 40, η = 1, k = 3, eventually
obtained topic hierarchy with 276 topics in it.

4.4 Technological Evolution Analysis

The patent collection spans 36 years (from 1976 to 2012), here we divided this period
into four time slices: 1976–2003, 2004–2006, 2007–2009 and 2010–2012. The reason
for longer period of the first time slice is that there are fewer patents in the early days.
These four time slices can ensure that number of patents in each time slice is roughly
even.

For better visual effect, we removed the nodes with patents fewer than 20, and
finally obtained a topic hierachy shown in Fig. 5. Each node contains 3 kinds of
information: (1) number of patents, (2) all IDs of time slice the node occurs, (3) top five
significant terms in the node.

We used nodes of different color to label topics occurred in different time slices, red
node indicates topic not appearing after 2nd time slice, yellow node indicates topic not
appearing after 3rd time slice, green node indicates topic appearing all the time. Based
on this information, we can observe changes of topics.

As can be seen in Fig. 5, the trend of development for thin film head topic keeps
stable, the same situation happens to its three sub-topic which include topic about
“ferromagnetic material”, “shield layer”, “flux guide”, topic about “antiferromagnetic
layer”, “insulation layer” and topic about “head slider”. Taking patent number of these
topics into consideration, we found that the innovative activity of thin film head during
2003–2012 focused on improvement of coating layer and head slider. As for improving
coating layer technology, inventors mainly did research on flux guild, ferromagnetic
material and antiferromagnetic material on purpose of bringing better performance of
magnetic insulation, as for other sub-topics of thin film head, like spacer layer, free
layer, they failed to develop after 2007, however, this doesn’t mean these technologies
vanished for all in HDD field, on the contrary, these technologies became sub-topics of
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magnetoresistant head topic, and in this position they developed rapidly. This infor-
mation indicates that after brief attempt in thin film head, magnetoresistant technologies
and their core components, such as spacer layer, free layer, achieved rapid development
in magnetoresistant head technology. For topic of storage density, technologies rele-
vant to air-bearing surface and thin film coil developed considerably.

5 Conclusions and Future Research

In spite of significance of analyzing technological evolution from viewpoint of tech-
nology system, due to the difficulty of representing technology system automatically,
little research has been conducted on their development. Currently researchers use
ontology or knowledge base to describe technology system, but these methods suffer
labor intensity. This paper provides an approach to represent technology system by
topic hierarchy, and analyzes technological evolution via changes of topic hierarchy in
different time slice. To demonstrate the feasibility of the proposed approach, we
developed a case study for hard disk drive head technology.

The main contributions of this research involve four aspects. First, take advantage
of closed frequent itemset and association rule to find significant terminologies and
detect synonyms; Second, instead of single word, we take cleaned terminologies as the
basic unit to topic hierarchy, thus improve topic’s interpretability; Third, we use topic
hierarchy to represent technology system; fourth, we proposed a robust method to
create topic hierarchy snapshot for each time slice, and based on these topic hierarchy
snapshots to analyze technological evolution.

Despite these contributions, some aspect need to be further addressed, such as
patents are sparsely scattered through the topic hierarchy, some leaves only contain one
patent in it, and hLDA model may not tackle short text so well as it was claimed in
[11]. Thus there are a lot of improvement can be made for our method, such as
integrating supervised information into hLDA to enhance the interpretability of topics,
generating topic hierarchy based on patent claims and descriptions instead of patent
abstract, these tasks are listed in our group’s further plan.

Fig. 5. Hierarchical Topic tree generated by sample data
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Abstract. Inventor name disambiguation is a task that distinguishes each
unique inventor from all other inventor records in patent database. This task is
essential for processing person name queries in order to get information related
to certain inventor. We proposed a mixture approach that applies to the com-
bination of supervised learning, stochastic record linkage and ruled-based
method to determine whether each pair of inventor records are from same
inventor or not. Our algorithm tested on the USPTO patent database disam-
biguated 12 million inventor records in 7 h. Evaluation is on labeled dataset
from USPTO PatentsView inventor name disambiguation competition and
showed our approach have an excellent output.

Keywords: Inventor disambiguation � Machine learning � Patent family �
Record linkage

1 Introduction

Interest in innovation micro-data has risen along with the availability of detailed patent
databases. However, data quality poses significant barriers to their use. Patent databases
do not reliably identify all instances of the same inventor as a unique entity [1]. Inventor
disambiguation is the problem of identifyingwhether two given inventor-patent instances
belong to a same inventor or not. The need for disambiguation is accentuated by the fact
that USPTO does not have any unique or consistent identifiers for inventors [2]. A dis-
ambiguated USPTO database would be helpful to identify how researchers collaborate
and what are the possible upcoming areas for new invention.

Name disambiguation algorithms are often used to solve these problems [3–6]. The
primary goal of any inventor disambiguation algorithm is to identify all records of all
unique inventors in the database (and assign corresponding inventor IDs) with a
minimal number of non-systematically occurring errors. Because of the large number
of records, manual disambiguation of all records is not feasible and automatic methods
are used. An automatic name disambiguation algorithm is typically composed of three
parts. The first is features selection, which is perhaps the most important aspect of
designing a model for disambiguation because it determines the upper limit of accu-
racy. The second is a pairwise linkage classifier that determines whether each pair of
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records are from same person or not. The third is a clustering algorithm, grouping
records by each unique person using the classifier.

We proposed an inventor name disambiguation algorithm for the USPTO patent
database. Our algorithm follows the typical steps of author name disambiguation. We
proposed a mixture classifier, which is based on machining learning accompanied by a
filtering mechanism to train a pairwise linkage classification. At the same time of
optimizing algorithm, we added Inpadoc patent family data and NBER category as
external features and simplified the blocking process. Our algorithm tested on the
USPTO patent database disambiguated 12 million inventor records in 7 h. Evaluation
is on labeled datasets from USPTO Patents View inventor name disambiguation
competition and showed our algorithm achieve a good result (http://dev.patentsview.
org/workshop) (Fig. 1).

Inventor pair Compar

Database

Data Pre-process

Data Integration

Blocking

Classification

Evaluation

Identification

USPTO data Patstat

raw inventor raw location raw assignee NBER Category Inpadoc Family

inventor.csv 13,392,012

Initial deduplication
inventor_dedup.csv

Spliting data by alphabet

Blocking by last name-based rules

Step1

Step2

Step3

(A……Z)

Jaro-Winkler Exact Matching SoundEx

Supervised Classification

Bootstrap aggregation of decision tree

Ruled-based filtering

Family, NBER Category

td-Inventor

unique inventor ID
results.csv

3,631,364

cleaned cleaned

6,251,847

Fig. 1. The inventor disambiguation schema.
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2 Disambiguation Process

Our inventor disambiguation process mainly follows the general record linkage
schema. Our schema have 3 features different from the general schema: (1) Blocking
simplified strategies; (2) Mixture linkage classifier; (3) External information (NBER
category and patent family).

2.1 Data Pre-process

Recently there was an inventor name disambiguation competition providing the whole
USPTO patent raw data database. This raw data contains all published US patent grants
from 1976 to 2014. Raw data is publicly available via the competition’s web page
(http://dev.patentsview.org/workshop). Although the organizer of this competition
made great efforts, there are some missing and errors in some important data fields.

Inventors’ names cleansing. Hence a round of pre-processing data is required for late
inventor disambiguation process. The original patent inventor dataset does not contain
the middle name and full name field, so it is to generate a field name as middle name
for each record, which are important fields required by similarity matching. There are
some errors in the raw inventor dataset, such as explanatory text, special characters,
unnecessary spaces, and so forth. So it is necessary to convert these strings into a
standard strings.

Assignee’ names cleansing. Assignee is also a very important feature for identifying
inventors. However, the raw assignee dataset has a poor quality. Our pre-process of
assignee data mainly referenced the ‘Patent processor’ script, which scripts were
generously provided by university of California. We only use the function of ‘get_-
cleanid’ and related modifications are made. The data source is ‘rawassignee.csv’ and
imported local database. Our raw assignee cleansing mainly implement the following 3
steps: (1) Convert to uppercase characters; (2) Condense assignee name by removing
spaces and non-alphanumeric characters; (3) Match condensed name with existing list
of condensed and harmonized name (using the nber_substitutions library from the
Patentprocessor).

2.2 Features Selection

In our approach, the base unit of analysis in inventor disambiguation is an
inventor-patent instance. Each record contains attributes used for disambiguation. Such
as the inventor’s first and last names, the patent assignee, and others as explained
below. Each inventor-patent instance occurs only once. In contrast, a patent may appear
multiple times, once for each inventor listed on the patent. In our inventor disam-
biguation, an inventor-patent instance consists of 13 fields, divided into two sets of
independent features sets namely inventor name features and patent features.

Besides the above mentioned fields, we consider to add some useful external
information to help inventor identification.
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(1) Inpadoc patent family. As far as we known, in current, patent family information
is rarely used in inventor/assignee disambiguation. In fact, patent family infor-
mation should be an important indicator for identifying inventor. A patent family
is a group of patent publications on a single invention, filed by the same applicant
or joint applicants in one or more countries. According the above definition,
patent family actually set a boundary of an invention, so the name or address
(organization) variations of the same inventor public at the different patent liter-
atures could be traced by the patent family information.

(2) NBER Subcategory. Technical dimension is also important external information.
This field provide us a more broadly perspective to discover the name variants of
inventors during the technological evolution process.

In sum, patent family-based information added some new dimensions from the
technological evolution perspective. The following show some basic descriptive
statistics.

2.3 Blocking

Patent database has huge number of records; e.g. the USPTO database contains more
than 12 million records of inventors. Clustering everything together is quite difficult,
due to the limitation of both memory size and computational power. To solve this
problem, blocking is often used. Blocking splits whole records into several blocks, and
the clustering is done within each block separately, assuming records from same
persons rarely split into different blocks. In this work, we adopted two methods of
decreasing amount of computation.

Remove duplications directly according to exact matching rule. We adopt a rule of
thumb; with a strict matching rule to initial identify some duplicated inventor’s id. We
adding a temp field, which is contains five important strings:

“name_first+name_middle+name_last+assignee+city”

We assumed if two inventor-patent instances have an exact matching on these
fields, then we have faith in they are the same inventor. This straightforward method
have an important role on the whole inventor disambiguation. This step greatly reduced
our amount of computation, after this preliminary deduplication, the whole amount of
inventor-patent instances reduced from 12,392,012 to 6,251,305, at the same time, this
simple way is accompanied by the low error rate.

Blocking simplification. Blocking is a technique used in the field of record linkage to
decrease the number of possible comparisons to be done between records. It helps to
decrease the computational processing power required. We perform blocking to our
dataset, this makes sure that whenever we do a comparison in our algorithm it is done
among only potential matches. There are two kind of blocking strategies: (1) the core of
blocking is based on name_last_f, which is consist of two part:
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As the common cases, the blocking strategy requires that two records must agree in
first name and last name, or name_last_f and city, or name_last_f and assignee name to
appear in the resulting set of comparison patterns. (2) In terms of some special parts,
such as “S”, “L”, we take a more strict blocking strategy. We consider the two factors,
the last name amount of some special letter parts is very large, and many of these last
name is consist of fewer characters, which easily lead to duplication of last name and
greatly increasing the calculation amount of similarity comparison. At the same time, to
further control the memory consumption, we split all the inventor data into 26 parts
according the alphabet.

2.4 Mixture Linkage Classifier

Inventor disambiguation is very complex problem, sometimes, a single supervised
machining learning approach does not achieve the good performance under special
cases: (1) Training data is limited and cannot cover the main variation patterns, or some
special name distribution, such as in East Asian names collection, there are an amount
of the first character of last name is “L”, “W”, and “K”, according to this names, a more
stricter limit should be considered. (2) Sometimes, a classification error may cause a
very expensive mistake. Such as there are two inventors group existed, at this time, one
wrong inventor pair would cause the two subgroup be connected. Under the precau-
tionary principle, so we proposed a mixed method that applies to the combination of
supervised learning, stochastic record linkage and ruled-based method. Finally, we
selected to consolidate all these candidate approaches into a new mixture approach.

Bootstrap based supervised classification. Using training data as a validation, we find
the bootstrap method embedded in Recordlinkage R’s package have good performance
at supervised classifications. So we adopt this classification method and predict the
whole 26 parts similarity of inventor-patent instances based on the training data. The
bootstrap algorithm is based on the idea of generating weak learners that iteratively
learn a larger portion of the difficult-to-classify examples in the training data by paying
more attention (that is, giving more weight) to often misclassified examples. The aim
we choose a bootstrap algorithm as the method of pair similarity classification is to find
a boundary contour of the whole inventor network.

Stochastic record linkage. Stochastic record linkage relies on the assumption of
conditional probabilities concerning comparison patterns. The probabilities of the
random vector c ¼ ðc1; c2; � � � ; cnÞ having value ~c ¼ ~c1;~c2; . . .;~cnð Þ conditional on the
match status Z are defined by

u~c ¼ P c ¼ ~cjZ ¼ 0ð Þ;m~c ¼ P c ¼ ~cjZ ¼ 1ð Þ; ð1Þ

Where Z = 0 stands for a non-match and Z = 1 for a match. In the Fellegi-Sunter
model these probabilities are used to compute weights of the form:

“name_last + the first initial of name_first”
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w~c ¼ logðP c ¼ ~cjZ ¼ 1ð Þ
P c ¼ ~cjZ ¼ 0ð ÞÞ: ð2Þ

The aim we choose a stochastic record linkage as the method of pair similarity scores
is to calculate the weight of pair similarity. In our inventor disambiguation, we choose
epi weight methods [8].

Rule-based filtering. Some rules are applied in order to decide which matches have to
be retained (that is, the two matched inventors are considered to be the same person)
and which discarded (the two matched inventors are simply considered homonyms or
quasi-homonyms). These rules are often based on “similarity scores”. Patent database
have some differences from scientific literature database are that patent data including
patent family data, which is a native manual interpretation data with great efforts of
examiners’. So the similarity based on patent family should be viewed as a strong rule.
The remains of candidate patent pairs need to coupling with the weight based on
stochastic record linkage to judge (Table 1).

3 Results

The host of competition tested our algorithm. A total 2 training datasets and 5 test
datasets were given. The test dataset includes ALS, ALS common, IS, E&S, Phase2.
The ALS and ALS common datasets are from Azoulay et al. [9], which consist of
inventors from the Association of Medical Colleges (AAMC) Faculty Roster. ALS
common is a subset of the ALS dataset with common popular names. The IS dataset is
from Trajtenberg and Shiff (2008) [10], containing Israeli inventors in USPTO data-
base. E&S dataset is from Chunmian et al. [11] And consists with patents from
engineers and scientists. Phase2 is a random mixture of previous datasets. The training
dataset includes Mixture and Common characteristics dataset. Mixture dataset is ran-
dom mixture of IS and E&S dataset, and Common characteristics dataset is a sub-
sample of E&S dataset which was subsampled according to the match characteristics of
the USPTO database, in terms of the mean number of inventors per patent and per-
centage of missing assignees [12]. Evaluation is done with pairwise precision, recall,
and F1 scores calculated by comparing every all calculated possible pairs in the test set
of with the given manually labeled dataset.

Table 1. Judgments of ruled-based filtering.

Rules Descriptions Weight

Rule 1 The highly similarity weight >= 0.78
Rule 2 The highly similarity weight + the exact matching first character of

the middle name
>= 0.70

Rule 3 The highly similarity weight + the exact matching subcategory_id >= 0.70
Rule 4 The exact matching inpadoc_family_id Not

required
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Table 2 shows the results for each training and test dataset. Results were slightly
better with the Common characteristics dataset. Result shows our algorithm performs
good results at all different datasets. We can see from the results that the mixture
approach, which is effective for inventor name disambiguation for patent database.

4 Conclusions

This study aims to build an automatic and effective approach for US patent inventor
disambiguation. We proposed a mixture approach that applies to the combination of
supervised learning, stochastic record linkage and ruled-based method to determine
whether each pair of inventor records are from same inventor or not, in addition, we try
to integrate some special features such as patent family and NBER category in order to
improve the accuracy of approach. Our algorithm tested on the USPTO patent database
disambiguated 12 million inventor records in 7 h. Evaluation is on labeled dataset from
USPTO PatentsView inventor name disambiguation competition and showed our
approach have an excellent output.
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Abstract. A framework comprised of three types of analysis is presented for
the competitive analysis on industrial technology. The three analysis are tech-
nology life cycle analysis, competitive technology analysis and competitor
analysis. The first is used to comprehend current technical development stages
and developing trend, and the second is used to discover developing technical
topics, the development situation and relationship of sub-technologies, while the
third is used to explore technical competitors, their relationship and technical
strength. A case for analysis the industrial competition of fuel cell technology is
introduced. The case shows the three analysis can provide valuable competitive
information of industrial technology, and it convince the effectiveness of the
framework.

Keywords: Competition analysis � Industrial technology � Technology life
cycle

1 Introduction

Technology is considered as one of the important factors in competition analysis,
however its value is usually underestimated. When the world enters 21th century, the
role of technology innovation in economic and social development becomes more
significantly than ever before, especially for the high and emerging technology
industry. Therefore, technical competition analysis has been used more frequently and
has become more important method in competition analysis. Although traditional
competition analysis models and methods can be used in technical competition anal-
ysis, such as the five forces model [1] and the diamond model [2], their functions are
restricted and the analysis effectiveness is discounted because they are proposed for
market competition analysis.

Qualitative analysis and quantitative analysis are two basic methods for technical
competition analysis. Along with the study development, researchers have come to
accept that the quantitative analysis gives more support for competitive decisions. More
and more researches mine competitive intelligence from scientific textual data using
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statistical theory for qualitative analys is [3–8]. Patent data are widely used in com-
petitive analysis owing to its good characteristics. Currently, researches on the appli-
cation of patent in technical competition analysis are becoming much more, such as
core technologies identification [9], technology life cycle analysis [5], technology
opportunity analysis [10], technology strength analysis [11, 12]. However, most of
these studies are only simple usages of patent analysis [13]. Some studies give the
competitive analysis process, while others give research frameworks for special
applications. To the best of our knowledge, the systematic analysis framework on
technical competition is few.

Wang (2009) [13] presented a three-dimensional model from the aspect of patent
analysis (Fig. 1). In the model, technical competition is analyzed from three dimensions:
competitive environment analysis, competitive technology analysis and competitor
analysis. In first dimension, the analysis includes current technology development trend,
technology life cycle, technology situation of different countries or regions, competitor
identification. In the second dimension, the analysis includes key technologies and their
development trend, core technologies and their development trend, potential or vacant
technologies. In the third dimension, the analysis includes R&D trend of competitors,
R&D emphasis of competitors, potential alliance of competitors, position of competitors
and technical strength of competitors.

Although Wang’s model made interesting exploration on the analysis framework of
technical competition, the model is just designed for company competition rather than
industrial competition. On the one hand, the industrial competition analysis is more
complex and broad because it doesn’t focus specific company. On the other hand,
Wang didn’t give further researches, and didn’t give case studies or empirical analysis,
so the effectiveness of the model can’t be testified and whether the intended purpose
can be achieved is still in doubt by competitive analysis using patent data.

2 The LTC Analysis Framework

The five forces model and diamond model are two classical models for competitive
analysis, which are based on the idea of factor decomposition. Following the idea of
factor decomposition, the analysis framework on industrial technology is built based on
three basic competitive factor: competitor, competitive environment and competitive
purpose [14]. First, competitors of industrial technology refer to institutes involved in
research and development. From the viewpoint of companies, competitive analysis on
industrial technology is the external environment analysis, and competitors are those
companies which develop similar technology. From the viewpoint of government or
regions, competitors are those nations or regions which invest into same technology.
Second, the competitive environment of industrial technology is different from market
environment. The important thing is analyzing the technology readiness level. If the
level of industrial technology is in developing stage, competitors will be attracted and
join the development; while if the level is in decline stage, competitors will reduce
investment, even quit development competition [15, 16]. Finally, let’s see what is the
main problem in the competitive analysis on industrial technology from the competitive
purpose. Standing at the position of companies, the analysis purpose is to find research
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fields and directions, to understand self position on industrial technology, and thus
select potential technologies as future development fields; standing at the position of
government or regions, the analysis purpose is to understand the development situation
of sub-technologies of industrial technology, and then assess the importance of dif-
ferent sub-technologies, formulate appropriate technology roadmap, make policy to
guide investment and technology selection for companies, and thus achieve goals of
acquiring industrial technology advantages.

By investigating the requirements of the competitive analysis on industrial tech-
nology in three competitive factors, we found that the technical analysis is based on
current technical situation and is (1) to comprehend current technical development
stages and developing trend, (2) to explore technical competitors, their relationship and
technical strength, (3) to discover developing technical topics, the development situ-
ation and relationship of sub-technologies. Based on such analysis, the LTC framework
is presented to analyze the competitive situation on industrial technology, where L
refers to life cycle analysis, T refers to competitive technology analysis, C refers to
competitor analysis. The life cycle analysis corresponds to environment factor, while
the competitive technology analysis corresponds to purpose factor, and the competitor
analysis corresponds to competitor factor. The framework is shown in Fig. 2.

3 Case Study

3.1 Data

In order to test the effectiveness of proposed analysis framework, the patent acquisition
system was run to download patent data in the field of fuel cell technology from SIPO
(http://www.sipo.gov.cn/). 6346 patents are collected totally. The collected data was
preprocessed before the formal analysis.
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Fig. 2. Framework of competitive analysis on
industrial technology.
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3.2 Technology Life Cycle Analysis

In the analysis of technology maturity estimate, we count the number of granted and
valid patents by year, and make a line chart (Fig. 3). It can be seen the maturity of
technology of fuel cell has entered fast developing stage after about 15 years starting
stage.

To forecast future development of fuel cell, we use curve fit method on logistic
growth model [17] and get fit coefficients. Then we use logistic growth model to
forecast future patent numbers yearly. The results are shown is Fig. 4. The results show
the fuel cell technology will go to maturation phase about after 2018. What is necessary
to be pondered is the forecast is based on collected data and logistic growth model. It
should be scrutinized when using the forecast results because of the problems of
S-curve fit method [18]. Nevertheless, it is easy to conclude that the fuel cell tech-
nology will go to industrial application phase quickly. The farsighted companies are
suggested to increase investment on research, market and product to achieve future
competitive advantages.

3.3 Competitive Technology Analysis

In order to identify technical topics and their relationship, we first extract technical
terms in patents, and then cluster these terms into topics using two passes algorithm
proposed by Coulter [19]. The discovered topics are constituted by densely connected
terms internally and connected to each other by co-occurred terms between them [20].
Using discovered topics as nodes, and the connections between them as edges, we can
construct a technology network (shown in Fig. 5). In the network, the node size shows
occurred patent number for a topic, and the weight of the edge between two nodes is
the link numbers, where link represents two co-occurred terms between connected
topics. In Fig. 5, the weight threshold is set 4, thus leaving some isolated nodes.
Because the threshold guarantees the nodes in a components of the network is strongly
connected, we can define each connected sub-network as a sub-technology.

Fig. 4. Technology life cycle forecast.Fig. 3. Technology life cycle estimate.

342 H. Han et al.



When technical topics are discovered, we can evaluate their developing situation of
topics using the strategic diagram method [21]. The strategic diagram use density and
centrality index to identify the position of topics [22]. Density is used to measure the
strength of the links that tie the keywords of the cluster, while Centrality is used to
measure the degree of interactions of a network with other networks. The diagram is
drawn in the Cartesian coordinate system, using x-axis for representing centrality, and
y-axis density, and the medium of centrality and density as the origin. The topics in
quadrant 1 represents central and developed technologies, and the topics in quadrant 2
represents peripheral and developed technologies, and the topics in quadrant 3 repre-
sents peripheral and undeveloped technologies, and the topics in quadrant 4 represents
central and undeveloped technologies. Figure 6 shows the strategic position analysis of
topics in fuel cell technology.

Moreover, we can speculate the developing situation of each sub-technologies
using clustering analysis. Figure 7 shows the analysis results. Here, we use k-means
algorithm to cluster all collected patents into 6 groups, and each group represents a type
of sub-technologies. The ratio of each sub-technology represents the investment quota.

Fig. 5. Discovered technical topics
and their relations.

Fig. 6. The strategic diagram of fuel cell
technology.

Fig. 8. Clustering result of research
institutions. Table 1 shows the Chinese
name of institutes in the graph, and
their English names and group
numbers.

Fig. 7. Classification result of fuel cell tech-
nology by electrolyte.
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3.4 Competitor Analysis

The competitor identification is the basic of competitor analysis. It is easy to identify
technical competitors with patent data, because the bibliographic data contain the
name, address and other information of research organizations. It’s also easy to identify
the organization type by their names, because the institute names usually contain
university, company and other specific words. Organizations can be further divided into
three levels in the region: research institute, province or state, country or region. After
obtaining research organizations, their types and other information, we can cluster them
into some groups. Figure 8 shows the results in research institute level. In the case, the
research institutes are clustered into 2 groups. The institutes in each group have
developed similar technologies.

Technology strength evaluation is another competitor analysis. The analysis will
rank research organizations by their strength. Many evaluation indexes of technology
strength have been proposed, such as current impact index [23], score [23], technology
centrality index [24], etc. Here, we evaluate the strength by using comprehensive
indexes combining patenting activity index, patent growth ratio index, technology
importance index, and technology value index [25]. Figure 9 shows the results in
technology strength. In the case, the Samsung is the most powerful institute, the
strongest competitors are the Panasonic from Japan and Shanghai Shen-Li High Tech
from China. And the Chinese Academy of Sciences is the potential technology
competitor.

Table 1. The Chinese name, English name of
institutes and their group numbers.

Fig. 9. The rank of research institutions on
technical strength. The Chinese name of
institutes in the graph, and their English
names and group numbers are shown in
Table 1.
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4 Conclusion

The LTC model is presented for the competitive analysis on industrial technology.
There are three types of analysis in the framework of the model. The first is technology
life cycle analysis, which is used to comprehend current technical development stages
and developing trend. The second is competitive technology analysis, which is used to
discover developing technical topics, the development situation and relationship of
sub-technologies. The third is competitor analysis, which is used to explore technical
competitors, their relationship and technical strength. A case for the competitive
analysis on fuel cell technology is introduced using the framework, and it shows the
framework can provide valuable competitive information of industrial technology.
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Abstract. Text classification is the task of assigning predefined classes to
free-text documents, and it can provide conceptual views of document collec-
tions. The multinomial naïve Bayes (NB) classifier is one NB classifier variant,
and it is often used as a baseline in text classification. However, multinomial NB
classifier is not fully Bayesian. This study proposes a Bayesian version NB
classifier. Finally, experimental results on 20 newsgroup show that Bayesian
multinomial NB classifier with suitable Dirichlet hyper-parameters has similar
performance with multinomial NB classifier.

Keywords: Text classification � Multinomial naïve bayes classifier � Fully
bayesian

1 Introduction

Text classification [1] is the task of assigning predefined classes to free-text documents,
and it can provide conceptual views of document collections. Given the growing
volume of online text available through World Wide Web, news feeds, electronic mail,
and digital libraries, this task is of great practical significance. Instead of manually
classifying documents or hand-crafting automatic classification rules, many machine
learning algorithms are trained to automatically classify documents based on
human-labeled training documents.

The multinomial naïve Bayes (NB) classifier [2, 3, 4] is one NB classifier variant
used for multinomially distributed data like the ones encountered in text classification.
It is often used as a baseline in text classification because it is fast and easy to
implement. Moreover, with appropriate preprocessing, it is competitive with more
advanced methods including support vector machines (SVMs) [5].

However, multinomial NB classifier, as standardly presented, is not fully Bayesian.
At least not in the sense that a posterior distribution over parameters is estimated from
training documents and then used for predictive inference for new document. The
organization of the rest of this paper is as follows. After multinomial NB classifier is
briefly described in Sect. 2, Bayesian version is proposed in Sect. 3. In Sect. 4,
experimental results on 20 newsgroup data show that Bayesian multinomial NB
classifier has similar performance with multinomial NB classifier, and Sect. 5 con-
cludes this work.
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2 Multinomial NB Classifier

As amatter offact, multinomial NB classifier is a generativemodel. It assumes that a corpus
of documents is generated by selecting a class cm � ~# for a document $m$ then generating
each word of that document independently according to a class-specific distribution
wm;n �~ucm . The bag-of-words assumption is clearly violated by natural language texts.

In multinomial NB classifier, every word wi gets a say in determining which label

c 2 {1, …, C} should be assigned to a unseen document ~w
!¼ ð~w1; . . .; ~w~NÞ. In order to

choose a label c for ~w
!
, multinomial NB classifier begins by calculating the prior

probability Pr(c) of each label c, which is determined by assuming equiprobable
classes, or checking the frequency of each label in the training set. The contribution
from each word is then combined with this prior probability, to arrive at a likelihood
estimate for each label. This is known as the maximum a posteriori (MAP) decision
rule. It can be defined formally as follows.

c ¼ argmaxc Pr cð Þ
Y~N
~n¼1

Pr ~w~njcð Þ ¼ argmaxc #c

Y~N
~n¼1

uc;~w~n
ð1Þ

Given a training document set D ¼ fð~wm; cmÞgMm¼1, #c and uc;v are usually esti-
mated by a smoothed version of maximum likelihood (ML) as follows. In fact, these
are both MAP estimates given uniform Dirichlet priors (see further).

#̂c ¼ nðcÞ þ a
MþCa

ð2Þ

ûc;v ¼
nðvÞc þ b
nc þVb

ð3Þ

where V is the number of unique words, n(c) is the number of documents with class c in

D, nðvÞc is the number of times word v appears in a document of class c in D, and

nc ¼
PV

v¼1 n
ðvÞ
c . The smoothing priors a � 0, b � 0 prevent zero probabilities in

further computations. Setting a = 1, b = 1 are called Laplace smoothing, while a < 1,
b < 1 is called Lidstone smoothing [6].

3 Bayesian Multinomial NB Classifier

The graphical model representation for Bayesian multinomial NB classifier is shown in
Fig. 1. Bayesian multinomial NB classifier can also be viewed as a generative process,
which can be described as follows.

1. Draw a multinomial ~# from Dirichlet (~a);
2. For each class c 2 {1, …, C}:

(a) Draw a multinomial ~uc from Dirichlet (~b);
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3. For each document m 2 {1, …, M}:
(a) Draw a class cm from Multinomial(~#);
(b) For each word n 2 {1, …, Nm} in document m:

i. Draw a word wm,n from Multinomial (~ucm ).

Given a training document set D and priors~a,~b, MAP estimates of ~# and {~uc} can
be calculated formally:

#̂
!

¼ argmax pð~#; f~ucgjD; ~a;~bÞ
¼ argmax Pr(Dj~#; ~ucf gÞ pð~#j~aÞ pð ~ucf gj~bÞ

¼ argmaxDirichletð~#j~nþ~aÞ
YC
c¼1

Dirichletð~ucj~nc þ~bÞ
ð4Þ

Following the mode of Dirichlet distribution, MAP parameter estimates can be
expressed as follows.

#̂c ¼ nðcÞ þ ac � 1

Mþ PC
c0¼1ðac0 � 1Þ ð5Þ

ûc;v ¼
nðvÞc þ bv � 1

nc þ
PV

v0¼1ðbv0 � 1Þ ð6Þ

It is not difficult to see that Eqs. (5 and 6) are equivalent to Eqs. (2 and 3) when
ac = 2 (c 2 {1, …, C}) and bv = 2 (v 2 {1, …, V}). In order to assign a class c to a

given document ~w
!
, fully Baysian inference should be used as follows.

Fig. 1. The graphical model representation of Bayesian multinomial NB classifier.
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c ¼ arg max Prðcj ~w!;D;~a;~bÞ
¼ arg max

ZZ
pðc; ~w!; ~#;~ucjD;~a;~bÞd~#d~uc

¼ arg max
ZZ

Prðcj~#Þpð~#jD;~aÞPrð ~w!j~ucÞpð~ucjD;~bÞd~#d~uc

¼ arg max
Z
#cp ~#jD;~a

� �
d~#

Z Yn
i¼1

uc;~wi
p ~ucjD;~b
� �

d~uc

¼ arg max
C

PC
c0¼1 ac0 þM

� �
QC

c0¼1 C ac0 þ n c0ð Þð Þ

QC
c0¼1 C ac0 þ n c0ð Þ þ I c ¼ c0ð Þ� �
C

PC
c0¼1 ac0 þMþ 1

� �

C
PV

v¼1 bv þ nc
� �

QV
v¼1 C bv þ n vð Þ

c

� �
QV

v¼1 C bv þ n vð Þ
c þ ~n vð Þ� �

C
PV

v¼1 bv þ nc þ ~n
� �

¼ arg max
ac þ nðcÞPC
c0¼1 ac0 þM

C
PV

v¼1 bv þ nc
� �

QV
v¼1 C bv þ n vð Þ

c

� �
QV

v¼1 C bv þ n vð Þ
c þ ~n vð Þ� �

C
PV

v¼1 bv þ nc þ ~n
� �

ð7Þ

where C(�) and I(�) is the Gamma and indicator function respectively, and ~nðvÞ is the

number of times the word v appears in the document ~w
!
.

4 Experiments and Discussions

In this study, 20 newsgroup data1, which was collected and originally used for text
classification by Lang [7], is utilized to evaluate the performance. It contains 18,828
non-empty documents evenly distributed across 20 categories, each representing a
newsgroup, where the number of documents in training data is 13,180. The
TfidfVectorizer in scikit-learn [8] is used to convert 20 newsgroup data to a matrix of
TF-IDF features. The number of features is 130,274.

In multinomial NB classifier, a is fixed to 1, and b is tuned. For simplicity, the
symmetric Dirichlet priors are utilized in Bayesian multinomial NB classifier, where
ac = 2 (c 2 {1, …, C}) and bv (v 2 {1, …, V}) is tuned. In order to identify proper
parameters, the grid searcher [9] with 10-fold cross validation is used. Let logb, logbv
2 {–10, –9, …, 0}. The performance in terms of F1 score with b or bv is reported in
Fig. 2. From Fig. 2, one can see that the optimal values for b and bv are 2−7, 2−5,
respectively.

According to tuned parameter above, the experimental results on test data are
reported in Table 1, which indicates that Bayesian multinomial NB classifier has

1 20 newsgroup data can be available online from http://mlcomp.org/datasets/379.
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similar performance with multinomial NB classifier. This observation is consistent with
Rennie [10].

(a) Multinomial NB classifier (b) Bayesian multinomial NB classifier

Fig. 2. The performance of 10-fold cross validation on 20 newsgroup training data with logb or
logbv in terms of F1 score. (a) Multinomial NB classifier (b) Bayesian multinomial NB classifier

Table 1. Experimental results on 20 newsgroup data.

Category Precision (%) Recall (%) F1 score (%)
Standard Bayesian Standard Bayesian Standard Bayesian

alt.atheism 92.68 91.13 93.83 92.24 93.25 92.68
comp.graphics 80.06 83.28 88.93 86.91 84.26 80.06
comp.os.ms-windows.misc 97.44 84.29 96.51 80.82 96.97 97.44
comp.sys.ibm.pc.hardware 90.78 80.27 74.85 79.73 82.05 90.78
comp.sys.mac.hardware 89.59 88.48 83.1 92.97 86.23 89.59
comp.windows.x 97.08 91.26 96.03 87.88 96.55 97.08
misc.forsale 89.7 91.13 86.26 77.93 87.95 89.7
rec.autos 95.48 92.07 97.05 93.21 96.26 95.48
rec.motorcycles 92.04 95.97 88.14 97.28 90.04 92.04
rec.sport.baseball 91.09 98.38 91.8 96.19 91.44 91.09
rec.sport.hockey 97.94 95.83 96.94 99.01 97.44 97.94
sci.crypt 95.41 92.33 98.31 97.31 96.84 95.41
sci.electronics 97.09 87.99 99.34 86.58 98.2 97.09
sci.med 91.59 97.09 96.59 96.39 94.02 91.59
sci.space 90.03 93.4 88.22 97.38 89.12 90.03
soc.religion.christian 90.04 88.85 92.24 97.95 91.13 90.04
talk.politics.guns 95.29 87.5 95.29 96.75 95.29 95.29
talk.politics.mideast 81.17 95.41 83.06 98.31 82.1 81.17
talk.politics.misc 90.42 94.14 95.93 88.56 93.1 90.42
talk.religion.misc 87.32 95.2 82.53 69.59 84.86 87.32
average 91.61 91.2 91.25 90.65 91.35 91.61
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5 Conclusions

Text classification is the task of assigning predefined classes to free-text documents,
and it can provide conceptual views of document collections. Instead of manually
classifying documents, many machine learning algorithms are trained to automatically
classify documents based on annotated training documents.

The multinomial naïve Bayes (NB) classifier is one NB classifier NB variant, and it
is often used as a baseline in text classification. However, multinomial NB classifier is
not fully Bayesian, so a Bayesian version is proposed in this study. Finally, experi-
mental results on 20 newsgroup show that Bayesian multinomial NB classifier with
suitable Dirichlet hyper-parameters has similar performance with multinomial NB
classifier.
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Abstract. This paper presents the application of CERIF on the electric vehicles
decision support system. Firstly, it discusses why we choose the electric vehicle
industry and what’s its special requirements; how do we use CERIF to respond
the challenge for the data-driven decision support and how do we carry out our
data management. At last, we propose a list of summary for the application of
CERIF in the electric vehicle decision support activities.

Keywords: CERIF � Electric vehicles � Decision support system �
Multi-source data management

1 Introduction

Nowadays, the research is becoming more data-intensive. Common European Research
Project Information Format (CERIF) is considered a standard recommended by the
European Union to its Member States as reference model for the development of
research information system [1]. It has a broad coverage including all aspects of
research infrastructure, such as projects, persons, organizations, funding, publications,
datasets, patents, products, bibliometrics, impact indicators, equipment, etc. As we
know, Current Research Information System (CRIS) activities and developments in
Europe are tightly interrelated with CERIF, which can go back to early 1984 starting
from the IEDAS project [2]. More practices later has improved the CERIF. In 1997 a
working group of the EC was set up to produce CERIF2000. Now the latest version is
CERIF 1.6, which accommodates metadata of research datasets and is based on the
input from the CERIF for Datasets (C4D) [3]. Also, the development of CRIS systems
based on the CERIF model is rapidly increasing in recent years.

As for the electric vehicles decision support system, it was initiated as a pilot
project to build a data-expert-tool decision model by the Ministry of Science and
Technology of the People’s Republic of China from the national science and tech-
nology supporting plan of the twelfth five-year. In China, the new energy vehicles is a
key breakthrough for the vehicles industry to become stronger. What’s more, it is
becoming urgent when emission reduction has been commonly recognized by nations
in the world. All countries have taken positive measures to strengthen the regulations

© Springer Nature Singapore Pte Ltd. 2017
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on the vehicle’s fuel consumption. The target has been set by the EU, America and
Japan. So the new energy vehicles is the focus of global vehicle industry transformation
and update.

From the industry level, the new energy vehicle has been formulated as strategic
emerging industry in China. According to statistics from EVI (Electric Vehicles
International), until the end of 2015, the global sale of electric vehicle has reached
950 thousand, among which the battery electric vehicle has surpassed 350 thousand
with the total fund rebate of 16 billion [4]. As for China, the total sale is coming to
490 thousand, which occupies almost 30% of the global [5]. The electric vehicle is
playing a magnificent role in the future.

So in the following section, we will discuss why we choose the electric vehicle
industry and what’s its special requirements; how do we use CERIF to respond the
challenge for the data-driven decision support and how do we carry out our data
management. At last, we propose a list of summary for the application of CERIF in the
electric vehicle decision support activities. We would like to draw your attention to the
fact that it is not possible to modify a paper in any way, once it has been published.
This applies to both the printed book and the online version of the publication. Every
detail, including the order of the names of the authors, should be checked before the
paper is sent to the Volume Editors.

2 The Data Management Requirement of EV Decision
Supporting

Electric vehicles has an important position in China’s high-tech industry development.
It has taken for almost ten years to develop the electric vehicles technology in China.
During the twelfth five-year-plan, it encounters the important strategic opportunity
period for the EV R&D and industrialization. In order to fulfill the series of technology
innovation indicators, cultivate the EV market, the decision management of EV project
needs to be more precise, more comprehensive and more predictive.

2.1 The Strategic Decision Requires to Integrate Multi-sourced
Information

In the 12th five-year-plan of electric vehicles, it adheres to the “three vertical and three
horizontal” layout research structure [6]. The strategic decision has becoming more
complex involving with technology roadmap, market development, policy and regu-
lations, funding scale, etc. From the experience of Japan NDEO’s best practice and US
evidence-based decision [7], we need to establish the subject database, which shall
collect the data produced in the full life cycle and data from the stakeholders in the
downstream industries.
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2.2 The Process Management Requires More Technology Frontier
Detection and More Middle Output Monitoring

In the procedure management of nowadays EV project management, node control is the
normal management requirement. There are apparent drawbacks to slowly respond the
lots of project in-time output. Meanwhile, the technology frontier is becoming faster
and difficult to detect timely. So the funding organizations and the administrative
decision-makers found it was necessary to find a decision data mall so as to support the
in-time decision-making and collect the feedbacks after the projects are released.

2.3 The EV Experts Requires More Kinds of Data to Sustain the Decision
Support Activates

The expert advisory board for the MOST electric vehicles are from universities,
research institutions and enterprises in different branch department. Those experts main
aim is to provide high-level advices for the EV strategic direction. Some of their
advices are based on the survey, some are academic research results, some are products
characteristics, some are city promotion statistics and some are patents mining. So it’s
found that experts cannot be familiar with every technology fields. They require more
evidence to offer decision-making efficiently and comprehensively.

In this section, we can find the requirements from the EV decision-making are
involving more data from the start point of project funding, to organizations and
researchers carrying out and to all kinds of outcomes including patents, journal papers,
products, etc. The demands of decision-makers in the EV fields needs to be fulfilled in
a comprehensive way. After a thorough survey, the CERIF model comes to meet the
challenge and localize according to Chinese EV data management.

3 The Application on EV Data Management and EV Decision
Supporting

CERIF was under draft of version 1.5 while the EV pilot decision supporting was
initiated three years ago. Now the CERIF 1.6 has been released [8]. A formal data
model is described by CERIF standard which enables interoperability between research
management systems and contains information about people, projects, organisations,
publications, patents, events, prizes, equipments.

The CERIF entities are divided into the groups. The core group contains Project,
Person and Organization entities. Entities ResultPublication, ResultaPatent and
ResultProduct are the result entities group and these entities contain metadata about
scientific research results. Also, there are CERIF 2nd entities which can be linked with
CERIF core and result entities. The semantic layer enables classification of entities and
relations between entities according to some classification scheme. Other entities of the
CERIF data model are linked with semantic layer through the cfClass entity [9].

In the project of electric vehicles decision support system, all CERIF data are stored
in the Microsoft SQL database management system. The first application version was
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finished by October, 2013. Until now, about ten versions have been improved in order
to facilitate the EV data management including EV journal, conference paper, disser-
tations, patents, products, organisations, persons and sale datasets from 8 different
sources with different formats (Fig. 1).

3.1 The Principles of CERIF Application

(1) To be consistent

All data elements are introduced from CERIF data model. Additional are descried
by the international or national standards accordingly. Also in the revised versions, the
data elements shall be consistent.

(2) To be extensible

Under the framework of CERIF, it shall be extended as the EV data reality. For
example. The Result product entities has been extended into two sub-entities, Resul-
tEVModels, ResultEVkeparts. In the projects, lots of extensions have been made to
fulfil the expectation.

(3) To be operable

Since the CERIF has been improved and updated by experts in a wide variety of
EU, it is quite different from the China’s practice. The CERIF model needs to be
operational under local circumstances. Take the example of data element granularity,
the local version has taken into account to fit Chinese current practice.

Fig. 1. CERIF 1.5 entities and their relationships
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3.2 The Generic Mapping of CERIF to Electric Vehicle Data

The electric vehicles data in the pilot system consists of 19 different data object. Some
of them, such as journal paper, conference, has the mature structure. Others, such as EV
keyparts, EV sale datasets and demo city datasets, are building their own data elements
and shall be “sliced and diced” frequently according to aspects of requirements. So the
CERIF can be generically translated and matched into the EV conceptual logic shown
as Table 1.

Table 1. The CERIF data model matching to electric vehicle data table.

Groups Entities Remarks

Base entities Person
Project
OrganisationUnit Including research institutions and enterprises

Result entities ResultPatent
ResultProduct Including EV models; keyparts;
ResultPublication Including EV policies; journals; conferences;

dissertations; monograph; standards; web news;
S&T reports

2nd entities Funding
Qualification
ExpertiseAndSkills
Prize
CV
Event
Language
Currency
Country
EAddress
PAddress
Citation

Indicators and
measurements

Indicator
Measurement

Infrastructure
entities

Equipment
Facility
Service

Geographic
entities

Geobbox

Semantics
entities

Term and
vocabulary
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As for the semantic layer of CERIF, 1264 EV terms have been formed to describe
the EV subject in the project. In addition, for the needs of mappings EV data model
entities the cfClass entity is used for classification of scientific domains and categories
of data sets. Finally, it sums up 9 kinds of 65 relationships to describe the linkage of
entities.

Furthermore, the classification schema covers some Chinese classification, such as
criteria for classification of national economy trade (GB/T 4754-2011), Chinese library
classification, International Classification for Standards, International Patent Classifi-
cation, etc. The above classification do help the CERIF data model to localize and fit to
the EV decision support system.

3.3 The CERIF Data Model Application—Taking the Example of Project
Entities

The project entity is one of the base entities. Usually, the Research managers in funding
organisations need know the detailed description, such as ProjectID, ProjTitle, Proj-
SubTitle, ProjAbstr, ProjKeyWord, ProjectAcro, ProjectURI, Classification, Funding
and DCStatus, which offer basic description for the project.

In addition, the decision-makers need to be clear about the complex linkage among
projects. So the link entities of project cover all possible aspects including project-
project relationship, project-organization relationship, project-person relationship in the
base entity level shown in the Fig. 2; project-Resultpublicaiton relationship, project-
Resultpatent relationship, project-Resultproduct relationship, project-equipment rela-
tionship, etc. shown in the Fig. 3.

Furthermore, the logical model is designed for further description. In the process of
application, several extensions has been made. (1) cfClass entity is used for Chinese
S&T project classification and the semantic term has been revised accordingly.
134 semantic terms has been updated into the term catalogue. Such as the project
organizing unit. (2) the subject indicators and measurements has been updated, espe-
cially some indicators related to outputs of the research or the impact of the research,
such as the outputs transformation indicators. (3) several data elements have been

Fig. 2. The base entities
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modified to meet the requirement from the EV project administrative branch, such as
Fundingsource has been added to illustrate the matching fund from the bank or the
local governments (Fig. 4).

Fig. 3. Project link entities

Fig. 4. CERIF example taken as project in the logical level

CERIF: A Research Information Model 359



4 Conclusion

It is feasible that CERIF data model can be introduced into the electric vehicle decision
support system with its extensions to link different entities and dataset. Also, it’s
obvious that CERIF data model is semantically rich and can be used to describe the
detailed description of electric vehicle R&D activities.

Through the CERIF introduction, we found that Policy and decision makers use the
data to monitor research activities, identify strong and weak points, define strategic
priorities and make informed decisions on funding allocation at the macro level. The
researchers can easily get access to the electric vehicle subject database without
searching different portals and the advisory experts use it in a similar way to find the
360° scenario of the interested fields or targeted experts or organizations due to the
strong link between different entities from CERIF.
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Abstract. The class of memory technologies with best features from memory
and storage are called storage-class memory or SCM. In the hybrid usage model
of SCM, it is physically attached to the memory bus just like DRAM but it is
logically shown as a block device just like a storage. In this paper, we question
the effectiveness of the page cache in the hybrid model, because SCM has the
read and write performance comparable to DRAM. Therefore, I implemented a
way to bypass the page cache in the Linux kernel, and show the effectiveness the
page cache by thorough experiments with various file I/O benchmarks.

Keywords: Disk cache � Nonvolatile memory � Operating systems � Page
cache � Storage class memory

1 Introduction

Resistive memory technologies such as phase change memory (PCM) [1], and spin-
transfer torque RAM (STT-RAM) [2] has received attention for recent years due to their
persistency, byte-addressability, low latency close to DRAM, and high density [3]. The
class of memory technologies with best features from memory and storage are called
storage-class memory or SCM. This class of techniques have become one of the major
issues in the memory systems area. Since the SCM is placed on the memory bus just like
a DRAM, CPU can directly access via the load and store instructions. Studies on SCM
are mainly on enabling SCM in the computer systems from architecture perspective
[4–7] and exploiting SCM from system or application perspective [8–11].

However, those work is not trivial to deploy in practice. The current operating
systems have been evolved on the base of two-level memory hierarchy of a fast,
volatile, small, and byte-addressable main memory, and a slow, persistent, large, and
block-addressable storage. However, the premise does not fit well to SCM, which is a
fast, large, persistent, and byte-addressable memory. Thus, directly adopting SCM into
the computer systems requires that operating systems should be almost redesigned.
And, any sudden changes will meet strong resistance in industry due to the large
amount of intellectual property associated with the traditional systems. In addition, it is
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very difficult to make users change their heavily tuned systems or rewrite existing
applications. Therefore, Chen et al. took an evolutionary approach to adopt the SCM
technology into the computer systems by proposing a hybrid model, where the logical
architecture is separated from the physical one [12]. They devised a block device
driver, called pmbd (persistent memory block device), which directly accesses SCM
attached to the memory bus and provides a logical block I/O interface to users.
However, since the I/O mechanism in current operating systems still assume much
slower block devices than main memory, there is a limitation to exploit the benefit of
SCM.

The page cache or disk cache has been used to mitigate the big difference between
the two memories and hide the slow access to the secondary storages, such as hard
disks or flash memory. However, when it comes to the secondary storage would SCM,
it’s a different story. In this paper, I study the effect of the page cache in the hybrid
model, where users access SCM as a block device and the SCM is on the memory bus.
I modified the kernel to enable to bypass the page cache for the I/O requests from or to
SCM. I conducted the experiments with FileBench [13] to show the effect.

2 Bypassing Page Cache for Data on SCM

2.1 Overview of Page Cache

Figure 1 shows the typical I/O stack of operating systems. As shown in the figure, the
application requests a disk I/O to the kernel through a systems call such as read or write
provided through VFS. As a general buffered I/O, it first tries to access data in the page
cache. If it does not exist in the page cache, it is processed through the block I/O layer.
After the I/O is completed, the data is stored in the page cache and it is copied to user
mode buffers of the application. For example, suppose that application A reads a file
F 1,024 bytes at a time and stores it in a buffer allocated to the heap. First, A requests
the kernel to read 1,024 bytes from the beginning of F by read() system call. The kernel
looks into a 4 KB chunk containing the requested data from the page cache. If it is not

Fig. 1. Block I/O Stack Fig. 2. Direct I/O vs. Buffered I/O
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present in the cache, the kernel allocates a page frame to the page cache and requests
disk I/O for the 4 KB chunk, which corresponds to offset 0 of file F. When the I/O for
the page is finished, the kernel copies 1,024 bytes requested by A from the page cache
to the user buffer and ends the system call. Of course, the block I/O is skipped if the
chunks containing data requested was present in the page cache. In the case of Direct
I/O, block I/O occurs directly in the buffer of the application without going through the
page cache (Fig. 2).

In buffered I/O, if the requested data does not exist in the page cache, the data is
copied twice, from the disk to the page cache and from the page cache to the user space
buffer, and additionally the page cache management cost is added, On the other hand,
since Direct I/O only takes one data copy from the disk to the user buffer, Direct I/O is
advantageous compared to the buffered I/O on the cache miss, but the hit time gain is
substantial and the hit rate for most of applications is generally quite high. Buffered I/O
contributes significantly to system performance, except for special applications, e.g.,
DBMS.

2.2 Page Cache Bypass: Design and Implementation

Compared with DRAM, the access speed of HDD is about 106 times, and the efficiency
of page cache is enough to offset the cost of page cache management. That is, the gain
of I/O omission according to the cache hit is very high. Now, can we recognize the
effectiveness of page caching for SCM in our hypothesized hybrid model? Since
the access speed of SCM is close to that of the DRAM, it is clear that the efficiency of
the page cache would be lowered, and under the special conditions, the overhead of the
page cache would exceed the profit. That is, it can be better to bypass the page cache in
the I/O path for SCM. In this section, I present and implement a way to bypass the page
cache in the Linux kernel.

As mentioned in Sect. 2.1, the kernel provides a way to bypass the page cache via
Direct I/O. Since Direct I/O only transfers data directly between the application buffer
and the block device, it can eliminate the page cache overhead as well as the memory
copy from the page cache to the user buffer. However, there are limitations to using
Direct I/O. First, the application’s data access must be aligned to the sector boundaries
of the block device. Second, the start address of the user buffer storing the data to be
read from or written to the block device must also be aligned at the sector boundaries.
That is, the applications should be implemented such as to use Direct I/O if the file is
on SCM. Since it is not transparent to the applications and then it requires a careful
consideration from the developers. Thus, I suggest a way to bypass the page cache at
kernel level to be transparent to the application.

If the above conditions of Direct I/O are satisfied and the request file is on the SCM,
the page cache can be bypassed just by performing Direct I/O regardless of whether
O_DIRECT is specified or not. If the condition for executing Direct I/O is not satisfied,
two data copies through the kernel buffer are inevitable. Nevertheless, the advantage of
bypassing the page cache is obvious. The page cache keeps all the pages read to and
written from the block device on a page-by-page basis. Suppose that the page cache is
full and the entire file is sequentially read and then closes it. These read operations
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cause a large page swapping. If the pages being replaced are the dirty pages, large
number of write operations to the backing store occur, which would not have occurred
if we bypassed the page cache. Moreover, if the replaced pages belong to a file on the
hard disk, the write cost would be very high, and since the new cached pages are not
read again, there is no benefit from the page cache. Since the future hit ratio of the SCM
data is uncertain and the hit gain is not large unlike HDD, the benefit of page cache
bypass is clearly present. In addition, through bypassing the page cache for files on
SCM, the more data chunks from files on HDD can occupy more space in the cache,
and in turn we can expect the higher efficiency of page cache.

Figure 3 shows the basic concept of our page cache bypass with kernel buffers.
A read operation uses a single page frame as a buffer to read page by page from the
block device, and copies each page to the user buffer. If the application has requested
an n-page read, the kernel reads one page at a time from the SCM into the kernel buffer
and then to the user buffer. It repeats it n times. A single page buffer is sufficient
because it does not keep pages to be read as in the page cache. To implement a write
operation without the page cache, a write-through policy should be used. Theoretically,
it can be implemented as a fixed single buffer as the page cache bypass for reading.
However, because of subtle synchronization problems in practice. I implemented it as a
dynamic single page buffer, where a new page frame is allocated as a buffer for each
page write, and immediately returned after writing to the backing store.

3 Experimental Results

For the experiments, I used a well-designed DRAM based SCM simulator, pmbd [12],
which is a hybrid model simulator. A portion of DRAM is reserved as an SCM, and
read and write speed can be configured in proportion to those of DRAM. If the memory
space is ample, it is almost always advantageous to utilize the page cache. For a fair
evaluation of the page cache, we should consider a situation where the system load is
large and therefore applications compete for the page cache. To simulate such a situ-
ation, I applied Lameter’s patch to our kernel [14] so as to limit the ratio of page cache.
I conducted the experiments on HP Compaq 8200 Elite with Intel i5 processor and
Linux 3.2.1 with 12 GB of DRAM. 4 GB of DRAM is set as main memory and 8 GB
is set as an SCM area. I/O performance test was performed using Filebench [13].

Fig. 3. Kernel Buffers for Page Cache Bypass
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In order to show the basic I/O performance of our page cache bypass, depicted as
“bypass” in figures, I measured the read and write throughput of sequential and random
accesses to a file of 2 GB for ten seconds, while reducing the maximum of page cache
size. And I used two configurations about the read and write latencies of SCM: the
configuration four times slower than DRAM for reading and 16 times slower for writing,
depicted “r4w16” in figures, and the configuration eight times slower for reading and 32
times for writing, depicted “r8w32”. Figure 4 shows the read throughput for the buffered
I/O and the page cache bypass. Under the condition competing to the page cache space,
the page cache bypass performs better for both configurations. Since DRAM is 4 GB
and the file is 2 GB, the contention occurs when the page cache ratio is 50%. Without a
size limit for the page cache, the entire file is cached by the first read, and then all read
occurs only in the cache, so the read performance is very high. Particularly, in the
sequential reading, when the competition for the cache starts, the hit ratio becomes zero,
so that the bypass without the cache overhead is more efficient. Figure 5 shows the
results on the write operation with the additional experiments on synchronous writes
(“buffered_sync”). As expected, synchronous writes do not take advantage of the cache,
but rather perform worse than the PCB due to the overhead. The other of the results for
the writing are similar to the reading.

(a) Sequential Read (b) Random Read

Fig. 4. Read Throughput (a) Sequential Read (b) Random Read

(a) Sequential Write (b) Random Write

Fig. 5. Write Throughput (a) Sequential Write (b) Random Write
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4 Conclusion

I studied the effect of the page cache in the hybrid model of SCM by implementing the
page cache bypass with small in Linux kernel. Through the experiments, it is
demonstrated that bypassing the page cache performs better under a page cache con-
tention. As a future work, I am planning additional experiments on the macro
benchmarks, through which I will suggest the favorable conditions of the page cache
bypass and present an adaptive scheme for it.
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Abstract. In the recent years, machine learning and deep learning has been
becoming hot research titles. In many human life’s fields, AI takes big roles like
auto driving a car, automatically working robots or vacuum cleaner using image
recognition techniques. Tensorflow is a machine learning system with open
source code was introduced and provided by Google on November 9, 2015. It
has been being famously used in images recognition field. In our work, we
recognize an image and classify it using tensorflow based on Convolutional
Neural Networks (CNNs) and determine what it is. We train 5-layers CNNs by
supervised learning from a database. After training process, trained data files are
generated. In the next steps, we use this data to recognize input image and
classify it. Finally, we test the results by a testing program.

Keywords: Tensorflow � CNN � Deep learning

1 Introduction

Images recognition using deep learning is now very popular and widely applied into AI
system. To work like a person, a machine needs to recognize object via it’s shape by
catching its images in the around environment [1–4].

Although Google co-operation has distributed open source of tensorflow, but how
to apply this potential resource and how to use tensorflow with high effect is not ease.

Firstly, we introduce tensorflow and how to apply it to develop your own software.
In the URL: “https://www.tensorflow.org”, there are open source samples introducing
how to recognize an indicated image with the particular ratio. If you haven’t yet
download their trained data file, the program will download necessary trained data and
show out the name of given image with ratios of five highest score things- default with
the “cropped_panda.jpg” to recognize [5–8].

Just change this indicated file to classify your own images one by one. The better
way is that re-programming to read arguments and run with your own options via
arguments (Figs. 1 and 2).

In this case, not onlymortarboard, but also the infant is themain object of the image, or
the background with flower is important, too. That mean, this program trained data have
some problems, maybe input data must be things only. You must work wrong with their

© Springer Nature Singapore Pte Ltd. 2017
J.J. (Jong Hyuk) Park et al. (eds.), Advanced Multimedia and Ubiquitous Engineering,
Lecture Notes in Electrical Engineering 448, DOI 10.1007/978-981-10-5041-1_60

https://www.tensorflow.org


fix trained data and trained definitions. Sometime, it works wrongly with another topic of
the images.

Secondly, to address above problem, in the URL:
“https://www.tensorflow.org/how_tos/image_retraining”, they perform the

re-training progress with five classes of flowers (daisy, dandelion, roses, sunflowers,
tulips) and then recognize the type of an indicated flower. The default image is “tulip.
jpg”. You can change you data in the “flower_photos” folder. Add or remove a class of
flowers by adding/removing a subfolder contains flowers (named by this subfolder) in
the main folder “flowers”. Each subfolder in “flowers” is the label for a class of flowers
and flower’s file name has no meaning. In this program, although you can change your
training data, but you still could not change the structure of the trained data’s structure.
This program concentrates to flowers only due to get better result although it limits the
input topic (flowers only). That mean, the recognition’s result gives out the unique one.

Actually, if you download the source files from that link, you couldn’t run it. By the
default, you should download data to “/tmp” folder from both URL:

‘http://download.tensorflow.org/models/image/imagenet/inception-2015-12-05.tgz’
‘http://download.tensorflow.org/example_images/flower_photos.tgz’. Because that,

in training process, this example uses data from those two source (Fig. 3).

Fig. 1. “cropped_panda.jpg” and the recognition result.

Fig. 2. “graduated-infant.jpg” and the recognition result.
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Actually, if you download the source files from that link, you couldn’t run it. By the
default, you should download data to “/tmp” folder from both URL:

‘http://download.tensorflow.org/models/image/imagenet/inception-2015-12-05.tgz’
‘http://download.tensorflow.org/example_images/flower_photos.tgz’.
Because that, in training process, this example uses data from those two source.
In our work, we collect sets of flags separated by nation’s feature to prepare for

training data step. We store whole of them in “flags” folder with sub folders are named
by nation’s name. Then we run the training program to create trained data (Fig. 4).

Fig. 3. Re-train the input data with 5 classes of flowers.

Fig. 4. Re-train the input data with classes of nation flags.
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2 Training Procedure and Architecture of CNN

First of all, we resize the mage to 2048-dimensional vector for each image. We describe
the details of the training procedure and the precise network architecture. The input to a
convolutional layer is an 2048 � 2048 � r image where 2048 is the height and width
of the image and r is the number of channels (e.g. an RGB image has r = 3). The
convolutional layer have k filters (kernels) of size n � n � q where n is smaller than
2048 and q can either be the same as the number of channels r or smaller (Fig. 5).

A CNN contains a number of convolutional and subsampling layers followed by
fully connected layers shown in Fig. 6. The numbers in the kernel of CNN represent
the amount by which to multiply the number underneath it. The number underneath
represents the intensity of the pixel over which the kernel element is hovering.

Fig. 5. A kernel operates on one pixel.

Fig. 6. One layer of the CNN in the pooling stage. Units of the same color have tied weights and
units of different color represent different filter maps.
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3 Illustrations

We temporary use sample images downloaded from Internet and separate into nation’s
subfolders in the “flags” folder. Each nation’s folder has at least a minimum number of
flags to confirm the basic training input (we set minimum number = 20) files to make
sure that the calculating accuracy is not too low. If there is a subfolder inside “flags”
but it contains less than 20 image files, this folder will be ignored. We use the nation’s
name to label for each set of flags relating to that nation. The name of subfolders in
“flags” folder are very important, they represent for the nation’s name as label roles.

During convolution, the center of the kernel passes over each pixel in the image.
The process multiplies each number in the kernel by the pixel intensity value directly
underneath it. The final step of the process sums all of the products together, divides
them by the amount of numbers in the kernel, and this value becomes the new intensity
of the pixel that was directly under the center of the kernel.

While training images, the resources spent for processing is limited but the nec-
essary GPU and CPU is as much as the number of images, training steps, convolutional
layers. So, avoiding bottleneck constrains is very important, if we do not resolve this
before training, the resources will quickly exhausted and system will be halted. In our
program, we create bottleneck file for each image first and store in the given folder
called “bottleneck”. When reading an image, if the related bottleneck file is not existed,
it will be created. On the country, skip this step and process the image with exist
bottleneck file. Of course, at the first time, all images need their new bottleneck files;
when you add some new images, only those new related bottleneck files are necessary
to be created. In case you want to re-create all bottleneck files, just remove/delete the
“bottleneck” folder- as shown in Fig. 7.

Fig. 7. Structure of folders and files for training data.
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4 Results

In the training process, the program always displays the training accuracy and the
validation accuracy of each step. We train many times with different numbers of
training step. The more training step, the more time it takes. After required steps, the
final test accuracy show the training accuracy (Figs. 8 and 9).

There are two main factor influent to the training accuracy:

(1) Quantity and quanlity of input images;
(2) Number of training steps.

We have run many times with different number of training steps, with less than
4000 steps, the results have large distance with different paces. From about 3000 steps
and over, there are little bit better results when we increase number of steps.

Fig. 8. Creating bottleneck files process.

Fig. 9. The different results of training using 4000 steps and 10.000 steps
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5 Discussion

First of all, we suggest a method to take advantages from applying tensorflow into deep
learning andmachine learning field. This system is provided byGoogle co-operationwho
is very famous in images processing and recognizing with a largest world-wide network
with free-email system and social network system. In our industrial century, image
recognition has a very big role in automatic system and robotic machine. Although many
methods and researches had been provided about images recognition but this trend is still
attractive; time by time, many newer and newer intelligent accessories and devices being
created. So, how to applyAI- specially images recognition technique into a new system or
device more effect is the massage we want to contribute.

Secondly, with our work, it is very useful to specify the relation of any picture or
image to a nation. In advance, we need a better tool to resolve the problem that: “is
there a flag in a picture?” first. The picture can be from any source: video clips, social
network, Internet, paper news… After that, we can specify what nation flag it is. With
this result, combine with social network like facebook, twitter, LinkedIn… we can
connect any events of social network user via their picture with some main information:
What nation they are, the seen or event relate to what country.

Finally, using deep learning in image recognition is very useful with high effect.
Combine with tensorflow to build new of your own application or integrate into your
devices/machine can have a big advantage from open source. This can be more easy
and cheap method not only in research but also in producing intelligent devices.

We hope our work can be useful apply widely into many intelligent devices. By this
way, many people can develop their own software and integrate into many AI devices
in the future.
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Abstract. Mobile devices, such as smartphones and tablet PCs, have evolved
continuously from the time when they debuted in the late 1990s. At the same
time, the structure and usage of mobile applications have also become
increasingly complex. As a result, it is often found to be difficult to understand
the user interface (UI) of applications. In addition, the low interpretability of
metaphors in UIs makes the problem worse. These conditions and user envi-
ronments inhibit smooth learning of applications. Accordingly, it can be inferred
that the low interpretability of metaphors is expected to eventually negatively
affect the learnability of applications. However, prior studies in the information
systems (IS) field have not shown much interest in the effect of the inter-
pretability of metaphors in UIs of mobile applications on the learnability of the
applications. The main research goals of this study are as follows: (1) to examine
the effects of the interpretability of metaphors in UIs of mobile applications on
the mental model of users of the applications and on the learnability of the
applications, and (2) to find the effect of the mental model of users on the
learnability of the applications. The data was collected through a survey and
structural equation modeling (SEM) was used for the analysis. The results
showed that the interpretability of metaphors has significant effects on the
mental model of users as well as on the learnability of applications.

Keywords: Mobile � Application � Interpretability � Mental � Model

1 Introduction

A User Interface (UI), the part of a system through which users interact with the
system, consists of diverse design components to support the seamless interaction of
the user with the system [1, 3, 6]. Any study about UI designs of applications for
mobile devices such as smartphones and tablet PCs are bound to address the simplicity
of the design [7]. The UI of mobile applications are significantly affected by the
environmental and physical conditions of the mobile devices because the applications
run on the mobile devices. Since the small displays of mobile devices cannot show
much information, the UI of applications for mobile devices has to limit the use of
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texts, words, content, and other various design components as much as possible. By
doing so, UIs can realize minimalism to maximize user convenience. When too many
texts, words, graphics, icons, and unnecessary design components occupy the small
display space of mobile devices, the readability of the UI will decrease. Consequently,
it would also be difficult to precisely discern and understand the meanings of the design
components. Therefore, UI designs of applications for mobile devices require sim-
plicity. Some researchers have stated that simplicity is one of a UI’s necessary design
attributes for a system. According to the associated studies, simplicity has a significant
impact on the usability of a system, including interactions with the system [2, 7].

Meanwhile, metaphors are frequently used in the UI of applications for mobile
devices to realize UI design simplicity. Metaphors refer to literary schemes or figurative
speech, which can be represented by tools, used to express concepts or ideas. They are
easily found throughout the UIs of computers, information systems, mobile applica-
tions, or even home electronic appliances. Wastebaskets, floppy diskettes, binoculars,
scissors, and carts are good examples [5, 11]. Using such metaphors frees a UI from
hundreds of thousands of texts and words, which in turn, results in the utilization of the
small display space [2]. In addition, users can intuitively understand the implied
information or functions represented by the metaphors. Accordingly, users can learn,
interact, and use the devices and applications more easily, quickly, and precisely;
thereby, users would perceive higher usability of the devices and applications.

Many empirical studies in e-learning fields have addressed that the ambiguity of
metaphors in the UI of applications affects learning. Many researchers have clarified
that high interpretability of metaphors in the UI of applications enables users to learn
the use of the applications easily and, furthermore, to improve academic performance
[11]. Similarly, other researchers have also claimed that educational applications need
to be equipped with highly interpretable metaphors to ensure the interactivity and
success of the system. To support the argument, they explained that the interpretability
of metaphors in a UI enables users to quickly and accurately formulate their mental
model of the applications, which is the knowledge of and experience in the use of the
applications [6].

Rouse and Morris [8] mentioned that a mental model can be viewed as a cognitive
structure comprised of specific knowledge and experience. Similarly, Johnson-Laird [4]
defined it as a kind of internal representation of complicated external reality. Rouse and
Morris [8] also noted that individuals understand their surrounding world with their
mental models. These views imply that mobile application users are able to not only
understand, but also learn and use applications based upon their mental models of the
applications.

Furthermore, these views also imply that if the metaphors in the UI of an appli-
cation are well designed, then the users of the application can easily formulate high
quality mental models of the application. If their mental model of the application is
formed accurately, then it can make the user better able to learn the usage of the
application, consequently leading to a positive attitude toward using the application and
intention to use the application. On the other hand, a poorly developed mental model of
an application makes users confused, which leads to the reluctance of learning the
application. If users do not want to learn the application, then they will not use it.
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Based upon the prior research, it may be possible to predict that ensuring the
interpretability of metaphors in the UI of mobile applications will also significantly
affect not only the mental model of users of applications, but also the learnability of the
applications. In addition, it is also possible to predict that the mental model of users of
applications has an effect on the learnability of the applications. However, it is difficult
to guarantee these effects and relationships. This is because the types and usage of
metaphors in UIs are quite diverse. Various metaphors are used and utilized in the UIs
of mobile applications.

A comprehensive IS literature review found that there is little empirical research on
the effects of the interpretability of metaphors in the UI of applications on the mental
model of users and the learnability of the applications in the context of mobile
applications. Therefore, it is necessary to examine these effects and relationships. The
main research goals of this study are as follows: (1) to examine the effects of the
interpretability of metaphors in the UI of mobile applications on the mental model of
users of applications and on the learnability of the applications, and (2) to find the effect
of the mental model of users on the learnability of the applications. This study will
attempt to verify these effects and relationships through the following hypotheses.

Hypothesis 1: The interpretability of metaphors in UI of mobile applications pos-
itively affects the learnability of the applications.
Hypothesis 2: The interpretability of metaphors in UI of mobile applications pos-
itively affects the mental model of users in the use of the applications.
Hypothesis 3: The mental model of users in the use of mobile applications posi-
tively affects the learnability of the applications.

2 Research Methodology, Data Analysis, and Results

This study empirically explored the effects that the interpretability of metaphors in the
UI of mobile applications has on the mental model of users and the learnability of the
applications. This study also examined the effect of the mental model of users on the
learnability of mobile applications. Thereby, the mental model of users was considered
a mediating variable in this research model. A survey was conducted to collect data.
A total of 258 university students and practitioners participated in the survey. One
hundred and seventy two students (66.7% of the participants) answered all of the
questions. The participants majored in economics, business administration, computer
science, and graphic design at three universities in Korea. The gender ratio of the
participants was 53.9% male to 46.1% female. The majority of the participants (78.7%)
were in their twenties. The application types that the participants used most frequently,
just before the survey, were social networking and communications-related applica-
tions (61.7%).

This study employed Structural Equation Modeling (SEM) to analyze the proposed
hypotheses and used SPSS statistics and AMOS ver. 18 as the statistical software. Path
coefficients were examined to check the causal effects between the variables. To do so,
the significance of the relationships between the variables in the proposed model was
analyzed. As predicted in the hypotheses, interpretability had a significant influence on
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the mental model of users (b = .307, p < .0001). The mental model of users also had a
positive impact on learnability (b = 357, p < .0001). Finally, interpretability also had a
direct significant effect on learnability (b = 295, p < .0001). Therefore, the hypotheses
H1, H2 and H3 were all supported. Table 1 shows the results of the test of the research
model.

3 Discussion and Conclusion

In short, this study empirically explored the relationship between the interpretability of
metaphors in the UI of mobile applications and the learnability of the applications. Not
only did the study explore this relationship but it also examined the effects that the
interpretability of metaphors in UIs had on the mental model of users and the effects the
mental model of users had on the learnability of mobile applications. The results
showed a significant direct effect of the interpretability of metaphors on the learnability
of applications. The results also showed a significant effect of the interpretability of
metaphors on the mental model of users of the applications. In addition, the mental
model of users had a positive impact on the learnability of applications. These results
addressed the importance of the interpretability of metaphors in the UI of mobile
applications and in understanding and explaining the factors that influence intention to
use mobile applications. Especially, this study addressed how important it is for mobile
applications to use interpretable, simple metaphors in UIs.

The Technology Acceptance Model (TAM) proposed in the IS field has been
widely referred to in understanding the user’s attitudes associated with the acceptance
of information technologies [9, 10]. Specifically speaking, the ease of use, one of the
variables in the TAM formed on the basis of the learnability of an information tech-
nology, determines user’s attitudes towards the information technology. The user’s
attitudes affect the user’s behavioral intentions, that is, the acceptance of the infor-
mation technology. Looking at studies on the behavioral intentions of users in mobile
application fields, the impact of the perceived ease of use on the behavioral intentions
to use applications was identified. Therefore, it can be inferred that mobile application
users form their attitudes and intention to use applications on the basis of experiences
with the applications. When developing mobile applications, practitioners may use the
findings of this study to improve and enhance users’ experiences with mobile appli-
cations, not only by improving the interpretability of metaphors in the UI, but also, the
learnability of applications.

Table 1. Hypothesis test

Paths Coeff. Stand. Coeff. P value Results

H1 Interpretability ! Learnability .270 .295 .0001 Accept
H2 Interpretability ! Mental Model .283 .307 .0001 Accept
H3 Mental Model ! Learnability .319 .357 .0001 Accept
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Abstract. In database outsourcing, because a service provider might be
untrusted or compromised, two issues of data security emerge: data confiden-
tiality and data integrity. Motivated by these issues, we propose a density-aware
data encryption scheme and a query processing algorithm with query result
auditing for secure mobile services. To guarantee the data confidentiality, our
density-aware data encryption scheme utilizes a grid index to transform the
original data space into a bitmap signature. In addition, to reduce the trans-
mission overhead of verification data, we propose a query result authentication
index that stores an encrypted signature for each anchor, which is the con-
catenated hash digest of clustered data. Through performance evaluation, we
show that the proposed scheme guarantees the high level of privacy preservation
to users while providing better query processing performance, compared with
the state-of-the-art schemes.

Keywords: Data encryption � Query authentication � Database outsourcing

1 Introduction

In database outsourcing, because a service provider might be untrusted or compro-
mised, two issues of data security emerge: data confidentiality and data integrity [1].
First, for the sake of data protection in outsourced databases, there have been few
encryption techniques studied. Among them, spatial technique is widely used. In the
spatial transformation techniques, M.L. Yiu et al. [2] proposed a Flexible Distance-
based Hashing (FDH) that re-distributes the location space with randomly selected
anchors and encrypts each groups by using bitmap representation. This technique boots
up the computation cost of data encryption by encrypting each divided area through
bitmap. However, this method has a critical drawback that FDH technique divides the
areas with anchors that are randomly selected, so that data can be skewed towards
partial areas. So, if an attacker is able to find out the skewed distribution of partial area,
then he/she can easily reveal real points as well.

On the other hand, in order to verify both data correctness and completeness, query
authentication should be provided in database outsourcing. For this, the verification
information is sent to users with query result so that the result can be verified by using
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data owner’s signature. Most popular data authentication research is bucket-based
authentication approach. The bucket-based authentication approach was proposed
J. Wang et al. [3] where a bucket contains a bucket id, a data range (upper-lower
bound), a checksum, and the number of tuples in a bucket. In bucket-based index,
security lies in the anonymity of tuples within the same bucket. The larger the bucket
size, the less the information disclosure and more secure the bucket index is. In
bucket-based authentication, the authentication index contains lower and upper range
of each bucket. Thus, applying existing methods to the database is valuable to the data
distribution disclosure attack.

Motivated by the problems, in this paper, we propose a new density-aware data
encryption scheme and a query processing algorithm with query auditing. Our
density-aware data encryption scheme can guarantee both the data confidentiality and
the query result integrity of mobile data. First, to solve the original data leakage
problem, we devise a bitmap-based encryption scheme that selects anchors by using a
data histogram. It means that many anchors can be chosen in dense area, while rela-
tively less number of anchors can be chosen in sparse area. Based on a grid index, our
scheme can construct clusters with relatively the same number of POIs, by splitting or
merging a cluster area with a given threshold. Secondly, to reduce the transmission
overhead of verification data, we devise a query result authentication index that stores
an encrypted signature for each anchor and compares the anchor signature with the
verification data from the data owner. Hence, we can reduce data transfer overhead for
checking the query integrity while enhancing the data privacy.

The rest of this paper is organized as follows. In this section, we briefly review the
related work. In Sect. 2, we propose a density-aware data encryption scheme and our
query result auditing scheme. An empirical evaluation is presented in Sect. 3. Finally,
Sect. 4 concludes our work with future research direction.

2 Density-Aware Data Encryption Scheme with Query
Authentication

Figure 1 illustrates the architecture of our spatial database outsourcing system with
three main components: a mobile user (i.e., authorized user), a location-based service
provider and a database owner. The overall data processing is performed as follows. In
pre-processing step, the DO creates a secret encryption key, and then applies the
encryption method to converts the original point set P into a transformed points set P`.
Then, the transformed dataset is sent to the SP. At this time, the DO sends the
encryption key to the trusted users over a secure communication channel, e.g., SSL. In
the query processing step, a user (U) issues a query q to SP. For this, U encodes q to q`
by using the secret key from DO and sends q` to the SP. The SP evaluates q` over P`
and returns the candidate results to U. Finally, U decrypts the encrypted query results
and selects the genuine query results.
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2.1 A Density-Based Data Encryption

Our algorithm is processed in four phases; anchor selection, cluster optimization, bit-
map encryption, and index construction. In the anchor selection phase, we use a
grid-based histogram to select anchors according to the data distribution. In the cluster
optimization phase, all clusters can be adjusted for storing data into its clusters uni-
formly. For protecting the original data from the attacker, our algorithm transforms the
clusters into a bitmap in the bitmap encryption phase. In the index construction phase, a
hash-based index is constructed to support efficient kNN query processing.

2.1.1 Phase 1: Anchor Selection
The main problem of the existing method [2] is that the anchors can be chosen in a
specific area because the existing method selects anchors randomly. If an attacker is
able to find out the skewed distribution of the specific area, he/she can easily infer the
real points. To solve this problem, we propose an anchor selection algorithm using a
grid-based histogram to consider the data distribution. Our anchor selection algorithm
is performed as follows. First, the original dataset P is inserted in the n � n grid index.
P is represented as <id, x, y>, where id means an identifier of the original data, x and
y are the coordinates of the original data. Secondly, the algorithm counts the number of
data within each grid cell for making a histogram, and sorts the cells in the descending
order of data counts. Thirdly, by using the histogram, the data owner computes the
number of anchors based on Eq. (1), and then randomly selects anchors from the cell. If
a cell does not satisfy the threshold, the minimum number of data for a cluster, the
algorithm expands the cell to its nearest cells to satisfy the threshold. The threshold can
be given by a user or a system. The latter one is calculated by using Eq. (2).

Fig. 1. System architecture
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AnchorRatio ¼ ð# of AnchorÞ � ð# of Data in Anchor RangeÞ
# of data in P

ð1Þ

Threshold ¼ # of Anchor
# of data in P

ð2Þ

2.1.2 Phase 2: Cluster Optimization
Even if we perform the density-aware anchor selection phase, the data can be skewed in
some clusters. To solve this problem, we propose a merge and split algorithm to store
the data into clusters uniformly. Our algorithm is processed as follows. First, our
algorithm calculates the merge and split thresholds of all clusters which are constructed
from phase 1. Second, if the number of data in a cluster is greater than the split
threshold, the algorithm divides the cluster into two groups. In order to split the cluster,
the farthest point from the cluster anchor is chosen as an anchor for the new cluster.
Third, if the number of the data in a cluster is lower than the merge threshold, the
cluster should be merged with the nearest cluster. To merge two clusters, the midpoint
between two anchors is calculated to select a new anchor. The new anchor becomes a
point which is the nearest to the midpoint. The algorithm repeats until all clusters
satisfy the merge and split thresholds.

2.1.3 Phase 3: Bitmap Encryption
Let the selected anchor objects be a1, a2,…, ai, an. For each anchor object ai, we need
to calculate a distance value ri, which represents the cover range of the anchor. Given
an object p 2 P, we convert the coordinates of the data point into an A-length bitmap
where the ith bit of the bitmap is defined in [2]:

BitmapðpÞ½i� ¼ i ¼ 0; if distðai; pÞ� r
i ¼ 1; otherwise

�
ð3Þ

Once the bitmaps for all anchors are generated, we build a bitmap-based index for
query processing. In order to enhance the performance of query processing, we devise a
hash index based on algebraic coding for retrieving the nearest anchor bitmap rapidly.
The proposed hash index uses a bit array as the coefficient of a polynomial. The address
of a hash table is calculated based on the prime number that is close to the hash table size
(Eq. 4). We divide the bit array value by the prime number and assign its remainder as a
hash table address. In Eq. 4, bit means an anchor bitmap andHsize indicates a hash table
size. Hence, we insert the bitmap of anchors into the hash table by applying their bitmap
to the proposed hash function. The query processing performance can be improved
because we can directly access the hash table at the query time.

hashAddress ¼ bit% 1þ
X2Hsize
m�1

ffiffiffiffiffiffiffiffiffiffiffi
HsizeHsize
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The algorithm for the bitmap-based hash index construction is as follows. First, we
calculate the hash addresses of the generated anchor bitmaps. Secondly, the anchor
bitmap is inserted into the hash table.

2.2 Range Query Processing Algorithm with Result Authentication Index

Our k-NN query processing algorithm efficiently retrieves a query result on the
encrypted data. However, in database outsourcing, it is also import to ensure the orig-
inality of result data that is genuine and complete. In order to provide query result
authentication, we devise a result auditing index in this section. Based on the cluster
information generated during data encryption phase, we generate a private data
authentication index in order to provide privacy-preserving range query processing.
Each data group is signed by the data owner using Condensed-RSA [4] with data ids
within the group. By this means, the private authentication index is generated without
revealing the partitioning information to unauthorized accesses. At query processing
time, our method employs a novel technique for searching nearest data groups from a
query point, in order to maximize the utility of the transformed data. In the literature, the
Hamming distance measure has been employed for approximate NN search. Once the
nearest anchor group is retrieved, the service provider sends the encrypted data within
the group and its signature. Since the query user was given the transformation key and
signature function from the data owner, he/she can decrypt the result data and generates
signatures of them. If the generated signature is identical to the signature from the
service provider, the client confirms that the query result is correct and genuine.

After constructing a data partition, a signature for each small-group is generated by
using Condensed-RSA. An RSA signature is computed on the hash of the input
message. Let h() denote a cryptographically strong hash function (such as SHA-1)
which takes a variable-length input and produces a fixed-length output. For an input
message m, h(m) denotes the hash of m and a standard RSA signature on message m,
and computed by using a given formulation from E. Mykletun et al.’s work [5]. In this
scheme, each tuple signature is generated by using RSA with its id (e.g., POI id).
Condensed-RSA signature is computed as a product of individual signatures.

3 Performance Analysis

In this section, we present the extensive experimental results of our encryption scheme.
For this, we compare our encryption scheme with the existing FDH in terms of data
encryption time, degree of data distribution, and query processing time. For the eval-
uation of the query result authentication scheme, we compare the proposed algorithm
with S. Balpande et al.’s algorithm [5]. In our experiment, we use four spatial datasets:
Uniform (100,000 points), Gaussian (100,000 points), Skewed (100,000 points) and the
real dataset of Northern East America (NE) containing 119,898 point of interests
(POIs). We did our performance analysis on the Window 7 Enterprise K system with
Intel Core2 Quad 2.4 GHz and 4 GB memory.
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Figure 2 shows data encryption time with varying the number of anchors. The data
encryption time can be increased as the number of anchors increases. This is because
our scheme generates clusters by using a grid index while the existing scheme uses a
tree structure which has the expensive cost to build in large data. In case of Gaussian
and Skewed data, the encryption time of our scheme is higher than Uniform and Real
data as shown in Fig. 2(b). This is because for densely populated data, merge and split
operations are performed many times to store the data in a uniform way.

Figure 3(a) describes the query processing times with varying query range. From
the result, it is proven that our algorithm outperforms the existing work up to 15 times,
in terms of query processing times. This is mainly because our algorithm reduces the
data transmission and verification overheads by using bit operation which easily cal-
culates candidate anchors within query range. Figure 3(b) shows the query result
auditing time with varying query range. For auditing the query result, the client
decrypts the result data and generates a signature for comparison. Therefore, the per-
formance of this term is closely related to the number of result data. As shown in the
figure, the auditing time is increased as the query range increases.

Fig. 2. Data encryption time with data distribution

(a) Query processing time (b) Query result auditing time

Fig. 3. Query processing and auditing time
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4 Conclusion and Future Work

In this paper, we propose a data encryption scheme that groups data with anchors and
transforms them into bitmap information. Through performance evaluation, it is shown
that proposed method outperforms the existing method up to 15 times while providing
similar performance in returning number of false positive data. And, to reduce the
transmission overhead of verification data, we devise a query result authentication
index that stores an encrypted signature for each anchor and compares the anchor
signature with the verification data from the data owner.

As a future work, we will extend the proposed algorithm to support variety of query
types (e.g., range skyline queries).
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Abstract. Moving object segmentation is an important component of many
vision systems, especially in the non-static background. This paper proposes an
approach based on Kernel Density Estimation that can handle situations where
the background of the scene is not completely static but contains significant
stochastic motion (e.g. water). To get the initial results, a higher dimensional
KDE model using the observing pixel intensity values and the information of
optical flow is built. Then a KDE observing model based on the Hidden Markov
Random Field Model and the Expectation Maximization frame work, is used for
segmented the moving object. Experimental results show that the proposed
approach can accurately detect moving objects and use less video frames.

Keywords: Moving object detection � KDE model � Optical flow � HMRF-EM
frame work

1 Introduction

Moving object detection is the task of identifying the physical movement of an object
in a given region or area [1]. It is very important in application areas such as visual
surveillance, content-based video coding, and human computer interaction. Traditional
Approaches for moving object detection can be broadly categorized into four forms as
Background Subtraction, Frame Differencing, Temporal Differencing and Optical Flow
[2]. Background Subtraction is considered to be one of the most reliable method.

There are two non-parametric estimator approaches, the Gaussian mixture model
[3] and the kernel density estimator [4], are used widely. And the improvements based
on them are still updating, like [5–8], etc. Even some parametric estimator approaches
like [9] are very effective, they need a lot of calculation.

The non-static background subtraction often need a large data to compute. So we
proposed an approach base on KDE model in this paper, using less frames, to balance
the computational complexity and the accuracy of detection.

1.1 Kernel Density Estimator

As a non-parametric estimator, the kernel density estimator is under appropriate con-
ditions the estimate it produces is a valid probability itself. Let o1; o2; . . .; oN be a recent

© Springer Nature Singapore Pte Ltd. 2017
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sample of intensity values for a pixel. If the kernel estimator function is a Normal
function Nð0;RÞ, we can estimate the probability density function that this pixel will
have intensity value ot at time t

PrðotÞ ¼ 1
N

XN
i¼1

1

ð2pÞd2 Rj j12
e�

1
2ðot�oiÞTR�1ðot�oiÞ ð1Þ

Where R represents the kernel function bandwidth. Let l1; l2; . . .; lN be the labels of
corresponding pixels. We can get them through the threshold th1. lt ¼ 1 means that the
pixel is object. And lt ¼ 0 means background.

1.2 Bandwidth Estimation

If we use the gray image sequence, the bandwidth will be R ¼ fr2g. we assume that
this local-in-time distribution is Normal Nðl; r2Þ, so the deviation joiþ 1 � oij is
Normal Nð0; 2r2Þ. Then the standard deviation can be estimated as

r0 ¼ m

0:68
ffiffiffi
2

p ð2Þ

Where m ¼ medianðjoiþ 1 � oijÞ, in case that joiþ 1 � oij¼ 0 leads to r ¼ 0, we
estimate r ¼ maxð1;r0Þ.

2 Optical Flow-KDE Model

Although the KDE model is simple and fast, it needs more video frames and the
detection is interfered easily by background. So we consider the information of optical
flow to improve the model. It is the distribution of apparent velocities of movement of
brightness patterns in an image [10].

Let the image brightness be denoted by Eðx; y; tÞ at the pixel ðx; yÞ in the image
plane at time t. Considering when the pattern moves, the brightness of a particular pixel
is constant. Respectively, we let Ex,Ey and Et equal the partial derivatives of image
brightness with respect to x,y and t. We get the two velocities of optical flow through
the equation

ðEx;EyÞ � ðu; vÞ ¼ �Et ð3Þ

Combining the intensity values o1; o2; . . .; oN , u1; u2; . . .; uN and v1; v2; . . .; vN , we
build a new KDE model in this paper. And the kernel bandwidth equals

Rn ¼ diagðr2o; r2u; r2vÞ ð4Þ
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Let Ii ¼ ½oi; ui; vi�T , the density can be written as

PrðItÞ ¼ 1
N

XN
i¼1

1

ð2pÞd2 Rnj j12
e�

1
2ðIt�IiÞTR�1

n ðIt�IiÞ ð5Þ

So, a detected pixel I will be considered to be a part of the moving object only if
PrðytÞ\th2.

3 Hidden Markov Random Field-KDE Model

Through the optical flow-KDE model we get an initial detection. But it is unsatisfac-
tory. Because the HMRF model is useful in image segmentation [11], we improve it for
reducing the interferences from the dynamic background.

In the video sequence, if one of the frames’ size isM � N, it has S ¼ M � N pixels.
Let yi i 2 Sð Þ be the intensity value for a pixel [12]. Every pixel has its label xi ¼ l,
l 2 L. In this paper, L ¼ f0; 1g means that the pixel is background or object respec-
tively. The label xi can’t be observed directly, it is the hidden state.

Dependent on the parameter set h and the neighborhood configuration xNi of xi, we
computer the marginal probability distribution of yi

P yi xNi ; hjð Þ ¼
X
l2L

f yi; hlð ÞP l xNijð Þ ð6Þ

Given xi ¼ l, yi follows a conditional probability distribution P yi ljð Þ ¼ f yi; hlð Þ.
According to the MAP criterion, we seek the estimated label x̂i of the true label xi

x̂i ¼ arg max
i2S

fP yi xijð ÞP xið Þg ð7Þ

3.1 Model Building

Usually the observation field is modeled through Gaussian distribution in the image
segmentation. In fact, both the distributions of object and background in the video
frame are not the standard Gaussian distribution. But Gaussian mixture model needs
much parameters to be estimated. We propose a KDE model to build the conditional
probability distribution of the observable random variables

f yi; hlð Þ ¼ 1
Ml

XMl

j¼1

1ffiffiffiffiffiffiffiffiffiffi
2pr2l

p e
�

ðyi�zl
j
Þ2

2r2
l ð8Þ

Where Ml is the amount of the label l in one frame, let zljðj 2 MlÞ be the intensity
value for a pixel of label l. Only one parameter hl ¼ rl is simpler than the Gaussian
model and Gaussian mixture model.
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The label filed model can be build according to the Hammersley-Clifford theorem
[13], a MRF is characterized by a Gibbs distribution equivalently. So

P X ¼ xð Þ ¼ 1
Z
exp �

X
c2C

Vc xð Þ
 !

ð9Þ

Where Z is the partition function, Vc xð Þ is the clique potential which C is all
possible cliques. To define the cliques, we use the Multi-Level Logistic Model. Con-
sidering the spatial and temporal connections, the xNi shows in Fig. 1.

So the energy function of a point i can be compute from the posterior probability

p xlj y; k
0j

� �
of point xj j 2 Nið Þ.

V xli
� � ¼ �P

j2Ni

d xli � xj
� �

p xlj y; k
0j

� �

p xlj y; k
0j

� �
¼ p yi xli; k

0��� �
exp �biV xli

� �� ��PL
l¼1

p yi xli; k
0��� �
exp �biV xli

� �� � ð10Þ

The posterior probability is computed by iterative operation easily. And the
parameter set k includes rl and bi. According the Bayes’ theorem P yi xijð ÞP xið Þ ¼
P xi yijð ÞP yið Þ, where P yið Þ is constant, we estimate the label

x̂i ¼ arg max
i2S

fP xi yijð Þg ð11Þ

3.2 Parameter Estimation

Expectation-Maximization Algorithm is a parameter estimation method. The E-step
calculate the conditional expectation, and the M-step maximize it [14]. We can get

rl ¼
PS
i¼1

PMl

j¼1
ðyi � zjÞ2P xi yijð Þ

 !,PS
i¼1

PMl

j¼1
P xi yijð Þ

 !

bi ¼ argmax
Ps
i¼1

PL
l¼1

pðxli
	
y; k;Þ log expð�bivðxliÞ

�PL
l¼1

expð�bivðxliÞ

 ��  ð12Þ

Fig. 1. Let the neighborhood configuration Ni of xi be modeled using the current frame and
previous frame which including 17 points.

A Kernel Density Estimation Model for Moving Object Detection 389



4 Results and Conclusion

In order to test the proposed approach, we have used two grayscale video sequences
with non-static background. Both the videos have 30 frames. And our approach is
compared to the Gaussian mixture model. The threshold in the improved KDE model is
the empirical value usually. Let the bandwidth of HMRF model be rl ¼ 1.

Figures 2 and 3 show that the initial results are better than the GMM, but there are a
lot of points of background detected falsely. The next step of HMRF model, we get the
satisfactory detections showed in Tables 1 and 2. And it proves that we reduce the
calculation only using 30 frames. By iterative operation, the interferences of back-
ground are decreased step by step. But the points of objects, which were not detected,
interfered the error ratios.

Fig. 2. The four continuous frames’ detection of video ‘boats’. The first line shows the original
images. The second line shows the GMM. The third line shows the initial result. The fourth line
shows the final detection.

Fig. 3. The four continuous frames’ detection of video ‘ocean’. The first line shows the original
images. The second line shows the GMM. The third line shows the initial result. The fourth line
shows the final detection.
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The main shortcoming of the proposed approach is that the object which has a
similar value with background be detected hardly. Especially in the Fig. 3, the right
human’s detection is unsuccessful.
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Abstract. Maximal Cliques Enumeration (MCE), as a fundamental problem,
has been extensively investigated in many fields, such as social networks, and
biological science and so forth. However, the existing research works usually
ignore the formation principle of maximal cliques which can help us to speed up
the detection of maximal cliques in a graph. This paper pioneers a novel
problem on detection of bases of maximal cliques in a graph. We propose a
formal concept analysis based approach for detecting the bases of maximal
cliques and detection theorem. It is believed that our work can provide a new
research solution and direction for future topological structure analysis in var-
ious complex networking systems.

Keywords: Maximal cliques enumeration � Bases � Formal concept analysis �
Graphs

1 Introduction

Recent years witnessed the booming development of graph data model and its widely
used applications. In practice, many applications can be represented with graph data
model, such as social networks, web networks, and protein interactive networks.
Therefore, analyzing and mining the useful knowledge from graphs is significant
meaningful. In particular, Maximal Cliques Enumeration (MCE) is an important
research issue in graphs. In graphs, a clique refers to a complete sub-graph where any
two vertices are connected each other. Meanwhile, a maximal clique is a clique, such
that there is no clique with more vertices. At present, detection of maximal cliques or
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MCE is mainly to identify all maximal cliques because these cliques or maximal
cliques containing more valued knowledge and information. Thus, MCE is widely used
in community detection, topological analysis of web network and so forth.

MCE, as a fundamental problem in graph theory, has been extensively investigated
by many researchers [1, 2]. They mainly focus on approximate algorithm devising
(since MCE is an NP-hard problem) for extracting all maximal cliques. The existing of
algorithm for addressing MCE is categorized as: (1) sequential in-memory algorithms
[3, 4]; (2) sequential I/O efficient algorithms [5, 6] which concentrate on reducing the
high cost of random disk I/Os for processing graphs that cannot fit in main memory [2];
(3) aiming to reduce the running time, the third type approach is parallel and distributed
algorithms [7, 8] are proposed.

However, these existing studies usually ignore the formation principle of maximal
cliques. As a matter of fact, the formation principle of maximal cliques is a kind of
useful information for better MCE process. That is to say, if we can obtain the partial
topological structures which can further form the maximal clique, then this issue can be
addressed efficiently. To this end, this paper pioneers to study the bases of maximal
cliques in graphs. We firstly present the concept of base of maximal clique, then we
point out that the maximal clique can be formed based the detected bases. Therefore,
the main contribution of this work are twofold: (1) formalize an interesting problem
about detection on bases of maximal cliques in graphs; (2) exploiting the formation
procedure of maximal cliques and then present an efficient approach for obtaining the
bases of maximal cliques.

The remainder of this paper is structured as follows. Section 2 provides the
problem statement. Then, a formal concept analysis based detection approach for bases
of maximal clique in a graph is presented in Sect. 3. Section 4 concludes this paper.

2 Problem Statement

To study the problem about detection on bases of maximal cliques in a graph, the graph
model and basic concept of maximal cliques are firstly presented and the problem
statement is then formalized.

2.1 Graph Model and Maximal Clique

This work focuses on undirected graph and managing the maximal cliques on it; hence
graph model here is defined with an undirected graph model G = (V, E), where V is the
set of vertices and E is the set of edges of G. Particularly, for as a set of vertices C�V ,
is a clique if each vertex in C are connected each other. If there is no any other set of
vertices C0 � C such that C0 is a clique in G, then C is a maximal clique.

2.2 Problem Descriptions

According to our previous work [9], we know that the k-clique community can be
formed with skeleton sub-graphs. Similarly, finding the bases of maximal cliques could
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help us to detect maximal cliques quickly. Note that, the base of maximal clique refers
to the common sub-graph (can be line, can be other sub-graph) among maximal
cliques.

Problem Definition: Given a graph G = (V, E), this paper proposes a novel topic and
the corresponding approach for finding the bases of maximal cliques from G, denoted
as B(maximal_clique(G)).

To better understand the above problem statement, an illustrative example is shown
as follows.

Clearly, Fig. 1(a) shows an input of the problem, i.e., graph G, it is composed of
7 vertices. We can easily get the maximal cliques {2, 3, 5}, {2, 5, 6}, {4, 7}, {1} from
G using the existing algorithm. However, we found that the common edges {2, 5}
between maximal cliques {2, 3, 5} and {2, 5, 6} as shown in Fig. 1(b). Actually, the
edge {2, 5} is a base of maximal cliques {2, 3, 5} and {2, 5, 6} since they can be
formed by simply adding vertex 3 or 6.

3 Detecting Bases of Maximal Cliques Based on Formal
Concept Analysis

To address the above problem, this section is devoted to presenting our proposed
approach for detecting bases of maximal cliques by using formal concept analysis.
First, we analyze the reason for bases of maximal clique for interpreting how maximal
cliques can be formed via their bases. Then, a new formal context and its concept lattice
are generated by aggregating the attributes which have the common objects. Finally, we
extract the extents from the maximal cliques associated concepts and from the new
formal concept lattice and then make the intersection.

(a) Graph G                    (b) Base of maximal cliques

Fig. 1. An illustrative example on bases of maximal cliques

Detecting Bases of Maximal Cliques in a Graph 395



Detection Approach: Suppose G is a graph, denoted as G = (V, E). We firstly con-
struct the formal context K = (V, V, I) using the approach presented in [9]. Then, a new
formal context is induced by granulating some vertices (granulating in terms of
equivalence relation R on original attribute) as an attribute, i.e., Kʹ = (V, VR, IR) The Kʹ

has the same objects with but the different attributes from the original formal context.

Here,

VR ¼ f½v�Rjv 2 Vg; IR ¼ fðv; ½v�RÞ 2 V � VR; 9n 2 ½v�Rððv; nÞ 2 IÞg:

Let us take Fig. 1(a) as our the input graph G, then, the converted formal context
and its induced formal context are constructed as follows (Tables 1 and 2).

The corresponding concept lattices are generated by existing concept lattice gen-
eration algorithm. The relationship between concept lattices of original formal context
K, i.e., C(K) and induced formal context Kʹ, i.e., C(Kʹ) is shown in Fig. 2. According to
the findings about the equivalence between equiconcept and clique [9, 10], it is clearly to
observe that the maximal cliques in G including {2, 3, 5}, {2, 5, 6}, {4, 7}, {1}.

Table 1. The formal context of G, K

1 2 3 4 5 6 7
1 X
2 X X X X
3 X X X
4 X X
5 X X X X
6 X X X
7 X X

Table 2. The induced formal context of G, K’

1 [2,5] 3 [4,7] 6
1 X
2 X X X
3 X X
4 X
5 X X X
6 X X
7 X
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Interestingly, these maximal cliques are aggregated then represented as the relevant
concepts in Fig. 2. For example, the common attribute of maximal cliques {2, 3, 5} and
{2, 5, 6} is {2, 5}, that is to say, {2, 5} is the formation base for maximal cliques {2, 3,
5} and {2, 5, 6}.

Therefore, the following detection theorem is concluded with the above detection
approach.

Detection Theorem: Given a graph G = (V, E), the formal context of G is K, the
concept lattice of K is denoted as C(K), the bases of maximal cliques B(maximal_-
clique(G)) can be obtained from maximal cliques associated formal concepts in concept
lattice C(Kʹ), where Kʹ is an induced formal context from K based on equivalence
relation R over attributes.

4 Conclusions

This paper formalizes a novel problem on detection of bases of maximal cliques from a
graph. Aiming to address this problem, this paper proposed a formal concept analysis
based approach for detecting the bases of maximal cliques in a graph. We mathe-
matically present a detection theorem according to our proposed approach. Hence, this
detection theorem is ubiquitous and can be applied into various complex networks. The
proposed detection approach reveals the formation principle of maximal cliques by
investigating the relationship between original concept lattice and aggregated concept
lattice. We believe that this work can pave the way for future topological structure
analysis of social networks and other complex networking systems.

Fig. 2. The relationship between C(K) and C(K’)
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Abstract. The study designs and implements a database system for predicting
small region-specific cultivable crops based on future climate change utilizing
integrated public Big Data. For this study, regional temperature factors, regional
precipitation factors, land acidity, solar radiation, cloud amount, and appropriate
climatic factors for each crop were utilized. The database system could extract
the information of each small region such as kinds of currently cultivating crop,
kinds of regional cultivable food crop, kinds of regional cultivable fruit, kinds of
regional cultivable medicinal crop, kinds of regional cultivable vegetable, and
changing trends of each crop production quantity. Based on these small
region-specific crop information, it is possible for the farmers to increase future
profits of farm households by providing information of medicinal crops, food
crops, vegetables, and fruits that can be produced in each regional farmhouse. It
is also possible to present future recommended crops to individual business
operators by utilizing these public big data, to suggest the need for development
and research on crops that can be cultivated in each region, and to suggest
marketing plans for present and future crops.

Keywords: Big data � Climate change � Database system � Cultivable
region-specific crops

1 Introduction

According to the climate change scenario, it is expected that the climate of the Korean
Peninsula will change drastically in the future, and so that the cultivation area, the
production quantity and the quality of the crops will be greatly changed. From 1910 to
2000, changes were observed in average temperature and average precipitation every
10 years at six observation points—in Seoul, Incheon, Gangneung, Daegu, Mokpo and
Busan. The result showed that the temperature was increased by 1.7° and the average
precipitation increased by 19% in the six cities for last about 100 years.

At the end of the 21st century compared to the end of the 20th century, the average
annual temperature of the Korean Peninsula is expected to increase by 4°, and the
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annual range of the temperatures is expected to decrease due to the rise of the daily
lowest temperature more than the daily highest temperature. And the annual average
precipitation of the Korean Peninsula is expected to increase by 17%, and the increase
of precipitation in August and September is expected to be large.

Through the implemented database system, changes in the annual mean precipi-
tation at the end of the 21st century versus at the end of the 20th century were analyzed
through analysis of climate-related big data [1, 2]. The main purpose of this research is
to propose small region-specific crops in response to climate change, to secure income
sources of farm households and to contribute to the revitalization of rural economy.

2 Preliminaries

To get the existing public big data for the region-specific crops database system, the
study refers to NCDSS (National Climate Data Service System [3]), Jeollanamdo
Agricultural Research & Extension Services [4], Jeju Agricultural Research &
Extension Services [5], Gyengsangnamdo Agricultural Research & Extension Services
[6], Rural Development Administration [7], and so on. The study also utilizes the
MySQL program to build the database system, and the R package for performing
graphically plotting of each information with making intuitive grasp possible [1, 2].

The previous studies performed the forecast of cultivable province-specific crops
utilizing each big data [8–10]. This study extends the forecast of cultivable
province-specific crops to that of small region oriented crops utilizing integration of
each big data.

3 The Proposed Scheme

3.1 E-R Diagram and Relation

Public big data of NCDSS [3] provides regional highest and lowest temperatures,
regional precipitation factors (highest precipitation, lowest precipitation), land acidity,
solar radiation, cloud amount, etc. for all regions in Korea. Public data of Jeollanamdo
Agricultural Research & Extension Services [4] provides information of Jeollanamdo
Province for regional highest and lowest temperatures, land acidity, solar radiation,
cloud amount etc. for each crop. Public data of Jeju Agricultural Research & Extension
Services [5] provides information of Jeju Province for regional highest and lowest
temperatures, land acidity, solar radiation, cloud amount for each crop. Public data of
Gyengsangnamdo Agricultural Research & Extension Services [6] provides informa-
tion of Gyengsangnamdo Province for regional highest and lowest temperatures, land
acidity, solar radiation, cloud amount for each crop. Public data of Rural Development
Administration [7] provides information of appropriate temperatures, land acidity, solar
radiation, precipitation for each crop.

Figure 1 illustrates the Entity-Relationship Diagram of the region-specific crops
database system and tables, respectively. The <Region> table has attributes for highest
and lowest temperatures, regional highest precipitation, regional lowest precipitation,
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land acidity, solar radiation and cloud amount, which are real big data existing in the
Agricultural Development Administration, the Agricultural Technology Center, the
National Weather Service of NCDSS, the Jeollanamdo Agricultural Technology
Institute, the Jeju Island Agricultural Technology Institute, the Jeollabukdo Agricul-
tural Technology Institute. The <Crop> table has attributes for appropriate climatic
factors—temperature, land acidity, precipitation, etc. for each crop. The Relation
<RegionalCrop> is created from the tables <Region> and <Crop>.

3.2 Representative Information Available

In the region-specific crops database system, crop information were extracted such as
crops currently being cultivated, cultivable food crops by the small region, cultivable
medicinal crops by the small region, cultivable vegetables by the small region, cul-
tivable fruit trees by the small region, and quantity changes of crop yields.

(1) Cultivable Food Crops Based on Climate Change by Region
The result of prediction provided information on present and future food crops
that can be produced locally. Table 1 illustrates that in Gochang area the food
crop “barley for brewing” was expected to be produced well in the future, and that
in Boseong area the food crop “wheat” to be produced well in the future. The
result will provide information on food crops that can be cultivated in each small
region in the future and allow planning of mass production for the food crops.

(2) Cultivable Medicinal Crops Based on Climate Change by Region
The result of prediction provided present and future medicinal crops that can be
produced locally. Table 2 shows that in Gochang region, the medicinal crops
produced from 2016 to 2018 are not suitable for their production in 2020, and that
the Gochang region has a good environment to produce many other medicinal
crops in the future.

Fig. 1. System architecture
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(3) Cultivable Vegetable Crops Based on Climate Change by Region
The result of prediction provided information on present and future vegetable
crops that can be produced locally. For example, the result showed that the
cultivable vegetable crops varied over time due to climate change in Jeongseon
region, where in 2017 vegetables such as strawberry, garlic, lettuce, cabbage and
bellflower can be grown, and in 2018 and 2019 broccoli can be grown. Based on
these results, it is possible to increase profitability of future farms by providing
vegetable information that can be produced in Jeongseon region.

(4) Cultivable Fruit Crops Based on Climate Change by Region
The result of prediction provided information on present and future fruit crops that
can be produced locally. For example, the result showed that as time passed, the
fruit crops that can be produced varied due to climate change in Icheon region.

Table 1. Cultivable food crops based on climate change in Gochang and Boseong

Region name Year Crop type Crop name

Gochang 2016 Food crop kidney bean
Gochang 2016 Food crop barley for brewing
Gochang 2017 Food crop kidney bean
Gochang 2017 Food crop barley for brewing
Gochang 2018 Food crop kidney bean
Gochang 2018 Food crop barley for brewing
Gochang 2019 Food crop barley for brewing
Gochang 2020 Food crop wheat
Gochang 2020 Food crop barley for brewing
Boseong 2016 Food crop wheat
Boseong 2016 Food crop barley for brewing
Boseong 2017 Food crop wheat
Boseong 2018 Food crop wheat

Table 2. Cultivable medicinal crops based on climate change in Gochang

Region name Year Crop type Crop name

Gochang 2016 Medicinal crop Lycium
Gochang 2016 Medicinal crop Senna tora
Gochang 2016 Medicinal crop rapeseed
Gochang 2016 Medicinal crop Adlay
Gochang 2017 Medicinal crop Lycium
Gochang 2017 Medicinal crop rapeseed
Gochang 2017 Medicinal crop Adlay
Gochang 2018 Medicinal crop Lycium
Gochang 2018 Medicinal crop rapeseed
Gochang 2018 Medicinal crop Adlay
Gochang 2019 Medicinal crop rapeseed
Gochang 2020 Medicinal crop Bupleurum falcatum
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In Icheon region fruit trees can be cultivated such as plum, apple, plum and
apricot in 2016, plum, apple, and apricot in 2017, apricot in 2018, and berry in
2020. Based on these results, it is possible to generate profits of farmers by
providing fruit information that can be produced in the future in Icheon area.

(5) Trend Analysis of Apple Production
The result shows that for the apple production it is predicted that there will be a
decrease of future cultivable areas. The climate change due to global warming will
reduce the apple cultivation area in Korea in the future. In Jeonbuk province, it
was possible to grow in four places of Sunchang, Imsil, Jeongeup, Gochang in
2016, but in 2020 the number of cultivable areas will be decreased to two places
of IImsil and Jeongeup.

(6) Trend Analysis of Pepper Production
The result shows that for the pepper production it is predicted that there will be an
increase of future cultivable areas. The climate change due to global warming will
lead to increase of growing the pepper in Korea in the future. In Gyeongsang-
namdo province, the cultivable area of pepper will increase four times in 2020
compared to 2016.

(7) Trend Analysis of Pear Production
The result shows that for the pear production it is predicted that there will be an
increase of future cultivable areas. The climate change due to global warming will
lead to increase of growing the pear in Korea in the future. In Gyeonggido
province, the cultivable area of pear will increase four times in 2020 compared to
2016.

4 Conclusions

The purpose of this study is to design and implement a database system for predicting
small region-specific cultivable crops based on future climate change utilizing inte-
grated public Big Data. The actual big data utilized by the system includes regional
temperature factors of maximum temperature and minimum temperature, regional
precipitation factors, land acidity, solar radiation, cloud volume, and appropriate cli-
matic factors for each crop, provided by the Agricultural Development Administration,
the Agricultural Technology Center, the National Weather Service Korea National
Climate Data Center, Jeollanamdo Agricultural Technology Institute, Jeju Island
Agricultural Technology Institute.

The database system could extract the information of each small region such as
kinds of currently cultivating crop, kinds of regional cultivable food crop, kinds of
regional cultivable fruit, kinds of regional cultivable medicinal crop, kinds of regional
cultivable vegetable, and changing trends of each crop production quantity. Based on
these small region-specific crop information, it is possible for the farmers to increase
future profits of farm households by providing information of medicinal crops, food
crops, vegetables, and fruits that can be produced in each regional farmhouse. It is also
possible to present future recommended crops to individual business operators by
utilizing these public big data, to suggest the need for development and research on
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crops that can be cultivated in each region, and to suggest marketing plans for present
and future crops.
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Abstract. This research statistically analyzes factors that influence consumer
intention to use virtual reality services. The result shows that the main predictors
of intention to use virtual reality services, in the order of importance, are hedonic
motivation, personal innovativeness, effort expectancy and performance
expectancy. And it shows that the higher were the impacts of effort expectancy,
social influence, performance expectancy, and hedonic motivation on intention
to use the services the higher was a customer’s personal innovativeness.
According to the results, marketing strategies for virtual reality services should
appeal to consumers by positioning the using experience as an adventure or a
way to reduce their stress and change a negative mood. Also they should be
reputation-building and target early adopters.

Keywords: Virtual reality services � Effort expectancy � Hedonic motivation �
Social influence � Performance expectancy � Moderating effect

1 Introduction

In the intellectual information society areas of virtual reality (VR) and artificial intel-
ligence are being magnified toward development of the 4th industry innovation. In the
past VR had been imagined and described in science fictions or films, but now is
becoming a reality. Originally the term “VR” was devised by Jaron Lanier in 1989 and
then in 1992 Steuer defined VR as the realistic and simulated environment for the
perceptor to experience the telepresence. Until now VR has been utilized for the
various real life areas such as the military, entertainment, medical, learning, movie,
shopping, architectural design, and tourism etc. [1].

Generally, VR focuses on the head-mounted goggle, which enables for the user to
interact with the perception in the tridimensional situation as in the reality, and elec-
tronic technology which makes user experience the electronic environment simulation
through accessories and clothes connected with networks [2]. Differentiated from other
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media, VR with immersion, the experimental attribute, brings the changeover of the
paradigm from pictures to places, from observation to experience, from use to par-
ticipation, and from interface to inhabitation. And augmented reality (AR) focuses on
the functions for complementing the reality people see. For example, AR can set the
reality added with the graphic design screen. Gradually VR and AR combined with
software technology are being in the limelight and will demand differentiated mar-
keting strategies for the business. The research is going to call VR as representation of
both the virtual reality and the augmented reality.

This research aims to analyze factors that influence consumers’ intention to use
virtual reality services, for which we utilize a new adapted and extended version of the
UTAUT. Through this research we can find how consumers behave regarding use of
VR services.

2 Research Model and Methods

2.1 Research Model

The research model for this study was designed to investigate main factors that affect
intention to use (I-tU) virtual reality services. Our research model expands to adapt on
Venkatesh et al.’s research [3] of user acceptance focusing on UTAUT variables and
adds key dimensions: personal innovativeness (P-I), effort expectancy (E-E), social
influence (S-I), performance expectancy (P-E), hedonic motivation (H-M), and facili-
tating conditions (F-C). This research model is illustrated in Fig. 1.

2.2 Hypothesis Setting

Hypothesis 1: A customer’s personal innovativeness (P-I) would have a positive
impact on intention to use (I-tU) VR services.
Hypothesis 2: A customer’s effort expectancy (E-E) would have a positive impact
on intention to use (I-tU) VR services.
Hypothesis 3: A customer’s social influence (S-I) would have a positive impact on
intention to use (I-tU) VR services.

Fig. 1. Research model
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Hypothesis 4: A customer’s performance expectancy (P-E) would have a positive
impact on intention to use (I-tU) VR services.
Hypothesis 5: A customer’s hedonic motivation (H-M) would have a positive
impact on intention to use (I-tU) VR services.
Hypothesis 6: A customer’s facilitating conditions (F-C) would have a positive
impact on intention to use (I-tU) VR services.
Hypothesis 7: A customer’s effort expectancy (E-E) moderates the relation between
his/her personal innovativeness (P-I) and intention to use (I-tU) VR services.
Hypothesis 8: A customer’s social influence (S-I) moderates the relation between
his/her personal innovativeness (P-I) and intention to use (I-tU) VR services.
Hypothesis 9: A customer’s performance expectancy (P-E) moderates the relation
between his/her personal innovativeness (P-I) and intention to use (I-tU) VR
services.
Hypothesis 10: A customer’s hedonic motivation (H-M) moderates the relation
between his/her personal innovativeness (P-I) and intention to use (I-tU) VR
services.

2.3 Methods

2.3.1 Measurement
The study performed the exploratory factor analysis to ensure the content validity of the
scales. Items selected of the questionnaire for measuring the constructs in our research
model were adapted from prior studies. Items were measured by seven-point Likert
scales.

2.3.2 Data Collection and Analytical Methods
To define the demographics of respondents, a frequency analysis was performed based
on a total of 217 samples. The samples chosen for this study are undergraduate students
in H University in Seoul and K University in Jeonbuk. Drennan et al. argued that
university students are “representative of a dominant cohort of online users” including
Virtual Reality users [4]. This study verified reliability and validity of the model. And
frequency analysis, T-test and multiple regression analysis was conducted.

3 Results

3.1 Frequency Analysis

We used a non-probability sampling. Those questioned completed self-reported ques-
tionnaires and voluntarily participated in responding the questionnaires. A total of 240
questionnaires were distributed, of which 217 questionnaires were collected and used in
the analysis with the response rate of 90%. In the demographic distribution of the
sample, 55.8% of the respondents were male, and 44.2% were female. Almost of the
respondents were between 20 and 30 years old and undergraduate students. In terms of
experiences with virtual reality services, 24% had experience. And 58.1% of respon-
dents lived in Seoul and 41.9% lived in the local area.
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3.2 Verification of the Research Model

This research verified validity and reliability of the model (n = 217). We conducted the
exploratory factor analysis. A factor extraction method was based on principal com-
ponents analysis and Varimax rotation [5]. Table 1 showed that all seven factors were
extracted. Each factor showed that an Eigen value was above 1 and the rate of
cumulative variance showed 79.68% of total variance. There was no single factor that
accounted for the majority of the covariance. And we found that multi-collinearity did
not exist. This study also tested reliability between multi-item scales on 25 measure-
ment variables. Table 1 showed the standardized Cronbach’s a ranged from .928 to
.932, and all values were greater than the recommended value of 0.7, suggesting
adequate measurement reliability.

Table 1. Results of exploratory factor analysis and reliability analysis

Item Factor
loading

Cronbach
a

Standardized
Cronbach a

Eigen
value

Explained
variance (%)

P-I V1 .833 .931 .931 9.785 39.141
V2 .830
V3 .856
V4 .778

E-E V5 .764 .929 .930 2.894 11.577
V6 .759
V7 .845
V8 .636

S-I V9 .837 .929 .930 2.361 9.443
V10 .793
V11 .760
V12 .774

P-E V13 .859 .931 .932 1.506 6.024
V14 .873
V15 .882

H-M V16 .885 .928 .929 1.447 5.789
V17 .814
V18 .897
V19 .876

F-C V20 .752 930 .931 1.249 4.996
V21 .815
V22 .829

I-tU V23 .620 .927 .928 1.109 4.454
V24 .613
V25 .755

Cumulative variance (%) 81.42
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3.3 T-test and Regression Analysis

The result of T-test showed that significant differences between non experiencers and
experiencers at a = .05 did not exist, males were more likely to be personally inno-
vative than females, and those in the metro area were more likely to use virtual reality
services.

This study used multiple regression analysis by setting Intention to Use (I-tU) as a
dependent variable and other six variables (P-I, E-E, S-I, P-E, H-M and F-C) as
independent variables. The results of multiple regression analysis showed that three of
the six suggested hypotheses turned out to be significant in Table 2.

H-1 was accepted because I-tU was significantly determined by tendency of P-I
(ß = .122, a = .014). This result did support the previous studies [5, 7].
H-2 was rejected because E-E did not influence on I-tU significantly (ß = .077,
a = .155). This result did not support the prior studies [5–7].
H-3 was accepted because S-I did have a significance on I-tU (ß = .128, a = .021).
This result supported the prior studies [2, 5, 6].
H-4 was accepted because P-E had a significance on I-tU at the level of a = .10
(ß = .088, a = .083). This result supported the prior studies [5–7].
H-5 was accepted because H-M had a significance on I-tU (ß = .562, a = .000).
This result supported the previous studies [2, 5, 6, 8].
H-6 was rejected because F-C did not influence on I-tU significantly (ß = .075,
a = .126). This result did not support the prior studies [5, 8].

3.4 Moderating Effects of Personal Innovativeness

To test the moderating effects of personal innovativeness proposed by H-7, H-8, H-9,
and H-10, we followed Chin et al.’s Partial Least Squares Product-Indicator approach
[9]. We created the moderating variables by cross multiplying the items of E-E and P-I,
SI and P-I, P-E and P-I, H-M and P-I. When the predictor has four measures and the

Table 2. Results of multiple regression analysis

Dependent
variable

Independent
variables

B Standard
error

ß t a Accept/Reject

I-tU Constant −.387 .427 −.905 .367
P-I .046 .046 .122 2.483 .014 Accept
E-E .083 .058 .077 1.427 .155 Reject
S-I .144 .062 .128 2.317 .021 Accept
P-E .088 .051 .088 1.743 .083 Accept
H-M .568 .052 .562 11.027 .000 Accept
F-C .076 .049 .075 1.536 .126 Reject

R2 .644
F-value 41.580
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moderator has one indicator we have 4 measures for representing the construct of
moderating effects.

As shown in Table 3, all moderating effects were significant: interaction between
E-E and P-I (ß = 1.001, p < .000), interaction between S-I and P-I (ß = 1.400,
p < .000), interaction between P-E and P-I (ß = 3.191, p < .05), and interaction
between H-M and P-I (ß = 1.245, p < .000). Based on these results, hypothesis H-7,
H-8, H-9, and H-10 were supported. We could conclude that a consumer’s personal
innovativeness moderated the impacts of E-E, S-I, P-E, and H-M on intention to use
VR services, which implies that the higher were the impacts of E-E, S-I, P-E, and H-M
on intention to use VR services the higher was a customer’s personal innovativeness.

4 Discussion and Conclusions

H-1 was accepted. This means that the higher the personal innovativeness of new
technology is, the higher the intention to use VR services is. H-2 was rejected. This
means that ease of use of VR services and ease of learning how to use them have
nothing to do with intention to use them. H-3 was accepted. This means that intention
to use VR services is positively affected by recognition of family, influential people,
and important people who believed that I should use VR services. H-4 was accepted.
This means that intention to use VR services was positively affected by helping you
improve your finance management and save your time through the VR services. H-5
was accepted. This means that the higher is the hedonic motivation that the consumers
enjoy when using the VR services, the higher is the intention to use VR services. H-6
was rejected. This means that consumer perceptions of the support and the resources
for using VR services do not influence intention to use VR services. H-7, H-8, H-9, and
H-10 were accepted. This means that the effects of E-E, S-I, P-E, and H-M on intention
to use VR services were higher at higher levels of a customer’s personal innovativeness
respectively.

Implications of the two factors of hedonic motivation and performance expectancy
can be headed for the management and marketing strategies of VR services providers,
which is that consumers should experience the services with enjoyment and get benefits
by utilizing them. Thus, the VR services have to be elaborated in the pleasant and
beneficial way. Marketing strategies should appeal to consumers by positioning the
using experience as an adventure or a way to reduce their stress and change a negative
mood. The positive effects of social influences on VR services imply that one of the
marketing strategies for VR services should be reputation-building, in order to gain a

Table 3. Results of moderating effects

Variables B Standard error ß t a Accept/Reject

E-E!P-I!I-tU 1.078 .164 1.001 6.575 .000*** Accept
S-I!P-I!I-tU 1.581 .312 1.400 5.070 .000*** Accept
P-E!P-I!I-tU 3.200 1.453 3.191 2.203 .029* Accept
H-M!P-I!I-tU 1.259 .162 1.245 7.748 .000*** Accept
*p < .05, **p < .01, ***p < .001
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favorable opinion from referents, whether they are existing users or not. Thus these
persons can actively recommend others to use the services. Another marketing strategy
should target the early adopters. Early adopters may not be your first choice, but when
targeted correctly, they can build buzz within exclusive inner circles and eventually
entice mainstream customers to give your VR product a try.
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Abstract. This study has the goal of developing a diagnosis system to detect
human depression in real time to assist in the diagnosis of a doctor. The
developed system may grasp the concentration and depression level of a patient
using brainwave data acquired in real time. The depression detection index used
in the system is the frontal brain asymmetry (FBA), which is based on the
asymmetric phenomenon of depressed patients. In this study, an experiment was
conducted with 40 depressed/normal subjects in order to verify the reliability of
the developed system. The results proved that the system diagnosed the
depression level in real time. It can be used to develop therapy programs for
various nervous and mental disorders.

Keywords: Brainwave � EEG � Depression � Real time processing � Detection

1 Introduction

The most thoroughly studied brain computer interface (BCI) is interface technology
using electroencephalography (EEG). Wolpaw developed an interface for controlling a
cursor using an EEG [1–4] and Zhao proposed a BCI model for controlling driving in a
3D virtual environment [5, 8]. In the case of an EEG, since it is very sensitive to noise
such as eye blinking and movement, preprocessing is important. Woestenburg pro-
posed a method for removing the eye movement noise via a regression analysis [6].

Recent studies using brainwaves did not simply aim to understand the cerebral
electrophysiological mechanism by analyzing the measured brainwaves, but also to
indirectly measure human cognition, emotions, or psychology and diagnose diverse
neuropsychiatric disorders such as anxiety disorder, schizophrenia, and depression [7].

This study aimed to develop a real time brainwave measurement system that can
detect human depression by analyzing brainwave data acquired in real time.

2 Affective Computing Including Depression Diagnosis

Affective computing is an integrated field that combines human psychological analysis,
computer science, and cognitive science to understand the information processing in
the human intellectual system [9]. The classification of emotions was offered through
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the emotion tree structure of Parrott and the six basic emotions defined by Ekman
[10, 11]. Plutchik and Russell converted these basic emotions into a multidimensional
scale utilizing an emotion wheel and valence-arousal, and much background research
can still be performed [12, 13].

In order to recognize and interpret human emotion, the autonomic nervous system
activity due to emotional changes can be identified using numerous monitoring sys-
tems. A monitoring system observes the human internal and external autonomic ner-
vous system activity using environmental, video, audio, and biological signals. It then
recognizes the emotion corresponding to the result.

An emotion recognition method using a biological signal can observe the actual
human autonomic nervous system activity through the internal observation of the user,
which is typically accomplished using an EEG and electrocardiography (ECG).
Koelstra conducted an experiment to place user emotion on a valance-arousal plane
using a DEAP dataset. A DEAP dataset contains emotion data obtained by showing
120 music videos to 16 males and 16 females, for a total of 32 subjects [14].

Frantzidis also conducted an experiment to match the emotions caused by visual
stimulation on the valance-arousal plane, and classified the emotion that was mapped
with an accuracy of 81% using the support vector machine (SVM) [15]. Lee
Dong-hoon used LAPS consisting of 480 transvestites and showed a 73% accuracy for
the eight classified emotions [16]. This study used an EEG for the two-dimensional
interpretation of user emotion mapping on the valance-arousal plane.

On the other hand, research using an ECG has been actively conducted to identify
the user emotional state using ECG feature points corresponding to the P-QRS-T and
heart rate variability. Jing conducted 391 tests on the emotions caused by image data
corresponding to joy and sorrow. In addition, he acquired user ECG data in this
experiment. Jing detected the feature point corresponding to the P-QRS-T of the ECG
using a wavelet transform, and compared the accuracy of the k-Nearest Neighbor
(KNN) and Fisher-KNN. As a result, he found an accuracy of 85% using the
Fisher-KNN [17]. Christie’s studied the autonomic nervous system by mapping the
ratio of the negative-positive plane to classify seven emotions. While the existing ratio
of the autonomic nervous system showed an average accuracy of 40%, the classifi-
cation accuracy of the negative and positive plane proposed by Christie showed an
average value of 80% [18].

2.1 Depression Diagnosis Using Brainwave

Brainwaves are electrical flows that are created when signals are delivered from the
nervous system to the cerebral nerve. They vary according to the person’s psycho-
logical state, and are the most important indices of brain activity [19–21]. Table 1
shows the characteristics and classification of brain waves.

Neurofeedback is a kind of brain workout during which the users can monitor his or
her brainwaves and feedback the information to improve their homeostatic self-regulation
skills [22]. The brain function significantly improves. Neurofeedback has been available
since Hans Berger developed EEG equipment which made it possible for the users to
measure their own brainwaves [23].
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Depression is diagnosed through surveys and consultation with a doctor. In 1983,
Zigmond and Snaith developed the Hospital Anxiety and Depression Scale (HADS)
survey for anxiety and depression [24]. In 1988, Beck developed the 21-question Beck
depression inventory (BDI) to diagnose depression [25]. The results of surveys have
been used as important indicators of the level of depression [26–28]. Asymmetry in
brain activity has been hypothesized to be a potential marker for Vladas Valiulis 1, 2
depression [29]. In particular, an asymmetric frontal alpha band is a typical symptom of
depression [30]. Therefore, the diagnosis and treatment of depression involves the
calculation and settling of the ratio of frontal brain asymmetry (FBA) [31].

3 System Design and Implementation

The real time depression diagnosis system is composed of the brainwave measurement
device and diagnosis software, which analyzes the brain waves transmitted from the
device (Fig. 1).

We developed a portable brainwave measurement device that includes 12 channels,
as shown in Fig. 2. There are 12 electrodes in the back of the device (FP1, FP2, F7, F3,
Fz, F4, F8, FC3, FCz, FC4, Cz, and Pz in Fig. 2), which acquire the raw data. Then,
each channel is transmitted by WiFi. The acquired raw data pass through an FFT and a
power spectrum and each obtained waveform can be seen in the platform.

Table 1. Classification and characteristics of brainwaves

Type Frequency band State of mind

Delta 0–4 Hz Generating deep sleep
Theta 4–8 Hz Meditation, being sleepy
Alpha 8–12 Hz Relaxation, calm state
Low Beta (SMR) 12–15 Hz Attention, concentration
Mid Beta 15–20 Hz The active awareness
High Beta 20–30 Hz Italic stress, tension, mental strain

Fig. 1. Brainwave measurement device Fig. 2. Channels included in device
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The EEG measurement device has twelve electrodes, one ground, and one reference
to extract raw brainwaves, and has the shape of a headset, which allows it to be worn
around the head. In addition, the device uses a wireless data transmission method,
which helps prevent noise from entering the EEG raw data. Power is supplied using an
on/off switch, and a rechargeable battery allows semi-permanent usage.

The device transmits raw EEG data from the human brain to the connected analysis
software system in real time. It uses WiFi communication and can receive raw EEG
data via the internal hyper terminal, based on the agreed-upon protocol. The data
analysis process in the diagnosis software is shown in Fig. 3.

EEG data consist of 56-byte packets received 250 times per second, and the
software stores data in the queue corresponding to 2 s in order to perform real time
processing. Two seconds is the minimum window size to find meaningful data from the
EEG. The brainwave analysis uses the Fast Fourier Transform (FFT) analysis method,
which is designed to divide the brain-wave into several forms.

Depression detection Index used in the data analysis process is described as fol-
lows. Brainwave signals generated by frontal brain asymmetry (FBA) have something
to do with alpha waves and cerebral activities. The characteristic of the alpha waves is
the inactive or awake state, and when the brain activities increase, specific area and
alpha waves will be reduced. Activities created by the brain are generally inversely
proportional to alpha waves, and this also applies to alpha inactivity mechanism (AIM).
The FBA of EEG is measured and digitized by the difference between the right and left
brain activities, and is as follows.

Fig. 3. Data analysis process
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Depression index ¼ 1
paL

� 1
paR

=
1
paL

þ 1
paR

¼ paR � paL
paR þ paL

ð1Þ

The diagnosis software analyzes the raw data for each channel obtained in real
time. It calculates the results of a BDI or an HADS survey and the depression level of
the patient. The results of the analysis show the frontal depression level for FP1 and
FP2 during the measurement, and the average result is displayed.

4 Experiments and Results

We conducted the experiments with normal and depressed subjects (20 of each sex) in
order to verify the reliability of the diagnosis software. The experiment methods
acquired the EEG of the subjects for 5 min using the developed software. We then
compared the survey results and the FBA, which was calculated in the results view.
The HADS survey used in experiments was the parameter for analyzing the depression
level.

Table 2 lists the results of the experiments. The two experimental groups were
clearly divided based on the HADS scores for normal and depressed subjects. We can
see that the depression indicators FBA used in the developed software show the dif-
ference between the normal and depressed subjects. We defined a depression threshold
to allow the diagnosis software to analyze the depression level of the patients in real
time. The threshold may be set to ±0.1, and a value between ±0.1 and ±0.2 can be
defined as mild depression.

Table 2. Experiment result

Type HADS Difference Proportion FP1 FP2 FBA Avg

D
ep

re
ss

io
n

33 15.439 2.087 29.643 14.203 -0.352

0.153 

28 13.622 0.512 14.295 27.917 0.323

22 6.224 2.327 10.913 4.689 -0.399

21 10.705 0.617 17.257 27.963 0.237

17 12.319 3.552 17.145 4.826 -0.561

15 4.473 1.390 15.942 11.469 -0.163

N
or

m
al

8 0.391 0.948 7.276 7.667 0.026 0.022
8 1.092 1.139 8.930 7.838 -0.065

6 0.211 0.963 5.580 5.792 0.019

7 0.842 1.064 13.942 13.100 -0.031

9 7.960 1.185 50.880 42.920 -0.085

10 0.130 0.991 15.890 16.020 0.004
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5 Experiments and Results

This paper describes the design and implementation of a real-time brain-wave mea-
surement system for measuring EEG to confirm a degree of depression and degree of
concentration. The system was designed to ensure diagnosis in real time through
numeric values and graphs. Also, we prove that the system diagnoses depressed
patients in real time by experiments.
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Abstract. Face micro-expression is crucial for feeling perception and yet
demanding due to the high dimension nature and the increasingly request for the
recognition accuracy. The tradeoff between accuracy and efficiency by Deep
Belief Network is a challenging. This paper shows that a two-stage strategy can
achieve both speedup and high accuracy. With it, an efficient facial
micro-expression algorithm is proposed that consists of Double Weber Local
Descriptor devised in this paper firstly for extracting initial texture local features,
and Deep Belief Net for more global feature and less computation dimension.
The experiments with JAFFE database show that the average recognition rate by
the new algorithm is up to 92.66%, and the rate of neutral facial expression is
nearly 100%. Compared with LBP, LDP, PCA, Gabor wavelet and Weber local
descriptor combined with DBN, the new algorithm of the introduction of Double
Weber Local Descriptor into DBN has higher recognition rate.

Keywords: Face micro-expression recognition � Weber Local Descriptor �
Deep Belief Nets � Feature extraction

1 Introduction

Facial micro-expression feature extraction and classification is crucial in the
human-computer interaction [1]. Because of its high dimension nature and increasingly
larger volume, big image data is categorized as the “biggest big data”, making accurate
expression recognition a challenging problem. As a typical deep learning net model,
Deep Belief Net (DBN) dig out more effective features in higher layers derived from
lower layers by simulating the brain tissue structure [2]. Though it can greatly reduce
the big dimension of image data, Deep Belief Net, however, is still not sufficient for the
accurate representation for local micro-expression structure features.

We argue that a two-stage feature extraction strategy can achieve both speedup and
high accuracy. The former stage focuses on the accuracy by the operator advised in this
paper to denote, label and extract detailed local texture features; the latter stage
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emphasizes the speedup by reducing the calculation of each neurons for the given
feature weights. In realizing the strategy, we claim the following contributions: (1) A
notion called Double Weber Local Descriptor with considering more space gradient
change is devised to accurately abstract more detailed local feature. (2) An efficient
cascaded feature extraction method for facial micro-expression data consists of
extracting initial local texture feature by the operator and more global feature by Deep
Belief Net. The experiment results show that our method works more accurately than
the related algorithms.

2 Related Work

The facial micro-expression contains abundant texture features with invariance
advantage of shift, angle and rotation. Texture extracting algorithms are proposed to
obtain the local features. Guo put forward completely local binary pattern (CLBP) [3]
and local binary pattern based on Fisher criterion (FCL-CLBP) [4]. Furthermore,
wavelet is superior to local binary operators in the representation capability in time and
space domain. For Gabor wavelet, Liu introduced Gabor multi-orientation fused fea-
tures [5] and Zhong presented the eigenvalue extraction method based on local Gabor
feature [6]. Although both of them solved the problems of insufficient and redundant
extraction for local micro-feature, they have no strong robustness to noise and high
light. Therefore Weber Local Descriptor (WLD) was raised based on the advantage of
strong performance in the distinguishing description and the robustness to the noise [7].
This paper extends the descriptor and design Double Weber Local Descriptor, which
optimized gradient calculation method of the central point by not only reflecting the
gradient changing in horizon and vertical direction, but also focusing on the variation
of diagonal direction.

3 Preliminary of Basic Theory

3.1 The Deficiency of Deep Belief Networks

Compared with the traditional neural network, it effectively reduces the time com-
plexity by layer-by-layer training instead of all the layers simultaneously. Meanwhile,
the inputs for each layer within RBM would be reconstructed and its weight would be
continuously tuned. In spite of these, it usually ignores the two-dimension structure of
the images, so it is hard to obtain the more detailed micro-feature, which is crucial to
micro-expression recognition. Besides this, an input image with the noise, such as
highlight, would lead the net to obtain adverse characters.

3.2 Weber Local Descriptor

Weber Local Descriptor (WLD) consists of two parts. One is called the Differential
Excitation n, the ratio of Weber formula, which is used to describe the ratio between the
point and its surrounding pixels’ changing, as showed in formula (1). The other is the

420 X. Hao and M. Tian



Gradient Orientation h of the central pixel, which reflects the ratio between the changes
in horizon level and vertical level. It displays the space distribution of grey changing
within local window, as showed in formula (2).

nðxcÞ ¼ c0s ¼ arctanðf00ðxsÞ
f01ðxsÞÞ ¼ arctanð

Xp�1

i¼0

xi � xc
xc

Þ ð1Þ

hðxcÞ ¼ c1s ¼ arctanðf10ðxsÞ
f11ðxsÞÞ ¼ arctanð

Xp�1

i¼0

x5 � x1
x7 � x3

Þ ð2Þ

4 Micro-expression Recognition Algorithm with Deep Belief
Set Based on Double Weber Local Descriptor

4.1 Double Weber Local Descriptor

In formula (2), four neighbor pixels of the central point can be taken into account in
original gradient calculation. It only demonstrates the gradient changes in the hori-
zontal and the vertical direction, which can not fully embody the grey changes in the
space distribution. For example, three different local texture patterns are showed in
Fig. 1. When calculated by traditional formula, their n and h are all zero, so they cannot
be distinguished.

To avoid it, the new gradient calculation method is showed in formula (3).

hðxcÞ ¼ tan�1 2ðx5 � x1Þþ x4 � x2 þ x6 � x0Þ
2ðx7 � x3Þþ x0 � x2 þ x6 � x4Þ ð3Þ

In this formula, eight neighbor pixels of the central point would be taken into
account in case of loss of more space detail. Besides it, these pixels are used twice to
eliminate the error, which is usually caused by different appearing frequency of pixels.
That is why we call it Double Weber Local Descriptor (DWLD). By formula (3), their h
are different, which means they can be distinguished. Its calculation diagram is dis-
played is Fig. 2.

Fig. 1. Examples of local texture
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The comparison experiment by DWLD and WLD is conducted and showed in
Fig. 3. From it, the clearer outline of the face by DWLD indicates that more distin-
guished feature detail would be achieved and more accurate information would be
extracted.

4.2 The New Proposed Algorithm

From above, it is concluded that Double Weber Local Descriptor (DWLD) focuses on
more detailed local character of the gradient and the edges, while Deep Belief Nets
(DBN) emphasizes more global feature and less computation. But when DWLD is only
used in micro-expression recognition, it can not effectively represent the overall
structure feature. Therefore, two-stage feature extraction algorithm is proposed.
By DWLD, initial feature description can be obtained and then introduced to DBN. In
second stage, by pre-training and fine-tuning in DBN, the more advanced feature can

Fig. 2. Schematic diagram of DWLD gradient direction

a. θ of WLD b. θ of DWLD

Fig. 3. The comparison of experiment results by WLD and DWLD in gradient calculation
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be achieved to accomplish classification of face micro-expression. The new proposed
algorithm is as following.

Step 1: Set the facial expression database, and locate, crop and normalize these
images.
Step 2: Group preprocessing images into the training samples and test samples, and
extract the DWLD feature.
Step 3: Input the pixel vectors of training samples to the visual layer of DBN and
initialize the parameters. By the top-down unsupervised greedy learning, the
weights are updated.
Step 4: After the training of RBM, according to the input data and the lost function
of the reconstruction data, the net parameters are retuned by Back Propagation net.
Step 5: Judge whether the difference between the initial vectors and the recon-
struction vectors with the optimized weight, is less than the preset value. If it is, it
goes to step 6, otherwise return to step 4.
Step 6: Put the testing samples into DBN model for classifying and output the
results.

5 Experiment Results and Analysis

The paper selects JAFFE database as the experimental samples, and it has a total of 213
images. We would compare the new proposed micro-expression recognition algorithm
(DWLD+DBN) with Deep Belief Nets based on Weber Local Descriptor (WLD+DBN).
Test results in JAFFE are showed in Table 1 when the number of the hidden nodes in
DBN is 300 and the hidden layers are 1, 2 or 3 respectively. The results are showed in
Table 2 when the number of hidden layers is 1 and the number of nodes in the hidden
layer is 50, 100, 300 and 500 respectively.

Table 1. DBN, DBN+WLD and DBN+DWLD recognition results in different number of
hidden layers (%)

1 2 3

DBN 86.91 83.38 40.95
WLD+DBN 90.23 87.54 44.36
DWLD+DBN 92.66 88.12 45.11

Table 2. DBN, DBN+WLD and DBN+DWLD recognition results with different nodes (%)

50 100 300 500

DBN 81.42 84.76 86.91 71.42
WLD+DBN 83.37 85.21 90.23 79.56
DWLD+DBN 84.69 87.34 92.66. 81.33
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In the best performance of DWLD+DBN, the recognition results of seven
expressions are shown in Table 3, where the average recognition rate is 92.66%, The
recognition rate of four facial micro-expression is over 90%, and the rate of neutral
facial expression is nearly 100%.

Furthermore, we compare the new proposed algorithm with local binary pattern
(LBP), Local Difference Pattern (LDP), Gabor wavelet transform and PCA feature
extraction. The experimental results are presented in Fig. 4. The recognition algorithm
proposed in this paper has increased recognition rate on the average.

Table 4 shows the comparison of the time used in training and recognition by DBN
and DWLD+DBN. From it, it can be concluded that the new method has improved the
efficiency.

Table 3. Recognition rate of face micro-expression by DWLD+DBN in JAFFE database

Expression Anger Happiness Sadness Surprise Disgust Fear Neutral

Anger 93.33 0.00 0.00 0.00 3.27 3.40 0.00
Happiness 0.00 88.17 2.72 2.05 0.00 0.00 7.06
Sadness 0.00 2.07 97.90 0.00 0.00 0.00 1.03
Surprise 0.00 2.11 0.00 95.87 0.00 2.02 0.00
Disgust 3.25 0.00 3.65 0.00 84.83 8.27 0.00
Fear 0.00 0.00 3.02 2.75 2.54 88.56 2.91
Neutral 0.00 0.03 0.00 0.00 0.00 0.00 99.97

Fig. 4. The recognition rate of DBN combined with different feature extraction
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6 Conclusion

This paper suggests that the two-stage recognition strategy is able to achieve both
efficiency and accuracy. Compared with Weber Local Descriptor, Double Weber Local
Descriptor could cover the deficiency of Deep Belief Net, which lack the extraction of
the texture structure features. Moreover, it is then introduced into the Net to reduce the
amount of learning for the redundant features and speed up the efficiency.
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Table 4. The time used in training and recognition by different methods

Nodes in hidden layers Method Training
time (s)

Recognition
time (s)

Total
time (s)

300 DBN 25.38 2.08 27.46
DWLD+DBN 22.46 1.65 24.11

500 DBN 51.79 2.47 54.26
DWLD+DBN 49.08 1.94 51.02
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Abstract. Network forensics is a comparatively new field of forensics science.
The growing popularity of the Internet means that computing has become
network-centric and data is now available outside of disk-based digital evidence.
To collect certain network data for forensics, real-time network file packet
inspection becomes a hot topic as it is needed in many applications such as virus
detection, intrusion and attack forensics. Most of the traditional techniques use
exact matches on keyword and/or white/black MD5 lists to have an efficient
inspection. However, it is well-known that exact matches may not be effective to
identify similar files such as the same videos with small changes, e.g. titles,
posted by different users or metamorphic viruses (mutated computer viruses).
Approximate matching is known to be more robust to identify similar files and
has been proven to be effective in digital forensics. In this paper, we design a
network forensics system by recording objective network files for future anal-
ysis. We try to confirm that by using an appropriate approximate matching
approach, it is feasible and effective to inspect real-time traffic in order to
identify similar files. Our experiments with real data show that our solution
achieves good usability in practical.

Keywords: Approximate matching � Network traffic � File detection � Network
forensics

1 Introduction

Nowadays, computer networks are vulnerable to cyber-attacks from both inside and
outside. Furthermore, the threats of the cyber-attacks such as personal information
disclosure, DDoS (Distributed Denial of Service) attacks and APT (Advanced Per-
sistent Threat) attack are occurring continuously [1–10]. Therefore, network traffic
forensics is of great significance to anti-virus, data leak preventions and so on.

In order to secure their networks, companies install intrusion detection systems
(IDS) which usually use a keywords list or a black MD5 list to identify virus, malicious
software and certain internal files. However, this method can only detect exact matches.
In network level, it is a common observation that files captured from network flow are
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often incomplete due to packets loss or processing error. Middle box can’t completely
recover the original file due to a burst of network traffic or a DdoS attack. And there is a
lot of human factors that could compromise the integrity of captured files. Traditional
cryptographic hash cannot cope with this situation. Approximate matching is a rather
new working field but has been proven to be useful for similar input detection.

In this work, we apply fuzzy hashing to network packet inspection in order to detect
similar files in real time and therefore record certain files for forensics. The solution can
be easily applied and maintained. The main contribution of our work is the framework
design for network file forensics system based on approximate matching.

2 Background and Related Work

Approximate matching is a rather new field and probably had a breakthrough in 2006
with an algorithm called context triggered piecewise hashing proposed by Kornblum.
Since then, a few more algorithms were presented. Currently there are two main SPH
implementations: ssdeep [2] and sdhash [1].

Ssdeep is a program for computing context triggered piecewise hashes (CTPH).
The key idea of ssdeep is to break up file into pieces by finding trigger values using a
rolling hash function. Every hash value for the separated block is transformed to a
character and the generated file digest is a string. This string is used to provide the
similarity percentage between 0 and 100 when compared with another file.

Sdhash was proposed in 2010 by Roussev [1]. It attempts to pick characteristic
features for each object that are unlikely to appear by chance in other objects based on
results from an empirical study. There are two general classes of problems where
sdhash can provide significant benefits, namely fragment identification and version
correlation.

Also there are some typical network forensics system proposed aiming at different
situation.

VAST: A Unified Platform for Interactive Network Forensics [6], is a distributed
platform for high-performance network forensics and incident response that provides
both continuous ingestion of voluminous event streams and interactive query perfor-
mance. VAST leverages a native implementation of the actor model to scale both
intra-machine across available CPU cores and inter-machine over a cluster of com-
modity systems.

Designing a Data Warehouse for Cyber Crimes [7] explores designing a dimen-
sional model for a data warehouse that can be used in analyzing cyber crime data. They
also present some interesting queries and the types of cyber crime analysis that can be
performed based on the data warehouse. However their work is based on our con-
ceptual analysis of literature.

Data Warehousing Based Computer Forensics Investigation Framework [8] pro-
posed the design of an efficient computer forensics investigation framework. The
proposed framework improves the investigation efficiency using Data Warehouse
(DW) concept, which provides a selective evidence identification, collection and
analysis.
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3 Implementation Detail

3.1 Forensics System Framework

The upcoming subsection provides an overview of our solution. The forensics
framework is shown in Fig. 1. By comparing the similarity between network traffic and
target files, we can record the trace of certain network attacks.

3.2 Traffic Collection

We aim at detecting similar files or fragments in network traffic and record matched
files for forensics in the future. To achieve this goal, first we need to capture network
files. In this paper, only network files transmitted by HTTP protocol is concerned. We
extract HTTP packets based on PF_RING, and filter out desired traffic based on meta
data (for example, we focus on HTTP method including POST and GET, others are
ignored), finally we restore network files which are used for similarity digest
generation.

3.3 Online Detection Module

In online detection module, we need to determine whether the current transmitted file is
similar to target files. We use approximate matching algorithm to generate network file
similarity digests, compare the digests against the target database and record files with
metadata if matched in the target database. In order to speed up comparison, we need to
build index for the database. Target files database is comprised of malicious or con-
fidential files typically and can be generated offline ahead of time. Therefore, the

Fig. 1. System framework
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performance of online process is not influenced by database generation time. In this
paper, we choose sdhash as the basic approximate matching algorithm due to its
outstanding performance in precision and recall compared to other algorithms.

We aim at detecting network files in real time, but the time complexity of traditional
all-against-all comparison is unsatisfactory. Similarity digests cannot be ordered, so
that common data structure like B-tree is unable to be used as index. As far as we
know, one efficient solution is to insert all target file features into one Bloom filter.

For every selected feature of each network file, we check whether the feature is in
the Bloom filter, if a certain number of consecutive features are not in the index filter or
the total features in the filter not accounts for a certain proportion, the file is viewed as
not matched

3.4 Offline Analysis Module

Meta data with respect to file traffic is recorded for offline analysis in online detection
module, including IP, port, bytes and packets transferred etc. A json file composed of
records is created every hour and Spark cluster is used to aggregate connection attri-
butes based on IP address. In this way, we can obtain the network behavior of certain IP
address within a particular time interval. Besides, query jobs to find the trace of
transmitted files similar to specified files can also be done taking advantage of Spark.

4 Experiment Results

We analyze the network file traffic and obtain the experiment dataset from captured
files. Then we measure the system throughput based on practical data.

4.1 Network File Traffic Analysis

In this paper, we collect network files from one ISP level network gateway, namely
China Science and Technology Network. We focus on HTTP traffic only and there are
1,152,874 files captured for 24 h. 9.3% of the files are not complete compared to the
downloaded version from the recorded URL due to some kind of reason.

We analyzed the captured files and the distribution figure of file counts according to
incomplete file size proportion for the top five content type is displayed below in
Fig. 2. Vertical axis represents for the file count proportion of incomplete files and
horizontal axis represents for captured file size proportion compared to its downloaded
version, note that the proportion is discretized by 10%. From the figure we can see
quite a part of captured files are incomplete in real traffic, therefore it’s of great
significance to cope with this situation in our framework by using approximate
matching.
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4.2 Online Detection Module

In online detection module, we build the index for a collected dataset including 4508
files, the files total size is 2.78 GB and the memory consumption is about 36 MB.
Compared to brute force comparison method, the index lookup gains about one
thousand times speed up. Besides time effectiveness, index also has a significant filter
precision, it helps a lot to reduce the number of network files that need to be checked in
detail. In our experiment, the built index can filter more than 90% dissimilar files and
almost none of the similar files is filtered out.

4.3 Offline Analysis Performance

To analyze the recorded traffic meta data and file digests for future forensics, we set up
a Spark cluster which is consisted of one master and four slaves, every worker pos-
sesses 16 cores and 256 GB memory. The json file created per hour contains about ten
million records, and taking advantage of Spark, corresponding aggregation computa-
tion jobs can be done within 10 min. Furthermore, we can accomplish query jobs about
the similarity comparison between target file and recorded traffic in parallel.

4.4 System Throughput

To determine the throughput we measured result includes the time for generating file
digests and looking up in the Bloom filter. The total process time for a dataset containing
2.14 GB files was 46.603 s. Overall, the throughput is 2140 MB/46 = 46.52 MB/s. The
test was performed on a 2 GHz Intel Core i7 CPU, single threaded. However, the
approach allows for easy parallelism without any synchronization. We only need to run
multiple threads to hash the packets of each file separately and compare them to the
Bloom filter.

Fig. 2. Analysis of file counts according to incomplete file size proportion.
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5 Conclusion

In this paper, we considered the challenge of similar file identification on network
traffic using approximate matching (a.k.a. fuzzy hashing) and design a network
forensics system to record suspicious network files. To detect files in high speed
network in real time, how to deal with concurrency and incomplete file capture is of
great importance, we come up with a detection framework to cope with this situation
and evaluate its applicability. The performance of the algorithm in terms of time and
space is also evaluated, and the result shows a good usability in practical.

Acknowledgments. This work is supported by the National Natural Science Foundation of
China (No. 61602472, No. U1636217), and the National Key Research and Development Pro-
gram of China (NO. 2016YFB0801200).
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Abstract. With the active sequencing studies, along with the advancement of
the next-generation sequencing (NGS) technology, rapid progress has been
made in genome analysis of various species. For the completion and analysis of
the whole genome map, it is necessary to assemble the read results from NGS
data for map completion. When reference models are available for assembly,
similar sequences can be used for mapping assembly, whereas the de novo
assembly method is applied when there are no models available. At this time, if
the number of repeats in repeat regions is unclear, it would be challenging to
assemble the whole genome map. Thus, the aim of this study was to conduct
comparative analyses of the repeat regions using assemblies from various
assembler tools automatically yielding repeat regions, and to carry out effective
assembly analysis including repeat regions.

Keywords: Sequence assembly � Repeat region � NGS � RepeatMasker �
RepeatModeler

1 Introduction

After the emergence of the next-generation sequencing (NGS) technology, which
produces short reads unlike the Sanger sequencing method, DNA sequence analysis has
made a remarkable progress. Nonetheless, assembling short reads and combining them
into long scaffolds remains a significant challenge. When a reference model species is
available, the whole genome sequences can be assembled through the alignment of the
read results using the analytical tools referring to the similarities with the reference.
Nevertheless, there are few reference models in most cases. If no reference genome is
available, de novo assembly is required. Most de novo assembly tools are based on the
De Bruijn graph (DBG) method. The De Bruijn graph includes the Velvet [1],
SOAPdeNOVO [2], and the ABySS [3] packages, which have two problems, unlike the
assembly method using the reference. First, performance of the assembly can depend
on how the k-mer value is set. When a too high K-mer is set, it hampers accurate
assembly, whereas too small a value makes it hard to assemble short reads. Second, it is
difficult to find regions of repetitive sequences. If the reads are assembled under the
assumption that the K length is a vertex, it is difficult to figure out how many repeats
are included. Therefore, it is necessary to identify the repetitive sequences that are
commonly found after mapping the assembled sequences from different de novo
assembler tools using a database of repeat regions. In other words, this approach may
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lay a solid foundation for the development of an algorithm to automatically determine
repeat regions via assembly of correct repeat regions regardless of the method used for
assembly.

2 Related Works

Assemblers for compilation of the read results from NGS data and the repeat search
tool for finding repeat regions will be discussed.

2.1 Sequence Assembly Software

2.1.1 Mimicking Intelligent Read Assembly (MIRA) [4]
It assembles various input data just as the Solexa (Illumina) sequencing or Ion Torrent
does and merges short reads with long reads to build optimal contigs for reads.

2.1.2 St. Petersburg Genome Assembler (SPAdes) [5]
This is an assembly tool kit composed of Illumina or Ion Torrent pipelines, in which
data are mainly processed. There are four pipelines, among which two pipelines are
inspection steps for errors of Illumina reads and IonTorrent reads. The other pipeline is
the key core module that carries out repeated short-read assembly by setting k and by
considering the types and lengths of the reads automatically. The existing DBG draws a
graph with a certain preset K. When the K size was small, tangle was easily made, but
when the k value was relatively large, it was hard to attain connection for assembly. To
complement these drawbacks, this pipeline removes mismatch information between the
read parts or unnecessary information between the connection of the 2 par gemone,
aimed at constructing a multisized de Bruijn graph. Finally, the last pipeline is the
MismatchCorrector step, which improves the short-indel rate including the mismatched
region using the Burrows-Wheeler Aligner [6] (BWA) tool. BWA is a low-divergent
sequence mapping tool using a large genome sequence as a reference.

2.1.3 Velvet
The Velvet method, one of the most popular methods among De Bruijn Graph
methods, can be applied to relatively smaller genomes. Reads are split into a number of
k-mers, and the overlapping sequences are aligned per number of k-1 numbers. The
aligned contigs are regarded as one vertex; if the outgoing edges and the incoming
edges form the same contig, the two vertices are assembled into one. By merging the
vertex, the assembled contigs are established. Performance of the De Bruijn Graph
method is dependent on the k-mer value, where a small k value can result in many
contigs, but a high k value can make the assembly relatively difficult. This method was
proposed at the early stages, and is currently used mostly as a filtering process in many
tools; it is rarely used as an independent assembly method.
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2.2 Repeat Analysis Software

2.2.1 RepeatMasker
RepeatMasker [7] is a tool designed to identify repeat regions in genomic data and to
mask them. A repeat database reference is required; for this purpose, Repbases or Dfam
libraries have been mainly used. Repbase [8] is a repetitive-sequence database derived
from another eukaryotic species. The main function of RepeatMakser is to identify
repeat regions using CrossMatch, RMBlast, WUBlast, and HMMER by means of the
repeat database such as Dfam Repbase. Although it is advantageous that repeat regions
are easily found by matching data with the reference genome, it is difficult to find the
reference genome for analysis of an unknown sequence, and success is dependent on
quality of the reference, i.e., on the accuracy of the repeat region in the database
(Table 1).

2.2.2 RepeatModeler
A database which can be established by the RepeatModeler [9] is necessary to find
repeat regions using RepeatMasker. The RepeatModeler is a repeat family modeling
from the two different packages - RECON [10] and RepeatScout [11]. These two
programmings extract the repeat elementary and identify family relationship from the
sequence.

A database for mitochondria, not for a eukaryotic species, was constructed using
RepeatModeler according to the goal of the study. A format for the desired species was
determined for RepeatModeler. RECON and RepeatScout software tools were run in
sequence with the predetermined format to find the repeat regions, yielding a database
for RepeatModeler. Through analysis of the Repeat database from the RepeatModeler,
a total of 520 Repeat databases were completed in the first run RECON. After that,
RepeatScout was run four times repeatedly, yielding a total of 781 Repeat databases.

Table 1. The repeat database from RepeatModeler

Repeat category RepeatModeler
RECON RepeatScout

SINEs 0 0
LINEs 19 3
LTR elements 65 5
Unclassified 434 771
Small RNA 0 0
Simple repeats 0 1
RC 1 0
DNA/Maverick 1 0
buffer 0 1
Total 520 781
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3 Approach

3.1 Dataset

The tested dataset corresponds to a photosynthetic cryptophyte alga that contains
various pigments. Although cryptophyte algae are important as primary producers in a
water ecosystem, there have been only a few phylogenetic and ecological studies in
Korea. The cryptophyte alga was selected as a dataset in this study in order to complete
its genome map and to provide fundamental data for research on genome evolution.
Data from the cryptophyte alga Rhodomonas salina was obtained through actual col-
lection. Analysis of NGS results and of already reported repeat regions in NCBI
enabled us to automatically find repeat regions in other cryptophyte algae and allowed
for annotation of the regions. The already revealed data on Rhodomonas salina can be
used to reconstruct the genetic map as shown in Fig. 1. The genetic map can be drawn
for the already known parts by means of GenBank data of NCBI using OGenome-
DRAW [12]. As shown in the map, the regions matching gene information were
marked on the map with the relevant information, whereas the regions without any
match (indicated by a solid line) are Variable Number of Tandem Repeat (VNTR)
regions. Thus, the process was designed to automatically find these regions using NGS
data. According to the information about Rhodomonas salina (accession number:
NC_002572) in GenBank, most repeat regions were tandem repeats, which were
reported as simple repeats.

3.2 Method

Here, the aim was to analyze repeat regions using below flow chart (Fig. 2). The yellow
box stands for the dataset and empty boxes are process for each steps. NGS read results
on Rhodomonas salina were used as in Sect. 3.1. Reads were assembled using three
independent assemblers. To comparatively analyze repeat regions of the mitochondrial
genome of Rhodomonas salina, mitochondrial data in fasta format were retrieved from
NCBI to establish a repeat library using RepeatModeler. The established repeat library
was used to find repeat regions by means of three assemblers.

3.3 Result

Table 2 shows the results of analysis of sequences assembled by three assembly tools
(MIRA, SPAdes, and Velvet). N50 refers to the contig length at the position corre-
sponding to the half of the total assembled contigs from the genome sequencing. In
other words, assembled contigs of various lengths were sorted in the descending order,
and all the contig lengths were summed up from the longest to the shortest, where the
contig length with the median value was regarded as N50. N50 length is sometimes
used to evaluate performance of an assembler, where a higher N50 value means a
relatively larger contig size. The number of contigs means the number of assembled
contigs, which can be used to estimate how many contigs were used for assembly.
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Fig. 1. Map of Rhodomonas salina (accession number: NC_002572)

Fig. 2. The flow chart of the analysis of repeat regions
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Results from the three assemblers are summarized in Table 3. MIRA produced the
longest contig, and SPAdes increased the number of contigs by setting a K value
smaller than default. Velvet had a higher contig number and the smallest N50 value. In
general, performance of an assembler on a genome that has available references is
highly dependent on the k value and assembly type of the software.

The contig number and N50 number of assembly results for the cryptophyte alga
were dependent on the characteristics of each assembly tool. Nonetheless, matching the
assembly results to the mitochondrial database from RepeatModeler resulted in data
shown in Table 3. Figure 3 shows examples of repeats that were commonly found in
data from Table 3. The left panel on the top of Fig. 3 indicates that sequence #5528
from RepeatModeler was commonly mapped to Long interspersed nuclear elements
(LINEs) among the repeat categories. Moreover, the direction of arrows stands for the
mapping direction. That is, SPAdes and MIRA matches the forward direction, but
Velvet aligns the backward one. Sequences assembled by SPAdes and MIRA were

Table 2. The repeat database from RepeatModeler

Number of contigs N50

MIRA 1285 6729
SPAdes (K = 21) 229049 234
Velvet 421956 131

Table 3. Finding the repeat categories from the different assemblers software

Repeat category Number of elements Length occupied
MIRA SPAdes Velvet MIRA SPAdes Velvet

SINEs 0 0 0 0 0 0
LINEs 1 1 2 64 bp 64 bp 107 bp
LTR elements 6 7 28 1312 bp 1406 bp 2469 bp
Unclassified 241 389 1842 71016 bp 88058 bp 165355 bp
Small RNA 0 0 0 0 0 0
Simple repeats 294 4838 5618 12334 bp 191533 bp 236889 bp
Low complexity 26 890 1058 1226 bp 42058 bp 63952 bp

Fig. 3. The examples of the commonly founded repeats
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mapped to the positive strand in the database, while the sequence from Velvet was
aligned with the negative strand. The right panel of Fig. 3 shows that the sequences
assembled by MIRA and SPAdes were mapped to entry #396 in the database among
Long terminal repeats (LTRs). In the assembled sequences from Velvet, the corre-
sponding item was partially aligned as fragments. For Unclassified and Simple
sequences, there was a commonly found sequence library, while some sequences had
different starting and ending positions when aligned. Thus, when contigs were
assembled from NGS data by different assemblers, there were repeat library sequences
common for the different assemblers, leading to identification of repeat regions.

4 Conclusion

NGS yields fragmented reads as results, and these read results need to be assembled to
complete a genome map, which is the core of genome analysis. Although substantial
portions of eukaryotic genomes have been found to be repeat regions, assembly
methods such as de novo assembly have limitations in terms of finding repeat regions.
In this study, we were able to identify repeat regions that were commonly mapped to
contigs by different assembly methods. These regions can be considered candidate
groups for repeat regions. In the future, automatic filtering components should be
added through comparison with already known repeat regions. This approach will lay
the foundation for reliable assembly of repeat regions without experimentation.

Acknowledgments. This work was supported by the Hongik University new faculty research
support fund.
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Abstract. Current demographic trends show that there is a growing number of
older population groups, which might result in serious social and economic
problems in future. Therefore national governments want to prevent them by
implementing different strategies which could contribute to the maintenance and
enhancement of quality of life of older people. One of the approaches to handle
this issue is also traveling which can be enhanced by information and com-
munication technologies (ICT). The purpose of this article is to explore the use
of ICT by senior travelers. This is done by literature search of available studies
on the research topic in the world’s databases Web of Science, Scopus, Sci-
enceDirect, and Springer. The findings show that senior tourists are now more
technologically savvy than they used to be two decades ago. In addition, their
use of ICT reflect their confidence and independence in travelling. Nevertheless,
since senior tourism is a new developing branch of tourism, much more research
has to be done in this field, including the research on the use of ICT by these
older travellers.

Keywords: Information and communication technologies � Seniors � Tourism �
Trends � Types

1 Introduction

At present senior tourism is rapidly expanding due to the current demographic changes
which result in the increase of older population groups worldwide. In 2000 the per-
centage of older individuals aged 65+ years reached 12.4%. In 2030, this number
should rise to 19% and in 2050 to 22% [1]. In Europe this population group aged 65+
represent 18% of the 503 million Europeans, which should almost double by 2060 [2].
Therefore there is constant effort to maintain these older people active as long as
possible, improve the quality of their life [3–5] and enable them to stay socially and
economically independent [6]. One of the approaches to handle this issue is also
traveling which can be enhanced by information and communication technologies
(ICT). Since senior tourism is a quite new branch of tourism and it has not been clearly
and comprehensibly defined yet, much research needs to be done in this area [7]. This
is confirmed by the fact that there exist different names for this type of tourism. Apart
from the term senior tourism, mature age tourism or third-age tourism are inter-
changeably used. Currently, senior tourism is considered to be part of the so-called
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accessible tourism since the disability is related to older people. Accessible tourism was
for the first time comprehensibly defined by Darcy and Dickson in 2009 as follows [8]:

Accessible tourism enables people with access requirements, including mobility,
vision, hearing and cognitive dimensions of access, to function independently and with
equity and dignity through the delivery of universally designed tourism products,
services and environments. This definition is inclusive of all people including those
travelling with children in prams, people with disabilities and seniors.

Since senior tourism is a new developing branch in tourism, the use of ICT in it has
not been researched much either. Therefore the purpose of this article is to explore the
use of ICT by senior citizens with respect to tourism.

2 Methods

The methods used for this article include a literature search of available studies on the
research topic in the world’s acknowledged databases such as Web of Science, Scopus,
ScienceDirect, and Springer. The search was based on the key words: accessible
tourism AND information and communication technologies, mature age AND
information and communication technologies, tourism AND information and com-
munication technologies, third-age tourism AND information and communication
technologies, senior tourism AND information and communication technologies, se-
nior tourism AND information and communication technologies in the period of 2000
till present. In addition, methods of comparison and evaluation of the findings from the
selected studies were applied. Most of the studies, however, started to occur after 2010,
when it became obvious that there would be a rise in the older population groups and
these newly retired baby boomers would have slightly different needs in comparison
with the previous generation, for example, as far as the use of ICT is concerned.

3 Seniors and Their Use of ICT in Tourism

Generally, there are three main preconditions which support the rising use of ICT by
older people. These include:

• an increase in the number of older people worldwide;
• ICT as a tool for providing older people with the promise of greater independence;
• the generation of “baby boomers” approaching retirement being relatively com-

fortable using ICT; they will bring many technology-related skills into their
retirement years [9, 10].

The present older generation is much better at using ICT than it used to be two
decades ago [11, 12]. Nowadays, more than 80% of older people in the developed
countries have access to computers [13]. Apart from e-mail messaging and writing
documents, [13, 14] they start exploiting other tools such as sharing photos or calendar
information, [15] video chats, [16] or web blogs [17]. Overall, younger older people
use ICT more frequently and confidently than their older counterparts.
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In senior tourism, altogether three age range groups of seniors can be detected due
to slightly different needs of these three groups (55–64, 65–74, 75 and more). The first
group includes more active seniors with higher incomes and desire to travel to exotic
countries. As the age increases, these aspects, including the use of ICT, gradually
decrease in the other two age groups [18].

Although the youngest group of senior tourists is digitally competent, still the
word-of-mouth information is the most frequent source for their travel arrangements
[7]. The EU report on Preferences of Europeans towards Tourism [19] states that 44%
of the senior travellers take advantage of the word-of-mouth information for their travel
arrangements, which is then followed by 30% of the seniors who use the Internet and
29% of the senior tourists trust personal experience.

The most recent Finnish study by Pesonen, Komppula, and Riihinen [20] on the use
of ICT by senior travelers has revealed that there could be three different types of senior
travelers resulting from their use of online travel services. Figure 1 illustrates these
three types of senior travelers and provides their description.

Thus, the findings on the typology of senior travelers based on their active use of
ICT indicate that the higher adherence to the use of ICT by senior travelers means their
higher independence when it comes to travel arrangements and travelling itself. In fact,
with the increasing number of seniors, the market offer in senior tourism will be
definitely changing and since this group of people is still heterogeneous, the offer of
travel providers will have to reflect individual senior travelers’ needs, including those
who will be less technologically competent. Therefore travel providers will have to

Fig. 1. Typology of senior travelers resulting from their use of online travel services, author’
own processing based on the data from [20]

442 B. Klimova



offer more personalized services for these different groups of senior travelers. However,
they should always care about some common specifications which the tourism product
should possess (Fig. 2) [21].

4 Conclusion

The findings show that senior tourists are now more technologically savvy than they
used to be two decades ago, especially the adventurous travellers are eager to use smart
tourism digits during their travels. In addition, the results indicate that the use of ICT
reflect seniors’ confidence and independence in travelling. Nevertheless, since senior
tourism is a new developing branch of tourism, much more research has to be done in
this field, including the research on the use of ICT by these older travellers.

Acknowledgments. This work was supported by IGS project 2017 run at the Faculty of
Informatics and Management of the University of Hradec Kralove in the Czech Republic.

Fig. 2. Specifications of a senior traveler product (author’s own processing)
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Abstract. Currently, there is a growing number of older people worldwide.
This demographic change results in serious social and economic problems.
Therefore governments, especially in developed countries, attempt to intervene
in this process and help to enhance quality of life of older population groups
with different means. One of the approaches in this respect is the use of mobile
and wireless technologies in healthcare. The purpose of this article is to discuss
the use of wearable and portable monitoring devices for older people in three
areas of healthcare: fall detection, dementia care and low access to healthcare.
The findings revealed that there is a lack of clinical studies examining the use of
wearable devices in healthcare for older people. Therefore more research should
be performed because the benefits of the use of wearable devices, such as their
unobtrusiveness, sensitivity, or reliability, can contribute to the enhancement of
quality of life of older people.

Keywords: Wearable and portable monitoring devices � Older people � Fall
detection � Dementia care � Low-access � Benefits

1 Introduction

At present there is a steady increase of older population groups. In 2013 there were
around 45 million people at the age of 65+ living worldwide. By 2020 this number of
older people should reach 98 million [1]. In the developed countries of Europe, the
proportion of older people at the age of 65+ is estimated to grow from 18.2% in 2013 to
28.1% in 2050 [2, 3]. These demographic changes obviously bring about serious
problems such as important social and economic issues [4–6]. Thus, there is an attempt
to increase quality of life of this older population groups in order to support them to
stay independent as long as possible. This is also the goal of the world’s governments.
They are working on the strategic plans which would meet this aim [7]. One of the
approaches which the governments try to implement in this process of the improvement
of quality of life of older people is the use of information and communication tech-
nologies (ICT) for the maintenance of their health problems. They have good pre-
requisites for it because the present generation of seniors is relatively digitally aware
than they used to be ten years ago [8]. Furthermore, they are comfortable with the
exploitation of the so-called eHealth technologies, i.e., mobile and wireless devices
which can help them improve their health. Especially, wearable technology is
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becoming increasingly popular nowadays. It includes electronics that can be worn on
the body, either as an accessory or as part of material used in clothing. One of the major
features of wearable technology is its ability to connect to the Internet, enabling data to
be exchanged between a network and the device [9]. As Arean, Ly, and Andersson [10]
claim, wearable sensors have the potential to collect a warehouse full of physiological,
social, emotional, and behavioral data in real time with limited burden on the client.
These data can enable important decisions about treatment options and monitoring
response. The sensors are objects whose purpose is to detect events or changes in its
environment, and then provide a corresponding output. They may provide various
types of output, but typically use electrical or optical signals [11, 12].

The purpose of this article is to discuss the use of wearable and portable monitoring
devices for older people in three areas: fall detection, dementia care and low access to
healthcare.

2 Methods

The authors used a method of literature review of available sources exploring research
studies focused on Wearable and portable monitoring systems for older people in the
acknowledged databases and a method of comparison and evaluation of their findings.
This review was done by searching databases such as Web of Science, Science Direct,
and Springer from 2010 until September 2016 for the following key words: elderly
people AND wearable and portable monitoring devices. In addition, other relevant
studies were reviewed on the basis of the reference lists of the research articles from the
searched databases. The selection period starts with the year of 2010 since this is the
year when older adults started to be more digitally literate and able to use technologies
on a daily basis [13], as well as to trust in the effects of wearable devices for the
improvement of their health.

3 Use of Wearable and Portable Monitoring Devices
for Older People

Wearable technology covers a broad area of devices. With its use becoming more
common in the healthcare sector the issue concerning privacy becomes more crucial.
New devices can help physicians monitor patients’ vital signs; sleep patterns and heart
rhythms remotely transforming the face of medicine as we know it. These develop-
ments in technology will help detect early signs of diseases and aid in diagnosing
medical conditions. Essentially these devices are mini computers that send and receive
data which can be used for further analysis. The data that these incredibly powerful
devices collect can be stolen, which raises concerns for data safety and encryption.
Furthermore, there is a valid concern that companies will use large amounts of personal
healthcare data for marketing and insurance purposes [14]. As they grow more
sophisticated, wearable health devices will help users track and even diagnose various
conditions and potentially advise a course of action or, more simply, remind users to
take medications or contact medical professionals as necessary. In the process, these
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health and fitness devices and applications could eventually become “lifestyle remotes”
that help consumers control or automate many other systems around them, regardless
of whether they are in their homes, offices, cars, or the like. [15] The wearable and
portable devices are mainly used for monitoring mobility, physical activity, and
rehabilitation progress. [16] At present, they are widely used for monitoring older
people in the following three area:

• Fall detection
• Dementia care
• Low access to healthcare

3.1 Fall Detection

Fear of falling has been shown to be associated with negative consequences such as
avoidance of activities, less physical activity, falling, depression, decreased social
contact and lower quality of life. Over one third of older people at the age of 65+ fall
every year. 10% of these falls usually result in a serious injury. Therefore there is an
attempt to prevent and detect these falls [17].

The fall detectors can be divided into two types: context-aware systems and
wearable devices. [18] The context –aware systems use sensors such as cameras, floor
sensors, or microphones to detect falls in the environment, while the wearable devices
are miniature electronic sensor-based devices that are worn by the bearer under, with or
on top of clothing. These are usually accelerometers which collect data during the falls.

As the research studies illustrate, especially the floor sensors [19–22] and wearable
cameras [23–27] have been widely tested. The tests with the floor sensors are usually
conducted with computer generated subjects. These tests are based on a series of
predefined simulated movements which are generated to simulate an elderly person
living alone, or cohabiting with 1 or 2 family members. In particular, ADLs, a fall from
bed after waking up, a fall after getting up from a chair, and a fall when walking or
standing are simulated. Then several scenarios are designed to provide a successful
recovery, remaining unconscious, or unable to stand. The simulator can also produce a
number of simple and complex scenarios involving 1 or more people walking. Simi-
larly, the wearable cameras, usually with some volunteers, attempt to simulate
unpredicted falls, both indoor and outdoor surroundings.

3.2 Dementia Care

Nowadays, there are about 44 million people living with dementia and by 2050 this
number is expected to triple due to increasing life expectancies and the aging popu-
lation worldwide. [28] People with dementia experience a considerable loss of mem-
ory, orientation problems, impaired communication skills, depression, behavioral
changes and confusion. [29] Wearable monitoring devices can at least help them with
some of these problems such as disorientation and finding their way back home.
Currently, there are several tracking devices which help both patients and their
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caregivers to manage this situation. [30] These include, for example, iTraq, which is a
global location devices. Its use is based on cellular towers which can enable to identify
person’s location. It is a small device in the form of a credit card and its location is
available through a mobile application. Another monitoring device for people with
dementia is Mindme, which uses GPS to provide location, updates and an alarm if a
person moves out of a preset location. It is again a small device in the size of an
electronic care key. Similarly, PocketFinder provides a GPS location of the lost person.
It is also small, water-proof and have one of the longest battery lives. It can provide
updates “at the touch of a button” on a computer or mobile device, through email and
text notifications. It also stores the person’s monitoringTracking history up to 60 days
and provides an unlimited number of “geo-fences” that alert you when the GPS leaves
a specified area and provides up to 60 days of tracking history.

In addition, healthcare providers can obtain with the help of wearable devices
information from caregivers who look after the people with dementia. [31] For
example, Matthews et al. [31] designed a wearable and wireless camera system to
capture in situ the challenges of dementia caregiving over many hours per day at home.
It goes where the user goes to capture whatever the user sees, hears, says, and does,
with the user retaining control of when and what data are collected. The system consists
of an outward-facing CMOS camera with a fisheye lens, a MEMS microphone that
records ambient sound, and the electronics, battery, and garment necessary to support
their function. The camera is mounted on a custom-printed circuit board enclosed
within a plastic housing that is clipped onto the frames of overglasses, to ensure data
capture at eye level and to isolate the circuit from the user’s head. A cable connects the
camera housing to a computer that is encased in a second housing and, in turn,
embedded within the upper, inner pocket of a multi-layered “video vest”.

3.3 Low Access to Healthcare

Wearable and portable devices can also help older people in remote areas whose access
to healthcare is thus limited. These wireless monitoring sensors can lower the costs of
transportation of these people to their doctor or hospital. Furthermore, these wireless
sensors enable that these people living in the remote rural areas do not have to be
present at the doctor for their diagnostic. The doctor can use the data collected through
these wireless sensors attached to their bodies and then provide them with real-time
diagnosis advices which are important to their recovery. These monitoring devices can
play an important role in case of emergency since sensors can autonomously send data
about the patient health [32].

4 Conclusion

This study aimed to emphasize the importance of the use of wearable and portable
monitoring devices for older people in healthcare, especially in its three areas: fall
detection, dementia care and low access to healthcare. The findings revealed that there
was a lack of clinical studies examining the use of wearable devices in healthcare for
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older people. Therefore more research should be performed because the benefits of the
use of wearable devices can contribute to the enhancement of quality of life of older
people.

Acknowledgments. This paper is published thanks to the support of SPEV project 2017 run at
the Faculty of Informatics and Management of the University of Hradec Kralove. The authors
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Abstract. Anomaly detection is very crucial in an intrusion detection task since
it has capability to discover new types of attacks. The major challenges of
anomaly detection are how to maximize the accuracy while maintaining low
positive rate. In this paper, we propose new approach on anomaly detection
using multi-level classifier ensembles. We employ an ensemble learner as a base
classifier of ensemble rather than a single classifier algorithm. We run several
experiments to choose the best combination of two-level classifier ensemble
model. From our experimental result, it is revealed that the performance of our
proposed approach yields satisfactory results over classical classifier ensembles
and single classifiers.

Keywords: Two-level ensembles � Classifier ensembles � Anomaly detection �
Wireless network

1 Introduction

Classifier ensembles has been active research in the last two decades. They have been
applied to many real-world applications such as computer security, credit and financial
risk analysis, medicine, and recommender system. When a single classification algo-
rithm cannot guarantee us to have a good performance, the combination of multiple
classifiers might give a better solution. The key success factor of classifier ensembles is
splitting the original dataset into several subsets, classifier algorithm is trained using
each subset, and then taking voting combination for final prediction. Diversity can be
obtained either from random sampling of feature or instance.

Classifier ensembles have been considered to solve underlying problems in
anomaly detection such as maximizing detection rate and reducing false positive rate
[1]. Technically speaking, anomaly detection is binary classification problem and the
classical classifier ensembles still might not produce good results due to poor ensemble
design [2]. Diversity is one aspect in the classifier ensemble design, so that it is
believed to improve classifier performance. However, so far it has not been proven yet
either empirically or theoretically. In contrary, in practical applications, classifier
ensembles have shown improved performance and robustness to noisy data.
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Concerning to this, we focus on designing a classifier ensemble using other
ensemble as a base classifier. By employing ensemble in ensemble, we intend to
maximize the diversity of an ensemble using both feature subsets and bootstrapping
samples from the training set. The contributions of this paper can be summarized as
follows: (i) we introduce a new approach of anomaly detection in wireless network
using two-level classifier ensembles; (ii) we show that the proposed model yields the
promising result for anomaly detection; and (iii) we thoroughly compare and discuss a
number of classifier models based on two-level classifier ensembles, classical ensemble
model, and single classifier.

The remaining part of this paper is structured as follows. Section 2 briefly describes
existing approaches for anomaly detection. Section 3 details the proposed method,
whilst Sect. 4 presents result and discussion. Finally, some concluding remarks are
drawn in Sect. 5.

2 Literature Review

Earlier approach for anomaly detection using classifier ensemble is proposed by [3].
Ensemble of neural network, support vector machine, and multivariate regression
splines are fused using majority voting for final class prediction. KDD Cup 99 dataset
is used for classifier modeling and testing. The classifier performance is measured using
accuracy metric. However, because of many redundant records are exist in KDD Cup
99 dataset, the performance result of the classifier is biased. To overcome this problem,
a new dataset, namely NSL-KDD is proposed [4].

Moreover, GPRS dataset is proposed since the number of available dataset specific
to wireless networks is quite limited [5]. It is deployed based upon the intrusion
detection on the IEEE 802.11 environment. Three traditional classifier, i.e. multilayer
perceptron (MLP), radial basis function (RBF), and Bayes network (BN) are used for
evaluating the proposed dataset. More recently, a classifier design based on rotation
forest [6] for anomaly detection in wireless network is proposed by [7]. They evaluate
and benchmark the performance of rotation forest with different number of classifiers as
a base classifier.

3 Material and Method

3.1 Dataset

We use the same dataset as it is discussed in the previous works [5, 7]. Dataset
comprises two distinct network topologies, i.e. WEP/WPA and WPA2. Either
WEP/WPA or WPA2 dataset possesses the same 15 attributes and 1 class label. In this
experiment, we consider full training WPE/WPA set which consists of 2 classes, i.e.
normal class (6000 instances) and attack class (3600 instances). The full training
WPA2 set contains 4500 instances of normal class and 3000 instances of attack class.
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3.2 Proposed Method

In this paper, we propose a new approach of anomaly detection in wireless network
using two-level classifier ensembles. Unlike in the traditional ensemble models, which
comprise a simple prediction model, i.e. support vector machine (SVM), neural net-
work (NN), and decision tree (DT), our proposed approach takes the advantage of
ensemble learner as a base classifier of the first-level ensemble. We chose rotation
forest [6] and boosting [8] for the first-level and the second-level classifier ensemble,
respectively. Furthermore, we also considered conjunctive rule (CR) as a base classifier
of the second-level ensemble as indicated by previous work [7].

Actually we could employ other classification ensembles depending on the con-
struction techniques are applied. However, we would intend to maximize the diversity
of two classifier ensembles. Rotation forest uses different attribute subsets, whilst
boosting uses different training subsets for induction strategies. By integrating these
two ensemble approaches we might have the improved performance and construct a
robust classifier at once. Figure 1 depicts the proposed method of constructing
two-level classifier ensembles for anomaly detection in wireless network.

A two-level classifier ensemble is constructed based on the combination of rotation
forest and boosting. Level-1 ensemble generates feature set D into n feature subsets.
Afterwards, each feature subset is split into k bootstrap samples in the level-2 ensemble.
Final class prediction is made by taking majority voting from a total number of
n � k classifiers.

3.3 Experimental Design

We compare our proposed approach with two traditional ensembles, i.e. boosting of
CR (Boost-CR) and rotation forest of CR (RoF-CR). In addition, several single

Fig. 1. Construction of two-level classifier ensemble
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classifiers, i.e. CR, MLP, RBF, and BN are also considered for further benchmark.
10-fold cross validation (10 cv) is used for validation method, whilst accuracy, false
positive rate (FPR), precision (detection rate) are used as performance measures.

We further asses the performance differences of the aforementioned classifiers
using statistical significance test. Friedman test [9] is employed to prove that the
classifier differences are significant. Furthermore, it is meaningful to conduct a post-hoc
test after Friedman using Nemenyi test [10–12].

4 Results and Discussion

In this section, we discuss the average performance of seven classifiers in term of
accuracy, FPR, and precision metrics. Figures 2 and 3 present the performance results
for WEP/WPA and WPA2 dataset, respectively. First of all, we describe the classifier
performance for WEP/WPA dataset. It is obvious that our proposed approach out-
performs other classifiers significantly in terms of accuracy, FPR, and precision metric.
Nevertheless, the proposed approach only outperforms other classifiers in term of
accuracy for WPA2 dataset. Moreover, using the same dataset, Bayesian network
(BN) is the best performer in terms of FPR and precision metric.

Consecutively, we conduct statistical significant test to further assess the significant
differences among classifiers. We only include the accuracy metric for performance
assessment. Friedman test ranks the classifiers, with the best classifier receiving rank 1,
and the worst classifier receiving rank 7 (number of classifiers) [9, 11]. Nemenyi test

Fig. 2. Performance average of classifiers for WEP/WPA dataset
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indicates that two classifier are significantly different if the corresponding average
ranks differ by at least the critical difference ðCDÞ.

In our case, the number of elements is equal to the number folds (n = 10), the
number of classifier (k = 7), significant level a ¼ 0:05, degree of freedom for Nemenyi
ðdf ¼ k � 1Þ, and degree of freedom for Nemenyi df ¼ ðk � 1Þðn� 1Þð Þ. The result of
significant test using Friedman and Nemenyi test are shown in Table 1. Based on the
Friedman test, it can be said that there is highly significant difference ðp\ 0:01Þ
among the seven classifiers.

Moreover, to determine which classifiers are significantly different, it is necessary
to compute the average rankings of the accuracy and then compare which differences
are greater than CD ¼ 2:9423. From Fig. 4, it can be seen that the proposed classifier is
statistically better than any other classifiers. However, with regards to the experimental
result of the proposed classifier applied on WEP/WPA dataset, its accuracy is not

Fig. 3. Performance average of classifiers for WPA2 dataset

Table 1. The results of significant test using Friedman and Nemenyi test

Dataset Friedman Nemenyi

X2
F

df p�value CD df

WEP/WPA 55.056 6 4.517E–10 2.9423 54
WPA2 57.161 6 1.695E–10 2.9423 54
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significantly different with two classifiers, i.e. Boost-CR and MLP. Performance
accuracy of the proposed classifier applied on WPA2 dataset is also similar, which it is
not significantly different compared to three classifiers, i.e. Boost-CR, MLP, and BN
(as denoted by bold line).

5 Conclusion

We propose a new approach for anomaly detection in wireless network. The proposed
classifier is based on two-level ensembles, which an ensemble learner is induced as a
base classifier in another ensemble. Based on the experimental results, we prove that
the proposed method outperforms both traditional ensembles and single classifiers. For
future work, we intend to investigate the proposed classifier’s performance applied on
other intrusion datasets.
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Abstract. As we use smartphones as daily use as televisions and cars, smart-
phones are always used for daily life. And information technology and sensor
technology matures enough to detect user’s movement, direction, shapes and
bio-signals. With sensor technology and mobile learning device (smartphone,
tablet PC) with sensors, it is possible to support and satisfy instant personal
learning activity tracking and learner’s learning emotional state for learning
environment and learning contents. Lastly, on distance learning environment or
e-learning environment, learning interactions and feedbacks between learners
and teachers is almost impossible, since there is online communication and
learning contents which can not deliver or transmit learning emotion of learners.
But, in order to deliver personalized learning contents and modify learning
environment according to a learner, learning emotional state from learning
contents is very important. Learning environment state means analyzes learning
environment information consists of learner’s property, learner’s environment
and learner’s activity from learner’s e-portfolio and learner’s educational
devices. And besides learning environment states, real-time learning emotional
state (learning emotion state) from learning contents is necessary.
In this paper, we design Learning Reaction Analysis Engine for interactive

digital textbook platform. Proposed interactive digital textbook platform has
Learning Reaction Analysis Engine that could detect learner’s learning emotional
state that means emotional learning interests and learning concentration state, and
Learning Reaction Analysis Engine can analyze learner’s learning emotional
state from learning activity state, learning device execution state and learners’
bio-signals from smartphone, tablet PC, or smart watch. In order to analyze
learning emotional state information, we construct learning emotional model that
defines learning emotional information, and classification and inference rules of
learning emotional information. Learning emotional state inference rules can be
applied into Automated Tutoring Engine and Personalized Learning Contents
Modification Engine. Learning Reaction Analysis Engine decides learning
strategy for type of learning contents frameworks, learning sequence, difficulty
change of learning contents and learning contents modification for current
learning contents according to a learner who is accessing to the learning contents.

Keywords: u-learning � Automated tutoring engine � Personalization of
learning contents � Adaptation of learning contents � Educational devices
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1 Introduction

Rapid development of communication technologies and sensor technologies widely
affect various ITC services fields and multimedia contents interactions formations.
Especially e-learning and distance learning delivery styles can be newly affected and
altered and learning interactions between learners and learning contents. At the pre-
vious age of e-learning environment, a learner can communicate with desktop com-
puter, and finish his/her learning activities by himself/herself. These kinds of learning
interactions demand selfcontrols of learners and make loneliness of growing or poor
learning results. These realities reveals lack of emotional issues in distance learning but
also emotional demands of distance learners [1, 2].

But, With learning device sensors (smart phone or Tablet PC, etc.), sensors can
initiate interactions with learning contents, and activate learners’ learning actions, that
are impossible to track learner’s learning emotional state on desktop computer or
learning devices without sensors. At the first time, a smart phone has limited sensors
and can not fully support learners nor track various learning actions and interactions
with learning contents. Nowadays, smart phones have several sensors and smart
watches can collect bio-signals of a learner so that learners’ learning emotional state
can be inferred and learners’ attitudes toward learning contents and learning environ-
ments can be modified according to learners’ emotional state. [3] defines “affective
computing is emotion-related, from emotions or to influence the emotions of calcula-
tion” and calls affective computing trying to make computers as human observation,
understanding and the ability to generate a variety of emotions.

Those varieties learners’ learning emotional state, that can be produced on learning
devices, various learning contents and learning environments, should be tracked by
smart learning system. And learning emotional state should be used to establish
learning strategy and stimulate learners who can feel boring on learning contents or
lose learning interests. But, as the more learners access to distance learning contents
with m-learning environment, the more academic affair lecturers and teachers should do
for the learners and personalized learning responses can be a big burden to lecturers and
teachers. Learning Reaction Analysis Engine is computer system that are designed to
infer learners’ learning emotional state and make useful information for automated
tutoring engine’s learning strategy establish. For Learning Reaction Analysis Engine,
learners’ emotional state model should be established and several sensors of a smart
phone and a smart play an important role. We propose Learning Reaction Analysis
Engine that tracks and analyses learner’s learning emotional state with learner’s
activity (learning activity, learning interaction), and decides and deliveries appropriate
learning contents for each learner.

We propose Learning Reaction Analysis Engine that considers learner activity
(learner’s learning activity) and learning emotional state (activity level of learning time
learning contents reaction: emotional reaction). And Learning Reaction Analysis Engine
analyze learners’ emotional state. And infer learners’ learning interests and learning
concentrate level. In order to analyze learners’ emotional state. And infer learners’
learning interests and learning concentrate level, we propose learners’ emotional state
model and define learners’ emotional state information. The remainder of paper is
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organized as follows. In Sect. 2, we review previous affective computing research for
e-learning or distance learning. The proposed learners’ emotional state model and
learner activity (learner’s learning activity and learning emotional state (activity level of
learning time learning contents reaction: emotional reaction) are described in Sect. 3.
We introduce the architecture and function modules of Learning Reaction Analysis
Engine and Learning Reaction Analysis Engine are defined and described in Sect. 4.
Finally, we conclude in Sect. 5.

2 Related Works

In [4], emotion state of a learner is collected and analysed with keystroke data of a
subject. The relation and between subject theme and keystroke range is analysed with
touch log. In [5], problems or gaps in technology usage in the learning environment is
identified and affective solutions for technology integration into programming courses
at the University levels is suggest. In [6], affective computing platform was proposed
and was used basic platform for learners’ emotional system. In [7], in order to design a
non-simultaneous distance instruction system with affective computing, integrates
interactive agent was proposed with the curricular instruction of affective design and
the questionnaire for user interaction satisfaction, observation, and interviews were
used. The respondents’ survey results showed high-level satisfaction regarding inter-
action with the affective learning system. In [8], conceptual architecture of agent-based
affective tutoring system was presented and provided the effectiveness of selected
teaching approach on student’s emotional state, behaviour, and learning progress.

But previous works have focused on one or two factors of learning emotional state
information. And only one or two sensors are used for tracking for learner’s learning
state. The paper tries to collect various learning emotional state information with
various sensors.

3 Architecture of Learning Reaction Analysis System
and Learners’ Emotional State Information

Proposed Learning Reaction Analysis Engine tracks and analyzes learner’s learning
emotional state and decides learner’s learning interest level and concentration level so
that appropriate learning strategy for a learner can be delivered to Automated Tutoring
Engine. Proposed Learning Reaction Analysis Engine considers learner’s personal
learning emotional state and learner’s learning activity patterns. Learner’s per-
sonal learning emotional model is emotional attitude toward learning contents andmeans
learning interest, learning difficulty and learning concentration. According to Learner’s
personal learning emotional model, learning interest level, learning difficulty level and
learning concentration level are decided by Learning Reaction Analysis Engine. Pro-
posed Learning Reaction Analysis Engine delivers learners’ learning emotional state to
Automated Tutoring Engine (Fig. 1).
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Proposed Learning Reaction Analysis System consists of Learning Reaction Anal-
ysis Engine, Learners’ Emotional State Model, Learners’ state database, Bio-Signals DB
and Learning Activity database.

• Learner and Educational Devices: source of learners’ learning activities and emo-
tional information with learning agents

• Learning Reaction Analysis Engine: collect learners’ learning emotional state
information, and infer and decision of learners’ learning contents

• Automated Tutoring Engine: collection and analysis of learning environment
information

• Learning Activity: activity level of learning time
• Learners’ Emotional State Model: model of learning interests, learning contents

reaction
• Bio-signals: learner’s bio-signals for learning contents

Learning interests means activity level of learning time. Learning contents reaction
means emotional reaction (boring, fun, difficult, etc.) from learning contents.

Learning Reaction Analysis Engine needs various learner’s learning emotional
information that can be classified into three groups. Three groups are learner’s various
actions and emotions that are learner’s activity, learner’s smartphone attitude, Bio signals
and Learner’s attitude. Learner’s activity learner’s smartphone attitude, Bio signals and
Learner’s attitude are not stored in learners e-portfolio DB and easily changeable.

Learner’s learning emotional information is formatted and transferred in format of
XML. learner’s learning emotional information is like as bellows;

• Learner’s activity
– learning activity: activity level of learning time
– learning interaction: initiative level of interaction with learning contents

• Learner’s smartphone attitude

Fig. 1. Architecture of Learning Reaction Analysis System
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– Lean angle:
– Touch frequency: number of smart phone touch
– Sector stay time: time to concentrate on learning contents
– shaking frequency: time to make irrelevant learning

• Bio signals
– Heart bit
– Temperature
– Hands movement and shaking

• Learner’s attitude:
– Another APP launching times: number of other Apps and launching time
– face portion: learner’s concentration level on learning contents

• Learners’ Emotional State
– learning interest: activity level of learning time
– learning concentration: emotional reaction (boring, fun, difficult, etc.) from

learning contents

4 Information Flow of Learning Reaction Analysis Engine

We assume that learners’ learning device has various sensors and communication
utility, and learners’ smart watch can collect and detect bio-signals. Lastly, there is no
middleware to convert and manage noise of bio-signals, we assume (Fig. 2).

① Learners log on a smart learning portal server (web server) with learning
mobile devices or smart watch that have several sensors and seamless
communication facility. At the same time, Learners log on Learning Man-
agement Server (LMS) with single-sign-on protocol. And LMS delivers
learners’ previous performance data and learner’s property from e-portfolio
DB to Automated Tutoring Engine.

②③ Learning Reaction Analysis Engine receives and checks APPs launching
state on the smart phone and smart phone lean angle, face portion, touch
frequency and moving and shaking frequency.

④ Learning Reaction Analysis Engine infers checks APPs launching state on
the smart phone and smart phone lean angle, face portion, touch frequency
and moving and shaking frequency and constructs Learning Concentration
Analysis results.

⑤ After the inference, Learning Reaction Analysis Engine sends Learning
Concentration State to Automated Tutoring Engine.

⑥ Automated Tutoring Engine constructs Learning Strategy for the learner,
according to the Learning Concentration State.

⑦ Learning Reaction Analysis Engine sends the learner’s Learning Concen-
tration State for the subject to e-portfolio database. Learner’s Learning
Concentration State is result from Learner’s Learning Emotional State
Model that formulates the learning emotional level and kinds.
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⑧⑨⑩ Learning Reaction Analysis Engine receives and checks learner’s Sector
stay time on the smart phone, Heart bits, Temperature of smart phone and
learner’s Learning progress.

⑪ Learning Reaction Analysis Engine infers learner’s Sector stay time on the
smart phone, Heart bits, Temperature of smart phone and learner’s Learning
progress and constructs Learning Difficulty Analysis results.

⑫ After the inference, Learning Reaction Analysis Engine sends Learning
Difficulty State to Automated Tutoring Engine.

⑬ Automated Tutoring Engine constructs Learning Strategy for the learner,
according to the Learning Difficulty State.

⑭ Learning Reaction Analysis Engine sends the learner’s Learning Difficulty
State for the subject to e-portfolio database. Learner’s Learning Difficulty
State is result from Learner’s Learning Emotional State Model that for-
mulates the learning emotional level and kinds.

Fig. 2. Information flow of Learning Reaction Analysis Engine
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5 Conclusion

We propose Learning Reaction Analysis Engine that can collect and analyze learning
emotional state for a learner. Especially proposed Learning Reaction Analysis Engine
considers learners’ attitude toward educational devices characteristics as like lean
angle, face portions of a learner with an education devices. Thus education devices
have to be equipped with sensors. It means that learning emotional state information
can be delivered to Learning Reaction Analysis Engine and be instantly analyzed by
Learning Reaction Analysis Engine. In order to extract exact learning emotional state,
learning emotional state model is construct and defined. Learning emotional sate
information consists of learner’s activity, learner’s smartphone attitude, learner’s Bio
signals and learner’s earner’s attitude. Learning emotional state consists of learning
interest level and learning concentration level. After analysis of learning emotional
state information, intelligent learning contents adaptation engine defines and infers
learning emotional state according to learning emotional state models. And learning
contents adaptation engine defines learning emotional state to Automated Tutoring
Engine. Automated Tutoring Engine can construct personalized learning strategy
according to learner’s learning emotional state.

We have a plan to design XML rule for learning emotional state model.
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Abstract. Many users in social web environments share and publish
user-generated contents such as tastes, opinions, and ideas in the form of text and
multimedia data. Various research studies have been conducted on the analysis of
such social data, which can be used for discovering users’ thoughts on specific
topics. But, there are still challenging tasks to find out the meaningful patterns
from the social data due to rapidly increasing amount of data. In this paper, we
therefore propose a rule-based topic trend analysis by using On-Line-Analytical
Processing (OLAP) and Association Rule Mining (ARM) to detect information
such as previously unknown or abnormal events or situations. For the verification
of the proposed method, we conduct experiments to demonstrate that the method
is feasible to perform rule-based topic trend analysis.

Keywords: On-line analytical processing � Association rule mining � Decision
support system � Topic trend analysis � Social data

1 Introduction

Users’ activities on Social Network Services (SNSs) have reached unpredictable levels
with the explosive propagation of smart mobile devices and development of web 2.0.
Also, SNSs enable people to participate in on-line, social activities, and shatters the
barrier for on-line users to generate and consume user-generated contents in anywhere or
anytime. Users share and publish various information including product reviews,
interests, and opinions with other people via SNSs. To date, a variety of research studies
have shown that the huge amount of social data is very useful in many ways such as
predicting the stock market, supporting decisions for government, accessing political
polarization in the public, etc. But, the tremendous volume and rapidly increasing
amount of data still make it difficult to discover meaningful patterns from the data.
Therefore, there is a need to scrutinize such social data and define suitable knowledge
extraction approaches for supporting decision making. In this paper, we utilize one of
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data warehouse and data mining techniques on social data to analyze topic trend and
extract meaningful knowledge (i.e., association rules).

The proposed method consists of three main steps, including data collection, data
extraction, and data analysis. First, we collect social data from SNSs and then conduct
natural language processes to reduce noisy data. Second, we apply Latent Dirichlet
Allocation (LDA) algorithm to detect candidate topics in social data, and create docu-
ments and terms matrices. Next, we construct multidimensional data cube model to
apply On-Line Analytical Processing (OLAP). In this step, we use a star schema,
consisting of a large central table (i.e., fact table) and a set of auxiliary tables (i.e.,
dimension tables), and manually define concept hierarchies to perform diverse OLAP
operations for the detection of topic trends from a variety of social data. Lastly, we
extract topic-based meaningful rules from the analyzed data by using Association Rule
Mining (ARM). For the feasibility of proposed method, we conduct experiments with
real social data (e.g., Twitter). The experimental results show how trends of topics on
social media are analyzed by OLAP, and how relevant keywords are extracted by ARM.

2 Background and Related Work

Data mining is the process of extracting and analyzing data for users to investigate the
correlations or patterns in large dataset. Among various data mining techniques to
analyze and find the correlations between a set of items or useful pattern from data, we
use a hybrid approach, which is a combination of two data mining techniques such as
On-Line Analytical Processing (OLAP) [1] and Association Rule Mining (ARM) [2].

The OLAP is a data warehouse technology for analyzing much of historical data
stored in data warehouse [1]. It allows users to manipulate a set of indicators according
to different dimensions with one or more hierarchies. Moreover, the OLAP is one of
data analysis techniques with functionalities such as summarization, consolidation,
aggregation, and the ability to view information from multiple angles [1, 3, 4]. Con-
sequently, the OLAP enables users to gain deeper insights of data for the better
understanding of various aspects of their corporate data through a fast, consistent,
interactive access to a wide variety of possible views of the data [5].

The ARM is one of the most frequently used techniques to deduct unknown rules or
knowledge in various fields. In the ARM, associated operators allow users to navigate
an intuitive insights on different levels of hierarchies. Each association rule is repre-
sented in the form of “X!Y”, where X and Y can be defined as a set of attributes or
keywords. The left and right hand sides indicate a condition part (“if”) and rule part
(“then”), respectively. To be specific, we use the Apriori algorithm to find frequent item
sets and association rules from transactional databases. We exploit this algorithm to
identify the frequent, individual items in dataset which is related to particular topics.
This algorithm generates association rules between items based on two criteria, namely
support and confidence [6, 7]. The support for an association rule is the fractions of
transactions including both X and Y in the databases. And the confidence for the rule is
the probability of transactions including X which also contains Y in the database,
reflecting accurate prediction of the rules. As both minimum values for support and
confidence will thus affect the quality of association rule mining, it is very important to
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ensure that user-specified minimum support and confidence are appropriate to generate
meaningful rules [8]. Generally, the support threshold is set to 30% and the confidence
threshold is over 80% [9]. If minimum support threshold is too low, the number of
frequent set of keywords and the number of rules generated will be increased.

3 Topic Trend Analysis Based on OLAP and ARM

Figure 1 shows the overall architecture of method, consisting of three steps: (1) data
collection and preprocessing, (2) topic extraction, and (3) rule-based topic trend
analysis.

3.1 Data Collection and Preprocessing

We first collect social data from Twitter. It contains a large number of unnecessary
information for detecting topic trends. For example, a message contain unnecessary
words such as RT, @WSJD, type of URL. Since these terms are insignificant to extract
topic trends on users’ contents, we apply filtering methods such as tokenization,
stop-word removing, and stemming.

3.2 Topic Extraction

After collecting and preprocessing social data, we apply LDA method to the prepro-
cessed data to detect the topics from users’ contents. LDA is very popular method for
extracting topics. In LDA, we assume that topics are specified before any document has
been generated. Thus, for any document in the corpus, the generative process contains
two stages. First, a topic distribution vector modeled by a Dirichlet random variable has
been chosen randomly to determine which topics are the most likely appear in a doc-
ument. Then, for each terms that are to appear in the documents, a single topic from the
topic distribution vector is randomly selected. From the analysis by LDA, it enables
users to organize and summarize electronic archives on a scale that would be impossible
using human annotation [10]. Through applying LDA in social data, a variety of topics
are extracted on each particular theme such as iPhone, S7, and G5, as shown in Table 1.

Fig. 1. The overall architecture of proposed method
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With extracted results on social data, we construct multidimensional data cube model to
detect the trends of topics in the next step.

3.3 Rule-Based Topic Trend Analysis

To perform a topic trend analysis, we first use OLAP and its operations based on
multidimensional data cube model [3, 5]. In this paper, we use a star schema to
construct the multidimensional data cube model.

Figure 2 show the star schema, including a fact table and four dimension tables.
The fact table is composed of the names of facts, or measure values and foreign keys to
each of the related dimension tables. In the fact table, we use frequencies of each
keyword for aggregation criteria (i.e., measure values). In general, facts are numeric
values as quantities by which users want to analyze relationships between dimensions.
Each dimension table includes perspectives or entities to describe what to analyze. In
this paper, we add four dimension tables: time_key for temporal trend analysis, loca-
tion_key for a spatial analysis of particular keywords on social media, and product_key
and user_key for which keywords are spatio-temporally grown from each user. The
data warehouse needs a subject-oriented schema which makes it possible to analyze
on-line data along with a variety of viewpoints.

Next, we manually define concept hierarchies by discretizing or grouping values for
a given dimension or attribute. It is a sequence of mappings from a set of low-level

Table 1. Examples of the extracted candidate topics for each theme

Theme Media Top 10 topic words

iPhone Twitter SE, Launch, Apple, Now, Galaxy, Htc, Cable, Huawei, 6s, Amazon
S7 Galaxy, Samsung, Iphone, Edge, Note, Htc, Shipping, Huawei,

Android, Tablet
G5 LG, Launching, Module, B&O, Preorder, Sandragon, S7, Battery,

Android, Galaxy

Fig. 2. Star schema for multidimensional data cube in the proposed method
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concepts to the higher level concepts [5]. Concept hierarchies help users handle data at
varying level of abstraction. The attributes of each dimension are organized in a partial
order. The partial order for the location dimension such as city, region, and country is
‘city<region<country,’ indicating the hierarchical structure from low-level (city) to
higher level (country). In addition, a concept hierarchy for the time dimension contains
attributes such as hour, day, day of week, month, quarter, and year. The partial order
for time dimension is ‘hour<day<{day of week, month, quarter}<year’. We also
construct product and user hierarchies. For example, the Product hierarchy contains
various attributes such as product brand, product name and related keywords. The
constructed concept hierarchies for each dimension are stored at the multidimensional
data cube model. As time goes by, the low-level node data in each hierarchy is
summarized and aggregated into upper level nodes. For instance, Los Angeles (LA),
San Diego (SD), etc. in the lower level node of location hierarchy are aggregated into
California (CA), upper node (region) in location hierarchy.

With the constructed multidimensional data cube model, we perform OLAP
operations such as roll-up, drill-down, slice and dice to detect useful information. In the
model, data is generally organized into multiple dimension along with the concept
hierarchies, thus providing flexibility to view data from a variety of users’ perspectives.
We then employ ARM on analyzed results of OLAP operations and identify which
keywords and rules related to the topic are extracted on user-generated contents. In this
proposed method, the keyword refers to a term related to particular topics while fre-
quently occurred set of keywords refer to a group of terms. The association rules
generated in this step are represented in the form of “X!Y,” indicating that the
keyword Y is likely to appear if keyword X is contained in the user-generated content
about the particular topics. Each extracted rule is used to make a right decision with
consideration of detected co-occurred keywords, which represent trendy issues in real
time. With the extracted rules, decision makers can establish product marketing
strategies, and predict consumers’ demands about their products.

4 Performance Evaluation

For experiment, we collect a bulk of data from Twitter. It provides a variety of users’
information and their contents. In this paper, we collect some of them, including text,
retweet_count, created_id, location, time, etc. by using Twitter API. We then filter text
messages with no hashtag, and ones which do not contain any smartphone-related
keywords such as iPhone, Galaxy, G5, etc. The social data is collected from March 25,
2016 to April 30, 2016. The collected dataset consists of approximately 500,000 tweets.

4.1 Analysis of Topic Trend by Using OLAP Operations

We show how topic trends on social media are analyzed by various OLAP operations
such as roll-up, drill-down, etc., and how ARM extracts rules from the topics. In this
paper, we employ the Excel Pivot table with MySQL to construct the multidimensional
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data cube model. All of data collected from social media is stored in database,
i.e., MySQL, and then analyze a huge amount of data to detect the topic trend.

In OLAP, multidimensional analysis is provided by selecting dimensions within the
viewpoint of users. We show that topic trend is analyzed for changes in topics men-
tioned from user-generated contents along with time dimension. Figure 3(a) shows that
the frequency of extracted topics is explosively increased in end of April than begin-
ning of April. It implies that iPhone SE is firstly launched on starting from end of
March to country selected as a first releasing country such as USA, Canada, Japan, and
France. Thus, we are able to detect the trend of particular topics mentioned by many
users from social media. The results are very useful for supporting the right decision
making in multiple choices to decision makers. In addition, we also know that the
usage of social media relatively grows when particular events occur on real world. In
the same fashion manner, we can induce the spatial topic trend with analysis of
measure values based on location dimension. From the result, we can get an insight that
the higher usage of particular social data on particular location such as United States,
United Kingdom, Japan, India, and Canada than any other country. We also infer
knowledge on usage trends of other continent in the world. For example, iPhone is
more popular in North America than any other continent, thus aiding decision makers
to establish effective marketing strategies.

For deeper understanding of topic trends on the North America, we then employ
drill-down operations in OLAP. It represents more general viewpoint from location
hierarchy. For example, there is a need to detect unknown information by analyzing
specific viewpoint into more general one. Figure 3(b) shows the frequency of keywords
on time and location. From the result, two states such as CA and New York (NY) have
the higher measure values than other states, indicating the higher usages of social media
of users. Also, particular topic (iPhone) is more popular in these states than others.

By using a multidimensional data analysis, we represent a process for detecting
spatial-temporal topic trends based on a variety of scenario that gives users intuitive
information. The results show that multidimensional analysis with OLAP provides
useful and interesting insights for decision makers.

(a) Analysis of measure values

based on time (March)

(b) Analysis of measure values based on

time (All) and location (State on USA)

Fig. 3. Results with dimensions of time and location
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4.2 Analysis of Extracted Topic Rules with ARM

For the extraction of latent, unknown rules or patterns, we use the dataset generated from
two states, CA and NY, to recognize which terms are simultaneously occurred and
correlated to each other. In the experiments, we employed R program, which is one of the
most frequently used program for analyzing the tremendous volume of data, to perform
ARM efficiently. As mentioned in the related work, two values (support, confidence) are
set to 40% and 80%, respectively, to detect association rules from given dataset.

To show how ARM is used in the proposed method, we provide exemplary results.
At the top of Table 2, support values of the top five keywords for each topic are shown.
In the table, a topic (Huawei) is eliminated due to low support and confidence values
than initially defined values. Such removed topics are considered as candidate of
frequent keywords. These frequent keywords are then merged together to generate
two-keyword sets by grouping in the next iteration, as shown in the bottom of Table 2.
We create the association rules by applying two-keyword sets into user-generated data
represented in particular location (CA, NY). As described in Table 3, we obtain five
association rules with higher values of initially defined support and confidence values
as useful, meaningful rules. For example, the term (Case), which represent a kind of
accessory for iPhone, appears when the two terms (e.g., SE and Launch) simultane-
ously appear in user-generated contents.

Table 2. Support values of the top five keywords and two-keyword sets

Keyword(s) Support (%)

Keywords SE 73
Apple 52
Launch 48
Amazon 41
Huawei 38

Two-keyword sets SE, Launch 68
SE, Apple 61
SE, Amazon 57
Apple, Launch 54
Apple, Amazon 46
Launch, Amazon 41

Table 3. Valuable association rules in the form of IF-THEN with support and confidence values

IF Then Support (%) Confidence (%)

1 SE, Launch Cases 68 96
2 Apple, Launch SE 54 91
3 Apple, SE Galaxy, Huawei 61 88
4 Amazon, Apple Cable 46 85
5 Launch, Amazon Now 41 84
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5 Conclusions

We present a rule-based topic trend analysis method by using OLAP and ARM. In the
method, we collect a real dataset from social media. We then extract a variety of topics
about a particular theme such as iPhone, S7, and G5 from text data by using LDA.
Next, trend analysis is performed based on OLAP for spatial-temporal analysis of
extracted topics on social data. In addition, ARM is employed for which keywords and
rules related to topics are extracted with computations of support and confidence
values. To verify the proposed method, we conduct experiments with real dataset from
Twitter. The experiment results demonstrate that the proposed method is feasible to
analyze topic trends and detect association rules from social data.

The main contributions of this paper are presented as follows. First, we consider
social trends of topics in SNSs by using OLAP and ARM. Second, we provide possibility
for analyzing various social data which have different insights of users on similar topics.
Lastly, we show the feasibility of combination of two different data mining techniques.
However, there still exist some challenges for better understanding of topic trends. Since
we use frequencies of each topic as measure values in the fact table, we need to develop
the proposed method to handle other types of measure values such as relative ratio of
topics. Moreover, we will devise an improved method to deal with unstructured data such
as image, video, etc., which cannot be represented by numerical values.
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Abstract. In this paper, we present the hierarchical safety analysis for eliciting
traceable safety requirements. The proposed technique was used to the case
study of railway system as an example. In this work, FMEA and HAZOP
analysis are used as safety analysis technique in order to illustrate hierarchical
safety analysis showing traceability.

Keywords: Hierarchy � Safety analysis � FMEA � HAZOP � Safety
requirements

1 Introduction

With the development of IT technologies, the portion of software in the system has
increased. Because of this tendency, the safety of software became important and
required safety related activities.

Safety analysis is a part of safety activities that includes hazard identification and
risk assessment to drive safety requirements. In other words, safety analysis identifies
hazards that required risk assessment performed before the requirements analysis, and
the identified hazard is mitigate to derive the safety requirements.

Clear requirements lead to successful development of software. Hence, lead to
successful development of safety-oriented software by clarifying requirements through
safety requirements from safety analysis [1]. The following are widely used safety
analysis techniques [2].

• Preliminary Hazard Analysis (PHA)
• System Hazard Analysis (SHA)
• Fault Tree Analysis (FTA)
• Failure Mode and Effects Analysis (FMEA)
• HAZard and OPerabilityStudy (HAZOP)

These safety analysis techniques are selectively applied on the targeted system
depending on the nature and the stage of software development. However, it is difficult
to express the safety requirements traceability when the safety analysis is composed of
various techniques because each technique consists of different scope, and purpose. In
this paper, we present a hierarchical safety analysis using the characteristics of the
hierarchical structure of the system development to support traceability analysis. We
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apply this method in the development of railway control software being made up by
model train.

This paper is structured as mentioned further: In Sect. 2, we proposed hierarchical
safety analysis. In Sect. 3, we applied hierarchical safety analysis to the case study of
railway system as an example. In addition, the results of this hierarchical safety analysis
are presented. Section 4 concludes by examining how the work described supports the
hierarchical safety analysis and identifying possible directions for future work.

2 Hierarchical Safety Analysis

Safety analysis is the main safety activities, generating safety requirements to control
risks to the acceptable level. In order to develop safe software, safety analysis is
required. In safety analysis, it is difficult to show traceability, because several tech-
niques are used depending upon the nature and stage of software development. Like-
wise, it is difficult to show the traceability due to different scope, propose and style of
each techniques. In this paper, we present hierarchical safety analysis to support the
traceable safety analysis.

2.1 Hierarchical Structure

Safety is a property of system that means analysis of failure in subsystems and com-
ponents must always be considered to their direct contribution to system level effects.
The system consists of several subsystems, and the subsystem in turn consists of
another subsystem or component. The hierarchical structure of these systems also
affects the flow of hazards as shown in Fig. 1. If a component fault occurs, it affects the
subsystem, which is a fault of the subsystem. Likewise, fault in the subsystem affects
the system, which is the faults in system and finally it leads to accidents. Thus, the flow
of hazards also shows a hierarchical structure.

Fig. 1. Hazard flows
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Hierarchical safety analysis uses the hierarchical structure of the flow of system and
risk sources. We performed safety analysis for each boundary of the system and have
analysed the traceability of the results.

2.2 HAZOP and FMEA

In this methodology, HAZOP and FMEA are used for hierarchical safety analysis.
HAZOP and FMEA are often used in combination to complement each other’s
strengths and weakness [3]. Analysis starts hierarchically from the lowest component.
Initially, the fault type identification is required for each component. Identification of
the failure modes in FMEA uses parameters and guidewords from HAZOP. In this
case, the parameter and guidewords were used as defined in HAZOP-KR for the
railway [4]. Once the failure modes identified, the cause and effects in FMEA are
estimated. Here, the influence effect is the cause of the next layer subsystem. The
analysis method for subsystems and systems are similar as described above.

2.3 Traceability Analysis

This section proposes a hierarchical safety analysis. After identifying the failure modes,
causes, and effects for each level to Sect. 2.2, this section analyses the results, to
determine the traceability of the risk sources and further examines, controls and
eliminates it.

Traceability analysis begins by identifying the traceability of risk sources. Based on
the results in Sect. 2.2, component faults, subsystem faults, and system faults are
analysed. Here, the faults of the subsystem are the effects of the faults on the com-
ponents, and the faults of the system are the effects of the faults of the subsystem.
Finally, we analysed the environmental impact of system faults.

Once the traceability of the risk source is identified, each risk sources are reviewed,
controlled and removed. For the purpose of review, measures are used to mitigate risks
and the risk is assessed by measuring RPN (Risk Priority Number) before and after
mitigation measures. The RPN is measured by two factors, severity and occurrence,

Fig. 2. System structure of case study
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and the tolerance level is obtained. If the RPN does not meet the acceptable level, an
additional mitigation measure should be established and the RPN should be measured
again until it reaches acceptable levels.

3 A Case Study

In this research, hierarchical safety analysis is introduced to the development of train
control software. It’s a software for controlling the direction for two train as shown in
Fig. 2 above. Usually, the sensor detects the train which is transmitted to the server
using the wifi from the detect system. Then, finally compute the information control the
train. In this paper, because of paper space we have shown the analysis results of
one-subsystem and components. Tables 1, 2 and 3 are analysis results of each com-
ponent, results of subsystem analysis, and analysis of the system respectively. Table 4
shows the results of the traceability analysis, and Table 5 shows the RPN before and
after mitigation measures respectively.

Table 1. Component level

Component Failure modes Causes Effects
Parameters Guidewords

Motor Data No Speed change fail Motor control fail
Other Speed change order error Motor control wrong

Wifi Interface No Connection fail Speed receive fail
Disconnection Speed receive fail

Data Part of Receive part of speed Change wrong speed
Early Receive early speed Change early speed
Late Receive late speed Change late speed

Table 2. Subsystem level

Subsystem Failure modes Causes Effects
Parameters Guidewords

Train Interface No Speed receive fail Train control fail
Action No Motor control fail Train control fail

Early Change early speed Train control early
Late Change late speed Train control late
Other Motor control wrong Train control wrong

Change wrong speed Train control wrong
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4 Conclusions

In this research, we proposed an analysis of hierarchical safety to extract the traceability
requirements and implemented the working examples of train control system. As a
result, the following safety requirements was derived:

• SR1: The system compares and checks the speed change.
• SR2: Command error exception handling should implement in the system.

Table 3. System level

System Failure modes Causes Effects
Parameters Guidewords

Train control system Interface No Train control fail Train collision
Other Train control wrong Train collision

Train control early Train collision
Train control late Train collision

Table 4. Traceability analysis

No. Component Subsystem System Effects

1 Speed change fail Motor control fail Train control fail Train collision
2 Speed change order error Motor control wrong Train control wrong Train collision
3 Connection fail Speed receive fail Train control fail Train collision
4 Disconnection Speed receive fail Train control fail Train collision
5 Receive part of speed Change wrong speed Train control wrong Train collision
6 Receive early speed Change early speed Train control early Train collision
7 Receive late speed Change Late speed Train control late Train collision

Table 5. Measures and RPN

No. RPN before measures Measures RPN after measures
Severity Frequency Tolerance Severity Frequency Tolerance

1 A 3 Intolerable M1: Compare
changing value

A 5 Tolerable

2 A 3 Intolerable M2: Error exception A 5 Tolerable
3 A 3 Intolerable M3: Heartbeat A 5 Tolerable
4 A 3 Intolerable M4: Heartbeat A 5 Tolerable
5 A 3 Intolerable M5: Speed range

Selection
A 5 Tolerable

6 A 3 Intolerable M6: Heartbeat A 5 Tolerable
7 A 3 Intolerable M7: Heartbeat A 5 Tolerable
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• SR3: The system needs to set the range of speed values.
• SR4: The system should exchange Heartbeat and always check communication.

Safety requirements are derived from mitigation measures of safety analysis. If the
contents of the mitigation measures are different, each refers a new safety requirement.
SR1 was extracted from M1, SR2 from M2, SR3 from M5, and SR4 from M3, M4,
M6, and M7.

Safety requirements are also traceable. Since the safety requirements are extracted
from the mitigation measures, traceability can be confirmed through Tables 4 and 5.
Figure 3 shows the traceability of SR1.

The derived safety requirements are reflected into subsequent design, implemen-
tation and testing. In the conventional development without safety analysis, when the
sensor is defective, the train collision problem occurs, whereas after safety analysis,
safety requirements are reflected and the problem is controlled.

The contribution of this paper is twofold. First, the traceability of safety require-
ments is clearly shown. Secondly, the problematic parts of the system can be under-
stood by understanding the flow from defects to the occurrence of an accident.

Future research directions will extend the experience of this study, and a model for
analysing software incidents and techniques for analysing theoretical aspects of this
method.

Acknowledgement. This research was supported by the MSIP (Ministry of Science, ICT and
Future Planning), Korea, under the ITRC (Information Technology Research Center) support
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Fig. 3. Traceability of SR1
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Abstract. With the rapid expansion of new technologies in all spheres of
human life, technological devices have inevitably penetrated in people’s homes,
where in most cases are targeted at facilitating people’s life in order to improve
people’s quality of living. The purpose of this article is to address current issues
with respect to smart home technology and energy savings, especially in
European countries. The specification is based on the basis of available studies
between 2010 and 2015. The authors used a method of literature review of
available sources exploring research studies focused on smart home technology
with respect to energy savings in the acknowledged databases Web of Science,
Elsevier, Science Direct, and Springer. The findings show that the number of
studies exploring the issue of smart home technology and energy savings is
gradually rising since consumers are getting more aware of potential savings,
respectively of waste of energy.

Keywords: Smart home technologies � Quality of living � Energy savings �
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1 Introduction

With the rapid expansion of new technologies in all spheres of human life, techno-
logical devices have inevitably penetrated in people’s homes, where in most cases are
targeted at facilitating people’s life in order to improve people’s quality of living. At
present these labour-saving devices at home are called smart home technology.

Smart home technology can be defined as the integration of technology and ser-
vices through home networking with the purpose to enhance quality of living [1].
Generally, it is the use and control of home devices remotely or automatically.
Therefore, sometimes it is simply called home automation. Some home automation
devices can be used on their own; they do not communicate such as a programmable
light switch, while others are part of the internet of things and are networked for remote
control and data transfer.

Smart home technology can be classified into two main types: wiring and wireless
system. In the wiring system the equipment is connected into the main power supply
directly and the data are transmitted to the appliances to activate or deactivate them.
There are many types of wires that people may want to install in-wall. Many home
automations are connected through the wiring system such as new wire (twisted pair,
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optical fiber), Powerline, or Busline. The most common and quality technology include
X10, HomePlug, Consumer Electronics Bus (CEBus), or European Installation Bus. In
the wireless system two elements are required: a sender and a receiver. Many new
devices exploit wireless technology to communicate with other devices such as
microwaves, Infrared (IR), radio frequency (RF), Wi-Fi, Bluetooth, or IEEE 802.11.
An example of wireless communication system for smart home is Z-wave, which is a
reliable and affordable wireless home automation solution [2].

Every home now has some type of smart home technology [3, 4], which can be
divided into hardware devices and software application. Hardware devices can include
sensors such as cameras and thermometers, controllers, actuators (to do things), and
communication systems. Remote control can range from a simple remote control to a
smartphone with Bluetooth, to a computer on the other side of the world connected by
internet. Home automation systems are available which consist of a suite of products
designed to work together. These typically connected through Wi-Fi or power line
communication to a hub which is then accessed with a software application. Popular
applications include thermostats, security systems, blinds, lighting, and door locks.

Statista’s Digital Market Outlook [5] presents the five largest markets for smart
home technology, which include the United States, Japan, Germany, China and the
United Kingdom, with the U.S. leading the pack both in terms of revenue and
household adoption. There are currently 4.6 million smart homes in the United States, a
number that is expected to increase fivefold by 2020. Worldwide it is assumed that
market with smart home devices is expected to grow from 40 million US dollars in
2012 to 26 billion US dollars in 2019 [6].

Important benefit and motivation for the development of smart technology is an
effective approach to the use of electrical energy. Currently, the most popular solutions
in this area are [7]:

• use of renewable energy sources (such as wind and solar photovoltaic) to decrease
carbon emission;

• use of energy storage devices such as batteries or flywheels in order to enable the
enquiry to follow the generation;

• concept and implementation of smart grids, which enable effective integration of
renewables and new large scale electric devices and reduces the demand;

• implementation of smart autonomous agents such as smart meters or intelligent
software agents that manage, schedule and control the electric consumption of
loads, minimizes its inefficient usage and maximizes consumer’s savings.

The purpose of this article is to address current issues with respect to smart home
technology and energy savings, especially in European countries. The specification is
based on the basis of available studies between 2010 and 2015.

2 Methods

The authors used a method of literature review of available sources exploring research
studies in the period from 2010 to 2015, and a method of comparison and evaluation of
their findings. In addition, other relevant studies were reviewed on the basis of the
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reference lists of the research articles from the searched databases. For a more detailed
specification of the research studies, the authors conducted a search in Web of Science
for the following keywords: smart AND home AND energy. Altogether 1,595 studies
were generated. Afterwards, the authors of this review study refined the search and only
focused on the research articles (450), reviews (21), books (631), patents (488),
meetings (10), and others. In Europe 385 documents originated, in the USA it was 200,
and the rest came from other continents, particularly from Asia.

3 Findings and Their Discussion

Altogether five research studies were identified. Two studies were Italian, one Czech,
Irish and British. The studies were included provided that they were written in English
and described the energy savings in Europe by using smart technology. As the findings
from the studies described show, apart from the development and evaluation of the
energy saving smart devices, there is an increased interest in the development of
methodologies which could help to select the best smart devices that contribute to
energy savings. In addition, there is considerable effort to improve consumers’ attitude
and awareness of energy savings. Studies have shown that receiving a regular and
effective feedback on energy consumption behavior allows individuals to change their
behavior. Based on the assessments of the energy-saving potential in changing people’s
behavior, carried out in Switzerland, Germany, United Kingdom, Netherlands and
USA, it can be said that people’s behavior in relation to energy consumption affects the
number of macro-level and personal factors. Macro-level factors include technological
progress, economic development level, demographic, institutional and cultural country
factors, while personal factors include personal human qualities, attitudes, beliefs,
norms, motivation, skills, knowledge, habits and routines. [13] Moreover, as the study
by Ehrhardt-Martinez, Donnelly and Laitne [14] emphasizes, it is also important to
provide feedback on energy usage to users since research [15] confirms that displaying
real-time information on electricity usage may challenge user’s behavior on this issue
and contribute to energy savings of up to 30%. The data that should be provided to the
users should include the direct and indirect feedbacks. The direct feedbacks involve
real-time plus feedback (real-time information about the level of energy used by the
appliance) and real-time feedback (real-time premise level information). The indirect
feedbacks comprise daily or weekly feedback, which is household-specific information
and advice on a daily or weekly basis, estimated feedback (typically web-based energy
audits with information supplied on an on-going basis), and enhanced billing
(household-specific information and advice) (Table 1).

The findings also indicate that there is a public interest in the use of smart meters
which help people understand and quantify the energy they use. In comparison with
traditional meters, these smart meters can show accurate energy use data in real-time.
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Table 1. Home smart technologies and energy savings

Study Objective Methods Results

Building heating
technology in Smart
Home using PI
System management
tools [8]

The aim is to describe
a functionality of
technologies of the
BHT part and the
BAT part, and an
interconnection with a
superior system in the
form of the PI System

Comparison and
evaluation of
possibilities of the PI
Coresight and the PI
ProcessBook in
dependency on
performing the
real-time fast
statistical analysis of
the measured
temperature data,
dynamic
programming or
dynamic time warping
(DTW)

The PI ProcessBook
is very useful. On the
other hand, in terms
of the possibility of
easy access to the
acquired data and
measured temperature
values via some
Web-based
application or via a
smart phone, the PI
Coresight is sufficient
and better than the use
of the PI ProcessBook

Energy performance
of an all solid state
electrochromic
prototype for smart
window applications
[9]

The aim is to present
performance data of
an home-made all
solid state EC
prototype based on
amorphous tungsten
trioxide

Measuring indicators
related to energetic
performance,
specifically, the
optical transmittance
and reflectance
coefficients, the solar
heat gain coefficient,
the thermal
transmittance and, in
addition, the lifetime

The prototype meets
(and in some cases
exceeds) most of
these specifications.
Some desirable
improvements
concern higher visible
transmittances in the
bleached state and
enhanced reflectance
modulation in the
NIR spectral range

Smart meters and
energy savings in
Italy: Determining the
effectiveness of
persuasive
communication in
dwellings [10]

The aim is to evaluate
a smart monitoring
system which
improves awareness
of energy behavior in
homes, enabling
better management
via the visualization
of consumption

The system was tested
on 31 Italian families
selected among
volunteers all over
Italy, participating in
the first trial phase
from October 2012 to
November 2013

The study concludes
that energy related
persuasive
communication is
effective in reducing
electricity
consumption in
dwellings on average
−18% and up to
−57%

Energy saving
potential of heat
insulation solar glass:
Key results from
laboratory and in-situ
testing [11]

The aim is to test
efficiency of HISG
(heat insulation solar
glass)
multi-functional
glazing technology to
mitigate energy
consumption of
buildings

Testing of parameters
in laboratory settings
such as shading
coefficient, UV, IR
and visible light
intensity investigated
through the tests
conducted in real
operating conditions

HISG provides 38 and
48% energy saving in
heating and cooling
season

(continued)
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Abstract. The aim of this paper is to specify the seniors’ attitudes towards
modern technology as a tool for improving the quality of life in case of chronic
disorders. The research is conducted in the Czech Republic. This study employs
the analysis of both primary and secondary data. Primary data was collected
through a questionnaire survey among senior citizens living in the Czech
Republic. 170 questionnaires were distributed, 112 of which were returned and
processed. The source of secondary data was the Czech Statistical Office. The
case study done in the Czech Republic showed that local patients’ attitude to
modern technologies is rather positive. 86% of respondents use personal com-
puters and 32% wield smart phones. Patients tend to be hesitant only concerning
the utilization of smart household appliances, which would be welcome by 44%
of the respondents and only 26% of them agreed strongly.

Keywords: Senior citizen � Medical technologies � Survey � Central
Europe - Czech Republic

1 Introduction

Population ageing has been seen for several years as a hot issue of the future. In the
course of several decades to come the developed countries are going to witness an
unprecedented growth of older population. The issue of ageing population is becoming
extremely vital [1, 2] and it is connected with different type of chronic disease such as
mental disorders or depression. Depression is nowadays the fourth common cause of
morbidity and by the year of 2020 it should seize the first position [3]. Therefore, there
is persistent effort of searching for alternative non-pharmacological treatments which
are less costly and improve quality of life. Rapidly developing modern technologies
can provide better care in many areas. For instance, a new term telemedicine, meaning
distance technologies for patient monitoring, represents these new possibilities.

Telemedicine includes a variety of distance technologies for patient monitoring. It is
a part of e-healthcare. Distant medical monitoring saves both financial and human
resources. It also shortens emergency response times, which is extremely vital especially
in cases when a lot of patients are treated without sending a doctor by means of
communication technologies in their homes. Li [4], who focus in their article on
cooperation with patients, maintain that a lot of patients are willing to cooperate in
distant monitoring of cardio-respiratory signals transmitted from their homes to
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centralized interactive voice response systems. The authors continue to say that sensors
are the basis and communication networks are pillars supporting various telemedicine
applications and facilitate providing intelligent home environment to individuals4
Mobile health monitoring systems may help both patients and doctors by providing an
instant access to medical information, in particular in case of emergency. According to
clinical assessments, attached sensors do not hinder the patient in their ordinary life. The
system’s battery time of approximately 6 h is enough to cover the active part of a
subject’s normal day [5]. The fact that telemedicine is a prospective area can be sup-
ported by data from the year of 2010. Wootton et al. [6] found in their April 2010
literature survey 20 studies in which the percentage of cases when telemedicine enabled
patients to avoid travelling to their doctors. The total number of such patients in these
studies was 5,199. “The mean percentage avoided travel reported in the 12
store-and-forward studies was 43%. In the 7 real-time studies and in a single study with
a hybrid technique, 70% of the patients avoided travel”. In the area of mental illness
technology brings online treatment applications [7] for running online treatment train-
ings, online interactive psychotherapeutic courses, online cognitive behavioral therapy
sessions, online motivational home reminders, or monitoring of the symptoms of illness
[8]. As Topolovec-Vranic et al. [9] showed, self-monitoring treatment approaches for
mental illnes seem to be more accessible for patients since they can exploit them from
anywhere and at any time. Overall, among widespread devices belong mobile phones
with an emergency button, lost item trackers, wander door alarms, GPS tracking units,
GPS watches, and many others. New trends encompass training senior citizens to use
computers and other multimedia devices as well as the development of healthcare
facilities alleviating senior citizens’ pain and fear, or improving their movement.

In order to facilitate further development in this area, it is important to ensure that
patients, specifically senior citizens not only have basic skills needed to use modern
technologies, but also show positive approach to using them. All this as a precondition
for the application of technology in the treatment of chronic diseases, including mental.
The aim of this contribution is therefore to determine senior citizens’ ICT skills and
find out their attitudes to using communication and medical technologies. The research
was done as a study in a Central European country – namely the Czech Republic.

2 Methods

For research purposes, there were used quantitative methods, including the analyses of
both primary and secondary data. The basic method used was a survey among seniors
in the Czech Republic, Central Europe. All respondents were at least 60 years of age.
The questionnaires were distributed in the period between 19th January 2015 and 19th
March 2015. The researchers distributed 170 questionnaires. They collected and could
use 112 of them. The rate of questionnaire return was 66%. The questionnaire was
divided into three parts. First, identification questions about the sex, age, education and
job of respondents were asked. The second part aimed to specify the respondents’
knowledge of information technologies. The final part focused on senior citizens’
attitudes towards medical technologies.
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3 Results

3.1 Characteristics of Respondents

The University of Hradec Kralove (UHK), the Czech Republic carried out a ques-
tionnaire survey called ‘The Potential of Information Technologies for Supporting
Senior Citizens’ Quality of Life’. Its aim was to describe the approach of senior citizens
to modern technologies.

The survey was divided into three parts and was aimed at the 60-plus age group. The
first part consisted of identification questions. Another one focused on senior citizens’
knowledge of information technologies (IT) they use. The final part collect data about
senior citizens’ willingness to use both IT monitoring their health and interconnected
smart electronic appliances. There were 59% of female respondents and 41% of male
ones. The ratio can be considered almost balanced. Most respondents belonged to the
60–64 and 65–69 age groups. These two groups combined amounted to 67% of all
respondents. There were only 23% of financially active respondents. The others draw
their state pension and consequently do not belong among economically active
population.

3.2 Senior Citizens’ Utilization of Modern Technologies

The collected data indicate that 86% of respondents use personal computers and only
32% wield smart phones. This result differs from the data obtained by the Czech
Statistical Office, which suggest lower utilization of both PCs and mobile technologies.
It may mean that there was further development between 2010 (when the Czech
Statistical Office published their survey) and 2015 (when The UHK survey was carried
out). If the real situation is better reflected by the UHK survey, it should be possible to
use telemedicine on a much larger scale. Similarly, 85% of respondents answered that
they had and used home internet access. As few as 15% stated that they could not
access the Internet from home.

On the other hand, as regards tablet computers and e-book readers, there is still a
relatively small potential of their exploitation among senior citizens. Consequently,
another question was asked, namely whether there are any barriers to even more
significant usage of information technologies. Surprisingly, 63 respondents agreed that
nothing hinders them from using information technologies. Other options, e.g. fear
from new things, lack of knowledge, lack of courses, lack of time, safety concerns,
were chosen by about ten respondents each.

3.3 Attitudes of Senior Citizens to Using Monitoring and Smart Devices

Another aim of the UHK survey was to analyse senior citizens’ attitudes to using
interconnected monitoring and smart devices. The collected data should determine
whether senior citizens are open to using new technologies, which may lead to dis-
cerning a suitable direction of further development in using these devices. Figure 1
depicts whether or not the respondents would allow home camera systems monitor their
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movement at home. Surprisingly, most of them would not mind being monitored at
home. Only 16% of respondents expressed their utter disagreement. These results
reflect senior citizens’ trust in these devices and relatively low fear of any abuse or
misuse of information gathered by these devices by other people.

When asked if they would be willing to wear sensors (blood pressure monitors, ECG
monitors, glucose monitoring devices, body temperature sensors) on their bodies, 80%
of respondents answered they would. As many as 40% responded they would certainly
wear these sensors, the remaining 40% would assent to wearing them when persuaded
about involved benefits. Telemedicine is much more popular than it may seem. As few
as 8% of respondents expressed their utter disagreement with using wearable sensors. It
is an optimistic result. The last explored attitude was the one to smart household
appliances. This area is not well-known among senior citizens. The respondents’
answers were therefore quite reserved. Smart appliances would be welcome by 44% of
respondents although only 26% of respondents agreed strongly (Fig. 2).

All in all, the survey of how Czech Republic’s senior citizens use information
technologies proved that the interest in new technologies is quite high and this age
group members’ attitudes to using telemedicine technologies are satisfactory.

Fig. 1. Senior citizens’ attitudes (willingness) to using interconnected monitoring and smart
devices

Fig. 2. Attitudes to smart household appliances
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4 Discussion

The results of this survey in Central Europe correspond with findings of several other
authors [12, 14–16] who maintain that patients’ attitude to using new technologies
monitoring their health is rather positive. The collected data indicate that 86% of
respondents use personal computers and only 32% wield smart phones. This result
differs from the data obtained by the Czech Statistical Office, which suggest lower
utilization of both PCs and mobile technologies. It may mean that there was further
development between 2010 (when the Czech Statistical Office published their survey)
and 2015 (when The UHK survey was carried out). Patients tend to be hesitant only in
case of smart household appliances, which would be welcome by 44% of respondents
and only 26% of respondents agreed strongly. Also Li [4] stated that patients are
willing to cooperate in home telemonitoring of cardiorespiratory signals that are sent
into centralized interactive voice-activated systems.

Sensors are the basis and communication networks act like pillars supporting
various telemedicine apps and they facilitate providing smart home environment to
individuals.

5 Conclusion

The growth of the number of senior people using modern technologies is currently a
worldwide trend. The renowned analytical agency Gartner identified the top 10
strategic technology trends for 2016, including the device mesh, ambient user expe-
rience, information of everything, advanced machine learning, autonomous agents and
things, mesh app and service architecture, internet of things architecture and platforms.
[17] The issues of safety, ethical concerns as well as legislative aspects go hand in hand
with these trends. It therefore seems vital to look into problems like privacy protection
and protection of personal data, which is an important challenge.
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Abstract. Human counting in cinema is easily influenced by varied illumina-
tion, so as to become a complicated problem. This paper develops an audience
counting system in cinema by detecting occupied chairs in captured images.
Firstly, we initialize chair regions in a background image manually. Then, the
differences between the background and current images are detected as fore-
ground regions. Such rough segmentation results always contain noise because
of environmental illumination changing. Thus, a contour difference detection
algorithm is applied to refine the audience detection results. Next, if both
foreground and contour differences in a chair region are larger than a threshold,
this chair is recognized to be occupied by an audience. Finally, the audience
number is estimated by counting the occupied chairs.

Keywords: Audiences counting � Foreground segmentation � Contour
detection

1 Introduction

Box office receipt is a measurable indicator to evaluate film’s favorable rate. However,
deception means exist in counting the receipts to attract cinema attendance. Counting
audiences in the cinema is a reliable way to estimate attendance rate. Traditionally, this
work is always done manually, that cost huge workload. To realize automatic cinema
attendance estimation, this paper proposes an occupied chairs detection method in
video images.

Foreground segmentation is the first step of people and moving objects detection [1].
The typical segmentation methods based on pixel difference detection are easily influ-
enced by varied environmental illumination [2]. The feature-based object recognition
methods detect and track the objects of special shape, which have highly reliability and
anti-interference for environmental illumination changing situation [3]. To enhance
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audience counting accuracy, this paper detects occupied chair based on foreground
detection and contour detection.

In our method, a background image is captured by a fixed camera, when the cinema
has no audience. Before a movie is played, an image is captured with lots of people.
Our application aims to count the number of the audiences seating in chairs. Thus, only
the chair regions are necessary to be analyzed. If the pixel and counter differences
between these two images are larger than a threshold, this chair is considered to be
occupied. The audience number is estimated by counting the occupied chair.

Our proposed method does not only solve deception problem, but also count the
attendance rate automatically. This office receipts counting work provides reliable
information for big data of cinema favorable analysis.

The remainder of this paper is organized as follows, Sect. 2 overviews related
work. Section 3 discusses the method of audiences counting. Section 4 describes the
experiments using the proposed method. Section 5 concludes this paper.

2 Related Works

Face and body detection methods in color images are widely researched in human
counting. Zou et al. [4] counted human number by detecting faces in RGB (Red, Green,
Blue) and HSV (Hue, Saturation, Value) spaces. After the pixels in skin color were
segmented, the face regions were eliminated based on face contour features. Xu et al.
[6] proposed a head-shoulder component detection method with a Kalman filter to track
people in the video sequences. In the foreground segmentation process, a mixture of
Gaussians model was applied to extract the foreground pixels roughly. Because the
head and shoulder components were less varied, the people were recognized based on
these features. However, such color-based segmentation methods were easily influ-
enced by illumination changing and shadow effect [5].

Based on a background model, Tong et al. [7] extracted foreground connected
regions and classified human upper body using a support vector machine. To remove
the noise caused by the illumination changing, an energy function was applied to
compute the region contour so as to increase the accuracy of human segmentation
results. By integrating foreground segmentation and contour detection algorithm, this
paper proposes an occupied chair method for counting audiences in cinema.

3 The Audience Counting System

In order to count the audiences number in cinema, we propose an audience counting
system described in Fig. 1. A background image of the cinema is captured and ini-
tialized when nobody exists. The current image is captured by a fixed camera for
monitor the cinema scene before the movie starts. The system aims to detect the
occupied chairs in the current images, which are assumed as audiences on them.

Firstly, the chairs are manually labeled in the background image to obtain the
regions where the audiences seat. Next, the contour pixels of the background and
current images are detected. To detect contour pixels, a simple kernel-based contour
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detection algorithm is applied. Figure 2 shows a kernel clique, including a center pixel
p and its four neighboring pixels cn. The changing gradient gp in pixel p is formulated
as Eq. (1).

gp ¼
X4

n¼1

jp� cnj=4 ð1Þ

Then, the contour and color differences are extracted from RGB and color maps of
the background and current images. If both color and contour differences in a chair
region are larger than a threshold, this chair is determined to be occupied by an
audience. Finally, audiences’ number is computed by counting the occupied chairs.

Fig. 1. Framework of audiences counting

Fig. 2. The kernel for contour detection
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(a) The background image 

(b) A current image

(c) The color difference map

(d) The contour difference map

(e) The detection result of occupied chairs

Fig. 3. An audience detection result
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4 Experiments

In this section, we analyze the performance of the proposed system, as shown in Fig. 3.
The experiments were implemented on a 3.20 GHz Intel® Core™ Quad CPU com-
puter with a GeForce GT 770 graphics card, 4 GB RAM. In our cinema, more than
5,000 images of 5184 � 3456 were captured and tested. The audience detection
accuracy is around 99.37%.

The initialized background and a current image were shown in Fig. 3(a) and
(b) respectively. The color difference was shown as the gray map in Fig. 3(c). After
computing the contour maps in the background and the current images, the contour
difference map was generated as in Fig. 3(d). If the pixel count of contour differences
in a chair region was larger than a threshold, this region was marked in red. If the sum
of color differences in a chair region was larger than a threshold, this region was
marked in green. Thus, the chair was determined to be occupied, when both red and
green marks were labeled on it. As shown in Fig. 3(e), tow bottom-left chairs were
affected by high lighting projection, so the color difference satisfied the detection
condition. But the contour difference was not larger than the threshold so that these
chairs were recognized as empty chairs.

5 Conclusions

This paper proposed an audiences counting system in cinema by detecting occupied
chairs. Using the color and contour difference detection for background image and
current image, the system was able to detect the occupied chairs in the situation of
varied illumination. The experimental results confirmed that the proposed method was
implemented effectively for counting box office receipts. In the future, we will develop
some interaction interfaces for interactive movie using the proposed audience detection
method.
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Abstract. To the best of our knowledge, there has been no research on index
structure for the encrypted data. In addition, the existing query processing
schemes over the encrypted data can support limited types of queries [1–3]. To
solve the problems, in this paper, we propose a distributed index structure and a
query processing scheme for the encrypted data. The proposed distributed index
structure guarantees data privacy preservation and performance improvement for
the various types of queries. In addition, the proposed query processing scheme
provide both high query performance and 100% accuracy while preserving the
data privacy. Finally, we show from our performance analysis that our proposed
index structure and query processing scheme are suitable for protecting the data
privacy of the mobile sensitive data.

Keywords: Data encryption � Encrypted query processing � Distributed index
structure � Mobile data privacy

1 Introduction

To protect sensitive data in outsourced database environment, it is necessary to develop
not only an efficient distributed index structure, but also a query processing scheme
over the encrypted data. First, HBase [4], which was developed as a data management
model for a large amount of data in Apache Hadoop project, is a typical distributed
index structure. Because HBase stores data in distributed manner using the cluster
system and provides MapReduce programming model, it can support efficient data
analysis and query processing. However, HBase is not adequate as a distributed index
structure for large sensitive data because it cannot support efficient data management
for the encrypted data. Second, CryptDB [5] is a typical query processing scheme over
the encrypted data. CryptDB encrypts data in a column-wise way by considering
various query types, i.e., exact matching, range query and so on. However, CryptDB
cannot support operations among data with different columns because it uses the dif-
ferent types of encryption schemes depending on attribute types.

To solve the problems, in this paper, we propose a distributed index structure and a
query processing scheme for the encrypted mobile data. The proposed distributed index
structure uses a bitmap to preserve the privacy of sensitive data. The index structure
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consists of a prefix-based upper index structure and a signature-based lower index
structure. The prefix-based upper index structure can relieve data skewness whereas the
signature-based lower one can improve query processing performance. Meanwhile, the
proposed query processing scheme basically supports exact matching, range and partial
matching queries. In addition, our scheme can support not only arithmetic and com-
parison operations among data with different columns.

The rest of the paper is organized as follows. We explain the proposed distributed
index structure and our query processing algorithm over the encrypted data in Sects. 2
and 3, respectively. In Sect. 4, we compare the performance of our query processing
scheme with that of the existing schemes. Finally, we conclude this paper with future
work in Sect. 5.

2 Proposed Distributed Index Structure for Encrypted Data

Figure 1 shows the overall architecture of the proposed distributed index for the
encrypted mobile data. The proposed distributed index consists of three components:
(i) bitmap key generation (ii) prefix-tree based upper index (iii) signature based lower
index.

A. Bitmap key generation

To enhance the performance for query processing over the encrypted data, it is nec-
essary to store data in a distributed manner. For this, we generate the bitmap keys of
records by using Random Projection tree (RP-tree) [6] which is a typical data parti-
tioning scheme. By using RP-tree, we can protect data partitioning information from an
attacker. This is because RP-tree performs clustering by projecting data to an arbitrary
partition axis. However, data may be skewed in a node when clustering data using the
RP-tree. To solve the problem, we can choose column pairs by performing a correlation
analysis which is a statistical method to analyze the correlations among data in different
data groups. The weak correlation means that the data are scattered. To relieve the data
skewness, we generate a RP-tree with a pair of columns whose correlation is weak. For
this, we calculate a sample correlation coefficient by using Eq. (1). The IDs of the leaf
nodes in the RP-tree are converted into bit patterns. By concatenating the bit patterns of
each RP-tree, we generate a bitmap keys.

Fig. 1. Overall architecture of the proposed distributed index structure.
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r ¼
Pn

i¼1
ðXi � XÞðYi � YÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

i¼1
ðXi þXÞ2 P

n

i¼1
ðYi þ YÞ2

s ð1Þ

B. Prefix-tree based upper index

We can support a partial matching query on a column by using the prefix-tree based
upper index. We define four query types based on the position of a wildcard; back,
front, center, and split patterns. The wildcard can be generated by replacing into ‘*’ a
bit being excluded in the designated column of the query. When processing a range
query using the prefix-tree, the query performance can be deteriorated. This is because
the existing prefix-tree performs the range query with two steps; searching for the
starting position of the range and expanding the range with a linked-list. To solve the
problem, we build a hash table with the upper k-bits of the bitmap key. We calculate
the cost of the hash table by considering the memory usage and the data retrieval time,
as shown in Eq. 2.

CostHash ¼ wSearchTime � Oð1Þ
Oðlog2 nÞ

þwMemoryUsage � HashTableSize ð2Þ

C. Signature based lower index

A data node in the signature based lower index contains a data <encrypted signature,
AES [7] encrypted data>. Because the size of the encrypted signature is much smaller
than that of the AES encrypted data, we can store the encrypted signature into a cache,
leading to the better retrieval performance by reducing the cost of disk I/O. Thus, we
can determine the encrypted signatures to be cached by considering both their fre-
quency and their recency. For this, we define a validity of recency (VRec) and a value of
frequency (VFre). The VRec can be computed by measuring how much time is elapsed
since a recent query has accessed the encrypted signatures. The VFre can be computed
by the number of accesses to the encrypted signature in a cache for a specific period of
time. So the cache ratio using both VRec and VFre is calculated by using Eq. 3. Here, tcur
is the current time and timeInterval means the elapsed time from the recent query time
to tcur. Count is the number of queries issued from t = 0 to tcur. And wr and wf mean the
weights of recency and frequency, respectively.

VRecði; tcurÞ ¼ VRecði; tcur�1Þþ tcur �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tcur�timeInterval

2

q

VFreði; tcurÞ ¼ Countði; tcurÞ�Countði; tcur�1Þ
timeInterval

wcacheðiÞ ¼ wr � Vrecði; timecurrentÞþwf � Vfrequencyði; timecurrentÞ
ð3Þ
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3 Proposed Query Processing Scheme over the Encrypted
Data

Figure 2 shows the overall architecture of the proposed query processing scheme over
the encrypted data. First, when an authorized user (AU) requests a service, a data owner
(DO) not only generates an upper index key using the RP-tree, but also creates the
encrypted signature for a given query. Here, we support simple SQL-like query for AU.
Second, a service provider (SP) selects the data nodes corresponding to the upper index
key for processing the query. Then, both the encrypted signature and the query are sent
to the data nodes being selected. Third, the nodes retrieve the candidate results by
performing the bit operations of the encrypted signatures. Fourth, the SP returns the
encrypted candidate result to the DO. Fifth, the DO decrypts it and obtains the final
result by filtering out unnecessary candidates. Finally, the DO sends the final result to
the AU.

A. Exact-match and partial-match query processing

The exact-match query processing algorithm is performed as follows. First, the algo-
rithm generates a b-bit key for a given query by using the grid-tree index and creates an
encrypted signature to retrieve the encrypted data in a data node. Second, it searches the
hash table by using the upper n-bits of the key and generates the inverted list of
partitions of the RP-tree. Third, the algorithm finds data nodes corresponding to each
partition, in order to process the query by using the lower (b − n) bits of the key.
Fourth, it determines whether or not the candidate nodes are included in the search area.
Finally, it sequentially searches the signatures being stored in the data nodes for fil-
tering out unnecessary candidates. To the best of our knowledge, there are no existing
works to support a partial-match query on the encrypted data. Thus, we propose a
partial-match query processing algorithm. First, the algorithm analyzes a query to find
out a query pattern. Second, it stores the indexes of the prefix sub-trees corresponding
to the query pattern. Third, it assigns them to GPU threads and retrieves candidate
results. Finally, it merges the candidate results and returns the final result to the user.

Fig. 2. Overall architecture of the proposed query processing scheme over the encrypted data.
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B. Range query processing

The range query processing algorithm is performed as follows. First, the algorithm
finds the search range of the prefix-tree for a given query. Second, it selects the prefix
sub-trees corresponding to the query and assigns them to threads to retrieve the data.
Third, the exact-match query is performed on the assigned sub-trees by GPU threads.
Finally, the algorithm determines whether or not the candidates retrieved from each
thread are included in the query region. The final result is returned to the user.

C. Operations among data with different columns

In data analytics, it is necessary to obtain meaningful information by analyzing data from
multiple columns. However, CryptDB cannot support a query on multi-columns because
it uses different types of encryption schemes depending on its attribute types. To solve
the problem, we propose a grid-based query processing algorithm over the encrypted
data. When a query contains k number of columns, the algorithm generates both a
column-wise grid-tree mapping index and a k-dimensional grid index. Then, the algo-
rithm obtains the result by projecting the query onto the k-dimensional grid index. To
find the query range based on the projected query, the algorithm determines a location
relation between a cell and the query plane by calculating the distance between them. For
this, the algorithm first applies a center point of the grid cell p = (p1, p2, …, pk) to the
k-dimensional query ax1 + bx2 + … + kxk > 0. If ap1 + bp2 + … + kpk is greater than
0, the gird cell is selected as a candidate because the cell can include records satisfying
the query. Otherwise, it calculates a distance h between p and v by using Eq. (4). In
addition, it calculates a distance d between p and a vertex of the grid by using Eq. (5). If
h < d, the query plane is meant to overlaps the grid cell. The grid cells satisfying this
condition become the candidate result.

h ¼ v � pj j
vj j ¼ aðx1 � p1Þþ bðx2 � p2Þþ . . .þ kðxk � pkÞj j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2 þ . . .þ k2

p�
�

�
�

ð4Þ

d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k

ð2� mÞ2
s

¼ 1
2� m

�
ffiffiffi
k

p
ð5Þ

4 Performance Analysis

In this section, we present the experimental analysis of our encrypted query processing
algorithm. For performance analysis, we compare our encrypted query processing
algorithm with the existing CryptDB [5], in terms of the query processing time. For our
experiments, we use an expanded Census dataset whose size is 2 GB. The dataset
includes sensitive data such as name, married or single, number of children, sex, age,
level of education, job, majority, salary, and income/expense by property. We did our
performance analysis on the Window 7 Enterprise K system with Intel Core2 Quad
2.4 GHz and 2 GB memory.
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Figure 3 shows the exact-match query processing time of our algorithm and that of
the existing CryptDB over the encrypted data. Our algorithm shows 1.42, 1.5, 1.49, and
1.51 s with varying the size of the data from 500 MB to 2 GB, whereas CryptDB
shows 1.32, 1.39, 1.47 and 1.55 s. Our algorithm shows better performance when the
data size becomes large. This is because our algorithm can select less number of
candidates by using our prefix-tree based index structure.

Figure 4 shows the range query processing time for both our algorithm and the
existing CryptDB, with varying the size of the query range from 0.0001% to 0.0005%.
Here the size of the query range is computed as the ratio of the query range size over
the data size. When the query range size is equal to or smaller than 0.0002%, our
algorithm is 1.1 times faster than CryptDB. However, when the query range size is
greater than 0.0002%, our algorithm is about 15% slower than CryptDB. This is
because the number of data with the same signature value is increased in our lower
index as the query range size increases. So the data transmission cost becomes greater
than CryptDB when the query range size is larger than 0.0002%.

Fig. 3. Exact-match query processing time with varying the size of data.

Fig. 4. Range query processing time with varying query range size
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5 Conclusion and Future Work

We proposed a bitmap-based distributed index structure that guarantees data privacy
preservation and a query processing scheme that can process a query over the
encrypted data without data decryption. Our query processing scheme provides both
high query processing performance and high query result accuracy while preserving
data privacy. We showed from our performance analysis that our proposed index
structure and query processing scheme are suitable for protecting large-scale sensitive
data from attacker in data outsourcing environment.

As the future work, we will expand our work to handle elaborate types of queries,
such as k-NN queries and skyline queries, over the encrypted data.
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Abstract. Due to advancement in cloud computing technology, an
order-preserving encryption schemes, called Programmable Order-Preserving
Secure Index (POPIS), has been proposed. This scheme hides the original data
while keeping the order of the encrypted values the same as that of the original
data. So the service provider can perform query processing without decryption.
However, because the encrypted data in POPIS is sorted by certain column
values, it is weak to both order matching attacks and count attacks. To solve this
problem, we propose a data encryption scheme using periodic functions. Our
scheme generates encryption signatures based on data groups and periodic
functions. With this, we can preserve the order of each data group and also can
guarantee the data privacy. Finally, we show from the performance analysis that
the proposed scheme is better in terms of the degree of privacy protection than
the existing data encryption scheme.

Keywords: Wireless order-preserving encryption scheme � Data privacy
protection � Database outsourcing

1 Introduction

With the development of cloud computing technology, researches on the
order-preserving encryption scheme (OPES) has been proposed to enhance the query
processing efficiency on the encrypted databases [1–5]. OPES hides the original data
while keeping the order of the encrypted values the same as that of the original data. So
the service provider can perform query processing without decryption. One of the most
recent works is programmable order-preserving index scheme (POPIS) [6]. POPIS
divides the original data into groups based on the range of the value. Then, for each
data group, it encrypts the data with an encryption function that is monotone
increasing. Here, it adds a random noise to hide the exact value of the original data.
However, POPIS is weak to both order matching attacks and data counting attacks
because the encrypted data are sorted by a given column.

To solve the problem, we propose a group order preserving data encryption
scheme, using the periodic function. Our scheme called GOPES consists of three parts:
a data grouping algorithm supporting k-anonymity, a data transformation algorithm
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based on the periodic function, and a signature generation algorithm. First, with the
data grouping algorithm, GOPES is able to preserve the order of data groups which
contain more than k number of data. So GOPES can protect the encrypted data from the
order matching attacks. Secondly, with the data transformation algorithm, GOPES
modifies the frequency of data by assigning the same transformation value to the data
whose original values fall into the same encryption group. So GOPES can preserve the
encrypted data from the data counting attacks. Finally, with the signature generation
algorithm, GOPES can perform both an exact matching query and a range query
efficiently on the encrypted database by using bit operations.

The rest of the paper is organized as follows. First, Sect. 2 describes our GOPES.
Secondly, we do the performance analysis by comparing our GOPES with POPIS in
terms of both the query processing time and the data privacy protection. Finally, we
conclude the paper with a brief summary and the future work.

2 Data Encryption Scheme Using the Periodic Function

2.1 Overall Architecture of the Proposed Encryption Scheme

Figure 1 shows the architecture of our group order-preserving encryption scheme
(GOPES) based on periodic functions. GOPES consists of four steps; data group based
transformation, function segment based transformation, periodic function based
transformation and signature generation.

At first, in the data group based transformation step, GOPES makes groups of the
original data by considering k-anonymity. Then it transforms the data based on their
groups. Because our GOPES preserves the order of data groups, instead of the order of
the encrypted data, it can protect the encrypted data from the order matching attack.
Secondly, in the function segment based transformation step, GOPES transforms the

Fig. 1. An overall structure of the proposed encryption scheme
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data based on the segments which is calculated by differentiating a periodic function.
Because the data in the same segment have the same encryption value, GOPES can
modify the frequency of the encrypted data. So it protects the encrypted data from the
data count attack. Thirdly, in the periodic function based transformation step, GOPES
modifies the data based on the periodic function in order to improve the performance of
the exact matching query. Because GOPES shuffles the order of the encrypted data, it
reduces a probability that the original data can be disclosed from the order matching
attack. Finally, in the signature generation step, GOPES generates the encrypted sig-
natures by concatenating group transformation, segment transformation, and function
transformation values. Here, a signature means an abstract value of the data.
So GOPES can modify 1-to-1 relationship between the original data and encrypted data
into 1-to-many relationship. As a result, it is difficult for the attacker to obtain the
original data from the encrypted one.

2.2 A Data Group Based Transformation Algorithm Supporting
K-Anonymity

To protect the encrypted data from the order matching attacks, we propose a data group
based transformation algorithm by considering k-anonymity. Our data group based
transformation algorithm consists of two steps; (i) it makes groups of the data by
clustering the k number of similar data. (ii) it transforms the data of each group into a
random value. Because the range of the selected random value is set based on the order
of the groups, it can preserve the order of data groups. By using our data group based
transformation, GOPES has two main advantages. First, the probability of the dis-
closing data from the attacker is reduced to 1/k because each group contains the k
number of random values whose orders are not the same as those of the original data.
Second, because GOPES does not preserve the order of the original data, it is difficult
to differentiate the data distributions of GOPES from those of the original data.
Equation (1) shows the data grouping function. Here, u(x) means a unit function which
outputs a result value 0 if x < 0. Otherwise, a result value is 1. And f(x) means a unit
step function based on u(x) and Ti means the maximum value of the ith data group.

uðxÞ ¼ 0; where x\0;

1; where x\1

�

f ðxÞ ¼ A� ðuðxÞþ uðx� TiÞþ uðx� Tiþ 1Þþ � � �Þ
ð1Þ

Equation (2) shows a regulation function of Eq. (1). Here, x means the original
value, T means a size of the original data for each group, and A means a size of the
encrypted data for each group.

GroupðxÞ ¼ A� x=Tb cþ random noise ð2Þ
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2.3 A Function Segment Based Transformation Algorithm

To protect the encrypted data from the data count attacks, we propose a function
segment based transformation algorithm. A segment means an area generated by
dividing an interval of a periodic function. If a set of the original data is in the same
segment, GOPES encrypts the data into the same value. So GOPES can modify the
frequency of the encrypted data. To generate segments, we choose a periodic function p
(x) which repeats its values in regular intervals w. Here, the interval w, also called basic
period, is a positive constant value. Considerations for selecting p(x) are as follows.
(i) To improve the privacy of the encrypted data, we select the interval w which has no
common multiple with the size of the original data (T). For example, if T is a rational
number, we set w into an irrational number such as p. (ii) In a specific range of the
original data, their encryption values can be skewed. So we select a periodic function
which can solve this problem. For example, if we use p(x) = 2x – i * w (where i is an
integer). For the original value x in a range [9.0, 10.0], its encrypted value is in [512.0,
1024.0]. However, x in [0.0, 1.0] is encrypted to a value in a range [512.0, 1024.0]. So
the size of the encrypted data for x in [9.0, 10.0] is 256 times greater than that of the
encrypted data for x in [0.0, 1.0]. As a result, an attacker can estimate the transfor-
mation function accurately. (iii) To make difficult to estimate the function, we select the
function whose pattern in its interval is not simple. For example, if we select sin(x) or
cos(x) as p(x), an attacker can easily estimate the function due to its simplicity.

Based on these considerations, we choose a trigonometric function as p(x).
Equation 3 shows our p(x). Here, the range of p(x) is −1 � p(x) � 1, and the interval
of p(x) is a the least common multiple of k and l. Equation 4 shows the segment
generation function which is calculated by differentiating Eq. 4.

PeriodicðxÞ ¼ 1
aþ b

� ða� sinðk � xÞþ b� cosðl� xÞÞ ð3Þ

x 0� x�wjf g ¼
[n
i¼0

y y 2 Groupijf gðwhere; x 2 RÞ

SegmentðxÞ ¼
x 0� x\x0jf g; where 0\x0\xi;

x xi � x\xiþ 1jf g; where 0\xiþ 1\xn;

x xi � x\xnjf g; otherwise

8><
>:

where; xi 0� xi\wjf g; PeriodicðxiÞ ¼ 0; 0� i\nð Þ

ð4Þ

3 Performance Evaluation

We present performance results of our GOPES by comparing it with the existing
POPIS [6] in terms of the data privacy and the query processing time. To measure the
query processing time, two query types are used; an exact matching query and a range
query. For our experimental environment, we use Microsoft Visual Studio 2010
compiler for Windows 7 Enterprise K OS running on Intel Core 2 Quad Q6600
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2.4 GHz CPU with 2 GB Memory using. For the experiment, we generate a set of data
based on the US census dataset. The size of the generated data is 2 GB. Similar to the
US census dataset, our dataset includes sensitive attributes such as age, incomes, jobs
and so on. So we encrypt those column data with POPIS and our GOPES.

3.1 Experimental Results in Terms of Data Privacy

Table 1 shows the probability of exposing data from the order matching attack.
In POPIS, the ratio of the correctly matched pairs to total number of pairs is 100% and
the average number of the indistinguishable pairs is 0. This is because the order of the
encrypted data is the same as that of the original data. Thus, POPIS is weak to the order
matching attack. However, in our GOPES, the ratio of the correctly matched pairs to
total number of pairs is reduced to 31.16%. The reason is that, by using the group
transformation, our GOPES preserves the order of each data group, but not each data.
In addition, GOPES shuffles the order of the encrypted data based on the function
transformation. And the average number of the indistinguishable pairs is increased to
2.56. This is because, by using our segment transformation, GOPES sets the same
encryption value for the original data in the same segment. As a result, GOPES out-
performs the POPIS in terms of the data privacy against the order matching attack.

Table 1. Probability of leaking data by order matching attack

Encryption
scheme

Ratio of the correctly
matched pairs to total
number of pairs

Average number of the
indistinguishable pairs

Probability of
exposing data from
order matching attack

POPIS 100% 0 100%
GOPES 31.16% 2.56 12.18%

Fig. 2. Encrypted query processing time
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3.2 Experimental Results in Terms of the Query Processing Time

Figure 2 shows an encrypted query processing time of both POPIS and GOPES. In
case of the exact matching, the query processing time of POPIS and our GOPES are
0.037 and 0.036. In case of the range query, the query processing time of POPIS and
our GOPES are 0.048 and 0.045. For two types of queries, GOPES shows slightly
better performance than POPIS. This is because GOPES can reduce the computational
cost by using bit operations.

4 Conclusions and Future Work

To protect the sensitive users’ data, it is important to encrypt the database prior to
outsourcing it to the service provider. However, with the most data encryption
schemes, it is inefficient to process queries on the encrypted databases. To solve this
problem, we propose a group order preserving data encryption scheme using the
periodic function (GOPES). The proposed GOPES generates encryption signatures
based on data groups and periodic functions. By using the group transformation and the
segment transformation, GOPES is robust to both the order matching attacks and
counting attacks. Through the performance results, we have shown that our scheme is
much more efficient than the existing POPIS in terms of data privacy.

As a future work, we plan to apply our encryption scheme to the outsourced
databases environment.
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Abstract. In this paper, we describe the software product line process centered
for small and first introduced company. Most software product line process
focused on domain engineering and application engineering since variability
management and product configuration technique are main differences from
other software development methodologies. When the organization considers
the adoption of new methodology, manager consider the whole lifecycle man-
agement. In this paper, we define whole lifecycle for software product line
engineering and explain the experiences of real pilot project. Our suggested
model can be used as software product line engineering transfer model.

Keywords: Software product line � Process � Lifecycle management �
Adoption process � Technology transfer model

1 Introduction

In software product line engineering, many methodologies can improve both the
productivity and quality of software. Typical examples are the Feature-Oriented Reuse
Method (FORM) from the POSTECH software engineering lab [1, 2], Product Line
Practice (PLP) from SEI [3], Family-Oriented Abstraction, Specification, and Trans-
formation (FAST) from Lucent Technologies [4], Algebraic Hierarchical Equation for
Application Design (AHEAD) from the University of Texas, Generative Programming
(GP) from the University of Ilmenau [5], and ProdUct Line Software Engineering
(PuLSE) from Fraunhofer IESE in Germany.

However, these companies are still reporting difficulties in applying software
product line engineering to actual businesses. Nonetheless, a recent survey on corporate
management and working-level executives of Korean companies reveals that many of
them wish to apply software product line engineering and see that relevant training is
promoted. A lack of technical knowledge and materials for software product line
engineering is becoming a stumbling block for companies that wish to adopt it.
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Hence, resistance against adopting software product line engineering technology
must be reduced. In order to do this, it is necessary to discover cases of successful
adoption of software product line engineering, and to share them with the software
companies. In particular, a methodology for supporting whole lifecycle is needed that
defines not only the engineering methodology but also the decision methods for
adoption and range, operation methods for organization, and the product line.

This suggests a work process classified into four phases: SPL adoption planning,
domain engineering, application engineering, and SPL operation. The concept is easy
to understand as an independent technical module because the process is modularized
by the technologies used in the software development process. This paper also suggests
new ways to configure the concept by using relevant technical modules according to
various environments and methods.

This paper is organized as followings. Section 2 briefly explains the most popular
SPL process. Section 3 defines the conceptual model to define the technology transfer
strategy in SPL area. Technology transfer process is described in Sect. 4 and case study
is written in Sect. 5 with contributions. Conclusion is described in Sect. 6.

2 Analyzing Current Status of SPL Process

Among the existing methodologies, FORM, PuLSE, and PLP are the most advanced
methodology. Although actual usage is low, a feature-model-based ISO standard [7–9]
has also been established. The feature model has been used as a de facto standard of the
tool used to analyze commonality and variability. PuLSE can easily apply a method
that extracts the assets that comprise a software product line from existing products
through reengineering. This study aims to investigate FORM, PLP, and ISO standards,
and to provide introductory strategies for companies that attempt to take proactive or
extractive approaches.

FORM is a software reuse methodology developed by Professor Kang at the
Gyo-Chul of Pohang University of Science and Technology in 1998. It is an expansion
of the 1990 Feature-Oriented Domain Analysis (FODA) from architecture and the
component design perspectives. FORM is a feature-oriented product line methodology.
It is a systematic method in which commonality and variability of the product line are
derived by the features to develop the architecture and components that can be reused
in a product line. The range is determined by marketing and product planning. By using
analysis results, it focuses on developing reusable product line assets.

SPL practice V5.0 by SEI requires that the product line include core asset devel-
opment and product development using this core asset. These two activities must be
done together with technical and organizational management. Which activity should
start first is not important. If there is an existing product, extracting a normal asset from
this product must take place first in order to fill up the storage for the core assets needed
in the product line. If there is no product available, the core assets must be developed
considering future reuse.
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3 FORM-Based Technology Transfer Model

3.1 Conceptual Model

SPL technology transfer reference model (tech transfer model) collects the information
needed for technology transfer from an organization and development environment of
the receiving company. Then it selects a management process and engineering method
for SPL technology that are most appropriate to the respective company, and processes
the transfer. Through the technology transfer reference model, the entry barrier to new
technologies for the companies that need this technology can be lowered. This reduces
the effort and time required to absorb the technologies. Technical advisory organiza-
tions can also easily identify what types of technology are core ones and are necessary
for the companies.

This paper establishes a technology transfer model based on the FORM method-
ology that effectively defines a feature-based proactive and extractive method. The
FORM-based technology transfer model is a process with four phases: SPL adoption
planning, domain engineering, application engineering, and SPL operation. This model
is used by software analysts, architects, or developers who want to build reusable
software assets on the basis of FORM methodology. In other words, the adoption
planning phase and the operation phase have been combined into the SPL process and
used in total.

3.2 Management Process Integrated Model

The project management part of the technology transfer model suggested in this
research uses a Software Process (SP) model’s [11] project management area and
supporting area. By using an SP model, the quality of the software is controlled through
the process management of the software’s development. Based on the SP model, the
project management and supporting work outputs that are to be applied to the
respective company are defined.

3.2.1 Project Management and Supporting Area
Once the approach method is selected, the management processes of SPL asset
development and operation are established, and detailed activities and works are
defined. The SP model is used to determine the management process. There may be
differences in the application levels of the SP model depending on the circumstances,
but the quality management, configuration management, and requirement management
must be included (Fig. 1).

3.2.2 Project Management and Supporting Work Outputs
Based on the output required in the SP model, the outputs appropriate to the company’s
characteristics can be defined. The outputs for the Work Breakdown Structure (WBS),
work history, and issues need to be defined.
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3.2.3 Project Management and Supporting Tools
The tools that support project management can be chosen according to the items
managed in the SP model, and the outputs can be correspondingly defined. The can-
didates for the tools that can be utilized for each item are as follows:

– Project management and control/requirement management: Redmine (Impasse)
– Quality management tools: PMD, CppCheck, NSIQ Collector, Hudson (Jenkins),

JUnit, CppUnit, Emma, gcov
– Configuration management: CVS, SVN, Git.

3.3 Process Integration Model

The core part of the SPL engineering of the technology transfer model suggested by
this paper allows the company to develop SPL-based software with the company
characteristics in mind by referring to an SPL engineering reference model and the
engineering approach decision guide for the approach. Then, a corporate SPL devel-
opment model can be proposed.

3.3.1 SPL Engineering Process Approach
After the completion of a risk analysis or a product line evaluation, the phased
development approach can be determined by considering the organizational structure,
conditions, and domain characteristics. There are three types of approaches (Proactive
Approach, Reactive Approach, Extractive Approach). All of them can be applied to
every stage, or different approaches can also be applied in different phases:

3.3.2 SPL Engineering Reference Model
The SPL engineering reference model defines the engineering phases needed for
software development using SPL technology at the highest abstract level. ISO/IEC

Fig. 1. Components and relationship between process of product, technology management, and
engineering method [10]
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26550 is an international standard for this, and a further defined methodology can be
seen in a development model defined in FORM. The SPL development process sug-
gested in these reference models normally goes through the following steps: ① to ③
are the asset development process, and ④ to ⑥ belong to the product development
process.

① Domain and PL requirement analysis
② Design of PL architecture
③ PL component development
④ Analysis and configuration of product requirements
⑤ Application of product architecture
⑥ Generation, combination, and adaptation of product component.

3.3.3 Engineering Approach Decision Guide
This provides guidelines for deciding the approach of SPL technology transfer for each
engineering phase, and it is defined as the reference model for the development process.
Through a number of questions suggested in the guide, the SPL technology transfer
approach can be decided for each domain engineering stage. In every phase, the same
approach can be applied, or several different approaches can also be mixed and used.

4 Technology Transfer Reference Model Based
on Integration Process

To easily support SPL technology transfer, the integrated process integrates the man-
agement and the support processes with the development process. The integrated
process suggested by this paper consists of (1) adaptation planning phase, (2) domain
engineering phase, (3) application engineering phase, and (4) SPL operation phase.

The SPL adaptation planning stage analyzes the condition of the company, deter-
mines possible SPL applications, and chooses the right application method. The
domain engineering phase is the stage where the assets that can be reused between the
products within the product line are developed. During the application engineering
phase, individual products are developed on the basis of the reusable assets obtained as
a result of the domain engineering. The SPL operation phase forms an SPL operation
group to enable close cooperation in the executing organization while considering the
company’s development atmosphere and characteristics.

Assets with high possibility for reuse are identified from the entire SPL develop-
ment cycle, and the consistency and integrity between the assets and the products are
maintained through asset tracking management. The following Table 1 lists the actions
needed in each phase and their expected outcomes:
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Table 1. FORM-based Technology transfer process

Phase Task Work products

SPL adoption
planning phase

Adoption decision making Risk analysis/evaluation
report
Candidates for product line
Product family evaluation
Interview/questionnaires
Interview/questionnaires
analysis report
Feasibility report for SPL
SPL adoption plan

Domain engineering Domain analysis Domain specification
Feature model
Domain requirement
specification
Feature-requirement
traceability matrix

Domain architecture Conceptual architecture
Process architecture
Deployment architecture
Architecture traceability
matrix
Feature-architecture
traceability matrix

Domain component development Object design model
Component specification
Feature-component
traceability matrix

Application
engineering

Product requirement decision Product requirement
specification

Product architecture decision Product architecture decision
table

Product component development Product architecture
specification
Product component

Product configuration Product software
Product testing report

SPL operation Organizational policy decision Organizational architecture
Asset and product management
policy decision

Product line baseline
Asset repository
Product baseline
Change management
strategy
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5 Case Study of SPL Technology Transfer Model

In order to understand the application effects and issues of the SPL technology-
reference-model-based integration process, a case study was conducted on a domestic
medium-sized enterprise. The company was Donga** Co., Ltd., which develops control
systems for automobile air conditioners. As a second-level vendor in the automobile
industry, Donga had issues with the quality and maintenance improvements for the
automobile air-conditioner controlling software delivered according to various
requirements of the customers.

The company has been delivering their air conditioner control systems to two large
first-level vendors in the automobile industry. They also developed air conditioner
control systems needed in various models for each vendor. These conditions were suf-
ficient for Donga to establish product lines per vendor/control type. Although they
obtained CMM-I level-2 certification, they were having difficulties in adopting SPL. One
of the biggest reasons was not being able to find the right way to adopt the SPL process in
preparation for level-3 certification. By utilizing the technology-reference-model-based
integration process, the training, process development, and execution of a lead project
were done over five months, and finally the company was able to establish its own SPL
process.

In order to verify the effects of the technology transfer according to the suggested
model, an evaluation using a BAPO model was conducted, and the ratings before and
after the transfer were measured. Considering the duration of the pilot task, the eval-
uation of the organization was not completed. The result shows the business area
improved by one grade to level 2, the architecture aspects also improved by one grade
to level 2, and the process aspect reached the third level. However, the application
engineering aspect reached only the second level because the maturity of the storage
was still low. Although these three aspects showed improvement, the company was
hesitant to adopt SPL. However, because of this maturity in their processes, Donga is
now able to apply SPL more easily.

6 Conclusion

FORM is a representative methodology of SPL and exists in the form of multiple theses
and methodological application guidelines. However, there is no phased application
guide for the developers who are not familiar with the concept and model of SPL
methodology. There is also no process establishment guide available for managers.
A survey reveals that many companies expressed willingness to adopt software product
line engineering technology. However, the lack of organizational standards and support
for the technology transfer process needed to introduce a new technology are the
stumbling blocks to adoption of SPL.

The SPL methodologies suggested to date can be classified into two phases: domain
engineering and application engineering. Domain engineering is a process of devel-
oping reusable assets between the products in a product line that displays a set of
products with similar characteristics. Application engineering refers to the activity of

Software Product Line Lifecycle Management 519



developing individual products based on reusable assets obtained as a result of domain
engineering.

This paper defines an integrated process that includes domain engineering, appli-
cation engineering, all supporting activities needed for project planning and manage-
ment, and SPL platform maintenance management. The suggested integration process
becomes an important factor to encourage companies that are preparing for process
quality certifications to adopt SPL.

A case study shows that a company with a CMM-I level-2 certification found SPL
to be an effective way to prepare for level-3 certification. By adopting SPL, the
competence of the organization improved. In other words, by enabling the organiza-
tion’s systematic software development and organizational asset management, pro-
ductivity and quality can be improved to another level. Therefore, a company’s
adoption of SPL can be made easier by integrating the management of standards that
the organization needs with the development process.
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Abstract. In recent years, flying Ad-hoc networks (FANETs), which consist of
small unmanned aerial vehicles (UAVs), is being used in the increasing of
civilian and military applications. Due to the high mobility of the UAVs nodes,
the link between the UAVs may frequently be disrupted. Hence, the existing
routing protocols are inability to perform in FANETs. Motivated by this, we
propose a new routing protocol named UAV-OLSR for FANETs in this paper.
This protocol is based on the well-known protocol called optimized link state
routing protocol (OLSR). We focus in our protocol on the lifetime of a com-
munication link between the UAVs nodes and named link live time (LLT). We
propose a new multipoint relay (MPR) selection algorithm where the UAVs
node with maximum LLT is selected as the MPR. Our emulation results show
that UAV-OLSR protocol outperforms OLSR in the packet loss rate, total time
delay, the average time delay, and traffic received.

Keywords: FANET � Link live time � MPR � UAV-OLSR � OLSR

1 Introduction

Unmanned aerial vehicles (UAVs) or Drones are small aircraft equipped with the
sensors, cameras and communication equipment, which can fly autonomously or can be
operated remotely without carrying any human personnel. Because of their flexibility,
versatility, easy installation and rather lower operation expense, they are increasingly
used for civilian and military applications, such as traffic monitoring, managing
wildfire, search and destroy operations, disaster monitoring and so on. Recently, due to
the limitation performance of single UAVs operation, the conception of flying ad-hoc
networks (FANETs) is proposed.

FANETs, is a group of UAVs communicate with each other with no need to access
point, but at least one of them must be connected to a ground base or satellite [1]. By
this definition, it can be classified as a special case of mobile ad-hoc network
(MANETs). However, the topology of these networks is more dynamic than MANETs.
According to [2], UAVs has a speed of 30–46 km/h, and this situation result in
FANETs with high mobility character. Hence, the routing protocol design is one of the
most challenging issues. Because, the existing conventional routing protocol of
MANETs is not suited for such high mobility.
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In recent years, the specific routing protocols for FANETs are proposed in some
literature [3–8]. In a certain aspect, they focused on the UAVs’ high mobility for
protocol design. Nevertheless, they ignored a communication link may be disrupted
owing to UAVs’ move. It is pointless to establish a route for two nodes without
available communication link. In addition, as demonstrated in [8], optimized link state
routing protocol (OLSR) performance outperforms Ad-hoc On-demand Distance
Vector (ADOV) and Dynamic Source Routing (DSR) in FANETs. For this reason, we
propose a new protocol named UAV-OLSR is based on OLSR protocol. We focus on
the lifetime of communication link between two UAVs, then propose a measure metric
called link live time (LLT) for the lifetime of the communication link. The highlighting
function of the proposed protocol is the MPR selection algorithm where a UAVs node
with the maximum LLT is selected as the MPR. The best of our knowledge, it is the
first time to introduce the LLT in routing protocol design for FANETs.

The rest of the paper is organized as follows: In Sect. 2, we describe the FANETs
model and present the functional architecture of the UAV-OLSR protocol. Then, we
specify the modification of the Hello messages and TC (topology control) messages,
demonstrate the mathematical foundation of LLT and present LLT based MPR
selection algorithm in Sect. 3. In Sect. 4, we present the NS3 simulation results.
Finally, we summarized the main conclusion and future work in Sect. 5.

2 System Model and Functional Architecture of UAV-OSLR

In this paper, we assume the a case of FANETs where each UAVs node can act as a
router are grouped with no central infrastructure and 80211a/b/g access point act as
connecting to ground base [1]. The MPR UAVs is a subset of selected UAVs used to
perform routing advertisement. That is, MPR UAVs act as forwarders to transport the
data from the source UAVs to the destination UAVs.

Fig. 1. The functional structure of UAV-OLSR
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There are two main messages of UAV-OLSR protocol: Hello message and TC
message discover and disseminate routing UAVs node information. Figure 1 depicts
the functional structure of UAV-OLSR.

3 The Proposed UAV-OLSR Protocol

3.1 The Modified Hello Message and TC Message

Figures 2 and 3 illustrate the structure of the modified Hello message and TC message
respectively. Comparing with the original Hello message, modified Hello message
additionally contains UAVs node 3D position information (includes latitude, longitude
and altitude), UAVs node movement speed, link live time. The 3D position of a UAV
node can be obtained accurately via GPS and movement speed can be known by itself.
The role of a TC message is that transfers topology control information as soon as
possible. Hence, it must know the all LLTs of neighbors. Hence, Link Live Time Vector
is designed for saving LLTs.

3.2 LLT Based MPR’s Selection

We assume lij i 6¼ jð Þ is a communication link between node Ni (represent UAV i) and
node Nj (represent UAV j). The concept of LLT is defined as below

Definition 1. When a node Ni moves out of the communication range of a node Nj in
an interval Iij, such interval Iij is named the LLT of lij.

We assume Ni receives the Hello messages from Nj located in its communication
rage at t1 and t2 respectively. L

j
1 and L

j
2 denote the location information of Nj at t1 and t2.

The average speed of Nj and Ni is expressed in Eq. (1), respectively

Vj ¼
L j
2 � L j

1

�� ��
t2 � t1j j Vi ¼

Li2 � Li1
�� ��
t2 � t1j j ð1Þ

We denote Vij represent Nj relative speed to Ni, and Vij can be expressed as Eq. (2)

Vij ¼ Vi � Vj ð2Þ

Fig. 2. Format of modified Hello message Fig. 3. Format of modified TC message
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The geometry of link lij is shown in Fig. 4, where R denotes maximum transmission
radius of the node, O denotes Nj location at t2; S denotes Ni location at t2. Therefore,
LLT of a link lij; tij is expressed as Eq. (3)

tij ¼ ODj j
Vij

ð3Þ

According to trigonometric relations, ODj j can be expressed as Eq. (4)

ODj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ODj j2� SOj j � sin bð Þ2

q
� SOj j � cos b ð4Þ

Combining (3), we can obtain tij as expressed as Eq. (5)

tij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ODj j2� SOj j � sin bð Þ2

q
� SOj j � cos b

Vij
ð5Þ

Hence, the LLT based MPR selection algorithm as described as follows
Input: Neighbor information through Hello and TC message
Output: Select a neighbor node with maximum LLT as the MPR nodes
Steps:

1. For j ¼ 1 to n; j 6¼ i,
2. Obtain location Coordinates of neighbor node
3. Let transmission range be R
4. Calculate distance from current location to D which the edge of transmission

range, according to trigonometric relations, ODj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ODj j2� SOj j � sin bð Þ2

q
�

SOj j � cos b

Fig. 4. The geometry of link lij
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5. Let Vi;Vj are the average speed of the node and neighbor
6. Calculate LLT between the node Ni and its neighbor

tij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ODj j2� SOj j � sin bð Þ2

q
� SOj j � cos b

Vij

7. LLT set holds the tij
8. End Loop
9. Select a node Nj with maximum tij as the MPR of the node Ni

10. MPR set holds the selected the MPR node Nj for the node Ni

4 Simulation

To demonstrate the performance of the UAV-OLSR protocol present above, we
compared it to the original OLSR protocol. For our simulation, we use NS3, which is a
discrete-event network simulator includes a rich set of detailed models for ad-hoc
networks. There are 20 UAVs are placed in a 1000 � 1000 � 250 m area, data rate is
2048 Mbps, the power transmission is 4 mw. The simulation period is 1200 s and the
UAVs are moving according to Gauss-Markov mobility model [9] with a random speed
of (10–30) m/s. All UAVs are configured to run the OLSR protocol in the first scenario
and then UAV-OLSR protocol in the second scenario. We compare UAV-OLSR and
OLSR protocols.

Figure 5 compares the two protocols in terms of packet loss rate for the different
packet size. As shown in the figure, our proposed protocol gave better packet loss rate
(PLR) than the original OLSR. Especially, the PLR of UAV-OLSR is significantly
better than OLSR with transmitted packet size increase. Since the MPRs is a set of
nodes with maximum LLT. Thereby, UAV-OLSR is most of avoiding packet loss
owing to the communication link invalid by node movement.

Figure 6 shows the performance comparison results for total time delay
(TTD) between two protocols. The figure shows that UAV-OLSR has less TTD than
the original OLSR. The TTD for both protocols is high at the beginning of the sim-
ulation. Since the control traffic is high before the MPR set selection at the beginning.
Namely, the large number of nodes used for flooding the control messages in the initial
simulation. When a certain number of MPRs are selected, the control message trans-
mission will be restricted only in MPRs. Thus, the TTD also be reduced.

We introduce the average time delay (ATD), which is defined as the time of per unit
packet transmission, comparison results are shown as Fig. 7. It reflects a fact that the
size of the transmitted packet increase needs more transmission time. However, the
UAV-OLSR needs less time than OLSR when transmitted packets are the same size.

Figure 8 compares the traffic received using the UAV-OLSR and OLSR. It can be
seen that UAV-OLSR precedes OLSR in all simulation time. The reason is that
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UAV-OLSR selects the nodes with maximum LLT as MPRs, consequently the number
of lost packets by the communication failure is minimized. There is no such function in
OSLR protocol.

5 Conclusion and Future Works

In this paper, we proposed a link live time based Optimized Link State Routing named
UAV-OLSR for FANETs. Our protocol is capable of avoiding the OLSR protocol
performance will be under the influence of the communication links between the two
nodes failed owing to UAVs high mobility. Furthermore, we compared the perfor-
mance of UAV-OLSR and the OLSR for packet loss rate, end-to-end time delay, the
average time delay and throughput using NS3 simulator. The simulation results show
that UAV-OLSR achieves better performance than OLSR in four aspects: packet loss
rate, total time delay, the average time delay and traffic received. Since the UAV-OLSR
performance avoids the worst communication situation where the communication link
is disrupted. However, it needs to continue to improve the performance of traffic
received in UAV-OLSR. We will focus on this problem in future works.

Fig. 5. Comparison between UAV-OLSR
and OLSR protocol for packet loss rate.

Fig. 6. Comparison between UAV-OLSR and
OLSR protocol for total time delay.

Fig. 7. Comparison between UAV-OLSR
and OLSR protocol for average time delay.

Fig. 8. Comparison between UAV-OLSR
and OLSR protocol for traffic recevied.
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Abstract. Similarity join is an important operation in MapReduce framework
to find pairs of similar objects like images, video and time series. Since
MapReduce basics do not support efficient join processing, the duplicate
reduction of candidates and load-balancing among partitions are the major
challenges. Recently, many partition based similarity join algorithms have been
proposed to solve such problems. However, the existing algorithms still have
limitations for supporting efficient join processing over large-scale data set. In
this paper, we proposed a similarity join algorithm with an efficient filtering
technique on MapReduce to overcome the limitations of traditional partitioning
method in two ways: (1) the number of outputs records generated by the filtering
matrix reduces duplicates and (2) the estimated join cost generated by using a
partition matrix leads to a better load-balance among reducers. Moreover, we
have conducted experimental evaluations using sequential data to show the
speed-up and scale-up of proposed method.

Keywords: MapReduce-based similarity join algorithm � Join matrix � Load
balancing � Parallel join processing

1 Introduction and Background

Recently, the amount of data is rapidly increasing with the popularity of the Social
Networking Services (SNS) and the development of mobile technology. The increasing
volume of high dimensional data triggers new challenges towards how to efficiently
analyze the big data. Analytical join queries become important due to their applicability
for decision making applications. For such data-intensive applications, the MapReduce
[1] has attracted much interest as a new paradigm of data processing framework. The
MapReduce introduced by Google is used to perform large-scale data processing in a
distributed manner. The MapReduce adopts a flexible computation model with a simple
interface consisting of map and reduce functions, which can be customized by appli-
cation developers. The MapReduce has been proved to be a suitable, error-tolerant
framework for parallel join algorithms. However, the MapReduce does not consider the
join operation of multiple datasets, which is an important operation in the advanced
data analysis. Because the size of data sets used for join processing are huge, efficient
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analytical query processing algorithms in MapReduce are vital to provide a fast
response time.

Among the analytical join queries, similarity joins have been considered as key
operations in many data analysis tasks [2–4]. The goal of similarity join is to find all
pairs of records that have scores greater than a predefined similarity threshold (h) under
a given similarity function (or distances does not exceed a given threshold). There are
two key challenges to be addressed in order to process the similarity join on large-scale
data. First, data should be partitioned and processed in a distributed manner. Hence,
workload-aware data partitioning techniques are required, which ensure the balance of
not only the input data but also the output of each machine. Second, a sophisticated
design of a filtering technique is required because the number of comparisons is
drastically growing as data size and dimension increase.

Recently, Sarma et el. [5] proposed the ClusterJoin to perform a similarity join of
large-scale data sets on MapReduce. The ClusterJoin differentiate itself by proposing a
general framework to compute metric distances, whereas most of the existing similarity
join algorithms focus on string similarity measures. For this, they proposed a filter that
can prune away candidate pairs by using a bisector-based data clustering. Furthermore,
the authors proposed a dynamic load balancing scheme that is adaptive to data dis-
tribution and skewness, by using a hash function. However, because of the charac-
teristics of the hash function, there is a high possibility that the data skewness is not
fully solved when the density is high. Also, the bisector-based clustering algorithm
using randomly sampled data may cause high data duplication among clusters.

To resolve these problems, we propose a new similarity join algorithm on
MapReduce framework. First, we propose a join data filtering technique by using a join
matrix. This can reduce data duplication among join partitions. Second, we propose a
load balancing method that is based on the join matrix with an estimated join costs.

The rest of this paper is organized as follows. In Sect. 2, we present our
partition-method for a join matrix and propose a new similarity join algorithm using the
matrix Sect. 3 is devoted to experimental results. Finally, we conclude our work with
future direction in Sect. 4.

2 Similarity Join Algorithm with a New Filtering
Scheme on MapReduce

To solve the problems of the existing similarity join algorithms, we propose a new
similarity join algorithm to evenly distribute data into clusters and to perform a join in a
parallel way. To this end, we first design a filter matrix that efficiently estimates join
costs of tuples. This can reduce unnecessary data computation and communication
costs by sending only similar data to the same reducer when perform a join. Secondly,
we propose a load-balancing method that evenly distributes data to MapReduce jobs by
considering data distribution.
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2.1 Preprocessing Phase: Join Matrix Generation

In our similarity join algorithm, the join Matrix is utilized to estimate the size of each
join groups and to evenly distribute the corresponding join groups for each Map or
Reducer. For two dataset S and T, where the S ¼ fs1; s2; s3; . . .; sNg and
T ¼ ft1; t2; t3; . . .; tMg, the row ID is assigned as the ascending order of the values in S
data. It also stores Cs að Þ, which is the cardinality of data with value a. This is also
applied to the column with T data set. And, for the i-th row and j-th column, a cell M(i, j)
stores the cross product of the SxT, which indicates the estimated join cost. Equation 1
explains how to compute the join cost for a cell M(i, j) in our join matrix.

Cs að Þ ¼ cardinaltiy Sxð ÞjSx:value ¼ a; Sx 2 Sf g
CT bð Þ ¼ fcardinaltiy Txð ÞjTx:value ¼ b; Tx 2 Tg

For all i[ 1; j[ 1;

A matrix cell M(i, j) is computed as

Cs að Þ � CT bð Þ ð1Þ

Matrix generation is performed through single MapReduce phase. In the Map
phase, all data tuples are loaded and transformed in the form of <(origin, value), 1>. In
the reduce phase, the data is assigned to the reducers based on the key. As a result, the
cardinality of data based on the value is computed and stored in HDFS.

Since we have k reducers, the optimal workload ratio for each reducer is 1/k.
However, it is notable that the resulting matrix m has huge workloads and many
duplicates for estimation costs. Therefore, to balance the workload among k reducers,
we further process the filtering of m with similarity join threshold h before send it to the
similarity join MapReduce phase.

2.2 Similarity Join Phase

To optimize the load-balancing among reducers, we proposed a filtering technique on
the join matrix. The filtering algorithm (Fig. 1) is performed as follows. For the given
similarity threshold h, the matrix cell M(i, j) is set to TRUE if the i-th tuple value from
R and j-th tuple value from S satisfy the join condition (lines 1–4), and FALSE
otherwise (line 5). Finally, the algorithm returns the filtered matrix mf whose elements
are candidates for the similarity join.

In the second MapReduce phase, a join processing is actually performed by using
the result of our partition matrix. In the Map phase, all the data are transformed in the
form of <partition ID, data> and are sent to the Reducers. The corresponding data with
the same partition ID is sent to the same reducer to perform a similarity join. The result
of Reduce phase is then returned to a user as a final similarity join result.

The running example of our similarity join algorithm is described in Fig. 2. Given
two input sets R and S, and the user defined similarity threshold t, the algorithm starts
partitioning of the join datasets (Fig. 2(a, b)). In the pre-processing phase, each S and T
data is mapped in the form of <value, (origin, ID)> and then merged by the value to
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analyze data histogram (Fig. 2(c)). This result is used to generate a join matrix, which
will generate a join partition based on the join candidates. We divide the data into 3
join partitions and generate partition info table (Fig. 2(d)). In the join processing phase,
the algorithm read dataset S and T, and map the data based on the join partition
information. By this means, all join candidates are assigned to the same reducer.
Finally, each reducer compares its input tuples and finds pairs of S and T whose
distance is less than the similarity threshold t (Fig. 2(e)). The merged join result is
finally returned to the user.

Fig. 1. Filtering algorithm

Fig. 2. An example of join processing algorithm
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3 Performance Evaluation

We conduct experiments on 4-machine clusters with Hadoop 0.20.2. Each machine has
2.9 GHz Quad-core processor, 4 GB RAM, OS Ubuntu 12.4. Table 1 shows the
parameter settings for the experiments. For the dataset, we use a synthetic data generated
by using Generate Spatio Temproal Data (GSTD) [6].

Figure 3 shows the query processing time of the similarity join algorithms with
varying data size. When the number of tuples increases, the query processing time of
ClusterJoin is drastically increased, while our algorithm remains steady. When the data
size is 50,000, our proposed algorithm required about 820 s to process data, while
ClusterJoin took almost 11,000. This reveals our proposed algorithm achieves signif-
icant improvement compared to the ClusterJoin algorithm. The main reason is that our
join matrix can greatly reduce the number of duplicated join candidates for each
partition. Whereas the hash-based clustering does not guarantee the optimal data dis-
tribution among clusters.

To evaluate the effectiveness of join algorithms, we perform the join with different
theta value, i.e. 0.02 to 0.1 with 0.02 interval. As shown in Fig. 4, the execution time of
ClusterJoin is significantly increased with the increasing theta value whereas our
algorithm shows moderate performance. When the similarity threshold is 0.02, our
proposed algorithm requires 80 s to execute join operation, whereas ClusterJoin
required 148 s. This is because in the map phase our powerful filter is capable to
eliminate more duplicates, than ClusterJoin. As the similarity threshold increases, there
is high possibility that the number of duplicated data among clusters is greatly
increased. In case of ClusterJoin, this trend leads to a radical performance deterioration
because the hash-based partitioning shows worse performance with densely populated
data. On the other hand, our filtering technique using the join matrix determines the

Table 1. Experimental parameters

Parameters Range (default in bold)

Number of data 5� 103; 10� 103; 20� 103; 30� 103; 40� 103; 50� 103

Similarity threshold (theta) 0.02, 0.04, 0.06, 0.08, 0.1

Fig. 3. Performance with varying data size Fig. 4. Performance with varying theta value

532 M. Jang et al.



join partitions where the duplicated data is minimized, which can greatly improve
overall processing performance.

4 Conclusion

Handling load balance and pruning duplicates are essential for efficient join algorithms
in MapReduce. In this paper, a similarity join algorithm is successfully executed using
Matrix-based filtering schemes in the MapReduce framework. Our algorithm efficiently
finds the similarity join candidates by using a join Matrix. Using the matrix we can
successfully reduce the duplicates and efficiently estimate the input-output load for the
reducers. Hence, only datasets whose values exceed the similarity threshold are sent to
the MapReduce, thus minimized the similarity join computation. The performance of
our algorithm is evaluated and the results confirm that our proposed algorithm out-
performs the existing ClusterJoin algorithm.

My future work aim to extend the proposed similarity join algorithm to support join
on multi-dimensional data using MapReduce framework.
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Abstract. Recently the use of computing technologies for distribution systems
such as cloud or grid is increasing for effective management of IT operation and
investment cost reduction. One of the important tasks in distributed systems is to
prevent the server from overloading. Although a load balancer has been intro-
duced to solve this problem, there is a limitation that an existing load balancer
must use only one initially set algorithm. To solve these limitations, this paper
proposes a load balancing method that dynamically replaces the load balancer
algorithm according to the server status and environment. The proposed method
is that the load balancer collects the server status information in real time,
analyzes the result of the server status, and replaces it with an appropriate
algorithm if necessary. We experimented with several algorithms and proved
that this proposed load balancing is more effective than the existing load
balancing.

Keywords: Adaptive � Dynamic � Load balancing

1 Introduction

In recent years, the development of information technology resulted in constructing
distributed system environments for handling large-scale data. In a distributed system
environment, when a large amount of data is processed, traffic is concentrated on one
server, which may cause a problem of performance degradation. In a distributed system
environment, performance degradation is solved by distributing traffic through a load
balancer [1, 2]. The load balancer improves server performance by appropriately dis-
tributing or reallocating tasks in consideration of system resources and load conditions.
The load-balancing algorithm used at this time varies depending on the monitored
elements. These algorithms are divided into static load balancing and dynamic load
balancing. The difference between the two type of algorithm is whether they consider
the status of the server in real time or not [3, 4]. If appropriate algorithms are applied
according to the situation, the minimum response time and usage rate for nodes can be
improved. But general load balancers have a limitation that the initial algorithm, once
set, can not be replace unless the user replace it. So, those existing load balancers have
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a problem that it can not cope with various node conditions caused by environment
change. In this paper, we propose an adaptive load balancing mechanism, which
automatically changes the algorithms used in the static and dynamic load balancing
methods according to the status and environment of the system. By using the proposed
method, the load balancer can flexibly cope with various loads while minimizing
overhead occurrence.

The rest of this paper is organized as follow. We discuss background of load
balancing in Sect. 2. Then Sect. 3 describes how the proposed load balancer works and
how it is implemented. Section 4 shows and analyzes the results of the proposed load
balancing experiment. Finally, Sect. 5 shows the conclusion.

2 Background

Load balancing allow the workload to be distributed evenly over before task is unbal-
anced and a node is overloaded [5]. To do load balancing there are load balancing
algorithms suitable for required the monitoring data and node environment. For more
reliable load recovery, the load balancing algorithm requests more monitoring infor-
mation. Also, the scope of the load balancing algorithm varies widely [6]. However,
there is a limitation in solving various load condition in one algorithm. The solution is
adaptive load balancing. Adaptive load balancing use some policy that is used for load
balancing based on load conditions. In order to resolve the load conditions adaptive load
balancing replaces policies such as information policy, the trigger policy, transfer policy
and location policy [7]. JaegeolPark [8] studied the adaptive load balancing method
based on the RFID middleware standard architecture. A. Omar Portillo-Dominguez [9]
studied the adaptive load balancing strategy based on garbage collection. However, the
adaptive load balancing also requires many data and increases the complicity of the
implementation. In this paper, we propose adaptive load balancing mechanism to
resolve the problem. The mechanism can load balancing by changing appropriate load
balancing algorithm.

3 Suggested Adaptive Load Balancer

This chapter introduces the configuration and operation of the load balancer applying
the proposed adaptive load balancing mechanism. Each server has an agent to provide
the necessary information to the load balancing. The structure of the proposed adaptive
load balancing mechanism consists of Monitor, Datacenter, and AlgorithmSelector.
Monitor collects server status data from servers. The data includes physical specifi-
cations as well as the server system, process information. The data is stored in Server
info database. Some data stored in the database is used to gather statistics of the
collected information. Also, some data of server status information is grouped
according to the elements required by the pre-defined rule. The grouped data will be
used whether or not to use a dynamic load balancing algorithm. And the data stored in
the Server info data base judge whether or not to change with other load balancing
algorithm. The DataCenter analyzes grouped data. Also, DataCenter is statistics on the
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data accumulated in real time from the server information database are provided. The
analysis data and statistic data judge whether to change with other load balancing
algorithm. Elements grouped by the monitor are analyzed. Also statistics on the data.
AlgorithmSelector determines whether the selected load balancing algorithm is an
optimal. A.S receives the DataCenter results and the information about server speci-
fications from the Server info database. Then, A.S matches result of DataCenter and
Pre-Define Rule of the DataCenter to determine the optimal algorithm. Once an optimal
algorithm is determined, the AlgorithmSelector informs the LB of the information
about the selected algorithm. The following Fig. 1 shows the structure of the proposed
adaptive load balancer.

4 Experiment

We conducted a load test to evaluate the performance of the proposed adaptive load
balancing mechanism. The experiment consisted of a basic load balancer, an adaptive
load balancer, and three Apache servers. The experiment is to measure the transaction
and response time of the servers when using the existing load balancer and the pro-
posed load balancer. The load balancing algorithms used for the experiments are round
robin algorithm, least connection algorithm and weighting algorithm. Though there is a
slight difference in the transactions between Tables 1 and 2, when you compare the

Fig. 1. Adaptive load balancer
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response times, you can see that the performance has improved. This indicates that the
proposed load balancing scheme can not only improve the performance but also
respond optimally to various load environments by replacing algorithms.

5 Conclusion

In this paper, we proposed a method to deal with server load, with the purpose that the
load balancer replaces the algorithm with an appropriate one by considering the status
of the server. The existing load balancer has a limitation that it can not cope with
various node conditions of environment change because it can use only the initial
set algorithm. However, the proposed load balancer can cope with various environment
changes by applying various algorithms, and the test results show that the proposed
load balancing algorithm is effective. With the proposed adaptive load balancer, we
could not apply a little bit more of various algorithms. In the future, it is expected that a
load balancer can be more efficient if it can predict the possible load scenarios and
bring the algorithms necessary for load balancing from other servers.
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Table 1. Load balancer

Parameter name Parameter value
Server1 Server2 Server3

Transection (s) 1681.54 1587.64 1583.52
Response time (ms) 0.51 0.55 0.53

Table 2. Adaptive load balancer

Parameter name Parameter value
Server1 Server2 Server3

Transection (s) 16543 1590.64 1589.53
Response time (ms) 0.49 0.54 0.53
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Abstract. Face image with illumination variation usually contains redundant
data that will seriously reduce the recognition rate. To combat the influence of
illumination variation and extracting illumination-robust feature, a novel feature
extraction method is proposed. The novel method is based on the combination
of Center-Symmetric Local Binary Pattern (CS-LBP) and the fusion of the
vertical and horizontal component images derived from wavelet decomposition.
Numerous experiments have been done on the Extended Yale B to verify its
effectiveness. The experimental results show that by applying the proposed
method, redundant data caused by severe illumination variation can be filtered,
while useful texture information can be reserved and enhanced. Compared with
CSLBP, it significantly improves the face recognition performance under severe
illumination variation.

Keywords: Wavelet decomposition � Image fusion � CSLBP � Feature
extraction

1 Introduction

Face recognition has been a research hotspot ranging from the field of biometric
recognition to modern security application due to its’ distinct advantage compared with
other biometric characteristics. Abundant face recognition approaches have been pro-
posed, such as Center Symmetric Local Binary Pattern (CSLBP) [1–3], Local Direc-
tional Binary Pattern (LDBP) [4] and so on. Most of them can achieve satisfactory
result if the face images are captured under well-constrained circumstances. However,
in real scenario, there are many unconstrained factors such as illumination variation,
expression variation, pose variation or occlusion that can weaken the face recognition
performance. To combat these influence factors, further explores are urgent. This paper
focuses on study novel feature extraction method that can be more robust to illumi-
nation variation.

Besides the rich information for identification, natural face image with illumination
variation also contains redundant data that can lead to appearance variation of the image.
To combat the variation and lower the impact of the redundant data, various
pre-processing algorithms such as histogram equalization [5] and wavelet transform [6]
have been applied. However, some useful information for recognition can also be sup-
pressed during the preprocessing. Another category of method to combat illumination
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variation is feature basedmethod. Researchers try to propose feature which ismore robust
to illumination variation, such as Local Binary Pattern (LBP) [7], CSLBP, Gabor wavelet
[8, 9] and so on. Among these, CSLBP has been proven to be efficient at describing the
texture features of image. However its robustness to illumination variation is also finite.

In order to depress the redundant data caused by illumination variation while
extracting illumination-robust feature, combination of the two methods mentioned
above can be a promising way. Hence, by combining the CSLBP with wavelet-based
image fusion method, a new enhanced CSLBP method is proposed in this paper. This
paper is organized as follows: in Sect. 2, the proposed feature extraction method is
detailed. In Sect. 3, abundant face recognition experiments are conducted to evaluate
the proposed method. The conclusions are drawn in Sect. 4.

2 Technical Approach

2.1 Center Symmetric Local Binary Pattern

The proposed novel algorithm is based on CSLBP which is an effective texture feature
descriptor. CSLBP introduces central symmetry principle to encode the image and
describe the local texture feature by comparing the center-symmetric gray values
between four pairs of pixels. CSLBP has been proven to be more robust to the flat area
of image than traditional LBP. Besides, due to the central symmetry principle, CSLBP
has lower computational complexity. The formula of CSLBP can be shown as follows:

CSLBPðR;NÞðx; yÞ ¼
XL=2�1

i¼0

pðfi � fiþL=2Þ2i pðxÞ ¼ 1;
0;

x� T
x\T

�
ð1Þ

Where ðR;NÞ denotes a circle neighborhood, fi; fiþL=2 are center symmetric pixels
pairs, the threshold T is used to determine the flatness of the local texture region.

When L ¼ 8, the calculation process of CSLBP feature is shown in Fig. 1.

Fig. 1. Calculation process of CSLBP descriptor
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2.2 Enhance Center Symmetric Local Binary Pattern

To achieve more robust illumination-insensitive features, a novel feature extraction
method based on the combination of CSLBP and fused component image derived from
wavelet decomposition is proposed. This section details the specific method. First of
all, verdict the grayscale distribution of the image. The nonlinear enhancement trans-
form is adopted to the images with extreme gray scale distribution before wavelet
transform. Then the wavelet transform is applied to the sample images J�. The equa-
tions are shown as follows:

Jði; lÞ ¼
X
k;m

dðk � 2iÞdðm� 2lÞJ�ðk;mÞ Sði; lÞ ¼
X
k;m

gðk � 2iÞdðm� 2lÞJ�ðk;mÞ

Cði; lÞ ¼
X
k;m

dðk � 2iÞgðm� 2lÞJ�ðk;mÞ Dði; lÞ ¼
X
k;m

gðk � 2iÞgðm� 2lÞJ�ðk;mÞ
ð2Þ

where d denotes the low-pass filter, g denotes the high-pass filter, J; S;C and D
represent approximate component, horizontal component, vertical component and
diagonal component respectively. The decomposition results are shown in Fig. 2.

Thirdly, according to certain fusion rules, image fusion based on wavelet decom-
position is conducted on the component images with more detailed information. and the
fused image is obtained by wavelet inverse transform of the combined coefficients.
Finally, the fusion result is combined with CSLBP to obtain the Enhance Center
Symmetric Local Binary Pattern (ECSLBP). The specific steps are as follows.

Step 1. Analyse the gray scale distribution of the samples, and conduct nonlinear
extension to the images with drastic gray scale change.
Step 2. Decompose the sample image by wavelet to obtain approximate, vertical,
horizontal and diagonal component.
Step 3. Fuse the vertical and horizontal component as two separate images. To
obtain more abundant detailed features, choose the coefficient with higher absolute

Fig. 2. Wavelet decomposition
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value as the fusion coefficient for the high frequency component and the weighted
average coefficient as the fusion coefficient of the low frequency component.
Step 4. Conduct CSLBP on the fusion image to obtain the feature vectors.

By combining CSLBP and the fused component images derived from wavelet
decomposition, redundant data caused by severe illumination variation can be filtered
while useful texture information can be reserved, enhanced and extracted.

3 Analysis of Experimental Data and Result

In this paper, Extended Yale B databases is selected to verify the effectiveness of the
proposed algorithm. This database was created by the Computing Visual and Control
Center of Yale University. Face images in this database have severe illumination
changes and are suitable for testing the illumination robustness of algorithm. 640 face
images captured from 10 different persons are selected for our experiment. It consist of
5 subsets. Among them, subset 1 has 7 images, subset 2 and subset 3 have 12 images,
subset 4 has 14 images, and subset 5 has 19 images. Some examples are shown in
Fig. 3.

In this experiment, subset 1 under normal illumination circumstance is used as the
training sample, and the other four subsets with severe light effects are used as the test
samples respectively. The proposed new method is compared with the original CSLBP
method to illustrate its effectiveness. Considering the recognition results is also affected
by the classification algorithms, for both feature descriptors, this paper discusses two
different classifiers to further demonstrate the effectiveness of the proposed method.

In the first experiment, Label Consistent K-SVD (LCKSVD) [10] is employed as
classifier. The experimental results of the proposed method compared with the original
CSLBP are shown in Fig. 4. As shown, the proposed ECSLBP achieve equal recog-
nition rate on subset 2, which is 100%. Besides, it achieves much higher recognition

Fig. 3. Images of the subsets divided from the Extended Yale B
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rate in subset 3, 4 and 5. Especially when the recognition rate of CSLBP has dropped to
36.42%, our proposed method can still achieve almost 79.28% recognition rate in
subset 4. Similarly, when the recognition rate of CSLBP has dropped to 27.37%, our
proposed method achieve recognition rate of 67.89% in subset 5.

In the second experiment, Euclidean distance is selected as the classifier. The
experimental results are shown in Table 1.

As shown above, the recognition rate of the proposed ECSLBP and CSLBP both
decline as the illumination condition becomes severe, however the proposed method
invariably shows a better performance than CSLBP. Besides, even though adopting
different classification algorithm achieves different recognition rate, but for both
classification algorithm, the proposed new method achieve higher recognition rate than
CSLBP. This means that the proposed method is more robust to illumination variation.

Fig. 4. The experimental results of each subset

Table 1. Recognition rates of different methods with various illuminations (%).

Methods SubSet2 SubSet3 SubSet4 SubSet5

CSLBP + ED 100.00 95.00 39.28 21.58
ECSLBP + ED 100.00 98.33 85.71 77.89
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4 Conclusion

In this paper, we propose an enhanced CSLBP to combat the effect of illumination
variation on face recognition performance. By combining CSLBP with the fused
component image derived from wavelet decomposition, redundant data caused by
severe illumination variation can be filtered while texture information beneficial for
face recognition are reserved, enhanced and extracted. Abundant experiments are
conducted on Extended Yale B database to verify the effectiveness of the proposed
method. Regardless of which classifier are adopted, compared with CSLBP, our pro-
posed method makes significant improvement in recognition rate for all the subsets of
Extended Yale B.
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Abstract. Formal analysis of cryptographic protocols is to find out flaws in the
protocols by various formal methods. Some supporting tools for formal analysis
of cryptographic protocols have been proposed and applied, but the tools failed
to support the whole processes of formal analysis automatically. Therefore, a
supporting environment which can support formal analysis automatically is
needed for analysts. This paper presents the first supporting environment for
formal analysis of cryptographic protocols.

Keywords: Cryptographic protocols � Formal analysis � Supporting
environment

1 Introduction

Formal analysis of cryptographic protocols is used to find out flaws in the protocols
[5, 6, 10]. Formal analysis methods mainly include model checking [1, 2], theorem
proving [1, 2] and formal analysis method with reasoning [7].

Model checking is proving method that properties of the cryptographic protocol
and specification present fatal action of attacks must be converted into a formalism
acceptance, then verify the attacks succeed or not [1, 2, 9]. Theorem proving is also
based on proving that security targets are constructed into formal theorems, then
analysts should prove whether the formal theorem holds or not by using inference rules
and model theorem [1, 2, 13]. Formal analysis method with reasoning is a method that
actions of attack are deduced by forward reasoning from formalized cryptographic
protocol as premises. It consists three processes which are formalization, forward
reasoning and analysis [18].

Various supporting tools such as Scyther [11], ProVerif [3] for model checking,
CafeOBJ [13], Isabelle [15] for theorem proving and FreeEnCal [8] for formal analysis
method with reasoning have been developed and applied. However, these supporting
tools can only support a part of formal analysis methods, but cannot support the whole
processes of formal analysis. Therefore, it’s necessary to develop a supporting envi-
ronment which can support analysts to perform the whole processes of formal analysis
automatically.
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This paper presents the first supporting environment for formal analysis of cryp-
tographic protocols. The rest of this paper is organized as follows. Section 2 shows
difficulties in formal analysis of cryptographic protocols. Section 3 presents require-
ments analysis and function definition for the supporting environment. Section 4
explains the usage of the supporting environment. And concluding remarks is given in
Sect. 5.

2 Difficulties in Formal Analysis of Cryptographic Protocols

Although various supporting tools have been proposed and applied, there are still some
difficulties when analysts perform formal analysis of cryptographic protocols.

Firstly, formalization process and its inverse process still need to perform manually
[16, 17]. when analysts use supporting tools to perform formal analysis, formalization
process should be performed at first. In particular, properties of the cryptographic
protocol should be converted into formalism acceptances or formal theorems. How-
ever, the incompleteness of informal properties makes the formalization process dif-
ficult [14], which leads to the time-consuming and error-prone problems of manual
formalization.

Similarly, the inverse process of formalization also needs to perform manually. In
formal analysis method with reasoning, it’s difficult for analysts to transform the
deduced logic formulas into their natural language representation.

In addition, if analysts want to use different supporting tools to analyze a crypto-
graphic protocol, they must master each language used by those tools, for example,
Scyther’s input language is loosely based on a C/Java-like syntax [12] but ProVerif’s
input language is a variant of the applied pi calculus [4], which increases the difficulty
of using them.

Secondly, in formal analysis method with reasoning, analysis of deduced formulas
by forward reasoning is also a time-consuming complex task [18]. In the analysis
process, analysts need to find possible successful attacks from millions of formulas. It’s
difficult for analysts to deal with massive amount of deduced formulas to find possible
successful attacks.

Thus, to solve the automatic formalization problem and its inverse process of
various supporting tools and provide convenient for analysts to analyze the deduced
logic formulas, in other words, to support the whole processes of formal analysis for
cryptographic protocols automatically, a supporting environment is necessary and
urgent.

3 Requirement Analysis and Function Definition

To develop the supporting environment for formal analysis of cryptographic protocols,
we enumerated following requirements for the supporting environment.

R1: The supporting environment should support the formalization process. R1.1:
The supporting environment should provide the function of transforming informal
properties of the cryptographic protocol into the language of formal analysis tool of the
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selected tool. R1.2: The supporting environment should provide the function of
transforming logical formulas into the language of formal analysis tool.

R2: The supporting environment should support the inverse process of formaliza-
tion process. R2.1: The supporting environment should provide the function of
transforming language of formal analysis tool into logic formulas. R2.2: The supporting
environment should provide the function of transforming logic formulas into informal
properties.

R3: The supporting environment should support the process of formal analysis.
R3.1: The supporting environment should support the automatic tool for forward
reasoning method. R3.2: The supporting environment should support the automatic
tools for model checking method. R3.3: The supporting environment should support
the automatic tools for theorem proving method.

R4: The supporting environment should support analysts to analyze the result of
forward reasoning. R4.1: The supporting environment should provide the function of
filtering the logical formulas. R4.2: The supporting environment should provide a
function that sorts out the filtered logical formulas according to the possibility of
successful attacks.

R5: The supporting environment should systematically store the inputting prop-
erties of cryptographic protocols. R5.1: The supporting environment should store the
properties for each user. R5.2: The supporting environment should store the properties
of each cryptographic protocols. R5.3: The supporting environment should store the
properties for each creation times.

R6: The supporting environment should make possible for analysts to manage the
properties of cryptographic protocols. R6.1: The supporting environment should make
possible for analysts to search the properties of cryptographic protocols. R6.2: The
supporting environment should make possible for analysts to modify the properties of
cryptographic protocols. R6.3: The supporting environment should make possible for
analysts to delete specification of cryptographic protocols.

R7: The supporting environment should systematically store the result of formal
analysis. R7.1: The supporting environment should store the result of formal analysis
for each user. R7.2: The supporting environment should store the result of formal
analysis for each cryptographic protocols. R7.3: The supporting environment should
store the result of formal analysis for each time of formal analysis. R7.4: The sup-
porting environment should store and manage the result of formal analysis for each
divided cases in tasks of forward reasoning.

R8: The supporting environment should make possible for analysts to manage the
result of formal analysis. R8.1: The supporting environment should make possible for
analysts to search the result of formal analysis by each formal method. R8.2: The
supporting environment should make possible for analysts that they can delete the
result of formal analysis.

It is a hard task for analysts to perform formalization, forward reasoning or proving,
and analyzing the result of formal analysis. So R1, R2, R3, R4 are the basic require-
ments of the supporting environment for formal analysis method.

It is possible that analysts analyze many cryptographic protocols. As the result, it
takes lots of time to find target properties or results from many properties or results.
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Therefore, the supporting environment should satisfy R5, R7 to save the properties and
results of each cryptographic protocol.

It can be assumed that analysts improve a target cryptographic protocol from the
result of formal analysis. Therefore, the supporting environment should satisfy R6 to
manage the properties of cryptographic protocols.

It can be assumed that analysts manage the result of the formal analysis of target
cryptographic protocol. Therefore, R8 should be satisfied by the supporting environment.

To satisfy the requirements above, a list of functions the supporting environment is
as follows.

F1: Formalization function (satisfied R1) F1.1: Transform informal properties into
logic formulas. F1.2: Transform logic formulas into language of formal analysis tool.

F2: Inverse formalization function (satisfied R2) F2.1: Transform language of
formal analysis tool into logic formulas. F2.2: Transform logic formulas into informal
properties.

F3: Formal analysis function (satisfied R3) F3.1: Forward reasoning. F3.2: Proving
by model checking. F3.3: Proving by theorem proving.

F4: Filter function (satisfied R4) F4.1: Filter logic formulas. F4.2: Sort out the
filtered logic formulas.

F5: Making directory function (satisfied R5, R7) F5.1: Make directories of the
properties and results of cryptographic protocols for each user. F5.2: Make directories
of the properties and results of cryptographic protocols for each cryptographic protocol.
F5.3: Make directories of the properties and results of cryptographic protocols for each
creation time.

F6: Properties managing function (satisfied R6) F6.1: Search the properties of
cryptographic protocols. F6.2: Modify the properties of cryptographic protocols. F6.3:
Delete the properties of cryptographic protocols.

F7: Result managing function (satisfied R8) F7.1: Search the result of crypto-
graphic protocols. F7.2: Delete the result of cryptographic protocols.

4 Usage of the Supporting Environment

Overview of the supporting environment is represented as Fig. 1. Details process are
that analysts input user name, cryptographic protocol name and properties of the
cryptographic protocol as a target of formal analysis. Then select the formal analysis
tool. After that, the properties will be transformed into LF (logical formulas) and LAT
(language of formal analysis tool) which correspond to the formal analysis tool.

If analysts would like to use the formal analysis method with proving, only for-
malization and proving tasks be needed. For example, when we select ProVerif, the
function of formalization will put informal properties of the cryptographic protocol into
ProVerif’s input language, a variant of the applied pi calculus which support types [4].
Then Proverif can automatically verify whether flaws exist or not. Because the output
produced by ProVerif is rather Verbatim, we don’t have to do transformation work.

If analysts would like to use the formal analysis method with reasoning, the
properties will be transformed into LF and LAT corresponding to FreeEnCal [8] and
then forward reasoning is performed by using the result of formalization. After that, the
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results of forward reasoning presented by LAT will be filtered and sorted. Then the
sorted results will be transformed into LF. At last, target LF will be transformed into
informal language for analysts to analyze whether there are possible successful attacks
or not. If the possible successful attacks are difficult for analysts to confirm, they can
use the proving method of the supporting environment to verify whether the possible
successful attacks succeed or not. By the two rounds of analysis, analysts can find all
flaws in the cryptographic protocols without enumerating the attacks before formal
analysis.

Analysts can manage the input properties and results of each performing of formal
analysis. They can read each property and result of cryptographic protocols by
searching the user name or cryptographic name or creation time. Certainly, they can
also search, modify or delete them.

5 Concluding Remarks

In this paper, we have proposed the first supporting environment for formal analysis of
cryptographic protocols. The supporting environment integrates various supporting
tools and it can support analysts to perform formal analysis of cryptographic protocols
through the whole processes. Currently, we are developing the environment and
evaluating it through some case studies.

Fig. 1. This figure shows the overview of supporting environment. Procedure a, b, c show the
process when analysts select proving method. Procedure 1, 2, 3, 4 show the process when
analysts select forward reasoning method. Formalization system is corresponding to the
formalization process and analysis system is to perform forward reasoning or proving. F1–F7
denotes functions mentioned in Sect. 3.
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Abstract. LPWA networks are getting attention as a solution to support mas-
sive number of IoT devices. LoRa is one such low-power based long-range
technology. In this paper, we discuss methods to build a LoRa simulation
environment. We first discuss the characteristics of the LoRa PHY and MAC
layers, defined in the LoRa and LoRaWAN specifications. Then, we show how
LoRa PHY and MAC functions can be realized in the OPNET simulation
environment. For LoRa PHY implementation, we adopted LoRa modulation
curve based on BER vs Eb/No. We also implemented various process models
depends on LoRa node model for LoRa MAC functions. We conclude with
future directions for performance enhancement.

Keywords: IoT � LPWA � LoRa � OPNET � Modeling � Simulation

1 LoRa Functionality

1.1 PHY Layer

LoRa PHY, based on CSS (Chirp Spread Spectrum) modulation [1–4], is capable of
delivering low power, long range communications. CSS facilitates a few orthogonal
(logical) channels over a common physical spectrum with different SF (Spreading
Factor) values. The choice of an SF value determines the communication range and the
data rate. There is a tradeoff between the communication range and the data rate -
communication ranges become longer with lower data rates.

For the evaluation or implementation of a modulation technique, BER (Bit Error
Rate) vs. Eb/No (Energy per bit to Noise density ratio) relationships are required. With
no such data at hand (either from Semtech data sheets or from field experiments), we
calculate BER-to-Eb/No relationships as follows.

For PER (Packet Error Rate) = 1% and N = 100 bits transmitted (payload 80 bits,
code rate 4/5), BER is calculated as 0.01% from PER = 1 − (1 − BER)N. For all the
SNR values from Table 1, Eb/No values are calculated as *6 dB from Eq. (1). Here,
BW (bandwidth) is 125 kHz, and Rb (Bit Rate) is as given in Table 1.
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Eb=N0 ðdBÞ ¼ SNR ðdBÞþ 10 � logðBW
Rb

Þ ðdBÞ ð1Þ

According to Semtech data sheet sx1276 [5], LoRa has 3 different cases of inter-
ference rejection conditions for signal strengths and receiver sensitivities: co-channel,
co-channel with different SF, and adjacent channel.

• Co-channel: when the target (T) and the interferer (I) packets are received simul-
taneously with the same SF, frequency, and bandwidth. The rejection condition is
– signal strength (T) < 3 dB + sensitivity, or
– signal strength (T) < 6 dB + signal strength (I).

• Co-channel with different SF: when the target (T) and the interferer (I) packets are
received simultaneously with the same frequency, but different SF. The rejection
condition is
– signal strength (T) < 6 dB + sensitivity, or
– signal strength (T) + THc < signal strength (I). (THc: rejection threshold in

Table 2).
• Adjacent channel: when the target (T) and the interferer (I) packets are received

simultaneously with different SF and frequency. The rejection condition is
– signal strength (T) < 3 dB + sensitivity, or
– signal strength (T) + THa < signal strength (I). (THa: rejection threshold in

Table 2).

Table 1. LoRa demodulator SNR [5, 6]

Spreading factor Data rate (bps) Demodulator SNR

7 5470 −7.5 dB
8 3125 −10.0 dB
9 1760 −12.5 dB
10 980 −15.0 dB
11 440 −17.5 dB
12 250 −20.0 dB

Table 2. Rejection threshold for co-channel with different SF

SF Co-channel (with different SF)
rejection threshold (dB)

Adjacent channel
rejection threshold (dB)

7 6 60
8 9.5
9 12
10 14.4
11 17
12 19.5 70
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1.2 MAC Layer

• Class A

Class A aims for minimal power consumption for both signal transmission and
reception. As such, Class A end-devices wake up, from the dormant state, for trans-
mission only when there is some data to send out. Channel access in Class A is based
on ALOHA-type random access: i.e. contention-based transmission. Successful
transmissions and receptions of uplink data can be confirmed by the receiving end
(gateway) via ACK message replies. Collisions or other errors can be detected with
NACK messages or no reception of any replies.

After transmission, Class A end-devices open up two short “Receive Windows” to
receive data from the network/server (downlink traffic). RX1 (the first receive window)
utilizes the same frequency and data rate as those of the preceding uplink transmission.
Here, the delay times of RECEIVE_DELAY1 and RECEIVE_DELAY2 are
pre-defined in the network. The frequency and data rate of RX2 (the second receive
window) is pre-configured. If required, this value can be changed through a MAC
command between the end-device and the network. Note that RX2 opens up only if no
data can be successfully received in RX1.

• Class B

Departing from the random access techniques of Class A, downlink communication
of Class B is based on periodic placement of “Receive Windows.” As explained in
Fig. 1, end-devices are synchronized on the “system” time through the Beacon signals
transmitted periodically by the gateway. Once a Beacon signal is received, the timing
of short “Receive Windows” (Ping Slots) can be calculated based on a mutually-agreed
formula between the end-device and the network. Class A end-devices can be con-
verted to Class B via application-level decisions if preferred.

The timings of Ping Slots are calculated in a pseudo-random manner so that Ping
Slots for different end-devices do not overlap from one another. For each Beacon
period, the end-device and the server calculate the “pingOffset” as follows.

Fig. 1. Beacon window and ping slot (Class B)
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• Class C

When end-devices have sufficient power sources, they do not need to limit the size
of “receive windows” for the purpose of power conservation. In this case, end-devices
employ the Class C mode for continuous reception of signals. Similar to Class A, there
exist two types of “Receive Windows” in Class C: RX1 and RX2 (Fig. 2). Class C does
not close the RX2 window until next transmission. Class C end-devices spend most of
time for reception of downlink data in RX2 window.

2 LoRa Implementation in OPNET

In this paper, we implemented LoRa PHY and MAC functions by using OPNET
network simulator [7]. OPNET is a famous simulator which offers graphical support as
well as various network model components and functions. In OPNET, object-oriented
programming technique is used to create the mapping from graphical design to the
implementation of real system.

2.1 PHY Layer

OPNET does not provide mechanisms to literally fulfil PHY layer functionalities.
Instead, characteristics of PHY are assumed as implicit, and only the consequences and
effects of the functionality are explicitly expressed.

The effect of modulation, for instance, is revealed as a BER-to-Eb/No graph
mentioned in Sect. 1.1. Other PHY characteristics, such as noise figure and interference
level, are configured as attributes in the fourteen stages in the “Radio Transceiver
Pipeline” (the first six for transmission and the following eight for reception):

(1) Receiver Group: to determine which receivers are capable of receiving the
signal.

(2) Transmission Delay: to determine the time required for transmission.
(3) Link Closure: to check if the signal can be reached to the receiver.
(4) Channel Match: to classify the packet to VALID, NOISE and IGNORE.
(5) Tx Antenna Gain: to calculate the gain of Tx antenna.
(6) Propagation Delay: to calculate the propagation delay.
(7) Rx Antenna Gain: to calculate the gain of Rx antenna.
(8) Received Power: to calculate the power of the signal received.
(9) Interference Noise: to calculate the interference level of other signals to the

target signal.

Fig. 2. Receive window timing for Class C end-device
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(10) Background Noise: to calculate the noise level.
(11) Signal to Noise Ratio: to calculate SNR of received packet.
(12) Bit Error Rate: to calculate bit error probability based on SNR.
(13) Error Allocation: to determine which bit contains an error.
(14) Error Correction: to determine if the received packet is valid after.

• Implementation of Modulation

Figure 3 shows the LoRa modulation curve based on the methodologies discussed
in Sect. 1.1 to calculate BER-to-Eb/No relationships.

• Implementation of Interference

In Stage 4 of the Radio Transceiver Pipeline, received packets are classified as
IGNORE, NOISE or VALID state, based on the values of frequency, bandwidth, data
rate, SF, and modulation.

– IGNORE: if the received signal frequency does not overlap the frequency of
interest.

– NOISE: if the frequency of the received signal partially overlaps the frequency of
interest, or if fully overlaps, but with different SF.

– VALID: if both the frequency and the SF are the same as those of interest.

The basic model of the “Channel Match” stage is modified to reflect the LoRa
characteristics defined in SX1272/73 data sheets [6]. The range of adjacent channels is
defined to be 1.5 times wider than the bandwidth of interest.

Fig. 3. LoRa modulation curve.
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The power level of VALID packets is summed up as interference noise in Stage 9 if
the frequency falls into that of interest. After validity check and interference noise and
background noise summations, the 3 cases of rejection conditions (co-channel,
co-channel with different SF, and adjacent channel) are exercised as described in
Sect. 1.1.

• Implementation of Path Loss

Although the base model for path loss in OPNET is the “Free Space” model, we
have adopted the field-measured values presented in [8].

2.2 MAC Layer

• Network Model

A LoRa network consists of three base elements: End-Node, Gateway, and Net-
work Server. End-devices and gateways communicate through LoRa channels in
wireless while any communications medium, including wireline, can be assumed in
between gateways and the network server [9].

• Node Models

LoRa end-device model consists of PHY Rx/Tx modules, LoRa MAC module, and
tx_gen (application) module. Simulation parameters associated with end-devices, such
as Name, AppEUI, DevEUI, Class Type, etc., are defined as the attributes of the
End-device Model.

The LoRa Gateway node model contains 3 sets of LoRa PHY Rx/Tx modules (for
922.1 MHz, 922.5 MHz, and 922.5 MHz, respectively) to communicate with
end-devices, and Ethernet Rx/Tx modules to communicate with the network server [5].
Also included is a “Gateway MAC,” which conveys uplink and downlink packets
between the network server and end-devices, and controls the periodic transmission of
beacons. LoRa gateways are uniquely identified via GwEUI attribute.

The LoRa Network Server node model include “Wireline Rx/Tx” modules for
connection with gateways, and the “Server MAC” module for LoRaMAC-level com-
munications with end-devices.

• Process Models

Three LoRa process models are produced for one-to-one mapping with the three
LoRa Node Models. Note that lora_dispatch is the top-level process to be fetched first,
and one of the child processes (lora_end_device, lora_gateway, and lora_net-
work_server) is launched depending upon which node model is being instantiated.
Sub-level child processes are also defined for further processing of deeper-level
functionalities.

When lora_dispatch, the root process, provides services to an end-device, the
lora_end_device process is called out. As displayed in Fig. 4, sub-level processes
(aloha_proc or csma_proc) are then dispatched for transmission and reception of packets.
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The lora_end_device process is executed in three states: init, idle, and activation.

– “init” state: When initialized, various parameters and attributes are filled with
default set-up values.

– “idle” state: The process remains in the idle state until an event takes place (except
that the transition from the init state automatically makes a change to the activation
state). When a packet arrives from the higher layer, this process launches a child
process for packet transmission. When a packet is received from outside, an
appropriate child process is spawned for reception of the packet. Packet transmis-
sions and receptions follow all the rules and regulations of PHY and MAC as
described in Sects. 1.1 and 1.2, respectively, as one of Class A, Class B or Class C
end-device. After proper handling of an event, the process always comes back to the
idle state.

– “activation” state: When initialized, each end-device has to be registered in the
network server through the exchanges of “join request” and “join accept” messages
with the network server. Other messages are ignored until activated.

LoRa gateway nodes launch the lora_gateway process (Fig. 5) with two states:

– “init” state: All the initialization gets done, including the launch of “beacon_proc”
for the preparation of periodic beacon transmissions.

– “idle” state: The process waits for a packet reception event either from the LoRa
side or from the wireline side. Once received properly from one side, the packet gets
transmitted to the other side.

The lora_network_server process has three states as follow.

– “init” state: In this state, all the attributes are initialized with default values.
– “idle” state: The process waits for an event in this state.
– “proc_pkt” state: This takes care of received packets from end-devices via gate-

ways. For “Join Request”, “Join Accept” is replied back upon successful activation.
ACK messages are sent back for data packets. Replies are queued in the system

Fig. 4. lora_end_device process model
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until end-devices open up “receive windows.” Ping messages are sent out to Class B
end-nodes via “tx_ping_proc” in synchronization with the beacon periods.

3 Concluding Remarks

In this paper, we have presented the characteristics and algorithms of LoRa PHY and
MAC, followed by the OPNET implementations. Basic OPNET features have been
adopted and modified to simulate LoRa PHY and MAC. As a network simulation
environment, OPNET does not provide functions and tools for the actual implemen-
tation of PHY. Rather, the net effects of PHY are built into the OPNET “Radio
Transceiver Pipeline,” projecting the real results from the data sheet and the field.
Different uplink and downlink MAC behaviors are implemented for Class A, Class B
and Class C.

For future work, we are very interested in developing advanced features in IoT
networks for good performance and functionality without losing the practicality of
battery power conservation and low implementation complexity. LoRa MAC can be
extended to incorporate LBT and transmission prioritization techniques. Of special
interest is “reservation-based” uplink transmission mechanisms. “Soft traffic segrega-
tion” methodology, where opportunistic random access traffic is laid in the background
with lower priority, is being considered for high utilization of bandwidth.

Acknowledgement. This work was supported by Institute for Information and Communications
Technology Promotion (No. R7117-17-0197, Development of Core Technologies for LPWA IoT
Network) and partly by National Research Foundation of Korea (No. 2016R1A2B4013118),
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Fig. 5. lora_gateway and lora_network_server process models
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Abstract. Malware attacks have been posing various security threats such as
data losses, personal information and financial information, system damage, and
IT infrastructure destruction. To prevent these security threats in advance, many
anti-malware programmers and malware analyzers have been analyzing mal-
ware. But methods of attacks are diversifying and it makes it harder for analyzer
to analyze malware. For instance, bypass dynamic analysis malwares such as
time-trigger are much more difficult to analyze than general malware because its
function is executed at a particular time. In this paper, we proposed that auto-
matic analysis of bypass dynamic analysis malware such as time-trigger. First,
for our proposal, we utilizes BFS (Breadth-First Search) algorithm to track
malicious behaviors flows from the beginning to the end. And such flows of
malicious behaviors were visualized into graph. Furthermore, we calculated
malware similarity using SSIM (Structural Similarity Image Metric) based on
malicious graph.

Keywords: Malware analysis � Malware similarity � Visualization

1 Introduction

Recently, following the rapid development of hacking techniques and computer net-
works, diverse kinds of malware have been exponentially increasing. Furthermore,
malware’s attack forms have been diversified drastically and malware variants made by
falsifying existing malware are also showing explosive rates of increase. Especially,
bypass dynamic analysis malwares make it harder for analyzer to analyze because such
as time triggers that initiates malicious behavior when a certain time has come or when
the user takes a certain action. So these malware have to use static technologies such as
reverse engineering because these types of malware cannot be analyzed through
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dynamic analysis. In the paper, a method that utilizes the advantages of static analysis
to detect malware that bypasses dynamic analysis is presented. We used the method
applies breadth-first searches to track malicious behaviors’ flows from the beginning to
the end. And then, such flows of malicious behaviors were visualized into graphs. Each
of the graphs are used in calculation similarity. The present paper is composed as
follows. In Sect. 2, studies of malware that bypasses dynamic analysis and malware
similarity related studies that were conducted earlier are introduced, in Sect. 3, the
method proposed in the present study is presented, in Sect. 4, the proposed method is
experimented for verification, and finally, in Sect. 5, conclusions are drawn.

2 Related Work

Dynamic analysis is a method that actually executes malware to analyze malicious
behavior with observed changes in the system [1]. However, this analysis technique
also has limitations in analysis because those types of malware that is activated when
the user has taken a certain behavior or those types of malware such as time triggers
that act at a certain time do not conduct any malicious behavior unless certain
requirements have been satisfied. Recent malware makers make malware that bypasses
these two analysis technique to make the detection of malicious behaviors by
anti-malware programs difficult. Therefore, related researchers have been conducting
studies to use static analysis and dynamic analysis together in order to detect malware
using the common attributes of malware [2] or to detect malware involving bypassing
technique [3]. Although the present study is based on static analysis, it conducts
analysis similar to dynamic analysis because it tracks the flows of reverse engineered
codes at the time points of beginning and ending and extracts common attributes of
malware such as time triggers to figure out the similarity thereby presenting a new
classification technique for those types of malware that bypasses dynamic analysis.

To present and respond to the threat of malware, diverse methods of malware
analysis are being studied and studies of similarity can be said to be a representative
study subject. Similarity analysis is not only utilized for the analysis of large quantities
of malware that is explosively increasing in scale and the maximization of the effi-
ciency of automatic analysis systems but also utilized as a measure of fast decision
making. Malware similarity analyses have been conducted with diverse methodologies.
Representative ones include those that compiled the characteristics of malware, that is,
Opcodes or Strings and classified the differences to measure similarity levels [4], those
that analysed file DNA based behavior patterns to compare similarity levels [5], and
those that used N-gram to compare similarity levels [6]. In addition, algorithms to
figure out similarity levels are also used in measuring malware similarity. Represen-
tative ones are cosine similarity measurement methods that numerically calculate the
distance between two object to measure similarity [7] and those similarity measurement
methods that utilize Jaccard coefficients [8].
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3 Proposed Method

3.1 Composition of Behavior Graphs

Visualization of malicious behaviors draws graphs consisting of edges and vertexes.
Here, the vertexes are fixed coordinates that indicate the types of APIs and the colors of
edges vary with branches in algorithms.

Figure 1 is intended to improve the understanding of the method proposed in the
present study and visualization by explaining them together with pseudo codes.

Vertexes are drawn with fixed coordinates such as API 1–API 4. As can be seen in
the pseudo codes, API 1 is called first followed by API 2. Since this part is simple call
relationships without logical operations for truth and falsehood, a black edge is drawn
for this part. After API 2 is called, API 3 or API 4 are called. If the conditional
statement is true, API 4 will be called and if the conditional statement is false, API 3
will be called. As such, the results of logical operations according to truth and false-
hood are indicated by green and red edges in the present study. Finally, an edge in
green that indicates truth is drawn from API 2 to API 4 and an edge in red that indicates
falsehood is drawn from API 2 to API 3.

3.2 Analysis of the Flows of Malicious Behaviors Utilizing BFS Algorithm

From the malware reverse assembled using IDA [9], character strings including pre-
fixes such as sub_ and loc_ that indicate sub routines or instructions are used at BFS
algorithm search vertexes. That is, if a branch point including a prefix appears after a
compare instruction such as cmp and test or a logical operation instruction such as xor
appeared, the branch point will be enQueued in the Queue. When a branch point
enQueued according to a BFS algorithm has been deQueued, the deQueued vertex is
searched. If any prefix such as sub_ or loc_ is found in the process of searching, the
enQueueing is repeated and this process is repeated until there is no vertex left. Under
pseudo codes explain BFS algorithm which is applied our proposal.

Target BFS(Target function)
{ 
if(isExitCompare() == true)

if(isExitAddress() == true)
enQueue(function);

return deQueue();
}

CALL API 1:
CALL API 2:
if(true)

CALL API 4:
Else

CALL API 3:

Fig. 1. Visualization of malicious behaviors
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3.3 API Collection and Categorization

The entire flows of reverse engineered malware behaviors were collected utilizing BFS
algorithms. However, the vertexes used in visualization in the present study are used as
APIs. In this section, APIs included in sub routines or instructions collected.

Since the types of APIs used in Windows are extremely diverse, the APIs should be
categorized. In the present study, individual APIs classified into upper categories
referring to MSDN [10] (Table 1).

3.4 Calculation of Similarity Utilizing SSIM (Structural Similarity Image
Metric)

In the present study, a method of measuring similarity based on malware behavior
graph images is presented. Here, SSIM (Structural Similarity Image Metric) [11] is
utilized as an algorithm for measurement of similarity. SSIM is a method of calculating
similarity between two images and is calculated by windows between two images. The
resultant values of SSIM closer to 1 indicate higher levels of similarity. Before
experimenting the method presented in the present study, the similarity of test images
was verified.

4 Experiment and Result

4.1 Detection of Those Pieces of Malware that Bypass Dynamic Analysis

First, to detect those pieces of malware that bypass dynamic analysis, those APIs that
are mainly used by the relevant pieces of malware should be detected and those pieces
of malware that use the relevant APIs should be classified. To this end, among more
than 200 pieces of malware, those in the categories thread and time that are mainly used
by time triggers were mainly checked.

Figure 2 shows the behaviors of Backdoor/W32.Agent.25088.AF drawn into a
graph. Whereas this graph does not use functions included in categories thread and
time, Fig. 3 that visualized the behaviors of Backdoor/W32.Way.700928 uses func-
tions included in categories thread and time and the fact that edges are drawn between
the two categories indicates that mutual relationships exist between the functions in the
categories. As shown in Fig. 4, malware can use functions in the category thread or
time for other purposes than the purpose of dynamic analysis bypassing. However,
edges are drawn between the two categories because there are causal relationships for

Table 1. 26 abstraction categories presented in behavior graph based malware variant detection

FILE_CREATE FILE_OPEN FILE_READ LIBRARY

SERVICE_OPEN SERVICE_ACCESS SERVICE_CLOSE STRING

NETWORK-AND-SOCKET_OPEN NETWORK-AND-SOCKET_ACCESS NETWORK-AND-SOCKET_CLOSE MUTEX

PROCESS_OPEN PROCESS_ACCESS PROCESS_READ DEBUGGING

MEMORY_READ MEMORY_ACCESS FILE_ACCESS SHELLL-AND-CONSOLE

REGEDIT_OPEN REGEDIT_READ REGEDIT_ACCESS WINDOWS-GUI-AND-BITMAP

TIME-AND-THREAD SYSTEM-INFORMATION
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calls of the functions for time triggers between the categories time and thread and the
edges that connect the two categories should have not been drawn if the foregoing had
not been the case.

4.2 Similarity Analysis and the Results

In the present study, those pieces of malware that bypass dynamic analysis were
detected and similarity between those pieces of malware was calculated. To this end,
those pieces of malware that included edges drawn between thread and time were
extracted and as a result three pieces of malware were extracted from among 200 pieces
of malware. In the present study, similarity was calculated utilizing SSIM algorithms.
Since SSIMs are calculated based on windows between two images, individual images
were fixed with 950 * 950 sized PNG extensions and white backgrounds were used to
enhance the similarity of graphs.

Using Table 2 and time and thread functions, at least 70% similarity could be
identified among those pieces of malware that bypass dynamic analysis and this proves
that even different types of malware conduct similar behaviors based on the com-
monality of functions used by them.

Fig. 2. Backdoor/W32.Agent.
25088.AF behavior visualization

Fig. 3. Backdoor/W32.Way.
00928 behavior visualization

Table 2. Dynamic analysis bypassing malware similarity analysis

Malware Backdoor/W32.
Way.700928

Trojan/W32.
Dialer.11296

Trojan/W32.
Dialer.26973

Backdoor/W32.
Way.700928

1 0.7183939 0.7745499

Trojan/W32.
Dialer.11296

0.7183939 1 0.7627291

Trojan/W32.
Dialer.26973

0.7745499 0.7627291 1

Fig. 4. Trojan/W32.
Dialer.11296 behavior
visualization
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5 Conclusion

In the present study, a method of detecting those pieces of malware that bypass
dynamic analysis utilizing static analysis and measuring similarity among such pieces
of malware was proposed. Although static analysis is a major analysis method, it
enables observing the flow of behaviors even without executing malware because it
uses BFS algorithms to observe the flow of behaviors. In addition, this method derives
common features from those pieces of malware that conduct malicious behaviors when
a certain time has been reached such as time triggers so that those pieces of malware
that make dynamic analysis can be efficiently detected. Furthermore, a new automated
analysis classification method was presented that visualizes the behaviors of those
pieces of malware that bypass dynamic analysis to calculate similarity.
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Abstract. Web advertising is being given various opportunities to individuals
and business enterprises. Web advertising has following advantages such as
distributed directly announcing or data and marketing events without barriers of
time and of location to the customers.
Aim of this study is to emphasis the facing problems, interrelation and atti-

tudes of internet customers of Mongolia at websites of advertisements. This
study based on survey of customers and 500 customers of internet participated at
this survey. As a result of this study, information feature of web advertising and
customers’ attitudes at website of advertisement are positive and impact the
deepest influence. As a studying their real consumption and customers’ attitudes
at web advertising, communication of customers and service providers will be
improve and can exchange safety information each other.

Keywords: Web advertising �Mongolia internet customers’ attitudes � Statistic
significant

1 Introduction

Mackenzie et al. researcher defined that attitudes at advertisement is “preliminary
attitudes for positive or negative reacting at interaction of any advertisement”. The
deepest relationship has between positive and negative attitudes at the advertisement
and customers’ assessment for the advertisement. Ducoffe [1] processed forecast
structure and designs for customers’ attitudes at advertisement and their value, and they
proved that attitudes at web advertising directly relevant from value of the advertise-
ment. Bracket and Carr [2] proved further confirmation on Ducoffe designs and
additionally entered factor of demography in frame of the issue. Gender of population
or their degree of education is only impacting at attitudes of advertisement. We have
changed factors of designs for attitudes of advertisement according to our study and as
a result of the change we could prove as exciting customers’ desire for using web
advertising, there sources real consumption because of increasing information feature.
Pervious conditions for attitudes of web advertising are like followings.

Desire Using Web Advertising: Individual good or bad attitudes at certain objects are
his/her preliminary attitudes. In other words, desire using is probability censorship of
customers’ purchase for service or goods. In order to define a real measure of frequency
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and it’s time for new consumption, accepted a model of technology [3] is focused on
real consumption. However, it is impossible to real measure for a desire for certain
characteristics of an individual. Therefore there should be studied how to the deepest
relationship between desire using web advertising and satisfaction.

Information Feature: Advertisement has the main role for distributing information to
customers. Information feature of a website of any organizations directly distributes
about concepts of information of the organization, its products or services to their
customers. Therefore information of website should be clear or useful and distribute to
customers on time and these requirements can source favorable impression to the
customers. Brackett et al. [2] considered that if announcing quality of advertisement is
good, it will be more favorable impression for customers or their need and it will
positively impact their purchase.

Pleasure Condition: Used words or phrases, its stylistics and its picture for posting
any advertising should be induced favorable impression for customers and it will
positively impact to the customers. Munusamy et al. [4] considered that the experience
of advertising could be a pleasure upon exposure or in recollection. Tsang et al. [5]
reported that the favorable/pleasure factor is considerably important in effective Web
advertising.

Economic Conditions: The condition of economics reflects the viewpoints that
advertising accelerates the acceptance of new products, fosters full employment, lowers
the average cost of production, promotes a healthy competition between producers to
all consumers’ benefit, and raises the average standard of living. If the customers have
positive attitudes at web advertising, it will impact in the improvement of economic
condition in the country.

The negative characteristics or depression condition: to be negative feelings or
non-respectable attitudes of advertising mainly impact in the customers’ attitudes at
advertising.

Factors of Demography: Two variables of demography such as education and
age directly impact attitudes at web advertising according to the study of Bracket and
Carr [2].

Age: Youths please more favorable attention at common advertising. Although
advertising should be for middle-aged people, they assess more carefully at advertising.
Therefore the age is being the main factor for predicting attitudes of internet customers.
Considering these factors, youths may positively assess at web advertising.

Gender: There is the study about different of men and women attitudes at web
advertising. Generally, men assess more positive than women at web advertising.

Education: People with lower education or standard of living assess more favorable
attention at web advertising. Different of education and sex directly impact attitudes at
the website of advertising. However, there is no enough evidence or information about
this concept. Therefore the experiment or study should be done about factors of
demography impacting at attitudes.
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2 Related Work

According to Abdul et al. [6], they indicated that the level and quality of information
provided in an advertisement is an important factor that impacts customers’ perception
of the company and the company’s products. Therefore, the company should ensure
that the information delivered to the public through online advertising is sufficiently
informative. Economic conditions reflect market circumstances in the environment
with respect to inflation, interest rate and price movement. Consumers tend to have
positive attitudes towards advertising if they believe that advertising can aid the eco-
nomic condition of the marketplace. The emergence of globalization has created more
dimensions for researchers to explore the role of advertising in products and services
performance including consumers’ attitude [7]. According to Arnett [8], young adults
have the power to make decisions. Advertising is a vital medium for them to keep
up-to-date with latest products or services.

Chan [9] commented that youth market is important to the marketer because of their
purchasing power including those of their parents.

Beard [10] found that college students believe strongly that advertising can cause
people to buy things that they should otherwise not buy.

3 Hypotheses and Model of the Study

We have formulated the structure of the model for this study based on theories and
studies have been written about attitudes at web advertising. We have shown about its
trends, their interrelation of real consumption and factors impacting attitudes at web
advertising in the model. We have started following hypothesizes according to each
interrelation (Fig. 1).

Factors in the
model: we have
formulated follow-
ing predictions in
order to prove
interrelation of the
variables.
H1(+): in case,
there is more desire
using at web
advertising, it will
positively impact at
their customers’
attitudes.
H2(+): in case,

there is more information feature at web advertising, it will positively impact at their
customers’ attitudes.

Fig. 1. Interrelation model of factors and attitudes at web advertising
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H3(+): in case, there is more pleasantness for a condition of service and products, it
will positively impact at their customers’ attitudes.
H4(+): in case, there is the more flexible condition of economics at web advertising,
it will positively impact at their customers’ attitudes.
H5(−): in case, there is the more negative feature at web advertising, it will neg-
atively impact at their customers’ attitudes.
H6(+): in case, the customers’ attitudes at web advertising are more positive, real
consumption will be more increase.

4 Research Methodology

Research design is to specify the methods and procedures for data collecting and data
analysing. Then, quantitative research and descriptive research are being used in this
study [6]. Quantitative research is to quantify the data as well as the findings or
conclusion evidence. In other words, quantitative is used of numerical data in data
collection technique and data analysis procedure. In this study, the purpose of con-
firming the quantitative research is to test the hypothesis from the questionnaires.
Descriptive research is widely used research design to gather the information about the
present existing conditions by the use of questionnaire, personal interviews and
observation.

Aim of this study is to emphasis how to assess internet customers of Mongolia at
websites of advertising detecting the facing problems and factors or conditions for
implementing successfully web advertising.

4.1 Questionnaire Design and Data Collection Method

In our survey, total 500 internet customers participated and only 217 questions had
right or full answers, so we have used these 217 answers in order to make the con-
clusion of this study. We organized the action for data of the study by the survey
measure for the customers. Survey is more flexible than other methods and easy for
analyzing data of study.

The survey consists of A and B sections. In A section, there are general questions
about the participants in the survey and in B section, there are variables (questions)
expressing their attitudes at web advertisings. Each variable consists of answers of 2–5
questions. And each answer of the question has been expressed by Likers measure of
1–5 points. Including: 1 - Strongly disagrees, 5 - Strongly agree at the highest level.

4.2 Data Analysis and Its Results

We have made data analyzes using Statistical Package for Social Sciences (SPSS)
program. In order to use this program, we have used following methods; statistical
method (common methods), reliability analyzes, correlation analyzes and linear
regression analyzes. We showed answers of questions for demography factors.
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There are 53% men and 38.1% women from total 217 people of the survey and men
mainly assess at website of advertising than women. 36.8% from total participants in
the survey are regular customers continuously using internet in recent seven years. In
the survey, participated more people with 19–29 ages (40%) and less people with
above age than 41 age (5%). Students are 42.6% and people with bachelor degree or
higher education is 39.9% of total participants in the survey. In other words, in the
survey, students, who have no permanent income or job, have mainly been participated.
As a result of this indication, youths are 60% of Mongolian population and they have
actively participated in the online survey. Number of internet customers’ assessing at
websites of advertising in a month is 11 times (27.7%).

4.3 Averages of Factors and Reliability Analysis of Data

We accumulated average indication of answers of the questions for defining the factors
using Likers measure of 1–5 points. In case, an average indication of any factors is
higher, it is expressed that the customers’ proposals meeting with the feature. As a
reliability analysis of data is expressed whether high interrelation of the factors or use
this indication in the analysis. To be Cronbach’s a is expressed correctly contain
questions in the survey and is considered to possible analyze in the factors. Experts
defining; if a is more than 0.6, it can be concluded reliability data and can analyze data

of the survey or to formulate
based on correct questions.

We showed averages of all
variables, Std. Deviation, num-
bers of the item and Cronbach’s
Alpha in Table 1. Because of
more means than three of an
average of all variables, its dif-
ficulties = 3.48, rick = 3.52,
economic condition = 3.52,
pleasantness = 3.39, informa-
tion feature = 3.31 as well as
using desire = 3.41 for the

independent variables, recognizing questions of the surveywill be examined further. In this
study, we showed the independent or the dependent variables using Cronbach’s Alpha.
Cronbach stated that a value higher than 0.50 was a satisfactory level of good internal
consistency, Therefore, the reliability analysis for all variables in this study (except = diff)
are still acceptable.

It can be showed matrix relationship of variables as an indication of Table 2.
A two-tail test at 0.05 possible levels indicates that there are positive relationships
between the independent variables and the dependent variable.

UW ! AWA: using desire is positive statistically significant at attitudes of web
advertising.
INF ! AWA: information feature is being positively impacted at web advertising.

Table 1. Averages and Cronbach’s (a) on the factors

Factors Mean Std.
deviation

Item
(N)

Cronbach’s
(a)

Desire using 3.41 2.73 4 0.63

Information feature 3.31 3.044 3 0.68
Pleasure/
Pleasantness

3.39 1.83 0.33

Economic
condition

3.52 2.32 3 0.61

Negative
characteristics

3.52 2.45 3 0.62

3.48 2.30 3 0.49

570 B. Togookhuu et al.



PLE ! AWA: a favorable
condition of website
impacts positive attitudes at
web advertising according
to the result of this study.
Therefore, there should be
used proper words or
phrases for posting adver-
tising and paid on the gra-
phic density of pictures.

ECO ! AWA: economic condition of customers is almost independent significant
at the website of advertising.
Risk ! AWA: the facing rick is positive significant to attitudes at the website of
advertising; therefore there should be prevented conditions of risk.
Diff ! AWA: difficulties are no positive significant to attitudes at the website of
advertising.

According to showing results of regression analysis, we have analyzed regression
analysis on the independent (UW, INF, PLE, ECO, RISK, DIFF) variables segmenting
ages of demography by the dependent variables and we have considered that rela-
tionship of the factors is mutual significant because of less Sig(P) � 0.05 of all
variables. And we have analyzed regression analysis segmenting level of education,
only information feature has been confirmed but all variables of other factors have not
been confirmed. As a result of the indication, people with high of educational level
positively assess at web advertising and their real consumption is more. Total partic-
ipants in the survey to segment by sex, facing rick is positive statistic relationship to
attitudes at web advertising but other factors are more than P � 0.05 and there is being
considered no statistic significant.

5 Conclusion

Therefore positive impacting at the website of advertising has been confirmed
according to this study. As result of this study, age is one of impacting factors that was
confirmed to be positive attitudes at the website of advertising. Also, information
feature had the highest indication and it should be mainly paid attention to this issue.
Pleasantness and negative feature had the worst attitudes and also it should be mainly
improved this direction. Internet customers of Mongolia have a higher desire for
becoming real consumptions using web advertising. Therefore there should be paid
attention to issues such as mainly improve contains or positive features of advertising
and the consumers’ attitudes using this condition.

Acknowledgement. This work was supported in part by the National Natural Science Foun-
dation of China (Grant No.: 61261019), the Inner Mongolia Autonomous Region Natural Science
Foundation (Grant No.: 113113 and Grant No.: 2014BS0603), and the Program of Higher-level
talents of Inner Mongolia University.

Table 2. Pearson correlation coefficient matrixes

INF PLE Eco UW Risk Diff ATT

INF 1

PLE .333** 1
Eco .100 .415** 1

UW −.039 −.215** .050 1
Risk −.196** −.249** −.023 .065 1
Diff −.045 .184** .342** .235** −.005 1

ATT .398** .474** .671** .383** .263** .615** 1
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Abstract. The serious game which is utilized for educational training has been
operated using I/O (Input/Output) devices like keyboard, mouse and monitor.
Recently, serious game is advancing towards VR (Virtual Reality) based
training system by providing interaction functions between virtual visualization
environment and real action of trainee by wearable devices, such as motion
recognition system and HMD (Head Mounted Display). For acceptance test of
VR based training system, hardware testing is possible by using test metrics
which can be described on its specification. But VR based training contents as a
software including virtual visualization environment has many difficulties for
testing due to lack of quantitative test metrics about realism which means
similarity between real environment and its virtualized environment. In this
study, it is suggested quantitative design and documentation methodology of VR
based training contents using test models derived from ISO/IEC 25010:2001
SQuaRE (System and software Quality Requirements and Evaluation). The
suggested quantitative design document has been experimented through the
development of a VR based plant safety training system and has verified its
usefulness as training contents test metrics for testing realism which is an
emotional factor.

Keywords: Virtual reality � Training system � 3D contents � Serious game

1 Introduction

The training system has purpose of operator training, such as mastering the control skill
of target system, preventing potential malfunction, and handling an accident, etc.
A development of “America’s Army” in 2002 was presented as a successful case of
applying a serious game to training system by enhanced graphic visualization [1].
Recently, interaction between training contents of serious game and real action of
trainee became possible from using wearable devices instead of keyboard and
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mouse [2]. As a result, recent serious game is advancing to VR based training system
offering higher training fidelity. The VR (Virtual Reality) based training system con-
sists of hardware such as HMD (Head Mounted Display), motion recognition system,
etc. and software that is training contents providing visual experience similar to real
environment [3]. The training contents is built from integration of 3D modeling to be
generated by computer graphic and function software that is implemented by coding. In
acceptance test to deliver VR based training system to customer, hardware testing is
possible according to quantitative performance requirements specified in development
specification. But software in other words “training contents” is very difficult to test
because it requires verification of realism that is similarity between real environment
and its computer graphic visualization. Realism is difficult to test because it is an
emotional factor that is difficult to describe in the development specification with
quantitative design.

This research shows quantitative design and documentation methodology of VR
based training contents using test model derived from ISO/IEC 25010:2011 SQuaRE
(System and software Quality Requirements and Evaluation).

2 Previous Researches

Viknashvaran et al. [4] distinguished game, serious game and training simulator at
earlier research, and defined serious game as “applications of interactive technology
that extend far beyond the traditional video-game market, including: training, policy
exploration, analytics, visualizations, simulation, education, and health and therapy.”

The VR based training system has similar features with a training simulator but it
should be classified as an advanced serious game because the most important feature of
it is computer generated graphic contents. Hardware like sensors for trainee’s motion
recognition is using for improving training fidelity instead of keyboard/mouse or
joystick on traditional serious game. By this reason, the development process for VR
based training system should be considered to be improved the game contents devel-
opment process rather than training simulator development process. VR based training
contents as a software should be considered its unique characteristics while testing.

Hoberge [5] distinguishes unique characteristics for game contents testing as fol-
lowing Fig. 1 although there are similarities in testing with general software.

Fig. 1. Unique characteristics of contents testing
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Malon emphasized the importance of fun factor on the entertainment game contents
in previous research to increase motivation [6, 7]. Other researches related to test
criteria and methods about entertainment game contents, J.Y. Park et al. [8] suggested
the quality model on ISO/IEC 9126 ‘Software engineering - Product quality’. Rido
et al. [9] presented a test method for quality measurement of entertainment game
contents by using ISO/IEC 25010:2001 SQuaRE.

On the other hand, VR based training contents has different testing characteristics
with entertainment game contents. Realism for computer generated visualization
environment is most important characteristic on training contents therefore it requires
quantitative test metrics because objective testing of emotional factor is difficult.

3 Training Contents Test Model and Design Document

In order to develop the VR based training contents considering unique characteristics
testing, this research suggests test models referring to quality in use model and product
quality model on ISO/IEC 20010:2011 SQuaRE [10] as Tables 1 and 2.

Table 1. Training contents test model referring to quality in use model characteristics

Quality
characteristics

Test model

Effectiveness Does VR environment provide similar training effect with real
environment?

Efficiency Is it operated without unnecessary control?
Satisfaction Does VR look like real? And does it provide immersion without

inconvenience?
Freedom from risk Is it safe to use?
Context coverage Is it possible to provide a comprehensive performance about quality

factor for usage and response flexibly?

Table 2. Training contents test model referring to product quality model characteristics

Quality characteristics Test model

Functional suitability Are all requested functions for operating training implemented
accurately?

Performance efficiency Does it satisfy requested performance including the speed of response and
the ratio of video playing on regulated hardware condition?

Compatibility Does it run with other software without any collision on regulated system
and interact correctly with other required system?

Usability Does it easy and convenient to use?
Reliability When an error occurs, is it possible to maintain the defined performance

or recover back to the defined state?
Security Does it provide requested usage restriction and any arbitrary change

restriction?
Maintainability Is it implemented as a convenient structure for correcting the error and

upgrading?
Portability Is it installed on regulated hardware and possible to adapt to the system

upgrade?
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Applying above suggested test models, functional and performance requirements
analysis result for VR based training contents are described to SRS (Software
Requirements Specification). The SRS describes detailed implementation requirements
of software capabilities and related virtual visualization environment defined in SSS
(System and Subsystem Specification). After that, the design results to be implemented
as coding are described to SDD (Software Design Document) from functional
requirements specified in SRS. But the SDD cannot describe design results to meets
whole requirements of SRS because it has requirements for visualization environment
similar to real. So, the visualization environment design results shall be described
including below items to CDD (Contents Design Document) which is suggested
uniquely on this research for representing suggested test model above.

Modeling Levels: The computer generated virtual environment shall reflect most
detail about real world to increase training fidelity but there is limitation because of
computing resource. The modeling levels describe modeling scope considering limited
computing resources. Define the modeling area range as first level and the detail object
as final level, which is top-down method.

Modeling Features: The feature of VR based training contents to be generated by
computer graphic is virtual visualization of real world. Modeling features show source
configuration what is referenced for computer graphic modeling. It will be used as a
comparison of similarity with real world. Modeling features for each modeling level is
traceable with the SRS to cover remained requirements which are not traceable by the
SDD.

Modeling Properties: Modeling properties show quantitative properties of static or
dynamic modeling object which is presented in modeling features. It describes the
number of polygon for modeling, size of texture, and the material for shader as
quantitative design metrics. It also describes existence or none of interaction by trai-
nee’s action like collision mesh, graphic effect, animation and sound effect.

4 Experiment and Analysis

What this research suggested is experimented by developing training contents of VR
based plant safety training system like Fig. 2.

The SRS is written through requirements analysis about virtual plant environment
and interaction functions of trainee’s action like valve control, and the propriety
of software requirement analysis is validated through traceability between the SSS.

Fig. 2. VR based plant safety training system and contents
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Then software architecture and function design are written to the SDD, and propriety of
it is validated through traceability between the SRS.

According to suggestion of this research, CDD was written as quantitative design
results for 3D modeling considering limited computing resource of VR based plant
safety training system. Table 3 shows an example description of modeling levels,
which could be used to describe the quantitative limits for the modeling scope. A photo
of the plant equipment is presented as modeling features for each modeling level with
its requirement traceability like example of Table 4. Modeling features were described
as design references for computer graphic modeling and could be used as a comparison
of realism in training contents. Properties of modeling object is defined quantitatively
as modeling properties like example of Table 5 and reference of each property is
described like example of Table 6. Modeling properties were described as design
results for modeling considering limited computing resource and could be used as
quantitative test metrics for training contents testing.

Table 3. Modelling levels description on CDD (example)

Level 1 Level 2 Level 3 Level 4

1. 100 m radius area
around gas plant building

1. Gas plant 1. Building 1. Gas plant building
2. Electric & communication room

2. Facility 1. High pressure gas pipe
2. High pressure gas backup pipe
3. Analog pressure gauge
4. Digital pressure gauge

2. Route 1. Main road 1. Vehicle access
2. Parking lot

Table 4. Modelling features description on CDD (example)

Level Features Requirement traceability

1.1.2.3 Analog pressure
gauge

[SFR-101], [SFR-102],
[SFR-111]

Table 5. Modelling properties description on CDD (example)

Object Reference POL TEX MAT COL EFF ANI SND

1.1.2.3 Gauge Photo L M 2, 4 Y 3 1, 2 N
1.1.2.5 Lever Photo L L 2 Y 3 3, 4 Y
1.1.1.5 Tree 1 Arbitrary M H 3 Y – – N
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There were difficulties to test VR based training contents due to lack of test metrics
that could be described quantitatively. The similarity between real plant facility and
virtual plant, in other word ‘realism’ was easily tested exampled below Table 7 from
using the CDD which described quantitative test metrics as contests test results. After
then, the validation of VR based training contents was completed by testing that it
meets the software functional requirements described in SRS.

This experiment described quantitative design about VR environment to CDD and
it was useful by using it as test metrics to validate realism that is characteristic for
effectiveness, satisfaction and functional suitability in suggested test model.

Table 6. Modelling property reference table on CDD (example)

Item Criteria Description Reference Index

POL H/M/L No. of Polygon H(>3K), M(1K–3K), L(<1K)
TEX H/M/L Texture Image Size H(>1,024K), M(>256K), L(>64K)
MAT 1/2/3/4 Material for Shader 1. Stone, 2. Steel, 3. Wood, 4. Glass
COL Y/N Collision Mesh Collision Mesh Existence and Nonexistence (Y/N)
EFF 1/2/3 Graphic Effect 1. Oil Leak, 2. Gas Leak, 3. Explosion
ANI 1/2/3/4 Animation 1. Right Rotate, 2. Left Rotate, 3. Up, 4. Down
SND Y/N Sound Effect Sound Effect Existence and Nonexistence (Y/N)

Table 7. CDD descriptions and its tested VR based training contents (example)

Modeling level Modeling feature Modeling
property

Quantitative test
results & contents scene

LV1: 100 m radius
area around gas
plant building
LV2: gas plant
LV3: building
LV4: gas plant
building

POL
TEX
MAT
COL
EFF
ANI
SND

M
H
1
Y
None
None
N

1,592POL
3,792 KB
1
Y
None
None
N

LV1: 100 m radius
area around gas
plant building
LV2: gas plant
LV3: facility
LV4: analog
pressure gage

POL
TEX
MAT
COL
EFF
ANI
SND

L
M
2,4
Y
3
1,2
N

438POL
684 K
2,4
Y
3
1,2
N

LV1: 100 m radius
area around gas
plant building
LV2: gas plant
LV3: building
LV4: tree1

POL
TEX
MAT
COL
EFF
ANI
SND

M
H
3
Y
None
None
N

2,364POL
3,946 KB
3
Y
None
None
N
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5 Conclusion

VR based training system is similar to a simulator as its feature but it should be
classified as advanced serious game because major characteristic of it is similar to
entertainment game contents. This research showed test model for training contents
with using ISO/IEC 25010:2001 SQuaRE. And also it showed what content shall be
included in SRS, SDD and CDD with using suggested test model. After that, suggested
methods were experimented through developing a VR based plant safety training
system. As a result, especially the CDD that is described quantitative design metrics for
computer graphic modeling was verified of its usefulness that makes possible to test
realism of VR based training contents.

The market related to VR is dramatically growing, and the various development
and diffusion of contents providing visual experience similar to real environment are
expected. There is a plan to continue research the general way of quantifying realism
which is emotional factor of training contents and the standards that describe them.
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Abstract. This paper proposes a motion artifact (MA) removal method in the
photoplethysmographic (PPG) signal for accurate heart rate estimation. PPG
signal is easy to acquire, but it is easily distorted by body movement. In this
study, MA is analyzed using acceleration signals and removed in the PPG
spectrum for accurate heart rate estimation. The proposed method progressively
removes three-axis acceleration spectra in order of spectral power. The perfor-
mance was confirmed by comparing heart rate estimation errors one case that
MA was removed with another case that MA was not removed. After removing
MA and applying two peak tracking methods in 12 data sets, the mean absolute
error (MAE) of the beat per minute (BPM) is lower than conventional methods.

Keywords: Photoplethysmographic � Motion artifacts � Heart rate � 3-axis
acceleration signals

1 Introduction

The photoplethysmographic (PPG) signal is a physical quantity representing the change
of the blood vessel volume according to the absorbance of the light projected on the skin.
Since the change in the blood vessel volume occurs by the contraction and relaxation of
the heart, the heart rate can be estimated using the PPG signal [1]. If the Heart rate during
exercise can be checked, immoderate exercise can be prevented. However, the PPG
signal acquired from wearable devices is likely to be distorted by body movements. This
motion artifact (MA) causes interference to the heart rate information in the PPG signal,
which makes it difficult to estimate an accurate heart rate [1, 2].

To solve this problem, researches on the MA removal in the PPG signal have been
conducted [2–10]. Typical methods for removing MA from the time domain are the
independent component analysis (ICA)-utilized method [3] and the Kalman smoother
method [4]. The ICA based method assumed that PPG signal and MA are independent,
but it is difficult to support the assumption mentioned above because PPG signal is
interfered by MA. The Kalman smoother method models MA by using sinusoidal
function, but this is difficult to reflect the characteristics of irregular MA. Because of
these problems, studies for removing MA not from time domain, but from frequency
domain have been conducted [2, 5–7]. The MA removal method supposed by
R. Krishnan [5] and Lopez [6] is effective in a situation with a weak MA, but it is
difficult to estimate accurate heart rate in a situation with a strong MA. The removal
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methods that can be applied in a situation with a strong MA are TROIKA [2] and
SPECTRAP [7]. These methods use acceleration data to reduce MA from PPG signal.
TROIKA consists of three stages such as singular spectral analysis (SSA) to remove
MA, sparse signal reconstruction (SSR) to estimate spectrum, and peak tracking to
estimate heart rate. However, SSR takes lots of time due to high-resolution spectral
estimation, so it has a problem of estimating heart rate in real-time. MA is removed
through asymmetric least squares method after obtaining spectrum by using fast fourier
transform (FFT) in SPECTRAP and heart rate is estimated by using Bayesian theory.

In this paper, a new MA removal method that has smaller BPM errors is proposed.
MA is a noise generated by the motion and its pattern can be identified through the
acceleration signal. After analyzing the distortion caused by MA through the spectrum
of the acceleration signal, MA is removed from the PPG spectrum for the accurate heart
rate estimation. Based on the power of the three-axis acceleration spectra, the method
for progressively removing the three-axis acceleration spectra is proposed. The MA
removal efficiency was confirmed by the comparison of errors between the actual heart
rate and the estimated heart rate before and after MA removal. Also, the performance
was evaluated by the comparison with the results in the conventional methods [2, 7].

2 PPG Signal and Motion Artifacts

Data set used in this study consists of one channel ECG of 12 subjects, 2-channel PPG,
and 3-axis acceleration signal and was obtained from zhilinzhang.com/spcup2015/data.
html [11]. 12 data sets were obtained from the wearable device according to the
exercise order set for about 5 min.

Figure 1 shows the relationship between PPG and acceleration signal in the time
and frequency domain. It is difficult to intuitively identify how three-axis acceleration
signals affect PPG in the time domain as MA becomes larger. However, the PPG
spectrum includes MA information in the frequency domain. It can be confirmed that
this is significantly correlated with the spectra of three-axis acceleration signals. Thus,
it is appropriate to remove MA not in the time domain, but in the frequency domain.

Fig. 1. PPG and 3-axis acceleration signals in the time and frequency domain. (a) PPG signal
and spectrum. (b), (c) and (d) 3-axis acceleration signals and spectra.
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The power of PPG spectrum in Fig. 1 is larger in the part influenced by MA than actual
heart rate. If the maximum value of the PPG spectrum is estimated as heart rate, heart
rate estimation error occurs. Thus, we need to remove MA components from PPG
spectrum for the accurate heart rate estimation.

3 Proposed Method

Figure 2 shows the overall block diagram of the proposed MA removal method.
Bandpass filter with 0.4–5 Hz passband was applied to the PPG signal and three-axis
acceleration signal of i th block as a preprocessing. The reason why passband was set
as 0.4–5 Hz is because it is within adult heart rate generally [2]. The PPG signal of i th
block that bandpass filter was applied and three-axis acceleration signals were
expressed as pi nð Þ and a j

i ðnÞ j 2 fx; y; zgð Þ, respectively. We obtained the power
spectra of pi nð Þ and a j

i ðnÞ by using fast fourier transform (FFT). The power spectra of
PPG and three-axis acceleration were expressed as P1

i ðf Þ and Aj
i ðf Þ, respectively.

In order to remove MA components, a method for progressively removing accel-
eration spectra from low average power of MA to high average power of MA from
P1
i ðf Þ is proposed. To do this, Aj

i ðf Þ is rearranged to Ak
i ðf Þ ðk ¼ 1; 2; 3Þ where k

represents the order of average power. The greater k in Ak
i ðf Þ is, the greater average

power is.

Fig. 2. Proposed MA removal method.

582 J.H. An et al.



Also, if actual heart rate and principal frequency of MA are overlapped, actual heart
rate information is removed. Thus, we used a constraint condition that sets the guard
band of the current window by using heart rate estimated in the previous window
similar to the conventional method [2], in order to keep the information of the heart
rate. Pk

i ðDf Þ and Ak
i ðDf Þ used in the constrain condition are the spectra that set guard

band of Df based on heart rate estimated in the PPG spectrum of the previous window.
The proportion of MA included in the PPG signal about each three-axis is calculated
through a constrained least square as follows.

ck ið Þ ¼ argmin
c

Pk
i fð Þ � cAk

i ðDf Þ
�� �� constrained to

1
2
max Pk

i Dfð Þ� �� cAk
i ðDf Þ

� �
� 0

ð1Þ

Then, �ckðiÞ is obtained by using autoregressive model about the coefficient ck ið Þ
through (1) and �ckði� 1Þ.

�ck ið Þ ¼ l�ck i� 1ð Þþ ð1� lÞck ið Þ ð2Þ

where l is a parameter used in an autoregressive model. The MA removal from the
PPG signal is made by removing the results of multiplying �ckðiÞ by Ak

i ðf Þ from Pk
i ðf Þ.

This was expressed in (3).

Pkþ 1
i ðf Þ ¼ Pk

i ðf Þþ�ckðiÞAk
i ðf Þ ð3Þ

where P4
i ðf Þ is the spectrum after MA components about three-axis are removed. If

Pkþ 1
i ðf Þ is less than zero, its value sets to zero.
Another problem to estimate heart rate by using P4

i ðf Þ is the case that the power of
P4
i ðf Þ in actual heart rate is very small. In this case, it is difficult to estimate accurate

heart rate even though MA is removed. As shown in (4), smoothing process is per-
formed by assuming that there was no significant heart rate change between two
consecutive windows.

�Pi fð Þ ¼ ��Pi�1 fð Þþ 1� �ð ÞP4
i fð Þ: ð4Þ

�Pi fð Þ is the final PPG spectrum with MA removal and � is a parameter controlling
the degree of spectral smoothing.

Figure 3 shows examples of progressively removing MA through the proposed
method. Figure 3(a) is the case where there is a significant difference between the
frequency components of MA and frequency components corresponding to actual heart
rate. Figure 3(b) refers to the case where distortion is given in the vicinity of the
frequency information corresponding to actual heart rate. In both cases, a large error in
the heart rate estimation occurs in the P1

i ðf Þ before the MA is removed. However, it can
be seen that accurate heart rate estimation is possible through the proposed gradual MA
removal method.
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Also, peak tracking process is required for the heart rate estimation. Peak tracking
[2, 7] plays a role of finding the peak corresponding to heart rate in the �Pi fð Þ. Peak
tracking in [2] performed peak tracking by setting the harmonic relation between peaks
and particular rules. Peak tracking in [7] used maximum likelihood estimation by
modeling the characteristics of actual heart rate. Here, we adopted the two peak
tracking methods for performance evaluation.

4 Experimental Results

Accuracy of heart rate estimation was evaluated by using PPG signal [11] of 12
subjects. The sampling frequency of each data is 125 Hz. Individual heart rate of each
subject was estimated by moving the window of 8 s by 2 s. The number of FFT points
is set to 4096. Df is a parameter used in the constraint condition means guard band that
is ½prevHR� 12; . . .; prevHRþ 12� where prevHR means the heart rate estimated in
previous window similar to the conventional method [2]. The parameters used in the
autoregressive models are set as l ¼ 0:88 and � ¼ 0:18:

In order to evaluate the MA removal efficiency of the proposed algorithm, heart rate
estimation results before and after MA removal about 12 subjects were compared with
actual heart rate. Figure 4 shows heart rate estimation results and actual heart rate
before and after the MA removal in 4 subjects among 12 subjects. 4 subjects were
selected as subjects that have a significant difference in heart rate estimation results. In
Fig. 4, it can be confirmed that there is a significant difference in actual heart rate in the
case that MA is not removed.

Fig. 3. Examples of MA removal in PPG spectra. (a) The case with a large difference of the
frequency component corresponding to the frequency components of MA and actual heart rate.
(b) The case that MA gives distortion in the vicinity of the frequency information corresponding
to actual heart rate.
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In order to quantitatively evaluate the proposed method, the mean absolute error
(MAE) between actual and estimated heart rate was used. It was defined in (5).

MAE ¼ 1
W

XW

i¼1

BPMest ið Þ � BPMtrue ið Þj j ð5Þ

where BPMest ið Þ represents the estimated heart rate and BPMtrue ið Þ means actual heart
rate obtained by electrocardiogram (ECG). W refers to the width of window.

The conventional methods for removing MA in the frequency domain were com-
pared with heart rate estimation results. Typical methods of the conventional methods
are TROIKA [2] and SPECTRAP [7]. Table 1 shows the average and standard deviation
of MAE for whole 12 subjects. After applying the peak tracking in [2, 7] to the proposed
algorithm, each result was compared with the MAE of the conventional methods.
The MAE results of the proposed algorithm are smaller than the MAE of the two other
conventional algorithms and have an advantage that the results of the proposed algo-
rithm do not vary greatly according to subjects through a small standard deviation.

Fig. 4. BPM estimation results using peak tracking [2] with and without the proposed MA
removal.

Table 1. Performance comparison in terms of MAE on 12 subjects.

Subject # 1 2 3 4 5 6 7 8 9 10 11 12 Mean � std

Proposed + peak
tracking [2]

1.38 1.95 0.90 1.20 1.04 1.36 0.75 0.66 0.68 3.87 0.89 1.48 1.40 � 0.89

TROIKA [2] 2.29 2.19 2.00 2.15 2.01 2.76 1.67 1.93 1.86 4.70 1.72 2.84 2.34 � 0.82

Proposed + peak
tracking [7]

1.32 1.07 0.98 1.09 1.16 1.12 0.67 0.96 0.77 2.21 0.77 1.60 1.14 � 0.42

SPECTRAP [7] 1.18 2.42 0.86 1.38 0.92 1.37 1.53 0.64 0.60 3.65 0.92 1.25 1.50 � 1.95
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In order to investigate the performance variation on the parameters in the proposed
algorithm, MAE was, as shown in Fig. 5, calculated by changing l from 0.8 to 1 and �
from 0 to 0.8. The results that peak tracking in [2] was applied to the proposed
algorithm were (a) and (c) and the results that peak tracking in [7] was applied were
(b) and (d). (a) and (b) represent the average MAE of 11 subjects that performance
changes were not large according to parameters. (c) and (d) represent the results of
subject 1 and 2 who had a large MAE in each parameter change. However, as shown in
(a)–(b), it was verified that the proposed method also showed stable performance even
in the parameter change, except for two subjects showing a large MAE.

5 Conclusion

In this paper, a method for progressively removing MA in PPG signal for the esti-
mation of the accurate heart rate was proposed. The MA removal method is performed
in the frequency domain and investigates the correlation between the PPG signal and
MA. The better performance of the proposed algorithm was demonstrated by com-
paring the proposed algorithm with the existing methods in terms of MAE.

Fig. 5. MAE of BPM depending on the change of parameters l, �. (a) and (b) Average MAE in
11 subjects who are stable in the parameter change. (c) and (d) MAE of subject 1 and subject 2
who are sensitive to parameter change. (a) and (c) refers to the case that peak tracking in [2] is
used and (b) and (d) refers to the case that peak tracking in [7] is used.
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Abstract. The purpose of this paper is to confirm the improvement of accuracy
in predicting the profit of a café by using dimensionality reduction features
through Factor Analysis. Profit forecasts for retailers have always been of great
interest. We limit the discussion to the prediction of a café profit. We show that
dimensional reduction through Factor Analysis is useful for various types of
data. After that, we compare the SVM with the linear regression and show that
using a good kernel trick of the SVM improves accuracy.

Keywords: Profit prediction � Principal component analysis � Factor analysis �
Support vector machine � Dimension reduction

1 Introduction

As demand for coffee increases, many cafes have been set up. But some fail while others
last for a long time becoming popular. Therefore, we consider the problem of finding
influential features affecting café’s sales among a number of external variables and
predicting whether a certain café will have good results or not when the café is set up.

To achieve the goal of this work, predicting sales, an essential part is to collect
features which are actually affecting sales. So we need to decide which feature we have
to collect at first. In a previous work of Shin and Moon [1], it categorized features into
shop, approach, and locational characteristic and analyzed their effects on sales. We
collect feature data based on the suggestion of this previous work.

We will choose certain features which have high impact on café’s success among
all features we collected to solve overfitting-problem. In this process, we are going to
reduce dimensions by Factor Analysis (FA) and perform Support Vector Machine
(SVM) on the features obtained by factor analysis.
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2 Methods

2.1 Factor Analysis

First, we talk about Principle Component Analysis (PCA), which is the basis of FA.
PCA is a statistical procedure that uses an orthogonal transformation to convert a set of
observations of possibly correlated variables into a set of values of linearly uncorrelated
variables called principal components [2]. Factor analysis is similar to principal
component analysis in that factor analysis also involves linear combinations of vari-
ables. Different from PCA, factor analysis is a correlation-focused approach seeking to
reproduce the inter-correlations among variables, in which the factors “represent the
common variance of variables, excluding unique variance”. In terms of the correlation
matrix, this corresponds with focusing on explaining the off-diagonal terms, while PCA
focuses on explaining the terms that sit on the diagonal. We used FA to identify the
relationship of each features (Fig. 1).

2.2 Support Vector Machine

To predict the sales using the extracted features, we used linear regression as a baseline.
The linear regression is a regression model that models the linear relationship between

Fig. 1. Example of FA results: it can be seen that features that are expressed by three factors
after applying FA, and factor 1 have the greatest effect on the sales of similar-area merchandise.
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the dependent variable y and one or more independent variable x. We use a multiple
linear regression since many variables are used in this study. We also employ a
widely-used prediction model of SVM [4]. The SVM algorithm creates a model for
predicting new data based on a given set of data. The generated model is represented as
a boundary in the space where data is mapped. The SVM algorithm is the algorithm for
finding the boundary having the largest margin [3]. SVMs are typically made up of a
collection of hyperplanes.

There are several kinds of kernel functions that can be used in SVM. We use the
three main functions shown in Fig. 2. The first one is a linear kernel. As a basic kernel
function, it can provide good predictions on linearly separable data. The second and
third are kernel functions that assume a Gaussian distribution. It is a function that uses
the kernel trick using the variance and average value of the data.

2.3 Data Description

We collected data provided by ‘portal of small business leaders’ (http://www.sbiz.or.kr/).
We analyzed the type of business (coffee shops and café) in a certain area throughout the
county and collected data among the analysis results. The followings are the data we
collected: Market type, Area, Resident population, Worker population, Main facility,
Gathering facility, Change in coffee shops in selected area, Changes in coffee shops in
administrative area, Number of purchase, Sales of similar business, Floating population,
Brand index, Rent. So far is the data used for the feature, and for the y value, we use the
average sales in that area. For prediction, the number of purchase was removed according
to the basic conditions. After that, through FA, we removed 5 features such as Brand
index, Change in coffee shops in selected area, and three market types that have very little
influence on each factor formed by three.

3 Results

The overall result is summarized in Fig. 3. Predictions without dimension reduction
showed the lowest result. After reducing the dimension using FA, the correlation is
more than 0.8. Also, we can obtain correlation up to 0.87 using the optimized SVM
algorithm which used linear kernel function.

Fig. 2. The kernel functions used in the SVM algorithm
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To be more specific, first, the number of use of cafes was removed. The degree of
correlation between the number of use cases and the sales amount is very high, so a
very good value can be predicted. However, it should be assumed that the number of
cafes in the area where sales of cafes are not surveyed and sales should be investigated
is not investigated.

The scatter plot in Fig. 4 shows the predicted and actual values of the most basic
linear regression without feature validation. The correlation was 0.55.

Fig. 3. Performance comparison between the baseline algorithm and the algorithm improved
through this study.

Fig. 4. Scatter plot of predicted and actual values using linear regression without FA.
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Figure 5 is a model that applies linear regression except for some categorical
variables and continuous variables using FA. The correlation was 0.72. In other words,
using FA to remove five features, it can be seen that rose by about 0.2.

Figure 6 is a correlation graph of SVM applying three kernel functions that
sequentially change soft margin after excluding some categorical and continuous
variables using FA. In the first case, we can see that applying the linear function gives
the best result.

Finally, Fig. 7 is a scatter plot when applying a linear function, which is the best
correlation function, and applying a soft margin of 9. The correlation was 0.815.

Fig. 5. Scatter plot of predicted and actual values using linear regression with FA.

Fig. 6. SVM prediction rate which shows the correlation value according to the soft margin
applying FA.

Fig. 7. Scatter plot of SVM applying linear kernel function with optimal soft margin.
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4 Conclusion

In fact, there are areas where it is not easy to get a lot of data. In the case of data with
geographical and economic factors, such as this study, there may be many difficulties in
terms of security problems and accuracy. In this study, to recognize these situations and
to overcome them, FA is proposed as a method to remove unnecessary features among
various features. Using this FA, we could perform actual predictions better. In addition,
we applied various kernel functions on SVM using these selected features and com-
pared it with the linear regression method, which is a baseline function. As a result, it
was found that the SVM applying the linear function as the kernel function obtained the
best result. The reason why these results are shown seems to be because the rela-
tionship of the actual variables is linear. In addition, we can confirm the usefulness of
SVM by showing the better result than the linear regression method which can be
applied similarly, even though we have this linear relation.
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Abstract. In this paper, we propose a new algorithm that renders motion blur
and motion blurred shadows at the same time using a hybrid approach. Our
algorithm generates a shadow map which stores a list of visible time ranges along
with depth values at each pixel. In the subsequent pass, we use this shadow map
to perform shadow tests at a receiver sample’s position and at its time. Our results
show that our algorithm addresses some problems that a previous work does not.
In addition, our algorithm runs completely on the current GPUs.

Keywords: Real-time rendering � Motion blur � Motion blurred shadows �
Visibility

1 Introduction

According to recent research described by ThanhBinh [1], Agarwal and Bedi [2], image
processing is an important part of modern graphics and motion blurred shadows is an
essential effect in that field. Motion blur is an important effect in computer graphics and
it enhances the sense of realism experienced by users. When a geometry is blurred, its
shadows should be blurred as well. However, there are a few proposed algorithms for
rendering motion blurred shadows.

A brute force method renders a scene with shadow many times then averages the
results to produce a correct motion blur and motion blurred shadows. However, this
approach is very slow so it does not suit for the real-time rendering. Stochastic sam-
pling based approaches use multi samples per pixel with each sample has a unique
random time to render motion blur and motion blurred shadows. Thus, these approa-
ches improve performance but produce noise images with self-shadow artifacts.

In this paper, we introduce a new algorithm that renders motion blur and motion
blurred shadows simultaneously using a hybrid approach. Our algorithm combines a
per-pixel linked list approach and the stochastic sampling approach. During one frame
rendering, at each pixel each moving triangle is visible in a range of time. First, we
render a scene from the light and store a list of such visible time ranges along with
depth values at each pixel of the shadow map. Then we render the scene from camera
using the stochastic sampling approach and do the shadow lookup. Thereafter, we load
a visible time range and depth values of a geometry to perform the shadow tests.
Finally, all visible samples are averaged to produce the pixel color.
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2 Related Works

Many algorithms are proposed for motion blur rendering and motion blurred shadows.
Therefore, we refer readers to a survey done by Navarro et al. [3] and a book written by
Eisemann et al. [4] for an overview of motion blur and shadow mapping, respectively.

Haeberli and Akeley [5] render a scene with shadow many times and average the
results to produce blurred images with motion blurred shadows. However, it has
ghosting artifacts at low sampling rates but increasing the sampling rates impact per-
formance substantially.

For each pixel in a shadowmap, deep shadowmap [6] stores a list of semi-transparent
surfaces. The visibility of a surface at a given depth is computed as

Q
pz\zi ð1� aiÞ,

where zi and ai are the depth and opacity of a surface. To render motion blurred shadows,
authors assign a random time for each sample and all samples at the same depth are
averaged together to an opacity of a surface. Thus such surfaces are regarded as trans-
parent blockers. This approach only works for static receivers. As receiver moves, time
dimension is collapsed and motion blurred shadows are rendered incorrectly.

Akenine-Möller et al. [7] use the stochastic rasterization to render motion blurred
shadows using time-dependent shadow maps. This algorithm uses many samples per
pixel with each sample has a random time. As generating the shadow map and ren-
dering from the camera, each sample has a random time ts and tr, respectively. This
algorithm uses the stratified sampling to ensure that ts and ti belong to the same
segment of the exposure interval. Thus, this algorithm can render the correct motion
blurred shadows when there are many samples per pixel. However, this approach
suffers might suffer self-shadow artifacts. Later, McGuire et al. [8] implement this idea
on the current GPUs.

Inspiring the idea of Akenine-Möller et al. [7], Andersson, Hasselgren, Munkberg
and Akenine-Möller [9] render motion blurred shadows using depth layers. First, this
approach to generate time-dependent shadow maps (TSM), with each sample has
motion vectors, and then cluster all samples in each tile of shadow maps into (up to)
four depth layers using a method described by Andersson, Hasselgren and
Akenine-Möller [10]. Next, for each layer this approach calculates an average motion
vector d and re-projects all samples along this vector (to t = 0.5). Depth values of these
samples are also computed at t = 0.5. At each texel of the shadow map, this method
accumulates a weight, sample contributions and store together with two depth moments
of the variance shadow map [11]. In the subsequent pass, they again re-project a
receiver sample along the layer’s motion vector to t = 0.5 and apply the camera filter as
sampling the shadow map. To approximate the visibility of the receiver sample, they
accumulate as follow: Vfinal ¼

Q
l ½1� a 1� Vð Þ�, where V is the variance shadow map

visibility and a is an opacity of the layer l. This approach renders motion blurred
shadows in less noise images but has potential problems when samples move in dif-
ferent direction in a tile. Authors alleviate but do not address completely this problem
using a tile-variance approach in [12].
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3 Algorithm

First, we present our main idea and then describe the details of the shadow pass in
Sect. 3.1 and the lighting pass in Sect. 3.2. Throughout the presentation, we use the
term triangle but it can naturally extend to a general geometry which might have
animation data defined by Myeong-Won et al. [13].

3.1 Shadow Pass

We assume a triangle linearly moves from the beginning (t = 0) to the end frame
(t = 1). The position of this triangle at t = 0 and t = 1 is ABC and A’B’C’, respectively.
To generate motion blur and motion blurred shadows for this triangle, a brute force
method renders this triangle many times then average the results. The goal is to find a
visible time range of this triangle at each pixel and compute average color along this
time range. At the pixel P, this triangle is visible through five intersection points at five
times t1, t2, t3, t4 and t5, in Fig. 1(a). From this observation, our main idea is to render
this triangle only once and get a visible time range of this triangle by finding the first
and the last intersection points (F1 and F2) at the first time (t1) and the last time (t5),
respectively. So at the pixel P we can compute the visible time range of this triangle
and know a depth range from F1 and F2.

Fig. 1. A triangle moves from the beginning (t = 0) to the end (t = 1) of a frame. At t = 0 and
t = 1, this triangle is ABC and A’B’C’, respectively. (a): A brute force method renders this
triangle many times. At the pixel P, this triangle is visible at times t1, t2, t3, t4 and t5. (b): Our
algorithm renders this triangle only once then finds the first (t1) and the last times (t5) this triangle
is visible at the pixel P.
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To implement our main idea, first we assign a time and texture coordinates to each
vertex of triangles ABC (t = 0) and A’B’C’ (t = 1). Next, we use ABC and A’B’C’ to
form a prism, in Fig. 1(b), then triangulate this prism and send to the rasterization stage
in GPU. For each pixel GPU generates two points (F1 and F2), each point has an
interpolated time, interpolated texture coordinates and a depth value. Finally, the vis-
ible time is computed as |t1−t5|.

With this main idea, we render a scene from the light to generate a shadow map. In
our algorithm, each pixel in the shadow map stores a list of tuples with six values on
the form: (t1_t2, z1_z2), where (t1, z1) and (t2, z2) are an interpolated time and a depth
value of a generated points such as F1 and F2.

3.2 Lighting Pass

In this pass, we use a stochastic rasterization [8] to render a scene from the camera.
A triangle covers a set of pixels when moving from the start (t = 0) to the end of frame
(t = 1). We use two positions of this triangle at t = 0 and t = 1 to make a convex hull to
cover all such pixels. There are multi samples per pixel with each sample has a random
time. To check whether the current sample is visible or not, we perform a ray-triangle
intersection with this ray is shot from the camera through the current sample. If there is
an intersection, the current sample is visible.

To perform the shadow lookup at a visible sample we do as follows. First, we
project this sample to the shadow map and load each tuple (t1_t2, z1_z2). Next, if the
visible sample’s time (ts) is inside the visible time range [t1, t2], we find a depth value at
ts using linear interpolation along the depth range (z1, z2) and compare the interpolated
depth with the sample’s depth. Finally, we perform shading and average all samples’
color in a pixel. To address the self-shadow artifacts in time-dependent shadow
mapping method (TSM), we check if the current sample does not belong to the current
triangle prior the shadow test.

4 Results

Our algorithm is implemented using DirectX 11, HLSL 5.0 with a GTX 980 Ti 6 GB
graphics card. In the shadow pass, we generate and store a shadow map in the memory
using a per-pixel linked list described by Barta et al. [14], Burns [15] and Salvi et al.
[16]. In the lighting pass, we use the stochastic rasterization [8] with a fast ray-triangle
intersection [17] and multi-sampling. For comparisons, we implement a brute force
method [5] using 3000 samples to generate reference images and the time-dependent
shadow mapping (TSM) using the stochastic rasterization and multi sampling. All
result images are rendered at 1024 � 768 resolution and the shadow map used in the
TSM have the same resolution.

Figures 2 and 3 show image quality comparisons between our algorithm and TSM
using multi-sampling with the same number of samples per pixel. Due to the insuffi-
cient number samples per pixel, both images have noise but images rendered by TSM
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have visual artifacts (green highlighted area in Fig. 2 and red highlighted area in Fig. 3)
in the shadow areas while ours does not. The reason for this is that TSM uses two
random times, ts and tr, for the same sample. ts and tr are used when rendering from the
light and from the camera, respectively. Time mismatch results in incorrect shadow
tests. Additionally, red highlighted area in Fig. 2 shows that TSM have self-shadow
artifacts.

Figure 4 shows the performance comparison between our algorithm by varying the
number of samples per pixel. As increasing the number samples per pixel, performance
of both algorithms is reduced but in the shadow pass the overhead of draw calls and
state changes is higher than ours. The reason for this is that in TSM the number of draw
calls is proportional to the number of samples per pixel. Meanwhile, our algorithm uses
only one draw call.

Reference TSM Ours

Fig. 2. Image quality comparison between our algorithm and TSM using multi-sampling 40
samples per pixel. Images rendered by TSM has self-shadow artifact (red highlighted area) and
visual artifacts (green highlighted area) while ours does not.

Reference TSM Ours

Fig. 3. Image quality comparison between our algorithm and TSM using multi-sampling 80
samples per pixel. Our result image has the similar quality with the reference image, while TSM
has visual artifacts.
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5 Conclusion

We have presented a hybrid algorithm that renders motion blur and motion blurred
shadows at the same time. First, we generate a shadow map which stores many time
ranges at each pixel. Each time range represents a period of time that a geometry is
visible for a given pixel during one frame rendering. In the second pass, we use multi
sampling with each sample has a random time to render motion blur and motion blurred
shadows. For each visible sample, we project to the light space then load each visible
time range along with depth values to perform the shadow tests. All test results are
averaged to produce the final pixel color.
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Abstract. Thanks to the design of different portable subminiature sensors and
wired and wireless communication technology, the U-Healthcare service is
getting vitalized. A mass amount of raw data is processed in real time when this
U-Healthcare service is provided, and efficient processing and storage tech-
nologies are required accordingly. Therefore, this paper proposed an ECG data
compression algorithm that is improved to efficiently transmit M2M-based mass
biometric data.

Keywords: ECG � M2M � Biometric data � Data compression � Algorithm

1 Introduction

Due to the design of different portable subminiature sensors and wired and wireless
communication technology, the U-Healthcare service is becoming more active [1].

As a mass amount of raw data is processed in real time when this U-Healthcare
service is provided, the necessity of efficient processing and storage technologies is
increasing [2].

Especially, the ECG (Electrocardiogram) signals are used to decipher any abnor-
mality in each waveform among biometric data and considered as the most significant
factor to diagnose heart diseases [3].

The ECG data compression algorithms to compress this are divided into direct and
converted compression methods; they have some weaknesses that the direct com-
pression method can distort the main properties of ECG if its compression rate is
increased, and the converted compression requires a relatively large amount of com-
putation [4].
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J.J. (Jong Hyuk) Park et al. (eds.), Advanced Multimedia and Ubiquitous Engineering,
Lecture Notes in Electrical Engineering 448, DOI 10.1007/978-981-10-5041-1_95



Thus, in order to transfer efficient M2M-based medical information, this paper
proposed an ECG data compression algorithm, which is the combination of the
overlapping-pattern compression algorithm that is a lossless compression technique
and the compression algorithm to decide existence of data.

2 Related Studies

2.1 M2M

M2M is a technology that mutually transfers information after collecting, manipulating,
and processing through communication between objects without human intervention
by attaching communication modules to different devices and equipment.

It implies an environment that can provide various fields with spontaneous/intelligent
custom services through Internet-connected intelligent objects, away from the existing
on-demand paradigm [5].

2.2 U-Healthcare

U-Healthcare is an abbreviation of ubiquitous healthcare, and it is a product/service
system that connects information/communication technology with health/medical
industry to enhance the quality of life of users and reduce medical costs by obtaining
health information for humans anytime and anywhere and utilizing it for prevention,
diagnosis, treatment, and follow-up management [1].

2.3 Overlapping-Pattern Compression Algorithm

Lempel-Ziv is a lossless data compression algorithm suggested by ZIV and Lempel in
1978, and it is a method that replaces an overlapping pattern at the current location, if
such pattern exists, by finding a relative location to it and the length of the pattern [6].

2.4 Compression Algorithm Deciding the Existence of Data

There are a lot of efficient cases if data is expressed bitwise. The bit-vector technique is
used in this type of bitwise computations; it is a method expressing sets containing
non-overlapping integers in bits [7].

3 Designing M2M-Based ECG Data Compression Algorithm

3.1 Outline of ECG Data Compression Algorithm

This study suggested a data compression algorithm using the overlapping-pattern
compression algorithm, which is a lossless compression technique, and the algorithm
deciding the existence of data.
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First, the 4-stage preprocessing is performed regarding the ECG signals obtained in
advance.

In the first stage, the difference between the currently obtained signals and previ-
ously obtained ones.

In the second stage, electrocardiogram signals are classified in sections of one cycle
each, starting from the R-wave that has the biggest amplitude among the meaningful
sections in ECG, such as P, Q, R, S, and T. Then, the classified ECG signals are stored
in buffers for DCT conversion.

In the third stage, in order to improve the compression rate, DCT conversion is
performed and the stored data is put into buffers based on different sizes of window
filters.

The fourth stage conducts window-filtering and assembles the 100 data stored in
buffers to perform the proposed compression algorithm in real time.

The algorithm suggested in this paper is run through this 4-stage preprocessing.
Figure 1 shows the outline of the overall algorithm.

3.2 Requirements for ECG Data Compression Algorithm

This study proposed an ECG data compression algorithm that combined the
overlapping-pattern compression algorithm and the compression algorithm deciding the
existence of data for the efficient M2M-based transmission of medical information. The
requirements for designing this algorithm are as follows.

– Biometric data (ECG) should be preprocessed to use the suggested ECG Data
Compression Algorithm.

– Compress the overlapping data using the overlapping-pattern compression algo-
rithm, which is a lossless compression technique.

– There should be no overlapping data to use the compression algorithm deciding the
existence of data.

– Indicate the existence of data and the compress the data by 1bit based on the
indications using the compression algorithm deciding the existence of data.

– CR and PRD should be enhanced compared with the existing studies.

Fig. 1. Algorithm overview
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3.3 Efficient Design of ECG Data Compression Algorithm

In this section, we explain the M2M-based ECG data compression algorithm to effi-
ciently transfer medical information and its specific procedures. The overall content of
the ECG data compression algorithm is equivalent to Fig. 2.

3.3.1 Preprocessing of ECG Signals
This paper named the following procedures “preprocessing of ECG signals.”

Regarding the acquired ECG signals, find the difference between the currently
obtained signals and previously obtained ones. Then, classify electrocardiogram signals
in sections of one cycle each, starting from the R-wave that has the biggest amplitude
among the meaningful sections in ECG, such as P, Q, R, S, and T.

Store the classified ECG signals in buffers for DCT conversion, and in order to
improve the compression rate, perform the DCT conversion and put the stored data into
buffers based on different sizes of window filters.

Finish the preprocessing procedure while conducting window-filtering of stored
data and assembling the 100 data stored in buffers.

3.3.2 Overlapping-Pattern Compression Algorithm
The overlapping-pattern compression algorithm proposed in this study can be divided
into three stages: evaluating overlapping patterns, computing the relative location and
length, and replacing the pattern. The proposed algorithm is designed as shown in
Fig. 3.

Fig. 2. ECG data compression algorithm
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In order to compress the overlapping data of ECG data with completed prepro-
cessing, we have to evaluate whether there is any overlapping pattern at the current
location.

If such pattern exists, we compute the relative location to the overlapping pattern
and the length of the pattern and replace the pattern with <relative location, length>.

As the compression method for overlapping patterns dynamically constitutes a
dictionary by using cues from prototype when reading data, this technique can find the
overlapping information for each object and compress it.

3.3.3 Compression Algorithm Deciding the Existence of Data
The compression algorithm to decide the existence of data proposed in this study can
be divided into three stages: evaluating whether data exists or not, indicating based on
the existence of data, and the bit-compression based on the indications. The proposed
compression algorithm to evaluate the existence of data is designed as shown in Fig. 4.

Decide whether exists the data with the overlapping data compressed by the
overlapping-pattern compression algorithm. Assign one bit for each dataset after the
judgment, and express the sets as a series of bits. If the corresponding data exists in a
set, mark the bit as 1 (TRUE) and 0 (FALSE) otherwise. The marked data in 1 byte (8
bit) unit are compressed by 1 bit per data.

Fig. 3. Overlapping-pattern compression algorithm

Fig. 4. Compression algorithm deciding the existence of data

Design of ECG Data Compression Algorithm 605



4 Conclusion

Recently, following the rapid growth of ITC fusion technology, the design of different
portable subminiature sensors and wired-wireless communication technology are vital-
izing U-Healthcare, and the paradigm of medical services are changing from diagnosing
and treating diseases to preventing and managing them.

This design of U-Healthcare technology enables people to monitor not only the
whole medical field but also their own health promotion contents individually anytime
and anywhere.

Thus, a huge amount of important medical information gets processed in real time
wirelessly, and as a result, a mass biometric data is generated, requiring efficient
processing and storage techniques.

In addition, if a biometric database is built to manage patients requiring long-term
management or those with chronic conditions, there is an issue of the storage capacity.
Also, the larger the new data when compared to the existing data and evaluated in order
to distinguish whether there is an anomaly or not, the longer the detection time.
Therefore, based on this, the necessity of efficient compression of biometric data is on
the rise.

Therefore, we conducted a study to efficiently compress ECG signals, which are used
as a very significant factor in diagnosing heart diseases, among all the biometric data.

Through this, in order to transmit efficient M2M-based medical information, this
study suggested an ECG data compression algorithm, which is the combination of the
overlapping-pattern compression algorithm, also known as a lossless compression
technique, and the compression algorithm to decide existence of data.
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Abstract. Recently, there has been an active research effort on Wireless Sensor
Network (WSN) where the sensor nodes consume energy efficiently by com-
municating between the nodes directly without a network infrastructure. How-
ever, previously proposed protocols require regular re-establishment of clusters,
which leads to unnecessary energy consumption. Moreover, there is a large
energy consumption because a cluster head that is placed far apart from a sink
node directly transmits data to the sink nodes. Therefore, in this paper, we
analysis the problems of the previous clustering techniques and protocols, and
designed a clustering algorithm for efficient energy consumption through the use
of an energy threshold during cluster re-establishment and data transmission
route selection.

Keywords: Energy management � Clustering algorithm � LEACH � WSN �
Multi-hop

1 Introduction

Following the recent advances in wireless communication and sensor technology, it has
become possible to use WSN in various applications [1].

Because a WSN consists of communication between sensor nodes without an
infrastructure such as a base station, energy of a node can represent the energy of a
network [2].

Therefore, there is a research effort on efficient use of energy of nodes in order to
increase the lifetime of a network.

The most notable clustering technique is to divide the sensors into clusters, and
allow only the cluster head to communicate with sink nodes in order to reduce the
amount of energy consumed by each node during data transmission and reception.
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The Low-Energy Adaptive Clustering Hierarchy (LEACH) protocol is used as a
clustering method, and distributes the energy consumption to all nodes through peri-
odic cluster head re-establishment. This resolves the imbalance in energy consumption
and increases the network lifetime.

However, the LEACH protocol requires periodic re-establishment for selecting the
cluster head. As such, unnecessary energy is consumed for the re-establishment.

Moreover, a single-hop transmission method is used where the cluster head
transmits data directly to the sink node. Hence, there is a significant energy con-
sumption if the cluster head is placed far from the sink nodes.

Therefore, in this paper, we designed an algorithm that improves on the problems
of the LEACH protocol, by re-establishing the clusters based on an energy threshold
value, and using a multi-hop method for data transmission that considers energy
consumption.

2 Related Works

2.1 LEACH Protocol

The LEACH protocol is one of the most notable methods among clustering algorithms.
In the LEACH protocol, multiple sensor nodes constitute a cluster, and the sensor
nodes within a cluster become the cluster head through periodic re-establishment [3].

The member nodes that belong to a cluster head transmit their data to the cluster
head, which is received and merged for transmission to the base station [4].

In the LEACH protocol, cluster heads are replaced through re-establishment during
each round for the purpose of balanced energy consumption. Equation 1 is used for
re-establishment of cluster heads.

Y nð Þ ¼
R

1�R�ðvmod1rÞ
: if n 2 K

0 : otherwise

�
ð1Þ

Here, YðnÞ is the threshold for the selection of a cluster head, R. the ratio of cluster
heads, v. the current round, and K. the set of all sensor nodes other than cluster heads [4].

3 Design of Clustering Algorithm

3.1 Overview of the Clustering Algorithm

In this paper, we consider the threshold for cluster heads, and re-establish the clusters
only when the remaining energy is below the threshold, while omitting the
re-establishment process when it is above the threshold. This not only reduces energy
consumption, but also increases the lifetime of the entire network. An overview of the
algorithm is shown in Fig. 1.
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3.2 Functional Block Diagram of the Clustering Algorithm

The proposed clustering algorithm for efficient energy management adopts a multi-hop
technique to balance the energy management of cluster heads.

By setting a threshold for cluster heads, the optimal route and the route with the
maximum power capacity are selected, and the cluster is re-established only when the
remaining energy of the cluster head is below the threshold. An FBD of the proposed
clustering algorithm is shown in Fig. 2.

3.3 Data Flow Diagram

The clustering algorithm proposed in this paper defines the re-establishment period
through data flow chart, and performs cluster head selection and configuration fol-
lowing node activation.

Moreover, clusters are re-established based on the threshold value setting and
remaining energy, in order to achieve regular energy management.

Fig. 1. Clustering algorithm overview

Fig. 2. Functional block diagram
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Subsequently, the cluster head creates a schedule and notifies the member nodes.
When data collection is finished, the data is transmitted by selecting transmission routes
to the sink nodes. A DFD of the proposed algorithm is shown in Fig. 3.

3.4 Design of the Overall Algorithm

In this paper, we designed a clustering algorithm for efficient energy management in
WSN environments. The overall algorithm as designed is illustrated in Fig. 4.

Following the establishment of a cluster, the cluster is re-established if the
remaining energy of the cluster head is lower than the threshold given by the following
equation. Equation 2 is used for re-establishment.

Ecv ¼ CHaE� CHaE
CHN

� 2
� �

ð2Þ

In Eq. 2, Ecv represents the energy threshold, CHaE is the average energy of a
cluster head, and CHN is the number of cluster heads.

After first establishing a cluster, the time of re-establishment and replacement of the
cluster head is determined by comparing Ecv to the remaining energy.

Fig. 3. Proposed algorithm DFD
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Fig. 4. Full algorithm
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4 Conclusion

The LEACH protocol, which has been used frequently thus far, resolves energy
imbalance between nodes and increases the lifetime of the entire network through
effective cluster establishment and efficient merging of data.

However, because the LEACH protocol selects cluster heads probabilistically and
re-establishes clusters regularly, unnecessary energy is consumed.

Therefore, in order to resolve this issue, this paper designed a clustering algorithm
for efficient energy management in WSN environments.

In order to design the proposed algorithm, we set an energy threshold value to
resolve the problem of unnecessary energy consumption in the previous LEACH
protocol.

Unnecessary energy consumption was reduced by re-establishing a cluster only if
the remaining energy is below the set threshold, while omitting re-establishment if it is
above the threshold.

Moreover, in order to resolve the problems of a single-hop transmission method, a
multi-hop method was used, which allows for efficient energy management. Based on
the multi-hop method, we designed a clustering algorithm that can maximize the power
efficiency of data transmission by selecting the minimal and optimal route based on the
threshold.
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Abstract. Cars are increasingly being equipped with a variety of driver con-
venience and safety features, with many vehicles evolving into what are now
called “smart” cars. The convenience and safety systems built into these vehi-
cles, which include infotainment, connected car, and autonomous navigation
systems, are being actively developed by combining them with mobile com-
munication technology. However, utilizing such technology can potentially leak
personal, or vehicle information. A mobile communication module for example,
can be used to attack the electronic control device of a vehicle; the attacker then
has the ability to endanger the driver by gaining control of the vehicle brakes
and steering devices. To protect the driver and the vehicle from such risks, we
have designed a technology that creates a secure zone for the storage of
important information, restricting external access to the telematics control unit.

Keywords: Secure area � File system � Certificate � File encryption/descript �
Sandbox

1 Introduction

The automobile industry has been influenced by recent advancements in mobile com-
munication, which has been incorporated into various technologies including infotain-
ment, connected car, and autonomous driving systems. For example, Intelligent
Transport Systems (ITS) are being introduced around the world, and Cooperative-
Intelligent Transport Systems (C-ITS) - the next generation ITS - are currently under
active research in Korea. The C-ITS technology is a system that provides the driver with
traffic conditions and accident risk information, such as sudden stops or fallen objects, in
real time. With the advancement of mobile communication and sensor technology,
automobiles are no longer simple means of transportation, instead becoming “smarter”
with increasingly advanced safety and convenience features. As these technologies
evolve, Telematics Control Units (TCUs) for automobile communication are also
continuously being developed. Existing TCUs manage radio, GPS, Bluetooth, Wi-Fi
and USB, however with the advancement of mobile communication it has become
possible to use faster networks, including LTE, 5G and WAVE, than in previous
generations. Because the TCU uses bi-directional mobile communication, both the
information in the vehicle and the information received from outside the vehicle is
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expected to increase. For example, to update information in a vehicle, one could either
download data by connecting to an external update server using a TCU, or check the
current vehicle status by sending information externally. As technology advances,
ensuring the security of the vehicle or personal information has become critical. There is
a need to determine whether the information coming from the update server is reliable
and safe to use, and whether the vehicle information and personal information is
securely stored.

In this paper, we design a secure zone to securely store data in the TCU responsible
for communication. The data in the secure zone is encrypted by default. The key used
for encryption is extracted through an internal algorithm, and the decryption function is
provided to other devices requiring use of the information in the TCU.

2 Related Studies

This section describes: (1) The file system security used to securely store data in the
TCU; and (2) Seed generation to encrypt the data.

2.1 File System

A file system is defined as a system used to arrange and manage data within a partition
of a physical disk. In general, a hierarchical file system in a directory structure is used.
File system types include FAT, NTFS, EXT, and HFS, depending on the operating
system. A file system may perform various functions on a given file, such as inputting,
outputting, saving, deleting, and searching. In this paper, these functions are wrapped
to restrict access from the outside, other than to a specified user. By adding encryption
to a commonly used file system and providing a new wrapped API, the system will
provide important information to specific users only.

2.2 Seed Generation

In this paper, the key used for encryption is generated by a random number generator,
and is used to store the encrypted data. The random number generator requires the seed
value, which is generated by an internal algorithm and special information from the
TCU. The internal algorithm generates a new seed value by combining information that
is only known to the developer who provided the special information to the TCU, and
the module that extracts seed values. Even if the special value of the TCU is known to
an outsider, the seed value will still only be known to the developer. Therefore, the
seed value used for the random number generator should be configured such that it will
not be recognized by an outsider, and the value must remain unchanged once gener-
ated. If the seed value is exposed, the previously encrypted data should be discarded.
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3 Design

In this section, we design the module that securely stores data in the TCU. This module
stores and encrypts at the same time, rather than protecting files in the existing oper-
ating system. Some existing operating systems use Trust Zone or Secure Area tech-
nologies to secure important data. However, for an embedded system that is expensive
and does not have hardware support available, a different approach is necessary. Thus,
we propose a method that is a software technology, and is designed to be convenient
for the developer. We have designed a module that emphasizes the security of
encrypted data by applying a unique key generation method and encryption level,
thereby enhancing security strength and efficiency. This section describes the detailed
design of the proposed module, which we have named the Extended Encrypting File
System (hereinafter referred to as “EEFS”).

3.1 EEFS Module Architecture

Figure 1 shows the proposed EEFS module as compared to: (1) The method of storing
the existing plain data without encrypting; and (2) The method of separately encrypting
and storing using two separate steps. The proposed method does not read, encrypt, and
then re-save the existing file. Rather, it immediately and simultaneously performs
encryption and storage of the memory data in the file system, providing convenience
and secure storage of the data to the developer.

3.2 EEFS Detailed Design

The detailed design of the EEFS module allows one to select the security strength and
processing time for each system, based on the use of a unique seed, the encryption
module and file I/O unification method, the encryption key & IV generation method,
selection of the secure encryption algorithm, and the encryption level.

Fig. 1. EEFS module configuration diagram
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3.2.1 Special Encryption Seed
As shown in Fig. 2, two encrypted seeds—seed1 and seed2—are used in EEFS to
prevent the risk of exposing the seed. Seed1 inputs a unique value from the corre-
sponding device at the initialization of the EEFS module, so that even if the encrypted
cipher data is exposed by hacking, it cannot be decrypted by other devices. Seed2 is
used as the final encrypted seed in case seed1 is also hacked, by mixing with seed1 in
the EEFS module.

3.2.2 Encryption and File I/O Unification
The File I/O-related functions use standard C language functions (fopen, fwrite, fread,
fflush, fseek, fclose), and provide the EEFS function with module initialization,
resource release, and encryption/decryption techniques. Table 1 shows the API pro-
vided by the EEFS module. The developer can perform the file I/O at the same level as
the existing standard function; however, it contains encryption/decryption functions
and provides secure management of data.

3.2.3 Key and IV Generation Method
The symmetric key and initialization vector used for encryption/decryption are gen-
erated using seed1 and seed2. The generated Key & IV are unique, and can be used
only in the corresponding device. Depending on the Generate option, a 16-byte key,
32-byte key, or a 16-byte IV can be generated. Moreover, the key and IV generation
complexity can be controlled by adjusting the number of message digest iterations,
based on the Count item in the Generate option.

Fig. 2. Unique encryption seed

Table 1. EEFS provided API

API Description

xxx_initialize() EEFS module initialize
xxx_terminate() EEFS module quit
xxx_fopen() File create/open
xxx_fwrite() File write
xxx_fread() File read
xxx_fflush() Buffered data is reflected in the actual file
xxx_fseek() Change the value of the file location indicator
xxx_ftell() Return the value of the current file location indicator
xxx_fclose() File close
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3.2.4 Selection of Symmetric Encryption Algorithm
EEFS uses the AES algorithm based on the crypto library in openssl, which is an open
source encryption/decryption algorithm. AES is a 128-bit block cipher adopted in 2000
as a new US standard block cipher, as the result of a proposed security problem in the
previous US standard block cipher DES. Most known attacks on DES have already
been applied to AES.

* Brute-Force Attack: AES is safer than DES, because AES uses larger keys.
* Statistical Attacks: Numerous tests have failed to statistically analyze the
ciphertext.
* Differential and Linear Attacks: Differential and linear attacks against AES are
still unknown.

3.2.5 Correlation Based on Encryption Level
The EFFS module is designed to use four levels of encryption, allowing one to select
and use the security strength and processing time for each system. As the
encryption/decryption process becomes more complex, higher security strength can be
achieved, but processing time will increase. Since processing in the system may have
life-or-death consequences, the response should be real-time; in low-cost embedded
systems or automobiles, processing time can be a significant issue.

As shown in Fig. 3, the four proposed encryption levels are determined per the
combination of the block cipher mode and key size. ECB is the simplest block cipher
mode structure and is encrypted by dividing the plaintext into several blocks. Since the
same encryption key is used, if multiple blocks have the same value, the encryption
value will also be the same. Thus, the ECB encryption mode can be analyzed easily and
the key can be exposed; its advantage, however, is fast performance due to parallel
processing, in that it is possible to process each block simultaneously by dividing data
into blocks. With Cipher Block Chaining (CBC) mode, before each block is encrypted,
it is XORed with the encryption value of the previous block. The first block uses the

Fig. 3. Encryption level
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initialization vector (IV) since there is no previous block to XOR. This mode can be
seen as a slightly upgraded version of ECB, however one disadvantage of CBC is that it
can prevent known plaintext attacks. Because the blocks are connected to each other,
there is a high probability that the ciphertext and plaintext will not match one-on-one.
Another disadvantage is that processing speed is slower than ECB; the CBC cannot be
performed in a parallel process, because it requires the encryption data of the previous
block to encrypt the current block. As the encryption key size increases, processing
speed slows, but security increases. Three versions of AES exist, using 128, 192, and
256-bit keys, and with 10, 12, and 14 rounds, depending on the key size. Even though
the size of the master key is different, the round keys are all 128 bits. The encryption
level can be set when the EEFS module is initialized, and the processing time and
security strength can be adjusted per each feature. The processing time for the level can
vary for each system, and the user can select the appropriate level.

4 Experiment and Evaluation

Experiments were conducted using real systems. The system environment used for the
experiment is as follows:

* OS: Mac OS X EI Capitan (Version 10.11.2)
* Processor: 2.7 GHz Intel Core i5
* Memory: 8 GB 1867 MHz DDR3
* Compiler: Xcode (Version 7.1.1)

In this paper, we compare the encryption/decryption time based on the encryption
level, and confirm that encryption and decryption are performed normally using the
proposed module.

4.1 Comparison of Computation Time Based on Encryption Level

Table 2 shows the average time taken to encrypt/decrypt 4 MB of data per the
encryption level. The results may vary slightly with the performance of a system, but
differences in the level will be similar throughout usage of the verification algorithm.
Although the processing time increases as the level increases, the security strength also
increases.

Table 2. Comparison of computation time based on encryption level (msec)

EEFS_LEVEL1 EEFS_LEVEL2 EEFS_LEVEL3 EEFS_LEVEL4

Encryption 49.508 53.778 55.977 71.364
Decryption 43.663 52.673 56.038 74.048

618 K. Jang et al.



4.2 Encryption/Decryption Result of the Proposed Module

Figure 4.

5 Conclusion

In this paper, we designed and implemented a module that can securely store infor-
mation used in TCU equipment - which for the first time vehicles are using to com-
municate externally - and that can perform as a security function for important data.
The implemented security function is designed to be easy to use, by combining stan-
dard C Language file I/O related functions with an encryption function. To minimize
exposure of the encryption/decryption key and maximize security strength, we use a
unique seed method with the optimal algorithm. We have also added a level of
encryption that can be controlled by appropriately adjusting the relationship between
security strength and computation processing time, for each system. In response to the
threat of information leakage of data stored in the user terminal, the proposed module
secures stored data using a simple user interface, and verified password protection
algorithm.

Acknowledgements. This work was supported by the Technology Innovation Program (or
Industrial Strategic Technology Development Program (10070156, Extended service framework
for telematics in a connected car environment) funded By the Ministry of Trade, industry &
Energy (MOTIE, Korea).

Fig. 4. Encryption/decryption result
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Abstract. Intrusion detection provides important protection for network secu-
rity and anomaly detection as a type of intrusion detection, can recognize the
pattern of normal behaviors and label the behaviors which departure from
normal pattern as abnormal behaviors. We think that the traditional methods
based on dataset do not satisfy the needs of dynamic network environment. The
network data stream is temporal and cannot be treated as static dataset. The
concept and distribution of data objects is variety in different time stamps and
the changing is unpredictable. Therefore, we propose an improved data stream
clustering algorithm and design the frame of anomaly detection according to the
improved algorithm. It can modify the established model with the changing of
data stream and detect abnormal behaviors in time.

Keywords: Intrusion detection � Anomaly detection � Data stream � Clustering

1 Introduction

The popularity of internet application brings great challenge to network security. In
recent years, hacker intrusion, network paralysis and user information leakage have
caused extensive damage to society and economy. Wenke Lee [1] proposed the concept
of intrusion detection in 1998 and it provides important protection for network.
Intrusion detection can be divided into two types: misuse detection and anomaly
detection. Misuse detection analyzes the characteristics of known attack behaviors and
builds rule base which is used to match with behaviors. The behavior with higher
similarity will be labeled as abnormal behavior. Anomaly detection recognizes the
pattern of normal behaviors and label the behaviors which departure from normal
pattern as abnormal behaviors.

Early anomaly detection has high false alarm rate and the introduction of data
mining makes it a great development. The application of data mining in anomaly
detection can be divided into two types according to the processing objects. One is the
method based on dataset and most research results is based on dataset. The other one is
the method based on data stream. The dataset is static and the data model based on
dataset is permanent. Conversely, data stream is temporal and it is changing by time
[2]. The data model based on data stream is variable in different time stamps. Because
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the concept and distribution of data objects is variety in different time stamps and the
changing is unpredictable [3]. We think that data object is transmitted in network as the
form of stream, so the method based on data stream is more appropriate.

The main methods of data mining are classification analysis, clustering analysis and
regression analysis. Classification analysis trains the model by labeled datasets and
recognizing unlabeled data records in testing phase. Clustering analysis belongs to
unsupervised method and it can divide data points into different clusters according to
their similarity. The data points in different clusters will have farther distance and the
cluster has high similarity inside. The data model based on data stream need to be
modified in time. The adjustment of classification model is harder than clustering
model, because classification model is supervised and it needs extra label resources.
Thus, we improve clustering algorithm based on data stream as the core of anomaly
detection and design the anomaly detection frame.

2 Anomaly Detection Model

Recent research works of anomaly detection and clustering algorithm mainly focus on
datasets and it can obtain perfect performance in simulate experiments. We summarize
and compare the difference between the methods of dataset and data stream as shown in
Table 1.

We compare them from seven points: (1) The dataset is static and the data model
based on dataset is permanent. The data stream is changing with time and the data
model based on data stream is temporary; (2) Dataset is the set of data objects and data
stream is the sequence of data objects. The definition of data stream is a sequence that
constructed by continuous and ordered data points; (3) The method based on dataset
usually read all data records into the memory. But for data stream, it is continuous and
infinite. The memory consumption will increase with time. Therefore, the method
based on data stream utilize the fixed memory to save summary statistics information;
(4) The process of dataset is one-time and that of data stream is continuous. However,
the process for each data object in data stream is one-time; (5) The results on dataset is
always accurate, because it is calculated by accurate value of data objects. In the
process of data stream, it only saves summary statics information of data objects that

Table 1. Comparison of methods based on dataset and data stream

Types Methods based on dataset Methods based on data stream

Data model Permanent Temporary
Mathematical relation Data objects set Data objects sequence
Saved all Yes No
Processing One-time Continuous
Results Accurate Approximate
Time Longer Shorter
Memory More Less
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will cause the approximate result. But the approximate result does not affect the
detection of anomaly behaviors; (6) the time consumption on dataset is longer than that
on data stream. In some related works, the data mining methods can get pretty better
results, but it consumes too long time. To process the data object in time, the algorithm
on data stream should have high efficiency; (7) Because of the reason in third point, the
method based on dataset takes much more memory than that based-on data stream.

From the comparisons above, we conclude that the method based on data stream
need to establish an efficient data stream analysis model, that is, the algorithm has a
smaller time and space complexity. The limited computer storage capacity cannot save
infinite data objects in data stream, which requires that the memory consumption of the
algorithm dose not increasing with time and it can be some fixed value [4].

We design the improved anomaly detection model according to the characteristics
of data stream clustering algorithm and it is shown in Fig. 1.

The improved anomaly detection model consists of four modules. Data acquisition
module collects data objects from data stream and data preprocess module preprocess
data objects, including data cleaning and feature selection. The detecting module is
composed of three parts. The clustering module is the core of model and it assign new
data object into certain cluster. Suspected cluster will be sent to label module and it is

Background 
Learning

Data 
Acquisition

Data Stream

Detecting 

Response

Data 
Preprocess Clustering

Label Module

Rule Base

Fig. 1. Anomaly detection model. This shows the anomaly detection model which consists of
several modules. Clustering module is the core of anomaly detection model.
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matched with the rules from rule base. Clustering algorithm is unsupervised and it
cannot label these data objects. So, label module will label data objects by rule base.

3 Improved Data Stream Clustering Algorithm

In this paper, we propose the improved data stream clustering algorithm for anomaly
detection. Figure 2 shows the diagram of clustering algorithm application.

Data stream S is a sequence of data objects o, which can be denoted as
S ¼ fo1; o2; o3; � � � ; ohg, and each data object has n features. The synopsis data
structure is the important part of data stream clustering algorithm which is utilized to
save the summary statistics information of clusters. In our improved data stream
clustering algorithm, we use two types of synopsis data structures to store the summary
statistics information of normal clusters and suspected clusters [5].

Normal cluster is denoted as n� cluster which can save the necessary information.
As Formula 1 shows, it has four attributes. d is the number of data objects in the
cluster; l is the center of cluster and it is the average value of data objects; SS is the
quadratic sum of data objects in the cluster. We add the attribute flag to identify the
type of cluster.

n� cluster : ðd; l; SS; flagÞ: ð1Þ

Suspected cluster is denoted as s� cluster and it is suspected to be abnormal
behaviors. Formula 2 shows the five attributes of suspected cluster.

Clustering

synopsis data 
structure

Require

Results

Data Stream

Fig. 2. Diagram of clustering algorithm application. This shows the basic application diagram of
data stream clustering algorithm. Synopsis data structure is applied to store summary statics
information.
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s� cluster : ðd; l; SS; flag; listÞ: ð2Þ

The attribute list stores the identifiers of data objects in suspected cluster and the
detailed information of data objects are saved in the disk instead of memory. This
attribute will increase the consumption of memory, but s� cluster can be converted to
n� cluster and this attribute will be deleted in time. Besides, the amount of abnormal
behaviors is far less than that of normal behaviors. This attribute will not occupy the
memory for a long time. The main idea of improved data stream clustering algorithm is
as follows and the flow diagram is shown in Fig. 3.

Step 1: At the beginning of algorithm, it waits to receive a certain number of data
objects and the clustering algorithm based on dataset will generated some clusters.
These clusters will be labeled as n� cluster or s� cluster according to the number of
data objects in the cluster;

Step 2: When the new data object o arrives, it calculates the distance between data
object and existed clusters. According to the distance, existed clusters decide whether
to absorb this data object;

Step 3: If the distance is less than threshold, data object chooses the nearest cluster
to be integrated with. The information of selected cluster should be updated as
Formula 3;

ðd; l; SSÞ ! ðdþ 1;
l� dþ o
dþ 1

; SSþ o2Þ: ð3Þ

Step 4: If data object cannot be absorbed by existed clusters, it will be added into
the memory as the center of new cluster and it is labeled as s� cluster. When the
number of data objects in is more than the threshold, s� cluster is transformed into
n� cluster and deletes the attribute from the memory;

Step 5: In order to limit the number of clusters in the memory, it should delete
redundant clusters. Secure deletion method is to select s� cluster which does not
update for a long time;

Step 6: The center of clusters to be deleted is sent into label module. Because of the
high similarity in clusters, data objects will be labeled according to the center.

Fig. 3. Flow diagram of data stream clustering algorithm algorithm. This shows the processing
of new arrived data object. The clustering algorithm decides it is absorbed by existed clusters or
become new cluster. The redundant cluster should be deleted in time and sent to label module.
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4 Conclusion

In this paper, we propose the improved data stream clustering algorithm and design
corresponding anomaly detection model. The clustering algorithm based on data stream
is more appropriate than that based-on dataset. The clusters can be updated in time
according to new arrived data object. The improved clustering algorithm requires less
memory and time cost. The next works of us are to consider the situation of multiple
concurrent and the improvement of label module. An appropriate method of feature
selection will further improve efficiency.
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Abstract. With the continuous development of computer network technology,
traditional intrusion detection system is short of good adaptability. Aiming at the
traditional intrusion detection system is difficult to adapt to the increasing amount
of data demand for real-time processing capability, this paper proposes a clustering
algorithm based on slidingwindow data streams, based onwhich we build the IDS
network security defense model. The experiment results show that the model is
able to adapt to the high-speed network intrusion detection requirements.
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1 Introduction

Intrusion detection is a kind of security mechanism which is used to detect attacks and
intrusion behaviors [1]. Intrusion detection system (IDS) has become a needful com-
ponent in terms of computer and network security IDS [2]. As a network security
assistance mechanism, IDS can monitor the network and detect the unauthorized use or
abnormal condition to achieve the purpose of network security defense by countering
abnormal behaviors without affecting the performance of network.

With the development of network technology and the continuous improvement of
performance, the function of network operating system is becoming increasingly
complex, as well as the data source generated from the Internet becomes much huger
than before [3]. Traditional IDS is difficult to adapt to the demand for real-time pro-
cessing of the increasing amount of data. It’s the key to ensure the effectiveness and
real-time of IDS that how to extract a pattern with a certain characteristic in the massive
data to describe the user behavior more accurately. Therefore, the theoretical research
and practical application of intrusion detection technology in high-speed network
environment are particularly important, which have become the frontier issues waiting
to be solved in the field of network security. The breakthrough of related theories and
technologies is of great significance for network intrusion detection, behavior analysis,
content inspection and network management and control.
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Data mining is a technology committed to the analysis and comprehension of
massive data, and revealing the inherent knowledge of data. Applying it to IDS aims to
extract the information of detected user’s behavior from massive data, analyze its
behavior or characteristics, construct the detection engine of intrusion detection system,
and finally realize the recognition and alarm of intrusion.

Although the detection research based on data mining has made many theoretical
achievements, some systems have also been applied to a certain extent, but there are
still many problems remaining to be solved in this field. First, the traditional data
mining intrusion detection system can only be achieved through training data and
assumptions. For example, we suppose that the training data with label is easy to
obtain, the quality of the training data is very simple, the training data is representative
and well-distributed, etc. However, it’s very difficult to obtain the training data with
label in actual network. On the one hand, manual data classification makes error prone.
On the other hand, the detection model and the detection effect generated by training
are often not ideal enough even though the virtual training data with label can be
obtained. Second, the traditional intrusion detection system using data mining is often
based on static data mining, which will result low speed of the response to new
technology of network attacks and the disadvantage of poor real-time and so on.
Detection systems, and the resulting defensive actions taken, are only effective if they
can detect intrusions accurately and in a timely manner, minimizing the impact of the
attacks [4]. How to improve the protocol identification and processing ability of
intrusion detection system has become a hot spot in network security research, because
of the characteristics like greater transmission and faster speed of data, more diverse
means of attack and constantly updated network protocols in network and so on.

In the paper [5], it proposes the improved model which integrate K-anonymity with
L-diversity and can solve the problem of imbalanced sensitive attribute distribution. It
uses K-member clustering algorithm to realize the improved anonymity model which
can reduce the algorithm execution time and information loss.

2 Data Flow Mining

2.1 Traditional Algorithm

Traditional data mining algorithms are based on static data with the feature of a small
amount of real-time updates, which will be inquired repeatedly. General static data
mining process can be divided into two parts. Data is firstly collected in database or
other fixed place, then the information contained is excavated through a variety of
analysis and mining technology. Data flow is defined as a sequence of real-time,
continuous and sequential records whose arrival order is uncontrollable and they cannot
be stored in permanent media due to limited resources such as memory and hard disks.
As the amount of data grows indefinitely, data flow is limited to single pass scanning,
and each data can be processed only once. The fast liquidity of data flow requires that
the rate of analysis and processing of the algorithm cannot be lower than the flow
velocity of data flow. Data flow mining algorithm framework is shown in Fig. 1.
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Data flow mining algorithm can be divided into clustering and classification
algorithms. Many anomaly detection methods based on the clustering are applied to
detect intrusion for reducing the false positive rate and improving the detection effi-
ciency [6]. The clustering analysis divides data objects into several groups to make the
similarity of them in the group as high as possible while the similarity outside is as low
as possible. Typical representative algorithms include K-means, DBSCAN, and Clu-
Stream. Both K-means and DBSCAN algorithm have problems of high computational
complexity, high temporal complexity and high spatial complexity because data need
to be once processed when the amount of data is large [7]. In addition, the two
algorithms cannot deal with the clustering problem in the evolutionary data stream at
different time intervals. CluStream algorithm can cluster the data flow in the landmark
window while it cannot meet the clustering requirements under the sliding window.
The micro-clusters formed by CluStream do not accurately reflect the data distribution
in the current data stream. The micro-clusters and outliers in the data flow may be
interchanged for the data flow changes continuously. In addition, the CluStream
algorithm maintains a fixed number of micro-clusters. When there is noise in the data
flow, the algorithm will set up micro-clusters for noise which results in a reduction in
the number of true clusters, so that the algorithm becomes unstable.

2.2 Data Stream Clustering Algorithm Based on Attenuating Sliding
Window

Cluster analysis of data flow is performed at a specific time interval (called a window).
This time interval (window) can be divided into landmark windows, sliding windows,
and attenuating sliding windows by type. The landmark window is the set of tuples
with the data range of the mining data set ranging from the data stream of the starting
landmark to the ending landmark (current), whose size changes as the data flows in and
out. While the mining data set range starting from the current landmark and pushing
w tuples forward, we call it sliding window, which is also defined as the set of data
objects of the most recently arrived w tuples. W is the sliding window, the location of
the window changes continuously with the flow of data objects. The attenuation sliding
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Fig. 1. Data flow mining algorithm architecture diagram
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window is the set of mining tuples for all data sets ranging from the starting point of
data stream to the currently arriving data point. It set a different weight for each tuple,
which decays with time according to a certain attenuation function.

The data stream clustering algorithm is used to collect all the data in each
sub-window in the sliding window in order to cluster them when processing the data
flow. Results are divided into multiple candidate micro-clusters and critical candidate
micro-clusters according to different features, which are stored in different caches.
After all the data in the sliding window has been processed, then the micro-clusters
stored in the respective buffers are waiting for processing. The micro-clusters stored in
each buffer area are combined to obtain new micro-clusters while some non-merged
micro-clusters (such as: critical candidate micro-clusters) are preserved. The algorithm
then merges these micro-clusters into the pyramidal structures that have been estab-
lished in an off-line way. The current clustering is preserved in the form of snapshots
and the historical results of clustering are preserved using an attenuation model. These
results have a certain influence decreasing with time on the current clustering process.
The process of micro-cluster formation algorithm is as follows:

SWCStream (DS, λ1, β, λ2, µ, δ)
Get the next point p at current time t from data stream DS;
Merging (p);//Merge the received data;
if rp (the new radius of Cp) < λ1

Merge p into Cp
else
if ro (the new radius of Co) < λ2

Merge p into Co;
if w (the new weight of Co) > β*µ

Delete Co;
end if
else 

end if
end if
if (t mod Tp ) = 0 then //Query Cp every Tp
for each p-micro-cluster Cp do 

if wp (the weight of Cp) < β*µ
Delete Cp;

end if
end for
for each o-micro-cluster Co do

if wo (the weight of Co) < ξ
Delete Co;

end if
end for
end if
if a clustering request arrives then 

Generating clusters;
end if

In this algorithm, Cp represents candidate micro-clusters, Co represents critical
candidate micro-clusters, Tp represents the time required for candidate micro-clusters to
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degenerate to the critical candidate micro-cluster points and b is the lower bound of
weight of outliers. The attenuation factor is a, k1 and k2 respectively represents the
thresholds of the candidate micro-cluster Cp and the critical candidate micro-cluster Co.

n ¼ 2�d t�t0 þTpð Þ�1 = 2�dTp �1
� � ð1Þ

Tp ¼ 1
a
lg

bu
bu� 1

� �� �
ð2Þ

2.3 IDS Model of Data Stream Clustering Algorithm Based
on Attenuating Sliding Window

Aiming at the nature and characteristic of data flow, this paper designs IDS model of
data stream clustering algorithm based on attenuation sliding window. The model is

Data stream acquisition 
system

Training data

Wild points removed

The normal data with 
complete property

Feature clustering

Normal feature profile 
model

Match the model?

Into the actual feature 
profile model

Feature clustering

Data stream acquisition 
system

Alarm

Previous network data flow

Real-time network data flow

unsuccessful successful

Fig. 2. Intrusion detection system model diagram based on data flow mining

630 C. Yin et al.



mainly composed of data acquisition, feature clustering, pattern matching and alarm.
There are two stages of intrusion detection. In the first stage, the data of the network
data flow is sampled as the training data, and clustered by the data stream clustering
algorithm using in the sliding window in the environment that the network is not under
attack, to form the normal feature pattern, which is the basis of the detection. In the
second stage, the incoming real network information is collected by the acquisition
device. The clustering algorithm is also used to cluster the information characteristics
of incoming data. Matching the feature with the normal training characteristics of the
existing system, if succeeded, the information flowing into the system does not contain
intrusion information and on the contrary, it contains intrusion behavior. Then the
system alerts, prompting the administrator to deal with the intrusion behavior and
obtaining the latest data samples to rebuild the cluster model regularly from the sliding
window. Figure 2 depicts an intrusion detection model based on data flow mining.

3 Verification

In data stream mining, it is synchronized from establishment to application in the
model, which will be dynamically updated with the data flow in real time. In actual
operation, the data in KDD CUP 1999 are still used as experimental data. The data
consists of the following two parts:

(1) 10% of kddcup.data.gz (training data with class labels) data, a total of 494021
records;

(2) All data in kddcup.testdata.unlabeled.gz (test data without class labels), a total of
197608 records.

The attack detection results of the four major attack types are shown in Table 1.

As shown in Table 1, it is the average false alarm rate and the average missed alarm
rate for the four types of attacks. We can see that the detection rate of DOS is lower
than that of other three types, and the detection rate of R2L attack is higher.

Table 1. Test results of four major attack types (%)

Attack type The proportion Average false positive rate Average missed alarm rate

DOS 7.92 2.37 1.55
U2R 0.54 0 1.02
R2L 0.72 0.45 0.67
Probing 0.82 1.12 1.13

Table 2. Statistical results of IDS model (%)

Accuracy False positive rate False negative rate

98.18 0.81 1.01
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As shown in Table 2, the IDS network security defense model of data stream
clustering algorithm based on attenuating sliding window can well meet the require-
ments of intrusion detection in high-speed networks. System based on the model
showed better detection performance, higher detection rate and lower false alarm.
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Abstract. A short text classification method based on combination of KNN and
hierarchical SVM is proposed. First, the KNN algorithm is improved to get the
K nearest neighbor class labels quickly, so as to effectively filter the candidate
classes of documents. And then classify them from top to bottom using a
multi-class sparse hierarchical SVM classifier. By this way, the document can be
classified efficiently.

Keywords: KNN � Hierarchical SVM � Candidate classes � Short text

1 Introduction

The popularity of the use of Internet demands the technology of short text classification
to deal with the ubiquitous data, such as Internet news, blog and mail, etc. The tech-
nology, known as text mining, is that automatically extracts valuable information and
knowledge from those data mentioned which has been mentioned above. According to
the length of text, text mining can be divided into long text mining and short text
mining, while this two text mining methods did not clearly distinguish in the early
stages of this technology research [1]. With the rise of social media, mobile text
messages [2], Tweet and microblogging and other short text are emerging uncontrol-
lably. The growing number of users of these applications makes the size of short texts
larger and larger. In addition, the short text in the search engine, automatic questioning
and topic tracking and other fields play a critical role. By and large, short text mining is
increasingly concerned by researchers [3].

The popular short text classification algorithms include K Nearest Neighbor
(KNN) algorithm and Support Vector Machines (SVM) algorithm. Specifically, KNN
and SVM methods have a huge advantage on the recall rate and accuracy.
Although KNN algorithm is simple in principle and its classification efficiency is high
enough, it is an instance-based statistical learning method which is not very accurate for
classifying samples at class boundaries. The SVM classification algorithm aims to
maximize the distance between the classification boundaries, so the classification
accuracy is relatively high. However, it also reduces to the process of training classifier
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relatively slow. In short, the use of either of these two methods alone is difficult to
achieve the desired classification efficiency and effectiveness.

Therefore, by combining KNN and SVM algorithms, the researchers can not only
improve the accuracy of classification, but also improve the efficiency of classification,
which can automatically classify the mass documents to achieve better results. When
the classification structure of the document forms a hierarchical directory, the hierar-
chical classification algorithm not only can significantly improve the classification
efficiency, but also improve the classification accuracy. However, in most cases, it is
difficult to use a flat class directory to contain it because the rich document set contain
too much types of semantics. In this paper, we propose a short text classification
technique based on KNN and hierarchical SVM classification [4]. In the training phase,
we use the multi-class SVM algorithm to uniformity study the hierarchical directory of
the samples, rather than independently learning multiple binary classifiers, so that we
can compare the output of the classification surfaces more effectively. In the classifi-
cation stage, the KNN is used to filter the labels of classified samples, and then the
studied SVM classifier is used to classify the label of classification candidate sets which
are to be classified from top to bottom. In this way, the number of candidate SVM
classification face is reduced effectively and accelerate classification process. At the
same time, the interference of some unrelated classification face is eliminated, and the
accuracy of automatic classification is improved.

2 Related Content

2.1 KNN Classification Algorithm

K Nearest Neighbor (KNN) algorithm is an instance-based statistical learning method,
and its main idea is to calculate the K neighbors nearest to the samples which are to be
tested in the input feature space and to “vote” the final class label of the new sample
through these nearest neighbor class labels [5].

Let the total number of training samples be n, and the posterior probability of the
sample x to be sampled from the labeled sample class wi is PnðwijxÞ, that is the
probability that the tested sample x belongs to class wi. Since the text is represented by
the vector space model, it can be assumed that the space which volume is V and is
around the sample point x can contain exactly k samples, usually k ¼ ffiffiffi

n
p

. Where ki
samples belong to class wi, then

Pc
i¼1 ki ¼ k. Thus, the joint probability density of

samples and class wi is estimated as:

Pnðx;wiÞ ¼ ki=n
V

ð1Þ

The posterior probability is estimated as:

PnðwijxÞ ¼ Pnðx;wiÞ � V
PnðxÞ � V

¼ Pnðx;wiÞPc
j¼1 nðx;wjÞ ¼

ki
k

ð2Þ
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That is to say, the posterior probability of the point x belonging to the class wi is the
ratio of the number of the sample points marked wi in the volume V to the number of all
the sample points in the volume. In this way, in order to achieve the minimum error
rate, we choose the class make the ratio largest as the final classification of the results of
discrimination.

However, the KNN algorithm usually needs to compute the distance of all the
training samples to be sampled and sort them, so as to select the nearest K neighbors.
Assuming that the feature dimension of each sample is d, so the time complexity of the
above steps is n� dþ n log n. In the classification of mass text, the value of n is often
large, the feature dimension is relatively high. Therefore, in order to speed up the
efficiency of KNN algorithm, the classification efficiency of the algorithm is usually
improved from these two aspects: (1) Reduce the dimension of the sample and select
the smallest features to represent the text vector. This method is often more intuitive,
but when the dimension is too small, the classification effect will be apparently
reduced; (2) Merge similar texts in the training set and then treat it as a document
appropriately. In this way, the number of documents that need to compare is signifi-
cantly reduced. Here we use the following method. We classify the internal documents
of each category in each natural category, and then cluster them into j subclasses. And
then calculate the center vector of each subclass. Finally, we calculate the distance
between the samples to be classified and the center vectors of these subclasses, so as to
find out the nearest neighbor centers. The efficiency of KNN classification algorithm is
obviously improved because the number of text contained in each category decreases
sharply after clustering.

2.2 Hierarchical SVM Classification Algorithm Formulas

SVM method has a more complete theoretical basis and SVM also shows the superior
performance of classification in a variety of practical applications [6]. What’s more,
SVM also has high computational efficiency and can handle large-scale data efficiently.
The SVM uses the training data to model the maximum interval hyper plane, and then
classifies the unclassified data using the hyper plane as the decision boundary. The
maximum interval is the largest value of the minimum geometric interval between the
training set sample points and the hyper plane, and the larger the interval, the smaller
the generalization error, and then the stronger the ability of classifying the new data.
The final classification of the hyper plane model actually only needs to use a few
training samples that are closest to the hyper plane, these samples is the “support
vector”, the other which is not support vector training sample points have no effect on
the classification of hyper planes, so support vector machine method has a high sta-
bility. Figure 1 shows the support vector machine.

In practice, the category structure of the document usually has a clear hierarchical
distribution rather than a single flat structure. When multiple classes form a hierarchical
tree, the researchers found that the hierarchical classification model is faster and
sometimes even more accurate than its corresponding single-level classification model.
Therefore, our classification model is based on the hierarchical classification framework.
In this paper, we will study a multi-class hierarchical SVM classifier. The objective
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function of each classifier is implemented in the same optimization function, instead of
training multiple binary classifiers separately.

Let AðiÞ;CðiÞ;DðiÞ; SðiÞ denote the ancestor, child, descendant and sibling of node i
in the hierarchical category, and Aþ ðiÞ ¼ AðiÞ [ i. x � Rd denotes a set containing
d-dimension training text feature vector. Y ¼ 1; 2; . . .;mgf is the number corre-
sponding to the node category in the hierarchical category directory excluding the root
node. The training process of hierarchical SVM classification is as follows: Given a set
of training text D ¼ fðx1; y1Þ; . . .; ðxn; ynÞg; xk 2 X; yk 2 Y ; k 2 f1; . . .;Ng: Learning m
SVM classification surface w ¼ fwig � Rd; i ¼ 1; . . .;m. Each classification surface
correspond to level of a directory the node i in hierarchical directory. We need to solve
the following optimization goals:

minimize C1

Xm
i¼1

wik k1 þ
1
2
C2

Xm
i¼1

wT
i wi þ C3

N

XN
k¼1

fk ð3Þ

subject to
wT
i xk � wT

j xk � 1� nk 8j 2 SðiÞ
8i 2 Aþ ðykÞ 8k 2 f1; . . .;Ng

nk � 0 8k 2 f1; . . .;Ng

In which, the first two terms are mixed L1 sparse regularization and L2 regular-
ization terms, and the third term is the loss function. C1, C2 and C3 are parameters that
control the balance of regularization terms and loss functions. The loss function will
punish this case in which difference between the classification output of correct label at
the current level and it of other easily confused sibling node is less than 1, when a

Fig. 1. Sketch map of the maximum interval hyper plane and support vector
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training text k corresponds to all nodes on the hierarchy tree from the correct leaf node
yk to the root node path. The smaller the difference is, the larger the corresponding loss
item is, so as to effectively increase the discrimination ability of similar categories at
each level. In multi-level hierarchical classification, support vector in support vector
machines tend to become more intense. From the point of view of reducing the storage
cost and the time of classification, we choose to study a frugal model in which each
classification surface is composed of only the weight of several sparse features.
Therefore, in the hierarchical learning framework, we introduce the L1 sparse regu-
larization term to punish the parameters of the classification surface. Although the L1
regularization term contains absolute value operations, it is not difficult to prove that
the objective function of multi-class SVM classification is still a convex optimization
problem for the parameter w. Therefore, we can easily use some effective optimization
methods to solve the above optimization problems. We will describe the training
process for this model in the next section.

3 KNN+Hierarchical SVM Classification Framework

3.1 Training Hierarchical SVM Classification Model

In order to train the hierarchical SVM model, we rewrite the objective function:

minimize JðwÞ ¼ XðwÞþHðwÞþ rðwÞ ð4Þ

In which:

XðwÞ ¼ 1
2
C2

Xm
i¼1

wT
i wi

HðwÞ ¼ C3

N

XN
k¼1

maxf0;maxj2SðiÞi2AþðykÞf1� wT
i xk þwT

j xkgg

rðwÞ ¼ C1

Xm
i¼1

jjwijj1

Since the first two equations can be derivative on the right, we can solve it by
calculating the sub-gain of XðwÞ and HðwÞ. We use a two-stage algorithm to solve the
non-derivable rðwÞ, that is the sparse problem in the regularization term. That is to say,
in each iteration t, we firstly ignore rðwÞ and update the parameter wt in XðwÞ and HðwÞ
using the regularized dual averaging method RDA and get the temporary intermediate
variable wtþ 1=2. Then the FOBOS update mode is used to solve the L1 regularization
term in rðwÞ, and the new parameters in the ðtþ 1Þth iteration are obtained as follows:

wtþ 1
ij ¼ signðwtþ 1

2Þ ½wtþ 1
2 � k� þ ð5Þ
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3.2 KNN+Hierarchical SVM Algorithm Flow

In the training phase of the algorithm, the two parts are carried out separately. KNN
training process is to cluster the subclasses of each class and find the optimal K value
[7]. The training of SVM classifier has been shown in A, and we main obtain the
parameters of each classification surface from the hierarchical tree. In the actual
classification stage, the algorithm first computes its nearest neighbor centers by KNN
classification algorithm, then counts all the classes in its K nearest neighbors, and calls
the corresponding hierarchical SVM classifiers to classify each class. The flow of the
KNN+Hierarchy SVM algorithm is as follows:

Steps:

(1) The nearest training sample center (subclass center vector) is selected by the
distance function, where k is the optimal parameter trained by KNN.

(2) For each class wi corresponding to the k sample centers, we retain its corre-
sponding hierarchical path as candidate set, input the feature vectors of the sample
x to the SVM classifier of each level corresponding to the candidate set, calculate
the similarity between sample x and path on all types.

(3) If the similarity is the largest, the hierarchical path category label corresponding to
the category wi is taken as the classification result of the sample x, and the
algorithm ends.

“KNN+Hierarchy SVM” classification algorithm combines the timeliness of KNN
algorithm and the accuracy of SVM algorithm. The SVM classifier is used to classify
neighbor labels obtained by the KNN classifier as the candidate label set, and the
accuracy is high. This method is more effective especially when class labels are large.
KNNs can be used to filter out SVM classifiers corresponding to classes that do not
need to be called explicitly.
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Abstract. This letter introduces a total variation (TV) image restoration method
with adaptive Regularization parameter. Our main contributions are two folds:
(1) a novel selection scheme that determines the Regularization parameter of TV
model in a global way through exploiting the concept of TV spectral response;
(2) an efficient algorithm integrating an estimation-and–renewal strategy and the
alternating minimization numerical technique to fast calculate the model solu-
tion. Experimental results on degraded images indicate the improved perfor-
mance of our method, both in visual effects and in quantitative evaluations.

Keywords: Total variation � Regularization parameter � Spectral response index

1 Introduction

Image is unavoidably degraded during its acquirement process The classical TV model
[1] is written as

min
I

XN
i¼1

DiIk k2 þ
k
2

HI � gk k22
( )

ð1Þ

where I 2 R
N and g 2 R

N are the restored image and the degraded image, respectively,
DiI represents the gradient of image I at point i, N is the size of image I, H 2 R

N�N

denotes a linear blurring operator, and k[ 0 is the Regularization parameter. To date,
various schemes on estimating Regularization parameter have been presented,
including the discrepancy principle based [2], the L-curve based [3], the structure
tensor based [4] and the residual image statistics (RIS) based [5]. However, most of
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image restoration methods with these schemes are relatively high computational cost.
Although fast algorithms [6, 7] for TV model using the variable-splitting-and-penalty
(VDP) strategy have drawn much attention recently, it seems to be intractable to
straightforward combine them with the above-mentioned selection schemes. Deter-
mination of the Regularization parameter for fast TV image restoration is till an open
problem. We attempt to address the problem in this work.

2 Motivation

Lately, based on the scale space produced by the TV flow (TVF), Gilboa [8] suggested
a TV transform defined by / Tð Þ ¼ TIttðTÞ, where T 2 0;1ð Þ is the evolution time and
IttðTÞ is the second time derivative of TVF at scale (time) T . Owing to the fact that
IttðTÞ generates impulse response to the elementary TV components of image, the TV
transform can be interpreted as a spectral domain, therefore allowing one to explore
certain spectral information measure for image analysis, such as the TV spectral
response (SR) [8]

S Tð Þ ¼
XN
i¼1

/i Tð Þj j ð2Þ

S Tð Þ (hereafter called SR-index for short) describes the amplitude of / Tð Þ. From the
view of the scale space, the SR-index plays a role of “sensor” to show the
smoothed-out acceleration of image details in restoration. Naturally, in order to
enhance the restored result of The TV model, it is plausible to limit the penalty extent
of the Regularization term according to the SR-index. In other words, during image
restoration, the higher the SR-index, the more important the data-fidelity term.

TV Image Restoration Using Proposed Selection Scheme: With the aforementioned
consideration, a new TV model is presented as follows:

min
I

PN
i¼1

DiIk kþ w �Sð Þ
2 HI � gk k22

� �

w �Sð Þ ¼ 1� exp � �S
c

� �
; c ¼ 0:02d2g

8><
>: ð3Þ

where w �Sð Þ a scalar function of SR-index, �S ¼ S=N is called mean SR index here,
c[ 0 is an empirical parameter tuning the decay of the exponential expression, and d2g
denotes the variance of image g. Note that wð�Þ is a monotonically increasing function.
Therefore, high SR index means that large weight w �Sð Þ will be assigned to the
data-fidelity term for perserving detail structures and features of image.

Here we employ the alternating minimization (AM) algorithm to solve (3). At first,
(3) is equivalently transformed into the following function by introducing an auxiliary
variable wi ¼ w1;w2ð Þi as follows:
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min
I;w

XN
i¼1

wik k2 þ
b
2

wi � DiIk k22 þ
w �Sð Þ
2

HI � gk k22
( )

ð4Þ

where b[ 0 is a penalty parameter, set to be large value to ensure that the solution of
(4) approximates to that of (3). Then, the minimization of (4) is accomplished by
alternatively updating I and w as:

wnþ 1
i ¼ max DiI

nj j � 1
b

� �
; 0

� �
DiIn

DiInk k ð5Þ

Inþ 1 ¼ F�1 Aw þBw þ w �Snð Þ
b

� 	
G

PþQþ w �Snð Þ
b

� 	
M

� �

Aw ¼ F D1ð Þ��F wnþ 1
1

� 	
;P ¼ F D1ð Þ��F D1ð Þ

Bw ¼ F D2ð Þ��F wnþ 1
2

� 	
;Q ¼ F D2ð Þ��F D2ð Þ

G ¼ F Hð Þ��F gð Þ;M ¼ F Hð Þ��F Hð Þ

8>>>><
>>>>:

ð6Þ

where F and F�1 are the Fourier transform and its inverse transform, respectively, *
stands for the conjugate transpose operator,D1 and D2 respectively compose of the first
and second elements of Di for all pixel i, � denotes the component-wise multiplication,
and the division is also component-wise. In this letter �Sn is computed by

�Sn ¼ nDt
N

XN
i¼1

Intt
� 	

i



 

; Intt ¼ Inþ 1 � 2In þ In�1

Dtð Þ2 ð7Þ

where Dt is the time-step. From (7) we can see that image Inþ 1 is actually unknown
beforehand in iteration. To deal with this problem, we carry out a strategy of
estimation-and-renewal, which firstly utilizes the AM algorithm with constant Regu-
larization parameter to pre-estimate next-scale image Inþ 1 for �Sn computation, and then
update image Inþ 1 using the AM algorithm with adaptive Regularization
parameter w �Snð Þ.

In summary, our introduced algorithm is implemented as follows:

Step1. Input captured image g, blurring matrix H, parameters Dt, b and k, and
iteration stopping tolerance e;
Step2. Calculate w1

i with (5);
Step3. Compute I1 using (6) with constant Regularization parameter k, that is
replacing wð�Þ of (6) with k;
Step4. Compute wnþ 1

i with (5);
Step5. Pre-estimate image Inþ 1 according to (6) using constant k;
Step6. Compute w �Snð Þ according to (3) and (7);
Step7. Renew Inþ 1 using (6) with adaptive parameter w �Snð Þ;
Step8. Repeat Steps 4–7 until satisfying stopping criterion.
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3 Experimental Results

In experiments a closed related work called TV_RIS [5] is choosed to be compared
with the herein proposed method, for the reason that its scheme on estimating the
Regularization parameter exploits the scale space technique as well. In addition, we
also evaluate two TV image restoration approaches with VDP strategy based fast
algorithms, that is TV_AM [6] and its modified version TV_ADM [7], which utilize
contant Regularization parameter through whole recovering process. The main
parameters of our method are set as: parameters b and k are determined according to
the typical AM algorithm in [6], the time-step is Dt ¼ 1, and the stopping tolerance is
e ¼ 10�10. All experiments are carried out with Matlab R2012b, on a computing
platform with Intel Pentium Dual-Core 3.3 GHZ CPU.

Figure 1 illustrates the restored results on a corrupted satellite image, Fig. 1b,
generated by firstly blurring the original image, Fig. 1a, with a Gaussian kernel of size
11 and then adding Gaussian noise with zero mean and variance r2 ¼ 1. The quan-
titative comparison in terms of peak signal to noise ratio (PSNR) and time-consumption
are shown in Fig. 1a–f Original image, degraded image and restored images of
TV_AM, TV_ADM, TV_RIS and our method, respectively.

Figure 2a–f Original image, degraded image and restored images of TV_AM,
TV_ADM, TV_RIS and our method, respectively.

Fig. 1. Restoration results on Test 1 image (satellite image)
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Tables 1 and 2, respectively. We can observe from Fig. 1c to f that TV_RIS and
our method outperform TV_AM and TV_ADM. The edges of buildings and streets in
Fig. 1e and f appear more clear. This is mainly contributed to the adaptive Regular-
ization parameter schemes using by TV_RIS and our method, which can balance the
two term of the TV model in image restoration. As displayed in Table 1, the PSNR
value of Fig. 1e is slightly higher than that of Fig. 1f, by the reason that TV_RIS
locally determines the regularization parameters, which takes into account the local
image contents. However, from Table 2 we can see that TV_RIS comes at a cost of
high time-consumption. In contrast, our method with global selection scheme based on
SR index not only produces good results but also costs relatively less computing time.

Fig. 2. Restoration results on Test 2 image (standard natural image)

Table 1. Comparison of the four methods in PSNR (dB)

Image Degraded image TV_AM TV_ADM TV_RIS Our method

Test 1 12.18 20.23 20.45 25.69 25.26
Test 2 8.261 17.50 17.64 21.54 20.72

Table 2. Comparison of the four methods in time-consumption (s)

Image TV_AM TV_ADM TV_RIS Our method

Test 1 (400 � 400) 1.802 1.134 15.90 8.84
Test 2 (256 � 256) 1.323 0.749 9.29 4.180
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In Fig. 2 we also compares the four methods on a degraded natural image, Fig. 2(b),
which is yielded by motion blur with moving direction 3

4 p. In addtion, the noise level of
Fig. 2(b) is r2 ¼ 1. Once more, this experiment verifies that our method can recover
image in a comparatively high cost-effective way.

4 Conclusion

We have developed an selection scheme of Regularization parameter and a fast
algorithm using the AM technique for TV image restoration. The scheme employs the
SR-index to construct an adaptive function, which can adjust the relative weights of the
two terms of the TV model to restore more image details. Since the SR-index calcu-
lation requires the image of next iteration, the introduction of an estimation-and–
renewal strategy enable the AM algorithm to be applied to fast solve our restoration
model. The numerical results show that our method can yield visually satisfying images
while with relatively low time consuming. It should be mentioned that to further
enhance our method performance, our next work will focus on exploring localized
SR-index to estimate Regularization parameter in a local manner.
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Abstract. Face recognition system encounters complex change that varies over
time, due to a limited control over the environment. So, the facial model of an
individual tends to diverse from underlying distribution that collected during
initial enrollment. However, new samples that are obtained each time people try
to recognize or authenticate can be used to update and refine the models. In this
paper, an efficient semi-supervised learning strategy is proposed to update the
face recognition model. To maintain a high performance, we exploit a proba-
bility based update approach. Performance is assessed in terms of accuracy and
equal error rate (EER). Experimental results illustrate that the proposed method
effectively update the classifiers.

Keywords: Face recognition � Self-authentication � Semi-supervised learning �
Adaptive biometric system

1 Introduction

Rapid development of mobile technology enables many complex tasks such as identi-
fication and authentication on the mobile device [1, 2]. Especially, biometric recognition
using mobile devices is a convenient and import means for self-authentication [3]. As
biometric traits can change over time due to aging and change of lifestyle, however, the
performance of a biometric system may degrade substantially [4]. Additionally, it has to
deal with uncontrolled environments, e.g., various postures and varying illumination
condition due to device mobility. Moreover, lack of computing power on mobile
environment makes the problem more difficult. In this context, we aim to develop an
efficient semi-supervised learning strategy to update the face recognition models from
new samples.

2 Methodology

Face recognition models are initially learned during enrollment using labeled training
data, and then updated with unlabeled samples obtained during authentication. To
minimize the probability of including imposter data into updated models, two criteria
are considered. One is the confidence threshold that determines whether or not to
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include the samples for updates, and the other is the interval that indicates how often
the model will be updated. We use 0.7 for threshold and 100 samples for interval.

In order to evaluate the strategy, mobile face dataset for self-authentication is
collected. The faces are captured from 10 identities with a number of distinct sessions.
Feature is extracted by compact deep neural network. Linear classifier with stochastic
gradient descent (SGD) training is used as our baseline recognition model. Modified
Huber and log loss functions are tested, and L2 norm is used as regularization term. To
determine the confidence of unlabeled samples, class membership probability estimates
[5] is used.

To learn initial model, randomly selected 20 faces per identity from the first ses-
sions is used. And faces in the remaining sessions are randomly interleaved with
maintaining the order and total 6,698 images are tested. As show in Table 1, total
accuracy and EER are significantly improved in both loss functions when update the
face recognition models for each interval.

3 Conclusion

This paper introduces an efficient semi-supervised learning strategy to tackle the
problem of online classifier update. The proposed strategy adopted class membership
probability estimates as the confidence value of unlabeled samples and two criteria
regulate the update. On a mobile face dataset for self-authentication, the proposed
strategy significantly improves the performance both in terms of accuracy and EER.

Acknowledgments. This work was supported by Institute for Information & communications
Technology Promotion (IITP) grant funded by the Korea government (MSIP) (No. B0126-16-1007,
Development of Universal Authentication Platform Technology with Context-Aware Multi-Factor
Authentication and Digital Signature and No. B0717-16-0107, Development of Video Crowd
Sourcing Technology for Citizen Participating-Social Safety Services).

References

1. Rischan, M., de Dharma, N.I.G., Deokjai, C.: Modeling and discovering human behavior
from smartphone sensing life-log data for identification purpose. Human-centric Computing
and Information Sciences 5, 31 (2015)

2. Yusuf, A., Mohammad, M.H.K., Athanasios, B., Sotirios, K., Nhan, N., Ruhua, J.: Designing
challenge questions for location-based authentication systems: a real-life study. Hum. Centric
Comput. Inf. Sci. 5, 17 (2015)

Table 1. Accuracy and EER improvement on different loss functions.

Loss function Accuracy EER Accuracy (update) EER (update)

Modified Huber 0.9036 ± 0.0547 0.2643 ± 0.0628 0.9787 ± 0.0107 0.1649 ± 0.0614
Log 0.9564 ± 0.0164 0.1447 ± 0.0360 0.9968 ± 0.0023 0.0613 ± 0.0395

Face Recognition for Mobile Self-authentication with Online Model Update 647



3. Ramon, B.-G., Norman, P., Rita, W., Raul, S.-R.: Time evolution of face recognition in
accessible scenarios. Hum. Centric Comput. Inf. Sci. 5, 24 (2015)

4. Roli, F., Didaci, L., Marcialis, G.L.: Adaptive biometric systems that can improve with use.
In: Ratha, N.K., Govindaraju, V. (eds.) Advances in Biometrics: Sensors, Algorithms and
Systems, pp. 447–471. Springer, London (2008)

5. Zadrozny, B., Elkan, C.: Transforming Classifier Scores into Accurate Multiclass Probability
Estimates. In: The Eighth ACM SIGKDD International Conference on Knowledge Discovery
and Data Mining, pp. 694–699. ACM, New York (2002)

648 S.H. Oh and G.-W. Kim



Prototype System Design for Large-Scale
Person Re-identification

Seon Ho Oh(&), Seung-Wan Han, Beom-Seok Choi,
and Geon-Woo Kim

Electronics and Telecommunications Research Institute,
Daejon, Republic of Korea

{seonho,hansw,bshoi,kimgw}@etri.re.kr

Abstract. Identifying a person across cameras in disjoint views at different time
and location has important applications in visual surveillance. However, it is
difficult to apply existing methods to the development of large-scale person
identification systems in practice due to underlying limitations such as high
model complexity and batch learning with the labeled training data. In this paper,
we propose a prototype system design for large-scale person re-identification that
consists of two phases. In order to provide scalability and response within an
acceptable time, and handle unlabeled data, we employ an agglomerative hier-
archical clustering with simple matching and compact deep neural network for
feature extraction.

Keywords: Person re-identification � Prototype system � Large-scale � Visual
surveillance

1 Introduction

Person re-identification (re-id) is a problem offinding a person across cameras in disjoint
views at different times and locations. It has many applications such as video surveil-
lance for security, public safety, human-computer interaction, robotics, content-based
video or image retrieval [1], and etc. Despite the best efforts, re-id still remains an
unsolved problem due to dramatic variations in visual appearance and ambient envi-
ronment caused by different view point from different camera, significant body pose
across time and space, illumination changes, background clutter, occlusions and so on.

The advances in mobile technology enabled a new paradigm for accomplishing
large-scale sensing, known in literature as participatory sensing. The key idea of par-
ticipatory sensing is allowing the ordinary citizen to use their mobile phones to collect
and share the data from their surrounding environments. From this point of view,
crowdsourced participatory sensing [2] combined with automated person re-id has
great potential for public security and safety area. Meanwhile, it is interesting to note
that unpaid crowdsourcing yields results of similar or higher quality compared to its
paid counterpart [3].

Tremendous studies have been conducted on person re-id, however, existing
approaches are unsuitable for large-scale re-id system in practice. Specifically, the re-id
system for large-scale environments requires: low model complexity with reasonable
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computational cost and memory usage for operation to provide a response within an
acceptable time, and flexibility to adapt any new and massive unlabeled data from a
number of cameras [4]. To that end, we propose a prototype system design for a
large-scale re-id that consists of two phases.

2 System Design

Person re-id process typically takes the following steps: (1) detect or track individual
person from images of different locations over time captured by distinct cameras,
(2) extract visual features that are capable to describe and discriminate individuals, and
(3) matching specified probe images or tracks against a gallery database of persons by
measuring the similarity between features.

In this work, we follow typical re-id pipeline. Figure 1 illustrates our prototype system
design for person re-id. Our system consists of two phases: learning and searching.

Learning phase is comprised of six steps. First, frame sampling is conducted since it
is difficult to process entire massive image frames captured from a number of cameras.
Then person detection is performed to obtain the bounding box of individual persons.
We use one of the current state of the art detector YOLO [5] to detect multiple person
in real-time since it is currently the fastest approach. For feature extraction, we develop
compact deep feature learning framework for re-id, which is simplified variants of
GoogleNet [6]. Our deep neural network for feature extraction for re-id is tens of times
smaller than exiting AlexNet [7] or VGGNet [8] for re-id. The network extracts a
256-dimensional embedding on a unit hypersphere and represent similarity between
images effectively. In order to handle massive unlabeled data that are obtained from a
number of cameras on the fly, we employ an agglomerative hierarchical clustering
approach. Clustering is made up of two sub parts: local and global. The former is local
clustering for features from the same camera or an adjacent camera, and the latter is
global clustering for the results of local clustering. Once the clusters are created,

Fig. 1. Diagram of a large-scale person re-identification prototype system.
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metadata generation, including visual feature and additional information such as
clothing, height, and gender is performed. Finally, meta data is matched with gallery
database. If the metadata is similar to the existing one, the database is updated, and
otherwise, enroll new meta data into gallery database.

Searching is consisting of five or four steps. If query image is given, person
detection is performed to extract bounding box of individual. If query ROI is given,
person detection is omitted. The steps from feature extraction to meta data generation
are the same as in the learning phase. Clustering can be omitted in searching phase. If
the given query is similar to the existing one from the gallery, identified id and meta
data are returned, otherwise the system fails to identify a query.

3 Conclusion

In this paper, we propose a prototype system design for large-scale re-id that consists of
two phases: learning and searching. For preprocessing, state of the art person detector is
used and deep neural network for feature extraction is designed and used. In addition,
local and global agglomerative hierarchical clustering are employed to provide scala-
bility and response within an acceptable time, and handle unlabeled data.
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Abstract. There is increasing interest in text analysis based on unstructured
data such as articles and comments, questions and answers. This is because they
can be used to identify, evaluate, predict, and recommend features from
unstructured text data, which is the opinion of people. The same holds true for
TEL, where the MOOC service has evolved to automate debating, questioning
and answering services based on the teaching-learning support system in order
to generate question topics and to automatically classify the topics relevant to
new questions based on question and answer data accumulated in the system. To
that end, the present study proposes an LDA-based topic modeling. The pro-
posed method enables the generation of a dictionary of question topics and the
automatic classification of topics relevant to new questions.

Keywords: Data mining � Text mining � Similarity � Topic modeling �
Question and answer

1 Introduction

As is often the case, people solve problems they face in everyday life by asking and
answering questions. With the advancement of ICT environment, they turn to online
communities to find the answers to their questions. Likewise, the field of TEL
(Technology Enhanced Learning) witnesses various questions asked and answered
regarding educational environment and system use as well as instructional content
using the teaching-learning support system [1, 2]. Such activities are conducted on a
continuous basis. Questions generated in the process are the results of collective
intelligence. In order to make efficient use of such questions and answers, researchers
have explored the methods of using machine learning to automatically classify and
answer the questions on the grounds that the automatic classification of questions and
the implementation of automatic answering system will accelerate the problem solving
[3]. In the same vein, the present study proposes a topic modeling method for automatic
classification based on the question data generated in the teaching-learning support
system.
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2 Literature Review

2.1 Topic Modeling

Topic modeling is an algorithm for finding topics in a large unstructured document.
This is a way of inferring a subject in a way that clusters words with similar meanings
using context-related clues [4]. That is, topic modeling is an algorithm designed to
analyze unstructured data. Topic modeling is largely sub-classified into vector-based
techniques and probabilistic techniques. Vector based techniques include Latent
Semantic Analysis (LSA). Probabilistic techniques include Probabilistic Latent
Semantic Analysis (pLSA) and Latent Dirichlet Allocation (LDA). In particular, LDA
is an unsupervised generative topic model and an algorithm widely used for topic
classification and computation of similarities between documents [5–7].

Documents are sets of topics. Topics are sets of words. That is, words converge on
topics, which in turn form documents. Each word can represent a topic. A set of topics
makes a document. Here, as topics are latent, the LDA algorithm is used to uncover the
topics [6, 8]. The algorithm determines the frequency of each word constituting a topic in
a document. From the perspective of questions and answers, the questions-topics-words
relationship is shown on the left in Fig. 1 below. Moreover, the relationship between
questions is represented on the right side in Fig. 1. Using these relationships, the present
study is to model the topics relevant to questions.

2.2 Similarity Measure

Similarity measurement is a method of calculating how similar each document is by
analyzing frequency of words contained in each document. This is widely used in
information retrieval and text mining [9]. The similarity measurement method is
classified into correlation-based method and vector-based method. Correlation-based
techniques include Pearson Correlation and Spearman Rank Correlation. Based on the
vector, there are cosine similarity, Euclidean distance, and Inner product. In particular,
cosine similarity is the most widely used method on a vector basis because it is simple
and computationally fast. The calculation of cosine similarity is shown in the following
Eq. (1) [10]. This study is used to calculate the similarity between constituent words in
a topic.

Similarity ¼ cos A;Bð Þ ¼ A � B
Ak k Bk k ¼

Pn
i¼1 Ai � BiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1 Aið Þ2
q

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1ðBiÞ2
q ð1Þ

Fig. 1. (Left) Questions-topics-words relationship, (Right) Topic-topic relationship
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3 Question Data Topic Modeling Based on LDA

Up until now, a large number of questioning and answering services in the
teaching-learning support system have had persons in charge read questions, classify
topics and present answers. In order to automate the procedure, questions need to be
automatically classified. To that end, the present study draws on the Latent Dirichlet
Allocation (LDA) algorithm suggested by Blei et al. (2003) [6]. LDA is straightfor-
ward, useful for reducing the dimensions of data and good at extracting semantically
coherent topics. Thus, it is widely used for text minings [6]. The present study applies
the LDA to the topic classification modeling based on the question data in teaching and
learning. Also, we use the cosine similarity method to measure the similarity of con-
stituent words by topic.

First, there are a number of questions in the teaching-learning support system. Each
question consists of a set of words. The set of words involves particular topics.
Questions may share each topic. That is, question items can be classified into similar
questions by topic. Figure 2 shows a procedure of generating a dictionary of questions
by analyzing the question topics based on the question data accumulated in the system.

• Words are extracted based on existing questions to construct a questions-words
matrix.

• N initial topics are set and repeatedly output to select M component words. Based
on the set topics and selected words, a topics-words matrix is built. Here, the
homogeneity of words and the heterogeneity of topics should be considered.

• Based on the similarities of component words of each topic, the final topic is
chosen. Here, the similarities are computed using machine learning.

• A topics-questions matrix is generated.
• Based on the matrix, a schema for the dictionary of questions can be generated.

Based on the schema, topics of new question inputs are surmised and classified.

4 Conclusion

A range of questions and answers are generated in teaching-learning activities in TEL.
The generated data automatically accumulates in the system. To repurpose and use
such accumulated data, an automatic classification model is required. The present study
proposes a topic-driven method for the automatic classification of questions. The
proposed model is noteworthy in that it is applicable without the reference data for

Fig. 2. Topic-based question recognition and classification procedure
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initial classification and that it becomes sophisticated over time. The proposed method
is intended to use the question data accumulated in the system so as to analyze question
topics, generate an initial dictionary of questions, and automatically and inferentially
classify topics relevant to new questions. Further studies on the relevance of topics and
the empirical verification of data are needed.
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Abstract. The data centers contribute to high operational costs and electrical
energy will be consumed in enormous amounts. One of the most complex chal-
lenges of energy consumption is power management. Many different methods
have been applied in order to reduce energy consumption. In this paper, we
propose the architecture framework focuses on analyzing the EAP (Energy-
Awareness Predictor) to improve the energy efficiency. Through analysis and
various integrated sensor devices, the EAP architecture framework can under-
standing of the consumption patterns and can better controlling of the major
energy consuming. Based on inputs independent variables (value of external and
internal environmental) is prediction and implement refrigeration and process
control, optimization and energy management.

Keywords: Context-aware � Tensor factorization � Energy-Awareness
Predictor � Energy efficiency

1 Introduction

Data centers are an increasingly important part of most business operations in the 21st
century. Although IT energy consumption covers a considerable range, despite the
work of Europe and other administrative organs, there is little information on the total
size, power consumption, or efficiency of the data center market as a whole [1–3].
Without this information, it is difficult to protect the data center industry, predict
growth, and set effective metrics and objectives. In order to deal with these problems, it
is necessary to understand the scale of the problem appropriately and to provide
improvements. It is essential that the measurement and the initial set of metrics are
agreed and data collection be started on a large scale. However, these metrics often are
not applied consistently at a global level.

The energy uses of the data center and its impact on the environment have recently
become an important issue for operators and policy makers [4]. The data center is a
complex environment designed to IT equipment. Most of the power used in the facility
will be converted to heat, the capacity of the cooling system will be significantly
required, and additional load will be placed on the conventional recirculation air data
center [5]. In addition, the data center has various auxiliaries’ support systems such as
generator pre-heaters, lighting, fire suppression system, and occupied areas of people
that require electrical power. In order to understand, measure or model the data center’s
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overall energy efficiency it is necessary to understand the relationship between an
electrical load of the housed equipment and the utility power that the facility draws to
supply power to the housed equipment for cooling. The power used in the IT equip-
ment in the data center is supplied with a series of power conditioning devices and
power distribution devices, each of which is inefficient and thus a certain amount of
power is lost. Since this equipment is usually housed in a data center, these losses
converted into heat will be added to the thermal output of IT equipment. The industry
should improve IT measurement capabilities to ultimately enable taking the measure-
ment directly at the IT load (such a servers, storage, networking, etc.). The seemingly
simple PUE (Power Usage Effectiveness) concept requires additional details to guar-
antee consistent application for the data center. The PUE metric is the de facto standard
for measuring data center energy efficiency. PUE compares the amount of power used
to power IT equipment (server, storage, and network) with the total power sent to the
data center. Also, consistent calculation of PUE promotes performance transmission of
data center owners and operators [6–8].

In this paper, we propose the architecture framework focuses on analyzing the EAP
(Energy-Awareness Predictor) to improve the energy efficiency. Using analysis and
various integrated sensor devices, the EAP architecture framework can better understand
the consumption patterns and better control the main energy consumption. On the basis
of inputs, independent variables (the value of the external environment and the internal
environment) are predicted, and refrigeration and process control, optimization and
energy management are implemented. The EAP framework is centered on the concepts
and is oriented for the energy efficiency, in spite of being oriented for technologies.

2 Energy-Awareness-Predictor Framework

The Energy-Awareness-Predictor (EAP) Framework is a profiling-based energy saving
research that can efficiently utilize energy by converging and analyzing data onto
various energy metering devices. Research on energy efficiency management through
the management of sensors is underway to form sensor networks in servers, storage,
networks, internal, external and peripherals for the purpose of reducing energy in the
data center. In such an environment, the necessity to study energy prediction tech-
nology applying the machine learning method is very high. The research on efficient
energy management method applying machine learning method based on information
on the data center related situation is required. It is a strategy method that can apply
energy efficient PUE of the data center by applying machine learning method.

The importance of recent artificial intelligence and machine learning has been
analysis and prediction is advanced by introducing machine learning methods of
processes such as analysis, reasoning, and prediction in the process of big data.
Therefore, the existing statistical analysis method PUE also needs the changes to
extract indicators and predict the future depending on whether situation by introducing
machine learning technology. Traditional analysis is being analyzed by defined algo-
rithms without self-modification of data that is continuously collected. In other words,
the self-adjust function, which is the autonomous definition of the data for analysis, is
excluded. When using the machine learning technique, the algorithm that is used in the
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analysis is proposed to change dynamically in consideration of changes in the sur-
rounding environment and user requirements. In other words, it has a self-adjust
function that can change the data before the analysis when new data according to
changes in environment and requirements are generated. In addition, it is possible to
support the self-optimizing algorithm that optimizes itself considering the changes of
the environment and the requirements of the user.

The EAP framework is designed to extend the life of data centers using 3 Tensor
technologies. EAP is designed with energy-awareness to improve energy efficiency and
can reduce and manage energy use efficiently. With energy-awareness, the EAP is
improving energy efficiency and can reduce and manage energy use efficiently. First, it
extracts the total energy usage per server and improves energy efficiency by capturing
changes in energy usage over time (consumption patterns). The data center energy
usage per server can be calculated in terms of the number of servers and can be roughly
calculated not only by the energy consumed but also networking, storage, power
equipment, cooling power (see the Fig. 1).

As shown in the Fig. 1, the EAP framework based on cognitive profiling consists
basically of three stages: (1) Tensor Factorization to extract energy usage; (2) Tensor
Flow for generated features of energy usage; (3) Neural Tensor for Energy Opti-
mization stage. The EAP framework can intelligently and automatically enable con-
figuration management of the data center.

3 Proposed Method

3.1 Tensor Factorization

Tensor Factorization extracts energy usage characteristics by factorizing several servers
(chillers, IT load, pump speed, wet bulb) to extract energy usage patterns. Tensor
factorization is a generic model for multidimensional systems, such as fast prediction
computations and simple optimization techniques. The multidimensional rating

Fig. 1. Architecture of EAP framework
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provides more information that a single rating system. There are different types of
tensor decomposition models, such as the PARAFAC, also called CANDECOMP
(Canonical Decomposition), Tucker, and HOSVD (Higher-Order Singular Value
Decomposition). In our approach, we follow the HOSVD formulation. The HOSVD is
one of the most powerful tensor decomposition methods, which based on a successive
application of the matrix SVD decomposition to the flattened matrices of a given tensor
[9]. HOSVD can be used to build orthogonal spaces which can be then used for
reduction analysis in a way similar to the subspace projection method server (formu-
lation shown in Fig. 2).

Figure 2 is an illustration of tensor factorization into four matrices. Composed
values of the measures pre-computed by applying dimension attributes as analysis
perspectives are well as various aggregate operations. A tensor factorization performs
aggregate operations to extract all possible combinations of the dimension attributes,
given factors extracted for the servers, dimensional and context’s features to provide
rapid responses to any analysis queries.

3.2 Tensor Flow

The Tensor flow [10] is a typical deep learning framework that can represent mathe-
matical calculations and data flow using directional graphs using nodes and edges.
Nodes can perform operations such as mathematical calculations, data I/O and
reading/storing of data. The edge represents the input and output relationship of data
between nodes, and all data can be represented internally by multidimensional array
tensor. Tensor flows are designed to be used not only for deep learning but also for
other machine learning algorithms, allowing multiple machines learning algorithms to
be executed in various languages. The tensor flow has the following characteristics:

Fig. 2. Tensor factorization for extracting energy usage
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– Rich expressiveness through data flow graph;
– Operates in CPU/GPU mode without code modification;
– Define only the calculation structure and the target function, it will automatically

process the differential calculation;
– Supports Python/C++ and supports various languages through SWIG (Simplified

Wrapper and Interface Generator);

Tensor flow can reduce unnecessary operation of the data center, minimize power
waste, and maximize energy saving efficiency, by understanding the same pattern
automatically generated by tensor factorization. The modeling of energy usage pattern is
generally to determine the relationship between energy consumption data and specific
variables that indicate the main cause of energy consumption. In addition, time infor-
mation is added to extract changes in energy usage over time. It is characterized by the
ability to identify energy usage over time for energy efficiency. Based on this, we can
suggest ways increase energy efficiency over time. Figure 3 below shows an example.
Because energy consumption is different for each hour of the same operation, energy
consumption per hour can be extracted. Every time it repeatedly learns data by time
zone, that can gradually change the weight and obtain training data for each time period.

3.3 Neuron Tensor

The neural tensor [11] utilizes an integrated similarity function that reflects energy
usage at various times. Energy consumption can be predicted through key perceptions
that primarily affect energy consumption. A typical structure of a neural tensor consists
of neurons with multiple layers such as sublayers that receive inputs and upper layers

Fig. 3. Tensor flow for energy pattern extraction
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that produce result values. Neural tensor hidden layer can have multiple intermediate
matching score layers. In such a neural tensor, the neurons of the layer communicate
with neurons of the previous layer to receive information and communicate with
neurons of the next layer to export results. In this paper, we define the computational
structure of the neural sensor prediction model, connect it to the target function, and
input only the data. The neural tensor uses a patch filter to compare while scanning the
entire layer to find out what kind of features the input data has, and generates a feature
map. As shown in Fig. 4 below, the feature map is cut to a certain size like a tile, and
the energy consumption is predicted with the maximum value in each piece as a
representative value.

4 Conclusion

This paper proposed the concept of EAP (Energy-Awareness Predictor) for improve the
energy efficiency. We explored the use of machine learning methods to increase the
energy efficiency of the data center, PUE. In recent years, the use of machine learning
has increased and the PUE has been lowered by applying deep-learning techniques to
the data centers operated by Google itself. It is necessary to present an optimum
cognitive learning model by establishing the applied characteristics based on the col-
lected data and continuously executing the instruction process accompanied by this.
Through analysis and various integrated sensor devices the EAP framework can
understanding of the consumption patterns and can better controlling of the major
energy consuming. Based on the input variables (the values of the external and internal
environment) the independent variables were predicted and showed refrigeration and
process control, optimization and energy management. To the future work, we will be
adapting implement to the proposed architecture and to develop EAP framework.

Fig. 4. Neural tensor for energy optimization (prediction)
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Abstract. The structure tensor known as a second moment matrix which
integrates the local data information of the image. It has been a well-established
tool in the image processing field. To date a variety of nonlinear structure
tensors have been emerged. Among them, the non-local structure tensors
(NLSTs) is the focus of researching for the reason that it explores the spatial
interactions in images. However, the performance of the existing NLST in
image analysis is limited. In this paper, we propose a new structure tensor
calculation method by using the nonlocal means filter to smooth the
matrix-valued data. The resulting nonlocal structure tensor is effective in
the orientation estimation and structural analysis of the image. Meanwhile, the
nonlocal TV model based this structure tensor has been successfully applied in
noise removal. Experimental results show that our model has better performance
in preserving the structures, details and textures.

Keywords: Structure tensor � Image analysis � Nonlocal mean filter � Nonlocal
TV model

1 Introduction

The classical structure tensor [1–6] applies Gaussian convolution which is a linear
technique for averaging information within a neighbourhood. The benefit of Gaussian
smoothing is simple and robust, but it lacks for debluring and locating structures. This
is result from the fact that the local neighbourhood for the integration is fixed in both
specific size and Specific position. Consequently, it fails to adapt to the data and tends
to blur the discontinuities information embedded in tensors.

To address the limitations of Gaussian convolution, different adaptive local structure
tensors which using nonlinear diffusion techniques have been proposed in a variety of
backgrounds. Nagel and Gehrke [7] utilized an adaptively local Gaussian kernel to
smooth the tensor for optic flow calculation. Based on this work, Middendorf [8].
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Köthe [2] proposed a structure tensor by using an hour-glass shaped filtering. Zhang [3]
put forward a bilateral filtering based nonlinear structure tensor. The adaptive local
structure tensor proposed by Van den Boomgaard and Van de Weijer can extract image
orientation adopt robust statistics. Brox [9] respectively employed nonlinear diffusion
equations to obtain structure tensor which applied to image feature detection, opticflow
estimation and image denoising. Though the existing adaptive local structure tensors
have shown their effectiveness in many image processing application fields, they often
fail to extracting the local information of image. It should be noticed that these con-
struction methods of tensors are local which only consider the neighboring pixels in the
calculations. In fact, pixels sharing similar characteristic often replicate in a non-local
way. The local construction methods ignore the connection between the centered pixel
and the others who outside the scope of consideration. As a result, the performances in
image analysis of the local structure tensors are restricted.

Naturally, the efforts of the researchers have concentrate on the non-local structure
tensors (NLSTs) which take the above mentioned characteristic into consideration.
Doré [10] constructed an NLST by utilizing the non-local means filter (NLMF) [11] to
smooth the tensor field. S. Lefkimmiatis and S. Osher [12] join the NLST in the
designing of regularization operator. Chierchia [13] and Zheng [14] work out the NLST
by applying the non-local total variation regularizations. Euclidean Distance is used to
measure the similarity between the matrix-valued data. Unfortunately, the above
NLSTs are isotropic and these TV-based construction method do not preserve the fine
details [17–20].

In this paper, we utilized nonlocal operators to construct an anisotropic non-local
structure tensor (ANLST). The nonlocal operators take the similarity of image patch
which is measured by a weight function of the patches into consideration. Thereby, the
useful spatial information in image can be exploited. We then extend the TV-based
model to a nonlocal setting based on the proposed ANLST applications to edge
detection.

2 Preliminaries

2.1 Structure Tensor

Let I denote the reference image and rIðv;uÞ ¼ Iv;u
� �

x; Iv;u
� �

y

� �T
denote the gradient at

ði; jÞ, T is the transpose. The structure tensor S of I can be defined as:

S ¼ Ii;j
� �2

x Iv;u
� �

x Ii;j
� �

y

Ii;j
� �

x Ii;j
� �

y Ii;j
� �2

y

" #
¼ u11 u12

u12 u22

� �
ð1Þ

In order to suppress noise, filtering technique is used to smooth matrix data. The
uniform expression:
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gðSÞ ¼ g
u11 u12
u12 u22

� �
ð2Þ

When gð�Þ is linear filtering, gðSÞ is linear structure tensor. When gð�Þ is nonlinear
filtering, gðSÞ is nonlinear structure tensor.

The eigenvalues of structure tensor can be computed by:

k1;2 ¼ 1
2

u11 þ u22 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðu11 � u22Þ2 þ 4u212

q� �
ð3Þ

And the corresponding orthogonal eigenvectors can be computed by:

c1 ¼
2u12

u22 � u11 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðu11 � u12Þ2 þ 4u212

q" #
; c1?c2 ð4Þ

2.2 Nonlocal Operator

The idea of the nonlocal means filter introduced by Buades et al. [15] denoises a current
point by replacing the noisy pixel with a weighted average of nonlocal neighboring
pixels with similar structures. It is similar to the Yaroslavsky filter [16] and patch-based
methods which was used for texture synthesis at first. They all consider the similarities
of the patch around the pixel instead of the only pixel itself. The nonlocal means
method can be written as follow:

NLpðxÞ :¼ 1R
X wpðx; yÞdy

Z
X
wpðx; yÞpðyÞdy ð5Þ

wpðx; yÞ ¼ expð� Gr � pðxþ �Þ � pðyþ �Þj j2		 		=ða � aÞÞ ð6Þ

Where pðxþ �Þ denotes an image patch centered at current point x with specific size
in the reference image p, the weight function wpðx; yÞ measures the similarity between
points ðx; yÞ. RX wpðx; yÞdy is the normalizing factor, Gr is the Gaussian kernel with
standard deviation r and h is a filtering parameter which set according to the standard
deviation of noise.

Let X � R2; x; y 2 X;wðx; yÞ is a weight function. The nonlocal gradient is:

ðrwUÞðx; yÞ ¼ ðUðyÞ � UðxÞÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
wðx; yÞ

p
ð7Þ

The nonlocal divergence can be written as:

ðdivw v!ÞðxÞ ¼
Z
X
ðvðx; yÞ � vðy; xÞÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
wðx; yÞ

p
dy ð8Þ
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The nonlocal type of TV regularization function based on the nonlocal operator is
as follows:

JNLTV ðUÞ ¼
Z

rwUk k ¼
Z
X

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiZ
X
ðUðxÞ � UðyÞÞ2wðx; yÞdy

s
dx ð9Þ

3 Proposed Structure Tensor

The linear structure tensors suppress noise effectively while it blur the structural
information and inaccurate in edge and corner location. In Eq. (2), when gð�Þ is linear
filtering, it can be written as linear PDE of matrix data:

@Si;j
@t

¼ divðrSi;jÞ ði; j ¼ 1; 2Þ ð10Þ

In Eq. (3), The each channel of the structure tensor was smoothed by the linear
diffusion filter. As a result, the implicit structural information in the tensor data tend to
blurred such as edge and corner.

To solve the problem, we obtain a new nonlocal structure tensor as follow:

@Si;j
@t

¼ divð 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2 þ P2

k;l¼1
rwUðx; yÞSklj j2

s rwUðx; yÞSi;jÞ ð11Þ

wuðx; yÞ ¼ expð� Gr � Uðxþ �Þ � Uðyþ �Þj j2		 		=ða � aÞÞ ð12Þ

The Eq. (11) smooths the structure tensor with nonlinear diffusion filter. The dif-
fusion coefficient decided by the channels information. ðrwUÞðx; yÞ denotes the non-
local gradient operators measured by the weight function wuðx; yÞ.

4 Experimental Results

In the experiments, the performances of our proposed nonlocal structure tensor is
evaluated on the standard test images, considering two popular applications of structure
tensor: corner detection and orientation estimation.

4.1 Corner Detection

Figure 1 illustrates a corner detecting experiment on a noisy synthesis image shown in
Fig. 1(b). The noisy image is generated by adding the white Gaussian noise with
standard variance r ¼ 10 into the original image depicted in Fig. 1(a). The ground-truth
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corners are manually labeled and displayed in Fig. 1(a). Figure 1(c)–(e) respectively
show the corner detection results of the three structure tensors. In this experiment, corner
is detected at local maxima of the smallest eigenvalue of structure tensor. It can be found
in Fig. 1(c) that the TV-ST loses some corners in the low contrast or seriously degraded
regions. The NLST and our proposed structure tensor, by contrast, detect all the corners
from the noisy image. Table 1 shows the quantitative comparision between the detec-
tion results. Obviously, we can see from the Mean Localization Error values in Table 1
that the herein proposed structure tensor performs the best in term of corner localization
accuracy.

4.2 Orientation Estimation

Figure 2 shows the orientation estimation results of the three structure tensors on a
fingerprint image shown in Fig. 2(a). The orientation is estimated by using the
eigenvector corresponding to the smallest eigenvalue of structure tensor. Obviously,
compared with the other two nonlinear structure tensors, our proposed method can
obtain smooth and precise orientation estimation from the low quality fingerprint
image.

(a) Original image and ground-truth corners   (b) Noisy image

(c) TV-ST                      (d) NLST             (e)Proposed structure tensor

Fig. 1. Corner detection results by using the three nonlinear structure tensors on a noisy image

Table 1. Comparisons between the corner detection results

Algorithm Detected corners Lost corners Mean localization error

LAST 33 3 1.0882
NLST 36 0 0.5278
ADNLST 36 0 0.3056
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5 Conclusions

As a useful tool for image analysis, the structure tensor has been successfully applied in
various fields of computer vision and image processing, including feature detection,
optic flow computation and orientation estimation. To further improve the performance
of structure tensor, we introduce the nonlocal TV operator into structure tensor com-
putation, giving rise to a novel nonlocal structure tensor. Experimental results on the
test images show that our proposed structure is superior to the TV-ST and NLST in
corner detection and orientation estimation.
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Abstract. Recently, the image denoising methods based on patch priors have
received extensive attention. Among these methods, expected patch log likeli-
hood (EPLL) has achieved great success, using Gaussian mixture priors by the
Gaussian mixture model (GMM). In the paper, we observe that GMM model
requires the estimation of a global parameter k, rather than locally adaptive
parameters. Based on this, we propose a modification of the GMM model which
is imposed the local constraints on partition of the image. The experimental
results illustrate that our proposed method performs comparatively well.

Keywords: Image denoising � Gaussian mixture model � Expected patch log
likelihood � Image patch � Local constraint

1 Introduction

Among many image restoration methods, patch-based methods [1–3] have offered
effective ways, for example, log likelihood (log L) probability [4] and maximum a
posteriori (MAP) [5] method. We usually use the Markov random field (MRF) [6] for
the whole image processing directly. At this point, log L probability and MAP are
difficult to calculate accurately. Thus, a general optimization framework based on patch
prior has been widely put forward, the most representative, Field of experts (FOE) [7]
framework.

Expected log patch likelihood (EPLL) [8] is also an optimization framework using
Gaussian mixture priors [9] learned by the Gaussian mixture model (GMM) [10, 11].
We find that it is a global parameter k in the GMM model, instead of local adaptive
parameters. The influence is that the denoising performance of different image regions
is inconsistent. For avoiding this effect, we propose a novel GMM model with local
constraints. We use a set of constraints ki and each k which permits to satisfy the
constraint for one region does not serve for other ones. Certainly, a different selection
of the regularization parameters [12] may give better results in some region, but no
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single parameter can give an improvement for all regions at the same time. In the
Lagrange multiplier formulations, we need several the Lagrange multipliers to be able
to impose locally that noise variance is given by d2. Therefore, parameter is now spatial
adaptive.

2 Proposed Method

2.1 Background of Expected Patch Log Likelihood

Expected patch log likelihood (EPLL) is a general optimization framework based on
patch priors for image restoration. Given a natural image u and known priori p, EPLL
can be defined as:

EPLL ðuÞ ¼ log pðuÞ ¼
X

i

log pðPiuÞ ð1Þ

Where Pi denotes an operator for extracting image patch ui from image u. The patch
prior used in the joint conditional density with the EPLL is a Gaussian Mixture Model
(GMM) given by:

pðuÞ ¼
YN

i¼1

XK

j¼1

pjNðui j lj;RjÞ ð2Þ

Where pj are the mixing coefficients, lj and
P

j are the corresponding mean and
covariance matrix.

Given a noise image u0, the degradation model can be expressed by u� u0k k2. In
order to achieve good results for restoration, we should maximize log likelihood (log L)
probability of the image patch, while keeping the u and u0 as consistent as possible.
Therefore, EPLL model based on priori p is represented as follows:

min
u

k
2

u� u0k k2�
X

i

log pðPiuÞ
( )

ð3Þ

Where k is a regularization parameter. The equation can be solved by Half Quadratic
Splitting [8] which introduces a set of auxiliary variables zi and changes the cost
function into the following form:

min
u;fzig

k
2

u� u0k k2 þ
X

i

fb
2
ð Piu� zik k2Þ� log pðziÞg

( )
ð4Þ

Where b is the penalty parameter which often is set to be large enough to ensure that
the solution of (4) is close to that of (3). Then formula (4) can be minimized by
alternatively updating zi and ui.
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2.2 Proposed Method with Local Constraints

Suppose that O1; . . .;Orf g is a partition of image. Given k1; . . .; kr, we consider the
following problem:

Whether there are values ðk1; . . .; krÞ satisfying local constraints [13, 14] as
follows

1
jOij u� u0k k2¼ d2; 8i ¼ 1; . . .; r: ð5Þ

We proposed to solve the following constrained problem:

max
u

X

i

log pðPiuÞ

s:t: u� u0k k2¼ d2 oij j
ð6Þ

In case that we answer the above question in the affirmative sense, the solution of (6)
would give a solution of the problem:

min
u

kðxÞ
2

u� u0k k2�
X

i

log pðPiuÞ
( )

ð7Þ

Where k (x) ¼ Pr

i¼1
kivoi. For simplicity we shall write ~k ¼ k1; . . .krf g and ~k� 0 if

ki � 0 for all i ¼ 1; . . .; r. The novel model that we propose is an extension of GMM
model, where the parameter k takes different values for different regions. To solve (7)
we use the same numerical approach we used to solve (3). The Eq. (7) is equivalently
transformed into the following function:

min
u;fzig

fkðxÞ
2

u� u0k k2 þ
X

i

fb
2
ðR Ru� zik k2Þ� log pðziÞgg ð8Þ

For solving (8), at first, we choose the most likely Gaussian mixing weight jmax for
each patch Riu. Then Eq. (8) is minimized by alternatively updating zi and u:

znþ 1
i ¼ ðRjmax þ

1
b
IÞ�1 � ðRiu

nRjmax þ
1
b
ljmax

IÞ ð9Þ

unþ 1 ¼ un þDt½kðxÞðu0 � unÞ �
X

i

bRT
i ðRiu

n � zni Þ ð10Þ

Where I is the identity matrix, Dt is the time step. In practice, for updating the
parameters ki, we use Uzawa’s method [15]. In summary, the algorithm can be
implemented as follows:
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Step1. Input corrupted image u0, model parameters b;Dt and iteration stopping tol-
erance e;

Step2. Choose the most likely Gaussian mixing weights jmax for each patch Riu;
Step3. Initially, we take the values of ki [ 0 small enough so that

QOi u
k

� � ¼ 1
Oij j uk � u0

�� ��2 [ d2; 8 i ¼ 1; . . .; r

Step4. For each set of values ki [ 0, we alternatively update (9) and (10), until we
reach the asymptotic state uk.

Step5. For each i 2 1; . . .; rf g recompute ki ¼ maxðki þ q QOi uk � d2
� �

; 0
� �

(with
q > 0 small enough)

Step6. Iterate steps 4–5 until the k0i satisfying stopping criterion.

3 Implementation and Experiment Results

In experiments, we compare our proposed method with the original EPLL in image
denoising. The GMM with 200 mixture components is learned from 2� 106 images
patches which are sampled from the Berkeley Database. The experimental pictures are
added Gaussian noise with zero mean and standard variance d ¼ 25.

Figures 1 and 2 show the performance of the EPLL with Gaussian mixture priors
and our method respectively on Test1 image (i.e. No. 37073) and Test2 image (i.e.
No. 103070) in denoising. We can find that our proposed method outperforms the
original EPLL in the denoised result. Because that the local constraints are equivalent

a  b 

c                                     d

Fig. 1. Denoising results on Test1 image

Gaussian Mixture Model Based Image Denoising Method with Local Constraints 673



to the fidelity term with spatial adaptive parameters by Lagrange multiplier method. For
the related quantitative comparison, as demonstrated in Table 1, the peak signal to
noise ratio (PSNR) value of our method is also higher than the original EPLL.

4 Conclusions

Image priors play a vital role in image restoration tasks. In this paper, we devote to
researching on Gaussian mixture model based on local constraints. We construct an
adaptive regularization parameter coupling the local entropy of the image, which varies
with different regions of the image and each k corresponds to a region. The numerical
results show our proposed method achieves a satisfying denoised result, compared with
the original EPLL algorithm with fixed regularization parameters.

a  b 

c d 

Fig. 2. Denoising results on Test2 image

Table 1. The PSNR results of different denoising models

Image EPLL Our method

Test1 30.37 30.54
Test2 29.89 30.22
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Abstract. As mobile communications develop, automobiles are becoming
increasingly computerized. Connected cars can communicate in various ways,
with the range of communication also expanding. Onboard communication
enables the exchange of information between various control devices, including
instruments in the car, engine control units, and steering and braking devices.
External communication can inform the driver of traffic-related, or accident-
prevention information. By connecting externally using telematics, new services
including software updates, remote diagnosis, emergency calls (eCall), payment,
internet, infotainment, and automobile related apps have become available.
Whilst connected cars are evolving into communication devices with many
capabilities, in the future connected cars may include many interfaces and
gateways, in which internal and external operations can be manipulated.
Therefore, a comprehensive security architecture is required within the vehicle at
points of contact with the outside world, and security enhancements are required
for secure storage of keys used for authentication and communication security.
An approach that takes into account both functional safety and information
security has thus far not been found; there is therefore a need for specialized
hardware and software to protect the relevant data, along with the solutions listed,
to meet the functional safety required by ISO 26262.

Keywords: Secure protocol � Telematics control unit � Secure framework

1 Introduction

Connected technology allows communication with not only the network inside a
vehicle, but also concurrently with traffic control centers and other nearby vehicles. As
vehicles gain more connectivity with their surrounding environment, it has become
possible to provide various types of improvements for drivers. Connectivity provides
additional information on the environment to a vehicle, which can improve the driving
operation and provide services based on the vehicle using a multitude of information.

An example of this is a remote software update, which eliminates the need for
costly recalls when a problem occurs in a vehicle network or when a sudden software
update is required. Moreover, it allows for additional features, such as online services
or toll collection, to be applied. However, such external vehicle access also increases
the risk of unauthorized manipulation or cyber-attacks. Therefore, a cutting-edge
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semiconductor solution must also provide a security system for the protection of not
only human lives and property along the road, but also private information.

In the future, car-to-car (C2C) and car-to-infrastructure (C2I) communication
technologies will enhance the road safety and efficiency. For example, the system may
alert the driver regarding approaching anomalies or accidents in advance, or allow a
remote diagnosis through a wireless interface such that components requiring pre-
ventive measures can be serviced. For this purpose, sensitive data such as location and
speed must be exchanged, and such data must be protected from illegal attacks.
However, one problem is that the security of such data has yet to be perfected.
Moreover, although such systems have been implemented on actual cars through
numerous studies, future smart cars will require even more network resources, and
continual research is therefore required regarding the corresponding security mecha-
nisms. In this paper, we analyze the existing technologies of secure communication
protocols required in such telematics environments, and propose a security framework
for safe storage and management of keys used for security protocols applied both inside
and outside a vehicle.

This paper is organized as follows. In Sect. 2, we describe the communication and
security technologies related to smart cars. In Sect. 3, we study the security frameworks
used for security protocols of in-vehicle networks (IVN). Finally, Sect. 4 provides
some conducing remarks regarding the present study.

2 Technological Trend

This chapter describes the communication and security technologies required for
telematics. Telematics technology can be classified into previous IVNs and external
vehicle communication, and its adopted protocols comply with various standards.

2.1 WAVE Communication Technology

For security in WAVE communication technology, IEEE 1609.2 defines the format for
secure messages and the procedure for secure communication. IEEE 1609.2 also
provides an authentication mechanism for WAVE messages and a user authentication
mechanism. Moreover, an anonymity mechanism is included in the standard for user
protection. The greatest technical issue to be resolved in WAVE security regarding the
protection of messages between vehicles moving at high speeds is to minimize the
processing time so that packet losses do not occur.

The WAVE security layer encrypts the messages through the following procedure.

– The hash value of the plaintext message is calculated.
– The digital signature value of this hash value is calculated.
– A ciphertext is created through a combination of the plaintext and digital signature.
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2.2 Authentication

Each element comprising a V2X network (vehicle-to-vehicle, vehicle-to-infrastructure,
and vehicle-to-mobile device) must be able to provide mutual authentication of the
exchanged information, as well as a trust relationship. For suitability with the particular
environment of high-speed vehicles, ongoing effort has been made regarding the
standardization of a wireless communication protocol between WAVE vehicles, where
the channel bandwidth is reduced to 10 MHz and the RF output power is increased to
44.8 dBM. Although this standardization has been currently omitted to reduce the
wireless link connection time, this problem must be resolved through research into
high-speed message encryption technologies. The crash avoidance metrics partnership
(CAMP) standard of the US has an architecture for generating IDs using the linkage
authority (LA) in a traditional public-key infrastructure (PKI) and generating certifi-
cates based on such IDs. The types of certificates include certificate signing request
(CSR) certificates used for vehicle identification, and pseudonym certificates used for
establishing trust in the communication between vehicles.

In the car-to-car communication consortium (C2C-CC) of Europe, CSR certificates
are generated from the long-term CA (LTCA), and pseudonym certificates are gener-
ated from the pseudonym CA (PCA).

The telecommunication technology association (TTA) of Korea defines an authen-
tication service architecture as similar to that used for V2V communications in C2C-CC.

2.3 Security Protocol

It is clear that strong security is required in all V2V systems to prevent communication
theft or modifications because a communication failure may lead to a criticality. The
United States National Highway Traffic Safety Administration (NHTSA) has already
devised a rough security framework for supporting real-time exchanges and authenti-
cation. NHTSA has examined a few alternatives, and has decided to adopt an asym-
metric PKI encryption system. The PKI was designed to support secure communication
through public networks, and checks the identity using a digital signature.

2.4 Authentication and Security Protocols in IVN Environments

Controller area network (CAN) communication, which is the most frequently used
protocol in a vehicle network, does not provide data encryption or authentication
features despite being a broadcast communication protocol. Ford separates the network
used for braking devices from the network used for Internet access, thereby preventing
cyber-attacks from impeding the operation of the vehicle. Toyota allows the use of only
their own proprietary app store to prevent virus infections occurring through down-
loaded apps. In Korea, a government research project illustrating the vulnerabilities of
CAN communication was conducted, and encryption and authentication techniques
providing protection from such threats were designed. In the field of vehicle-ICT
convergence security, there is currently ongoing research into the technology for secure
communication between the vehicle engine control units (ECUs).
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3 Security Framework for Vehicle Communication

In this chapter, we describe the architecture design and a framework for secure com-
munication with support for telematics and key updates. In previous vehicles, vul-
nerabilities against network exploits and reverse-engineering attacks occurred because
IVNs were used without the support of external networks. The system proposed in the
present paper was designed such that the internal protocol performs secure commu-
nication through authentication and hashing, and the engines or keys required for
security are regularly downloaded from a cloud. This technique resolves the security
vulnerabilities in existing smart cars by enhancing the security of the in-vehicle security
protocol and supporting security key updates through an external network, which also
ensures the system availability.

The following provides explanations of each security component.

3.1 Secure IVN Communication

Figure 2 illustrates the functionality of secure communication in an IVN environment.
Currently, IVN communication for telematics can be divided into the communication
between the telematics control unit (TCU) and human-machine interface (HMI),

Fig. 1. End-to-end secure communication block
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between the TCU and middleware, and between the TCU and service modules. Safety
must be guaranteed for message transmission and reception based on each individual
communication protocol.

The red block in (Fig. 1) therefore supports security protocols, which include the
following features.

– Mutual Authentication
– Key Exchange
– Message Encryption/Decryption
– Piracy Forgery Prevention

3.2 Secure Communication Between TCU and Cloud

Telematics is connected to external systems through an LTE network from the interior
of the vehicle, and various types of information are collected or stored based on such
connectivity. During this process, the vehicle and external system frequently attempt to
network, which necessitates the safe downloading of relevant data. In this study, we
designed a security feature for safe updates between the telematics module and cloud,
allowing security modules and key information for security reinforcement to be safely
downloaded and maintained from within the vehicle.

3.2.1 Security Module
The security module block is located in the TCU, and is responsible for the safe
delivery of data during communication with the cloud system. The security module
block supports an encryption algorithm and authentication features. This module
requests and processes the API and key information required by the TCU through the
cloud system.

Fig. 2. TCU-cloud data download security block
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3.2.2 Vehicle Authentication Server
The vehicle authentication server is a server that authenticates the TCU modules. It
supports verification of the trustworthiness of a TCU based on the unique information
of the vehicle passed from the security module of the TCU, and on the previously
issued TCU digital certificate (Fig. 3).

3.2.3 Authorization Server
The authorization server generates and manages secure tokens for controlling the
access information to the APIs based on the TCU information. The authorization server
verifies the API access authority based on a combination of the unique vehicle infor-
mation and a random key, and passes the secure token to the TCU (Fig. 4).

3.2.4 API Server
The securitymodule sends API requests to the API server on the cloud alongwith the API
profile required by the TCU and the secure token assigned by the authorization server.
The API server on the cloud verifies the received secure token, and passes the resulting
value of the information requested by the client (APIs or a key) to the security module.

Fig. 3. Authentication server

Fig. 4. Authorization server
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4 Conclusion

This paper presented a study on a security framework supporting secure communica-
tion technologies for the safe transmission and reception of data during communication
inside and outside a vehicle in a telematics environment. Through this study, we
proposed a cloud-based update system for supporting section-wise key generation and
updates, as well as enhanced security robustness. This will allow for an active defense
and countermeasures against the intrusion of various internal and external protocols in
a smart vehicle, thereby supporting renewability in an SW platform environment. In the
future, safe communication with other control units will need to be improved by
combining security features based on hardware security modules, and by using digital
signatures for messaging, or the overall encryption through the application of such
modules. Discrete hardware solutions, such as a security controller or a controller
combining TPM functionality, enable the application of various devices with verified
functionality, from IC cards to automobile security, and are hence expected to provide
optimized security frameworks in connectivity environments.

Acknowledgements. This work was supported by the Technology Innovation Program (or
Industrial Strategic Technology Development Program (10070156, Extended service framework
for telematics in a connected car environment) funded By the Ministry of Trade, industry and
Energy (MOTIE, Korea).
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Abstract. UNIdirectional security gateWAY (UNIWAY) is a technology that
makes it possible to communicate only in one direction physically, unlike a
general network that communicates bi-directionally. It is a technology to
transmit data from the safe area to the non-safety area. Since it is an industrial
system that operates continuously for a long time, it is necessary to grasp the
normal functional operation of the system and satisfy the performance
requirement in advance. In order to test that UNIWAY software operates stably
for various network situations, it is necessary to elicit test items such as com-
munication node, transmitted data size, transmission data type, and prepare test
data in various combinations. In addition, since it takes a lot of time and effort to
check the stability, it is necessary to automate the test and confirm the test
results. In this paper, we design an automated agent that can test automatically,
and repetitively using predefined test scripts and data.

Keywords: UNIWAY � Test agent � Automated testing

1 Introduction

In recent software development, processes and development tools are similar because
the environment is generalized, and many automation tools necessary for software
development are being developed.

An automated tool that replaces the developer’s own tests reduces time and space
constraints. It also provides more and more accurate results than developers do.

In recent years, projects that require the use of automation tools are increasing. The
system configuration and interface are also determined by the developer’s propensity
and cannot be fully developed and tested consistently. Automated tools can consis-
tently apply a large number of cases and provide faster and more accurate results than
human tests [1, 2].

The automation tools started in the field of testing are expanding to component-
based development and UI/UX automation tools to improve development efficiency.

A software test verifies whether a program is working properly by comparing the
expected result with the actual result using a sample data set. However, because

This work was supported by the ICT R&D program of MSIP/IITP-[R0126-15-1095, Unidirec-
tional Security Gateways developments in cyber-physical systems].
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developers need to test themselves, they cannot target all data sets and spend a lot of
time building a systematic test plan for consistent testing. Repetitive and simple test
work is a very important task indispensable for a project, which gives developers
difficulties of simple labor. Test automation can test all cases consistently and quickly,
reducing the burden on developers and increasing software reliability.

UNIWAY collected a lot of industrial sensor data, and the collected data is
transmitted reliably to a central server [3, 4]. If the central server fails to provide
reliable data, the user may be confused about the provided information [5].

Therefore, in this paper, we conducted research on the automatic dynamic test agent
for the development efficiency and consistent testing, and implemented the automated
dynamic test agent.

2 Conditions for Automated Test Tools

After designing for the test automation, create test cases and create a script that fits the
case. Test scripts should be written in accordance with the business and development
language. The results of the test automation should be the same even if the viewpoint
and the environment are changes.

Here are some things to keep in mind when writing test scripts:
The user does not intervene during the test. It is difficult to automate when user

intervention during testing.
If the user enters a script during the test, the results will vary depending on the

input. It should be written to the minimum extent only when user intervention is
absolutely necessary.

Do not take a long time to perform the test. If the test takes a long time to run, you
might suspect that it is working properly and you will not be able to do anything else
until the test is complete.

Sometimes it takes a long time, but it’s a good idea to avoid testing as long as
possible. Also, when access to the actual database is affected and the test is dependent
on the outside, the test may fail at the same time when the service is down.

It is advisable to avoid external access as much as possible because it can damage
the outside or affect the test result when connecting from outside. However, writing a
script with too many constraints does not make sense for the tests, so you need to set a
minimum limit. It does not assume that resources are necessarily present.

Assuming that the data is in the database, testing can be successful or unsuccessful.
This is because you have to put the data in the database. In this case, it is recommended
to write the data in a form to directly input data while testing. You can reduce the error
by not assuming possible resources when you are testing (Fig. 1).

Fig. 1. Procedures of test script development
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3 Design for Automated Dynamic Test Agent

3.1 System Under Test

As shown in Fig. 2, the UNIWAY system is constructed in the network environment to
prevent external threats, so that data can be physically transmitted in only one direction.
The system consists of the following three items.

① Unidirectional communication server

– Transmission from the sending communication server to the receiving
communication server

– Physical unidirectional processing only

② Two-tier process within a communications server
③ Proxy process: Communication with external AP server
④ Middleware process: Communications server communication

Figure 2 shows the environment configuration for dynamic test automation scripts.

3.2 The Environment of Dynamic Test Automation Scripts and Data
Development

The test environment is configured as shown in Fig. 3.

Fig. 2. Overview of the UNIWAY

Fig. 3. Overview of the UNIWAY
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– TEST_AGENT: Execute automatic test execution command with TEST_SOURCE,
TEST_DESTINATION using test script and test data

– TEST_SOURCE: Perform data transmission. Data transfer origin
– TEST_DESTINATION: Perform data reception, data transfer destination
– HUB: Switching hub for transmitting test related information
– UNIWAY: System under test. The system consists of TX (transmit) and RX (re-

ceive) communication servers and transmits data in one direction.

3.3 Define Test Items and Create Test Scenarios

3.3.1 Functional Test Items
The items to be input in the functional test are SOURCE/DESTINATION count,
SOURCE/DESTINATION connection, packet count, packet size, time interval of
packet transmission and data type. The input items are as follows.

– SOURCE/DESTINATION count: 1, 2 and 10
– SOURCE/DESTINATION connection: 1:1, 2:1 and 10:1
– Packet count: 1,000 and 10,000
– Packet size: 128 byte and 1024 byte
– Time interval of packet transmission: none, 0.1, 0.2 and 0.5 s
– Data type: Plain text, Special Character, video, Random Binary, Photo.

3.3.2 Performance Test Items
The performance test measures bandwidth and data loss rate by changing the number
of SOURCE and DESTINATION, and the connection between SOURCE and
DESTINATION.

3.4 Creating a Test Script

The test script is defined by the test item definition and the test scenario. The defined
test script is shown in Fig. 4.

Fig. 4. The example of test script
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4 Experimental Results

The UNIWAY TCP/UDP functional test performs tests using test scripts and test data
in the test automation tool. Figure 5 shows the test environment using test automation
tools.

The test tool is implemented so that the user can selectively execute the test through
the Command Line Interface, and displays the test case information in progress on the
screen in real time. The source and destination PCs include test software to receive
commands from the test automation tool and perform data transfer. When the user
passes the test execution command to the test automation tool, the test automation tool
performs the following actions.

– Start the test: Load the test script to load the test run information.
– Test data distribution: Copy the data to be used for the test to the source PC.
– Run test: First run the test software on the destination PC and prepare to receive the

file, then issue a data transfer command from the source PC test software to the
destination PC.

– Result collection and judgment: Compare and determine the original test data and
the data transmitted via UNIWAY (Figs. 6 and 7).

Fig. 5. The test environment using test automated tools

Fig. 6. Result of functional test
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5 Conclusion

Repetitive and simple test work is a very important task indispensable, which gives
developers difficulties of simple labor and test automation can test all cases consistently
and quickly, reducing the burden on developers and increasing software reliability.

In this paper, we have conducted a study on the implementation of an automatic
dynamic test agent for the development efficiency and consistent testing. The devel-
oped test agent showed satisfaction with UNIWAY’s functional and performance test.
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Abstract. Multi-step prediction for time series is a challenging research area
with broad applications which can provide important information for relevant
decision-makers. Many works extended different architecture of artificial neural
networks to perform time series prediction, but they mostly only consider the
time series itself, does not weigh the impact of time series of relevant factors. In
this paper, a new method of time series prediction based on factor mining is
proposed. By analyzing target time series, the means of discovering factors
influencing time series and pinned down the most relevant factors was proposed.
In the end, a method to do multi-step prediction with artificial neural networks,
MTPF is proposed to conduct the time series prediction, create time series model
and forecast time series. The proposed method is applied for a shipping price
index time series prediction. Results show that this method can improve accu-
racy of prediction when compared with traditional methods.

Keywords: Time series �Multi-step prediction � Factor mining �Neural network

1 Introduction

Time series [1] refers to a series of observation values obtained in chronological order,
and many areas are related to the time series. In the research field of natural science and
social science, a large number of decision-making problems are inseparable from the
forecast. Time series prediction uses several historical observations values of time
series to predict the future value. It appears in many real-word problems, such as
weather forecasting, stock index prediction, shipping index prediction.

Time series can be understood as a sequence of vectors, x(t), t = 0,1,… where
t represents elapsed time. Theoretically, xmay be a value that varies continuously with t,
such as temperature. In practice, it will be sampled to give a series of discrete data points
which is equally spaced in time. Neural networks have been widely used as time series
forecast. Neural network has concentrated on forecasting future developments of the
time series from values of x up to the current time. Formally this can be stated as: find a
function f: RN ! R such as to obtain an estimate of x at time
t + d , from the N time steps back from
time t , so that:
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xðtþ dÞ ¼ f xðtÞ; xðt � 1Þ; . . .; xðt � N þ 1Þð Þ ð1Þ
xðtþ dÞ ¼ f ðyðtÞÞ ð2Þ

Where y(t) is the N-dimensional vector of lagged x values. Normally d will be one,
so that f will be forecasting the next value of x.

Although some nonlinear time series prediction method can simulate complex
relationships, most methods only consider the time series itself, does not weigh the
impact of relevant time series. In order to solve this problem, a method of multi-step
prediction for time series with factor mining and neural network is proposed which can
significantly improve the accuracy of both single time series and multiple time series.

The remaining of this paper is organized as follows. Section 2 presents the related
work in the literature. Section 3 explains our proposed method. Section 4 presents the
experiment results. The paper ends up with some conclusions in Sect. 5.

2 Related Work

Auto regressive (AR) model is one of linear prediction model. In 1927, the British
mathematician Yule [2] proposed this model to predict the variation of the market,
marking the time series analysis method production. Another linear prediction model is
auto regressive moving average (ARMA) model. In 1938 the Swedish statistician Wold
[3] completed a systematic study of the discrete stationary time series, made famous
wold decomposition and gave ARMA model. The last one is auto regressive integrated
moving average (ARIMA) model, by the American statistician and Box and Jenkins [4]
proposed a time series prediction method in the 1970s. They made a systematic and
thorough discussion for time series analysis method theory and applications, which is
considered to be a leap in the history of the development of the timing analysis. Linear
models whose mathematical model is not linear have no ability to cope with certain
non-stationary signals.

Radial basis function (RBF) neural network is a kind of nonlinear prediction model.
In 1988, Broomhead and Lowe firstly applied RBF to the neural network design
constituted a radial basis function neural network [5]. Radial basis function network is
a kind of local approximation network, which only a small number of neurons in the
input space determine the output of the network.

Support vector machine (SVM), which was first proposed by Cortes and Vapnik
[6]. It not only can be applied in other machine learning problems such as fitting
function, but also be applied in the prediction of the time series.

Hrasko et al. [7] used Restricted Boltzmann Machine and the Back propagation
algorithm for time series prediction. Pisoni et al. [8] used nonlinear auto regressive
models (NARX) and artificial neural networks (ANNs) for environmental prediction.
Yu et al. [9] proposed a new hyper-parameters selection approach for support vector
machines to predict time series. Faruk [10] proposed a hybrid neural network and
ARIMA model for water quality time series prediction.

Li et al. proposed a method [11] based on the similarity score set to predict missing
ratings and they also presented a method based on the support vector regression to
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adjust the deviation. The results show that the algorithms can increase the accuracy of
recommendation versus the traditional CF (Collaborative filtering). Barzaiq et al.
proposed a trajectory prediction algorithm [12] called personal destination pattern
analysis to analyse the different destinations in various trajectories of an individual, and
use it for mobile ad serving. Loke proposed the algorithms [13] for finding regions of
interest using mobile crowdsourcing, which reduce the number of questions required
and increasing the efficiency.

3 Multi-step Time-Series Prediction Based on Factor Mining

The detail of our proposed method for Multi-step time-series forecasting MTPF is
presented in this section.

3.1 Factor Analysis

Factor analysis is a method for figuring out a small number of variables which can be
used to describe the correlation between multiple variables. According to the corre-
lation size, the variables are classified to find the main factors affecting the time series.
With n samples, p indicators, X = (X1, X2, X3, … Xp)

T is used to observe the random
variables, find the common factor for F = (F1, F2, F3, … Fm) (m < p), the model is
shown as follows.

X = lþAF + e ð3Þ
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F is a common factor of p and A is the factor load matrix. During factor analysis,
factor loading matrix, orthogonal transform and factors are given a reasonable expla-
nation. For any one factor, there are a number of variables on which have high load,
and the remaining variables in the load are very low or zero.

3.2 Factor Mining

In the multi-step prediction of multivariate time series, the correlation factors and the
target time series are analyzed firstly. Then using correlation analysis method to find
correlation between other sequence and the target time series. The flow chart for the
algorithm is shown in Fig. 1.
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3.3 Multi-step Forecasting with Neural Network

We used BP neural network for the prediction. For training purposes, a dynamic
back-propagation algorithm is required to compute the gradients, which is more
computationally intensive than static back-propagation and spends more time. In
addition, the error surfaces for dynamic networks can be more complex than those for
static networks. The connection weights and bias values of ANN are initially chosen as
random numbers and then fixed by the results of training process. Since many alter-
native training are available, back- propagation is used to train our models. Assume
there are P input-output pairs of vectors for ANN. The goal of any training algorithm is
to minimize the global (mean sum squared) error E between the real network output o(p)

and the desired output d(p). The formula is defined as follows:

E ¼ 1
2P

X
p

X
k

d pð Þ
k � o pð Þ

k

� �2
ð5Þ

Where p is the index of the P
training pair of vectors, k is the index of elements in output vector, d(p) k

and o(p) k are
the kth element of pth desired output vector and real output vector respectively. In
addition, mean square error (MSE) is used to evaluate the learning effects of BPNN.
The architecture of the BP network is shown in Fig. 2. The training is continued until
the MSE drops below a certain threshold or tolerance level.

The multi-step prediction task can be achieved by two methods. One is directly
prediction, which is explicitly training a model to predict several steps. Another one is
the iterative method, which is doing repeated one-step predictions up to the desired
horizon [14]. The multi-step forecasting (predicting more than one day in advance) is
iterative process where the output of system is fed again as input. And it is commonly
used for short forecast horizons [15].

Time series is dynamic, there is a relationship between the sequence of the day and
the previous day’s changes, and there is also a relationship between the sequence of the
day and the changes in the previous period of time. In MTPF, the method of sliding

Fig. 2. BP neural network

Influence factors mining

identify influence factors

correlation analysis

factor analysischoose the main 
influence factors. 

Fig. 1. Algorithm flow chart
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window simulation is used to construct the input of the neural network. In prediction,
the actual observation value xn, xn+1, xn+2, …, xn+m is used as the input of the network,
the output value for the next moment predicted is xn+m+1 and the actual observation
value xn+1, xn+1, …, xn+m, xn+m+1 is used as input, xn+m+2 is the output, and so on.
According to the specific circumstances of the time series to carry out the K step
prediction and K is the moving window for multi-step time series prediction.

4 Experiment

In the experiments, we used time series of a container freight index (CCFI sequence) as
the prediction target. For the impact factors of shipping price index, we choose six
factors time series, which are shipping volume sequence, international oil price index
(WIF sequence), consumer price index(CPI sequence), producer price index(PPI
sequence), NASDAQ sequence, the exchange rate sequence, which are well known
relevant to predict shipping index sequence. We gathered historical data from January
1, 2014 to February 20, 2015, which from WIF sequence, NASDAQ sequence daily
data. We gathered historical data from January 1, 2012 to September 30, 2015, which
from shipping volume sequence, PPI sequence, the exchange rate sequence monthly
data. In order to eliminate the influence of the unit of data during training and pre-
dicting, the input of neural networks need to be normalized, and the output of neural
networks need to be anti-normalized. In this paper, we used the following formula to
normalize the data processing:

~x ¼ x� xmin
xmax � xmin

ð6Þ

And we used following formula to anti-normalize the data processing:

~y ¼ y � ðxmax � xminÞþ xmin ð7Þ

A correlation analysis of influencing factors are conducted and part of results are
shown above. It can be analyzed in Table 1 that Shipping Volume sequence and CCFI
sequence at the level of a significant correlation. And in Table 2, we can find USD to
RMB sequence and CCFI sequence are at the level of a significant correlation.

Table 1. Shipping volume sequence and
CCFI sequence descriptive statistics

Mean Std. deviation N

CCFI 1073.1151 121.13327 45
Shipping volume 6912598.667 628936.4512 45

Table 2. USD to RMB sequence and
CCFI sequence descriptive statistics

Mean Std. deviation N

CCFI 1073.1151 121.13327 45
USD to RMB 6.214187 .0863590 45
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Based on the mined factors, the result of multi-step time series prediction is shown
in Fig. 3. The red curve represents the real value, the green one represents predictive
value of multiple artificial neural networks and the purple one represents the predictive
value of single neural networks. The diagram shows that the MTPF model prediction
result is more accurate than the single ANN model prediction result. Predictive value
by MTPF and the real value are very close. It shows the accuracy of the model
prediction.

5 Conclusion

The completed MTPF model was successfully predicted the time series. Time series
neural networks provided predication successfully as well. It can be concluded that,
prediction made by MTPF can be used as an effective time series analysis and pre-
diction tools. We will keep working on the improvements of MTPF such as multiple
neural network prediction. In the future, the MTPF method can be extended to other
areas such as financial market or weather forecasts for uncertainty modeling.
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Abstract. The World Wide Web is a large source of information that contains
data in either Surface Web or Deep Web. Compared with the data in the Surface
Web, the Deep Web contains a greater amount of structured data with higher
quality, but it is difficult to use directly. Studies in this field have revealed some
methods for Deep Web Form Extraction, they may fall into the following cat-
egories which are HTML-based, vision-based, ontology-based, ML-based,
NLP-based and so on. This paper try to combine the DOM tree and the con-
volutional neural network together and then find out the form in the Web page.
This paper proposed a vision-based method VBF, which figures out the form
from the Web page through the acquisition of the HTML code and screenshots
of Web pages, establishment of the DOM tree and the calculation of the neural
network and form recognition, matching, and generation.

Keywords: Deep Web � Form extraction � Vision-based

1 Introduction

The World Wide Web is a large source of information that contains data in either
Surface Web or Deep Web. As for the information in the Deep Web, those pages are
generated through dynamic data query using the back-end database, and it cannot be
used by search engines. Compared with the data in the Surface Web, the Deep Web
contains a greater amount of structured data with higher quality.

Although the data in the Deep Web is structured, high-quality and has good
characteristics, it is difficult to use it directly due to the differences of the developers
lead to the great differences in the structure of the pages. So we need to find a way to
perform Deep Web data extraction effectively and quickly regardless of the differences
in the structure of the query pages. Using convolutional neural networks for identifi-
cation is an efficient method that has been developed in recent years and aroused
extensive attention, it can automatically recognize visual patterns from the original
image. As a deep learning framework, it was developed to minimize data pretreatment
requirements. Convolutional neural networks have a certain degree of invariability for
geometric transformations, deformation and light, and less computational cost to scan
the whole image.
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The remaining of this paper is organized as follows: Sect. 2 mainly talking about
our data extraction method VBF and Sect. 3 involves the details of our experiment.

1.1 Related Work

A lot of domestic and foreign scholars and research institutions have studied in Deep
Web data extraction. These methods fall into the following categories which are
HTML-based, vision-based, ontology-based, ML-based, NLP-based and so on:

For the first category, Crescenzi [1] analyzed the page’s HTML code and used
certain rules for data extraction and then proposed RoadRunner, matching HTML tags
to extract data for some of the data in simple deep web surface extraction. Chang [2]
proposed IEPAD, solved the problem that the training of the data extraction requires a
lot of manual annotations. He used the string pattern matching to extract the data. The
model offers the expressiveness and it’s easier to understand the meaning of the
matching string. The latter two methods are deployed around the DOM. If a DOM tree
is generated, extraction work will be carried out efficiently. Liu [3] performed data
extraction by analyzing the DOM tree according to certain rules and then proposed
MDR, grouping a plurality of similar nodes to divide the data area, in which a node
corresponds to the data record. Based on MDR, Zhai [4] put forward DEPTA which
only requires more than one data item in the page and uses alignment algorithm to
improve the accuracy of data extraction. Using the analysis of the DOM tree for data
extraction requires a lot of walking the DOM tree node which leads to high time
complexity, and cannot achieve good results.

The second category is the vision-based methods. Cai [5] proposed the VIPS
method, which is based on visual semantics, the DOM tree and visual features are
combined to form a DOM tree with visual characteristics, from which the data is
extracted. VIPS uses page layout features to form the corresponding semantics block,
and the correlation threshold value is calculated for the connected semantic blocks to
determine whether to merge or split them. Based on VIPS, Liu [6] put forward VIDE,
using the visual information of the web page, including the position of the feature page
layout features, appearance, features and content features for extracting data to solve
the problem that VIPS relies too much on the web page. Due to the diversity of web
forms, this method is not so adaptable. Furthermore, the dependence of VIDE on VIPS
results in poor efficiency.

The ontology-based methods are listed as follows: The BYU [7] system designed
by David is directly dependent on the data in the Web page without relying on the
structure of the page or the DOM tree, using ontology to locate the page constant, and
construct objects for them. Vijayarajan [8] proposed the image ontology model, which
improves image retrieval by extracting the O-A-V triple from the user query and then
compares with the description of the image stored in the ontology. Ontology-based data
extraction method is less affected by the differences brought about by the web pages,
but is greatly determined by the correctness and completeness of the ontology database.
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Some researchers combine NLP with data extraction. Califf [9] put forward the
RAPIER method which considers the whole page as plain text and sets some template
to extract the information. Freitag [10] put forward SRV, which applied natural lan-
guage processing and machine learning to web data extraction. It can be used to extract
semi-structured data in the Deep Web and solves the problem that if the data do not
follow the stored template format, then it cannot be extracted. Soderland [11] put
forward WHISK, by improving training algorithm that allows for free-form text dec-
imated data, which can be used in a wider range. Rafiei [12] proposed a method for
extracting data according to semantic similarity, which improves the extraction accu-
racy but requires corpus and dictionary. The use of natural language processing
(NLP) for data extraction ignores the structural features of Deep Web pages and is
suitable for handling web pages that contains large amount of text.

Other researchers tried to extract data using machine learning. Zhou [13] and
Lafferty [14] respectively used Hidden Markov Model and CRF to extract Web page
information. The first one makes use of Markov random fields in the hierarchical tree
structure to accomplish the task of data extraction and data unit recording while the
second one trains a network to maximize its output conditional probabilities for
extracting information. These methods have a good statistical basis. Moreover, there’re
a lot of robust training algorithms available, but they require a lot of training data.

Borromeo [15] revealed that quality of unpaid crowdsourcing is significantly higher
than paid crowd work, while the completion time is remarkably lower. Human can do
better than machines in data extraction, but requires much more time.

The aforementioned methods can extract data from web pages. Nevertheless, they
either need too much training data or work without high precision or efficiency. To
overcome these problems, we proposed a vision-based method VBF. We will present
the details in next section.

2 A Vision-Based Approach for Deep Web Form Extraction
VBF

The data in the Deep Web is often presented in tabular form, so the form recognition
algorithm and the form matching algorithm is especially important. We try to combine
the DOM tree and the convolutional neural network together and then find out the form
in the Web page. In that way, we proposed a vision-based method VBF.

2.1 Data Extraction Algorithms

The data in the Deep Web is often presented in tabular form, so the form recognition
algorithms and form matching algorithm is especially important. We use the form
recognition algorithm to extract data in the table in the Web page and the form
matching algorithm to match the DOM element of the form for extracting information.
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Algorithm 1. Form Recognition Algorithm
1. Input: The address of a Web page that contains a table URI.
2. Execute Form Recognition

Get the picture of the web page using the URI
Get the HTML source code using the URI
Build the DOM tree using the HTML source
Get the coordinate of the point related to the form in the web page
Get the DOM element of the form using Algorithm 2
Get the HTML source of the DOM element of the form
Generate the Excel spreadsheet file table using the HTML source

3. Output: A Microsoft Excel spreadsheet file that contains a Web form table.

As shown in Algorithm 1, we get shots and the HTML source code of the entire
page and then generate DOM tree of the web pages according to the source code. After
that, we do some simple image processing, including normalization and thresholding,
and pass the processed image to the convolutional neural network to obtain the table
position in the picture. Finally, we use the form matching algorithm to get the DOM
element of the form, transform the DOM element of the form into HTML source code
and generate the corresponding Microsoft Excel file using the transformed HTML
source code;

Algorithm 2. Form Matching Algorithm
1. Input: A DOM element associated with the form DOM-point.
2. Execute Form Matching

Initialize a new queue DOM-queue
Push DOM-point into DOM-queue
While DOM-queue is not empty

Pop up the DOM-queue and get the head element DOM-current
Get the children nodes of DOM-current and store them into DOM-list
For each Dom-element in DOM-list

Push DOM-element into DOM-queue
If DOM-current is table

Return DOM-current
Push DOM-point into DOM-queue
While DOM-queue is not empty

Pop up the DOM-queue and get the head element DOM-current
Get the parent node of DOM-current and store it into DOM-element
Push DOM-element into DOM-queue
If DOM-current is table

Return DOM-current
Return null

3. Output: the DOM element of the form DOM-table.

As shown in Algorithm 2, we use BFS (Breadth First Search) to search for the
DOM element. At first, we list all the children nodes and try to find the DOM element
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of the form. If we cannot find the element, we will try to find that in all the parent
nodes. Finally, if all the related nodes are searched and the required node still cannot be
found, we will confirm that the node of the Web form cannot be found in the web page,
otherwise the DOM element of the Web form will be returned.

3 Experiment Result

To verify the effectiveness of form extraction algorithm based on visual semantics, this
paper combined with the needs of practical application projects “ocean sailing query”.
The timetable for the various information on the website has been crawled for
experiments, and our method was compared with the MDR, DEPTA and VIDE
algorithm. In the experiment, the convolutional neural network used to identify forms is
designed as follows. The total number of the images of the table samples is 54000,
respectively contain 200 pictures in which contains 280 kinds of forms with different
locations and sizes. The size of the images is set to 128 � 128. 40 pages were randomly
selected from the experimental details pages of Chinese Sea Timetable Web and
Chinese Seaport Web for crawl experiment, time spent is calculated using the auto-
matic page turning techniques. Figure 1 shows the results of the extraction.

The extraction average time spent extracting 40 pages are 4.11 s, 4.51 s and 9.76 s
using MDR, DEPTA, VIDE, but our method only takes 1.52 s. As can be seen from the
figure, the growth rate of extraction time of our method should be less than that

Fig. 1. The performance of data extraction. The horizontal axis represents the extracted pages,
while the vertical axis represents the total extraction time used for the corresponding number of
pages.
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of DEPTA. This is because DEPTA only compares DOM tree in data extraction which
requires a lot of computing. If combined with visual information of the Web page, it
can reduce the amount of calculation and improve the extraction efficiency greatly.

We also did crawl experiments to test the accuracy and completeness of the pro-
posed method. This article uses the following formula to measure performance:
Accuracy, Recall and F-score. The accuracy rate is the proportion of the accurate
extracted data record to all extracted record, and the recall rate refers to the proportion
of extracted data records to all data records, while F-score is the harmonic mean of
precision and recall rates. Table 1 shows the performance comparison of our method
with VIDE which is reported to perform well in Web data extraction.

4 Conclusion

In this paper, we proposed a method to automatically extract data form using
vision-based information, which is characterized by the combination of visual infor-
mation and the DOM node information. Compared with VIDE, it does not need to
obtain visual information of all the nodes, so that the extraction efficiency greatly
improved.

References

1. Crescenzi, V., Mecca, G., Merialdo, P.: Roadrunner: towards automatic data extraction from
large web sites. In: Very Large Data Bases (VLDB), vol. 1, pp. 109–118 (2001)

2. Chang, C.H., Hsu, C.N., Lui, S.C.: Automatic information extraction from semi-structured
web pages by pattern discovery. J. Decis. Support Syst. 35(1), 129–147 (2003)

3. Liu, B., Grossman, R., Zhai, Y.: Mining data records in web pages. In: Proceedings of the
ninth ACM SIGKDD International Conference on Knowledge Discovery and Data Mining,
pp. 601–606. ACM (2003)

4. Zhai, Y., Liu, B.: Web data extraction based on partial tree alignment. In: Proceedings of the
14th International Conference on World Wide Web, pp. 76–85. ACM (2005)

5. Cai, D., Yu, S., Wen, J.R., et al.: VIPS: a vision-based page segmentation algorithm.
Microsoft Technical report, MSR-TR-2003-79 (2003)

6. Liu, W., Meng, X., Meng, W.: ViDE: a vision-based approach for deep web data extraction.
IEEE Trans. Knowl. Data Eng. 22(3), 447–460 (2009)

7. Embley, D.W., Campbell, D.M., Smith, R.D.: Ontology-based extraction and structuring of
information from data-rich unstructured documents. In: Proceedings of the Seventh
International Conference on Information and Knowledge Management, 2–7 November 1998

Table 1. Comparison of performance with other methods.

Method Precision (%) Recall (%) F-score (%)

VIDE 99.4 94.8 97.0
Our method 100 97.1 98.5

A Vision-Based Approach for Deep Web Form Extraction 701



8. Vijayarajan, V., Dinakaran, M., Tejaswin, P., et al.: A generic framework for ontology-based
information retrieval and image retrieval in web data. J. Hum. Centric Comput. Inf. Sci. 6(1),
18 (2016)

9. Califf,M.,Mooney, R.: Relational learning of pattern-match rules for information extraction. In:
Proceedings of the Sixteenth National Conference on Artificial Intelligence and Eleventh
Conference on Innovative Applications of Artificial Intelligence, Florida, Orlando, pp. 328–334
(1999)

10. Freitag, D.: Machine learning for information extraction in informal domains. J. Mach.
Learn. 39(2–3), 169–202 (2000)

11. Soderland, S.: Learning information extraction rules for semi-structured and free text.
J. Mach. Learn. 34(1–3), 233–272 (1999)

12. Rafiei, M., Kardan, A.A.: A novel method for expert finding in online communities based on
concept map and PageRank. J. Hum. Centric Comput. Inf. Sci. 5(1), 1–18 (2015)

13. Zhou, S.X., Lin, Y.P., Wang, Y.N.: Text information extraction based on active hidden
Markov model. J. Hunan Univ. (Nat. Sci.), 601–606 (2007)

14. Lafferty, J., McCallum, A., Pereira, F.: Conditional random fields: probabilistic models for
segmenting and labeling sequence data. In: Proceedings of the 18th International Conference
on Machine Learning, pp. 282–289 (2001)

15. Borromeo, R.M., Toyama, M.: An investigation of unpaid crowdsourcing. J. Hum. Centric
Comput. Inf. Sci. 6(1), 11 (2016)

702 J. Pu et al.



Questions Classification with Attention
Machine

Yunlu Liaozheng1, Jin Liu1(&), and Jin Wang2

1 Shanghai Maritime University, Shanghai, China
{ylliaozheng,jinliu}@shmtu.edu.cn

2 College of Information Engineering, Yangzhou University, Yangzhou, China
jinwang@yzu.edu.cn

Abstract. Due to the development of deep learning, word embedding has been
introduced into nature language process. So, we tried using word embedding to
simplify the information extraction of questions classification and take the
advantage of big data. Additionally, with the advantages of attention machine,
RNN in machine translation could consider the middle states to avoid the problem
of bias on inputs. We introduce it into questions classification, and the experiment
shows we get a little better performance than the best performance before.

Keywords: Questions-classification � Word-embedding � Attention

1 Introduction

Due to very fast growth of information in the last few decades, getting precise infor-
mation in real time is becoming increasingly difficult. Search engines such as Google
and Yahoo are helping in finding the information but the information provided by them
are in the form of documents which consumes a lot of time of the user. Question
Answering Systems have emerged as a good alternative to search engines where they
produce the desired information in a very precise way in the real time. This saves a lot
of time for the user. Question Categorization, is a useful technique in Web-based
Question Answering system. Based on the questions, it will be associated to the cor-
responding category. Earlier approaches for the creation of automatic document clas-
sifiers consisted of manually building, by means of knowledge engineering techniques,
an expert system capable of taking Document Categorization decisions. The major
disadvantage of which was that it required rules manually defined by a knowledge
engineer with the aid of a domain expert. To overcome the pitfalls associated with
rule-based classification, Machine Learning techniques are currently applied for these
purposes. In this approach set of pre-classified questions are fed to the classifier.
Another approach that can be taken is context based interpretation. It takes advantage
of tracking the contextual meaning of words and phrases during (and after) the
development of ontology for that context, and subsequently uses this information as
knowledge base for interpretation of free text sentences. The classifiers will be trained
by set of training examples for each category, which are predefined. Hence forth the
classifiers will be used to classify set of questions. In the recent year, an approach based
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on word embedding was used in this task. It solves a big that the proportion of
questions in a language is very limited. Although this problem could be partially solved
by SVM, it’s still an impediment on the road of performance. In this paper, we will
discuss how does the information inside the word embedding solve this problem and
what performance can word embedding lead to.

2 Related Works

A variety of researches in QA system has been done in the decade years. And in all the
key facts to QA system, we choose to focus on classifying the categories of questions
in QA. We think it can contribute to the improvement of the QA systems because it
effectively limits the area of the answers.

Question classification in TREC QA has been studied during the past decade. It is
to assign one or more categories to a given question written in natural language and the
set of predefined categories are usually called question taxonomy or answer type
taxonomy, such as “Location,” “Human,” and so on. Since typical Question Answering
systems need to automatically generate the answers, they use the question classification
to limit the area of the answers and use the corresponding methods to generate answers
[1]. On the other hand, the focus of question classification in QA systems is to classify
and recommend the category of the question.

Traditionally, various text classification techniques have been studied [2–6]. They
present several statistical methods for text classification on two kinds of textual data,
such as newspaper articles and e-mails. But unfortunately, question classification of the
QA systems has two special aspects from traditional text classification; the input of
question classification is short because it is a question and the corpus of questions is
distinctly much smaller than common text.

Zhang [7] used question patterns and rule based question classification mechanism
for the QA system related to learning Java programming. Xia [8] have built their
question class taxonomy in Chinese cuisine domain and implemented rule based
classifier as their primary classification approach. The system also achieved good
accuracy within specific domain.

Zhang and Lee [9] performed several experiments on question classification using
the same taxonomy as Li and Roth, as well as the same training and testing data. In an
initial experiment, they compared different machine learning approaches with regards
to the question classification problem: Nearest Neighbors (NN), Naive Bayes (NB),
Decision Trees (DT), SNoW, and SVM. NN, NB, and DT are by now standard
techniques and good descriptions of them can be found in for instance Mitchell (1997).
The feature extracted and used as input to the machine learning algorithms in the initial
experiment was bag-of-words and bag-of-n-grams (all continuous word sequences in
the question). Questions were represented as binary feature vectors since the term
frequency of each word or n gram in a question usually is 0 or 110. The results of the
experiments show that SVM gets the best performance which is 85.5% accuracy.

Now, with the feature extraction, the SVM could get 95% accuracy. But the
problems remain. First, with the development of network, big data become the most
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useful tool to train model. But the corpus of questions is still very small, even tiny.
Second, we need to find a more efficient way to do the unsupervised feature extraction.

The problems mentioned above are not only in the questions classification but also
in the other NLP tasks. So, unsupervised compressing from bag-of-words into word
embedding can improve not only the performance of questions classification but also
can be introduced into many NLP related system such as web information search and
analyze system [10–15], information processing system [16] and information retrieval
and image retrieval in web data [17].

3 Bi-directional Recurrent Neural Networks with Attention

Recurrent neural networks have made a big success in NLP. Unlike feed forward neural
networks, RNNs can use their internal memory to process arbitrary sequences of inputs.
This makes them applicable to tasks such as unsegmented connected handwriting
recognition or speech recognition.

It has a good performance about sequence problems. Different from other classi-
fication problems. One question contains many words orderly. Change the arrangement
of words will significantly affect the result. So, it can be treated as a word sequence.

In this case, recurrent neural network is a good choice as it can store the sequence
information in its hidden layer so that we can use the sequence information as feature.

For example, if we take the question “Who is Tom?” as an input, the hidden layer’s
input h(t) is combined with the input of input layer which is represented by word
embedding E(x) and the last hidden layer’s output h(t-1). The word “Who” is not only
the input of x1, but also determine the result of y2 and y3, so the relationship is marked
by dotted lines. The generalize structure of RNN is showing below in Fig. 1:

So, the t-1 input will be stored by parameters in hidden layer, and then still
influence the hidden layer next time. This makes the words all stored in the hidden
layer and form a context. Training the next word will take all the words before into
account. But it still has a disadvantage. If the words before need to consider the next
words, in another word, the dependency is reversed, it cannot solve this situation. To
overcome this problem, we use bi-directional RNN to process the input sequence.
Bi-directional RNN not only scan the input forward but also scan the input backward.

y(t+1)

h(t+1)

x(t+1)

y(t)

h(t)

x(t)

y(t-1)

h(t-1)

x(t-1)

Fig. 1. RNN unfolded form
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Generally, we expect the final output could contain the information through the
whole sentences. That means the final output is the sentence embedding. We are forced
to have a large hidden layer to contain this information and still lose some of it. This
problem also appears in many other tasks such as machine translation but solved by
attention machine recently. RNN with attention machine has a good performance on
NMT. We also introduce the attention machine into questions classification to improve
the performance on long sentences.

Instead of just use the last output, attention machine allows the classifier to access
the intermediate information produced by every step. With an additional hidden layer
and a sigmoid function connected to the intermediate state of RNN’s hidden layer, the
attention machine can identify which word contributes to the result most.

4 Experiment

4.1 Training

We use the training data set used in Li’s learning question classification experiments
[14]. The building work is supported by [15] (Fig. 2).

The test data set is the TREC 10 questions.
There are some words which are not contained in the vectors. So, we just exclude

those simples (Table 1).

Fig. 2. Comparison
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The whole experiment is based on the following configuration:

Weight initializer: Xavier Initializer
Regularization: Dropout 0.5
Optimizer: RMSProp Optimizer
Learning rate: Begin with 0.0005 then multiply 0.98 every 50 steps.

4.2 Result

The experiment shows that with the attention machine, the performance of
bi-directional RNN is a little better than Maximum Entropy Model, and the F1-score is
also the highest.

Another difference is, if we use clustering approach to classify the questions
automatically, the segmented areas contain not only questions but also normal sen-
tences. Then we go back to the purpose of questions classification, we classify the
questions to fit them with different ways of answering generation. So, the language
model makes the questions close to its similar sentences which are more likely to be
related to the answers.

5 Expectation

Beyond the Questions
How does human classify the questions? The questions’ classes are related to their
corresponding answers. We give a question a “HUMAN” label, means we expect the
answer is about a human.

If we can not only be limited by questions, but look for the similar context in the
answers. We might could use answers to help classify the questions.

You may not omit references. Instructions as to where to find a fuller version of the
references are not permissible.

Table 1. Classification accuracy comparison

Description Accuracy Precision Recall F1 Score

Classification using RNN 0.9276 0.9432 0.8778 0.9093
RNN with length 0.931 0.9302 0.8876 0.9084
Bi-directional RNN 0.9345 0.9463 0.893 0.9189
Bi-directional RNN with attention machine 0.9379 0.9377 0.9095 0.9214
Linear SVM 0.934
Maximum Entropy Model 0.936
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Abstract. A connection between an industrial control network and IT network
can expose measurement equipment, control systems and important infrastruc-
ture components to various cyber-attacks. Many technologies have been pro-
posed to protect industrial control networks against cyber-attacks and to provide
confidentiality, integrity, and availability. Among the technologies, a physical
unidirectional security gateway provides protection of critical systems by
forcing unidirectional communication between the two networks. The unidi-
rectional security gateway needs to provide safety and reliability, and to guar-
antee, the common criteria for information technology security evaluation is
operated. In this paper, we propose a unidirectional security gateway satisfying
security functional requirements derived from CC v3.1.

Keywords: Unidirectional security gateway � One-way data transmission �
Common criteria � Security requirement

1 Introduction

A unidirectional security gateway [1] is used for secure communication between net-
works separated by different security levels. The unidirectional security gateway is a
device that transfers data from a high security level area such as a control network to a
low security level area while blocking the inflow of data from the outside to maintain
security of the secure area. Since the device transmits data only in one direction, it
cannot guarantee the transmission reliability provided by a bidirectional protocol such
as TCP. Therefore, various mechanisms for ensuring data transmission reliability was
considered [2–4].

Because the unidirectional security gateway is used in key infrastructure, it will
comply with strict Critical Infrastructure Protection standards or regulations established
by NRC, NIST, and NIAP. The Common Criteria for Information Technology Security
Evaluation (abbreviated as Common Criteria or CC) is an representative international
standard (ISO/IEC 15408) for computer security certification. CC provides assurance
that the process of specification, implementation and evaluation of a computer security
product has been conducted in a rigorous and standard and repeatable manner at a level

© Springer Nature Singapore Pte Ltd. 2017
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that is commensurate with the target environment for use. CC is used as the basis for a
government driven certification scheme and typically evaluations are conducted for the
use of Federal Government agencies and critical infrastructure. Many unidirectional
security gateway products such as Fort Fox Hardware Data Diode, Waterfall Unidi-
rectional Security Gateway, OWL DualDiode, and BAE System Data Diode have
acquired CC certification [5–8].

In this paper, we choose the security functional requirements (SFRs) provided by
CC as a method to guarantee the safety and reliability of unidirectional security
gateway and describe the structure and functions of the system developed to satisfy the
derived requirements.

2 Related Work

2.1 Waterfall Unidirectional Security Gateway WF-400 Security Target

Waterfall Unidirectional Security Gateway is a product that protects control system and
operation network against attacks from external network in industrial network envi-
ronment. Waterfall Unidirectional Security Gateway WF-400 1 Gbps product has been
awarded an EAL 4+ certification under a CC security evaluation. According to the
relevant Security Target [9], the SFRs for WF-400 consist of the following components
from CC Part 2, summarized in Table 1.

2.2 Owl Dual Diode Communication Cards Security Target

OWL DualDiode product is a unidirectional system hardware for unidirectional
transmission. OWL DualDiode Communication Cards 10G, 2.5G, and 1.0G v.7 & v.7t
models [10] certified of EAL 2. The Table 2 describes the SFRs that are satisfied by
DualDiode Communication Card.

Table 1. SFRs for WF-400

Security function class Security functional component

User data protection (FDP) FDP_IFC.2 Complete Information Flow Control
FDP_IFF.1 Simple security attributes

Table 2. SFRs for DualDiode

Security function class Security functional component

User data protection (FDP) FDP_IFC.2 Complete Information Flow Control
FDP_IFF.1 Simple security attributes
FDP_IFF.5 No illicit information flows

Protection of the TSF (FPT) FPT_FLS.1 Failure with preservation of secure state
FPT_PHP.1 Passive detection of physical attack
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2.3 SFRs for Unidirectional Security Gateway

Since no Protection Profile (PP) was introduced for developing and evaluating unidi-
rectional security gateway products, a PP based on the CC V3.1 was proposed to help
development and evaluation of a unidirectional security gateway. The SFRs in the
proposed PP consist of 8 security function classes, as follows;

• Security audit (FAU): FAU_ARP.1, FAU_GEN.1, FAU_GEN.2, FAU_SAA.1,
FAU_SAR.1, FAU_SAR.3, FAU_SEL.1, FAU_STG.1, FAU_STG.3, FAU_STG.4

• Cryptographic support (FCS): FCS_CKM.1, FCS_CKM.2, FCS_CKM.4,
FCS_COP.1

• User data protection (FDP): FDP_ACC.1, FDP_ACF.1, FDP_IFC.1, FDP_IFF.1,
FDP_ITT.1

• Identification and authentication (FIA): FIA_AFL.1, FIA_ATD.1, FIA_SOS.1,
FIA_UAU.2, FIA_UAU.4, FIA_UAU.7, FIA_UID.2

• Security management (FMT): FMT_MOF.1, FMT_MSA.1, FMT_MSA.3,
FMT_MTD.1, FMT_MTD.2, FMT_SMF.1, FMT_SMR.1

• Protection of the TSF (FPT): FPT_ITT.1, FPT_SMT.1, FPT_TST.1
• TOE Access (FTA): FTA_SSL.3
• Trusted Path/Channel (FTP): FTP_ITC.1

3 Design of Unidirectional Security Gateway

We selected SFRs from [11] to develop a secure and reliable unidirectional security
gateway. The selected SFRs are shown in Table 3.

Table 3. Selected SFRs for our system

Security function
class

Security functional
component

Elements

FAU FAU_ARP.1 FAU_ARP.1.1
FAU_GEN.1 FAU_GEN.1.1, FAU_GEN.1.2
FAU_SAA.1 FAU_SAA.1.1, FAU_SAA.1.2
FAU_SAR.1 FAU_SAR.1.1, FAU_SAR.1.2
FAU_SAR.3 FAU_SAR.3.1
FAU_STG.1 FAU_STG.1.1, FAU_STG.1.2
FAU_STG.3 FAU_STG.3.1
FAU_STG.4 FAU_STG.4.1

FCS FCS_COP.1 FCS_COP.1.1
FDP FDP_IFC.2 FDP_IFC.2.1, FDP_IFC.2.2

FDP_IFF.1 FDP_IFF.1.1, FDP_IFF.1.2,
FDP_IFF.1.5

FIA FIA_AFL.1 FIA_AFL.1.1, FIA_AFL.1.2
FIA_SOS.1 FIA_SOS.1.1

(continued)
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The selected SFRs can be categorized into requirements for unidirectional data
transmission and requirements for maintaining the reliability of the system. The
requirements for unidirectional data transfer include the User Data Protection Class, the
requirements for system reliability include Security Audit Class, Cryptographic Sup-
port Class, Identification and Authentication Class, Security Management Class, TSF
Protection Class, and TOE Access Class.

We developed a unidirectional security gateway, UNIWAY, which satisfies the
selected SFRs. The functional structure of the system is shown in the Fig. 1.

The Unidirectional Transfer Proxy block implements the FDP_IFC.2, FDP_IFF.1,
and FAU_GEN.1 SFRs. The block performs following functions.

• Transfer data from a sending host in the secure area to a receiving host in the
non-secure area

• Protocol connection only to the service that the administrator set as “Permit”
• IP based access control
• Audit generation for unidirectional data processing

Unidirectional Transfer Middleware block realizes FDP_IFC.2, FDP_IFF.1,
FAU_GEN.1 SFRs and performs common functions related to message transmission
between Unidirectional Transfer Proxy block and Unidirectional Network Interface
block.

Table 3. (continued)

Security function
class

Security functional
component

Elements

FIA_UAU.2 FIA_UAU.2.1

FIA_UAU.4 FIA_UAU.4.1
FIA_UAU.7 FIA_UAU.7.1
FIA_UID.2 FIA_UID.2.1

FMT FMT_MOF.1 FMT_MOF.1.1
FMT_MSA.1 FMT_MSA.1.1
FMT_MSA.3 FMT_MSA.3.1, FMT_MSA.3.2
FMT_MTD.1 FMT_MTD.1.1
FMT_PWD.1 FMT_PWD.1.1, FMT_PWD.1.2,

FMT_PWD.1.3
FMT_SMF.1 FMT_SMF.1.1
FMT_SMR.1 FMT_SMR.1.1, FMT_SMR.1.2

FPT FPT_PST.1 FPT_PST.1.1
FPT_TEE.1 FPT_TEE.1.1, FPT_TEE.1.2
FPT_TST.1 FPT_TST.1.1, FPT_TST.1.2,

FPT_TST.1.3
FPT_ITT.1 FPT_ITT.1.1

FTA FTA_SSL.5 FTA_SSL.5.1
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Unidirectional Network Interface implements FDP_IFC.2, FDP_IFF.1 SFRs. It
receives data from Unidirectional Transfer Middleware of TX-only UNIWAY and
transmits data to Unidirectional Transfer Middleware of RX-only UNIWAY.

Firmware Integrity Verification implements FPT_TEE.1, FPT_TST.1, and
FAU_GEN.1 SFRs. The block performs static integrity verification during booting of
UNIWAY system and dynamic integrity verification for abnormal access during nor-
mal system operation.

Unidirectional transfer Environment Management implements the SFRs of
FAU_ARP.1, FAU_GEN.1, FAU_SAA.1, FAU_SAR.1, FAU_SAR.3, FAU_STG.1,
FAU_STG.3, FAU_STG.4, FCS_COP.1, FIA_AFL.1, FIA_SOS.1, FIA_UAU.2,
FIA_UAU.4, FIA_UAU.7, FMT_MOF.1, FMT_MSA.1, FMT_MSA.3, FMT_MTD.1,
FMT_PWD.1, FMT_SMF.1, FMT_SMR.1, FPT_PST.1, FPT_ITT.1 SFRs. This
function block performs following functions.

• Audit reception, storage, search and audit storage management
• Generate security threat detection rules (accumulation or combination of audit

records) and detect potential security violations according to detection rules
• Administrator management (account registration and identification/authentication)
• Security management (configuration management, security policy management,

process setting, etc.).

Fig. 1. UNIWAY functional structure
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4 Conclusions

In this paper, we described a unidirectional security gateway, UNIWAY, satisfying
SFRs based on CC v3.1. UNIWAY not only provides unidirectional data transmission
function but also assures safety and security, we expected that UNIWAY can be
utilized as a network separation and a network connection technology between the
control network and the IT network of the main infrastructure.

Acknowledgments. This research was funded by the MSIP (Ministry of Science, ICT & Future
Planning), Korea in the ICT R&D Program 2016 [R0126-15-1095, Unidirectional Security
Gateways developments in cyber-physical systems].
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Abstract. In this paper we propose to develop technology for recognizing
Jersey number of each athlete in real time to do sports video indexing in
multi-player game. More than two persons are often detected as one object due
to frequent collisions between persons in sports. This system recognizes the
jersey number of more than one persons based on learnt context information
using texts and uniform color information. The resulting system is able to
achieve a jersey number recognition accuracy up to 97% on video and
photography.

Keywords: Jersey number recognition � Color context � SVM

1 Introduction

Sports video indexing technology has been researched in various meaning levels.
Mainly, there are shot level [1], event level [2], and action level [3]. Recognizing
individual player is a very important technology in these various video indexing
technologies, and it is used to provide various real time broadcasting services if various
broadcasting information are combined [4–8].

This paper is to develop the technology which recognizes Jersey number in real
time in the detection area of actually playing athlete and does video tagging by relating
this information with existing registered athlete. The athlete is very fast which makes
adjacent or overlapping conditions occur frequently. This paper makes it possible to
discriminate multiple objects and recognize the Jersey number accurately by extracting
uniform and Jersey number in the area of complex objects after learning representative
color of uniform and Jersey number.

2 Context Based Jersey Number Recognition Algorithm

The proposing team and Jersey number recognition system is as Fig. 1.
It is composed of algorithm which recognizes team by using color information,

module which detects Jersey number area, and algorithm which recognizes Jersey
number based on Jersey number detection results.
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2.1 Color Based Team Recognition Algorithm

In sports indexing system, tagging each athlete’s team information automatically is one
of the very important functions for various broadcasting services. We develop algo-
rithm for identifying teams automatically using quantized color information.
Figure 3 shows the algorithm for team identification.

Team identification is conducted by learning and recognition process. Learning is
the process of extracting representative colors for each team. The recognition is based
on color value threshold using representative color of each team. The figure below
shows the quantized RBG image of input image.

2.2 Context Color Learning Algorithm for Multiple

The learning module for classifying and recognizing Jersey number using context color
information in the area of complex objects is as follows: (Quantize and save team
Jersey number and Jersey RGB color information) (Fig. 2).

In case of Jersey number color information, extract the color histogram of the
number area. Use the histogram value of highest location as representative value and
save the uniform color information as histogram range.

Fig. 1. Team recognition/Jersey team number recognition system architecture
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2.3 Detection of Jersey Number Using Uniform Color Information

We extract the uniform area in the standard of context color value saved when learning
in test videos and then extract the number areas. Jersey number can be detected by
using color connection regardless of number of detected objects.

In case of number extraction, we investigate the Euclidean distance of each pixel of
representative color information and test video, then extract the area by marking the
location of which distance is under particular value.

The methodology of uniform extraction is similar to number extraction method.
However, the uniform color can become brighter or darker by the lighting which makes
the pixel value include the large range of the uniform colors. Therefore three repre-
sentative values are used.

The method obtains the standard deviation of pixel values with the pixel of which
the value after histogram extraction of uniform area is maximum in the range of
±64 pixel ranges.

Min ¼ Pixel of which histogram is maximum � Standard deviation
Max ¼ Pixel of which histogram is maximumþ Standard deviation

The three representative values are as follows:

Value1 ¼ min + maxð Þ=2
Value2 ¼ min + Value1ð Þ=2
Value3 ¼ maxþValue1ð Þ=2

The smallest value is selected by calculating the similarity of pixel values and the
representative three values. If the selected value is under particular value, the location is
marked and extracts the uniform area.

Fig. 2. Extracting and learning color information
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2.4 Statistics Model Based Jersey Number Recognition Algorithm

We developed highly efficient recognition system with the characteristics of contour
descriptor using the non-linear classifier, SVM. Jersey recognition module makes the
detected number area into feature vector number and learns the number using the SVM,
then performs the recognition process.

3 Results

This system is experimented using the actually filmed broadcasting videos or games.
The following shows the result of detecting three Jersey numbers of three persons in
the area of one object.

4 Conclusion

This paper introduces the methodology for providing information in sports highlight
videos. We tried to solve the athletes classification problem due to overlapping phe-
nomenon occurred by fast movements of sports video. Jersey number recognition is
proved to be possible even when several persons are assembled using color context
information as the result of the experiment.

Acknowledgment. This work was supported by Institute for Information & communications
Technology Promotion (IITP) grant funded by the Korea government (MSIP) (R0101-16-293,
Development of Object-based Knowledge Convergence Service Platform using Image Recog-
nition in Broadcasting Contents).

Fig. 3. Jersey number detection and jersey number recognition

F-measure 0.915
Precision 0.974
Recall 0.863
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Abstract. A variety of information security solutions are being developed to
enhance user security from advanced and enhanced security threats. Highlight
the aspects of end-user security as the most important aspect of information
security. Based on the factors influencing the user’s behavior, this study focuses
on the impact of information on the impact of information on the time required
by users (Higgins 1996). The purpose of this study is to understand the causes of
information security compliance and establish effective security systems to
address information security policies in the information security section of the
Information Security Administration. In particular, it seeks to analyze the
security compliance issues and measure the outcome of the survey by focusing
on visual factors and opportunities in terms of users’ voluntary improvement. To
do this, consider influencing factors that affect user decision making based on
self-determination theory (SDT).

Keywords: Information security � Compliance � Security framework � Security
policy indicator

1 Introduction

The basic departure of information security is based on compliance with employee
security policies. The intention of information security policy compliance has been
studied in diverse fields. This study has attempted to investigate the case of ‘K’
Institute, focusing on the influence of self-determination. It proposes the importance of
staff training and paradigm shift in that self-directed decision could have influence on
the results among the employees’ security perceptions.

The conventional studies on information security policies have discussed
employees’ compliance with information security [1]. In addition, they paid attention to
the use of basic sanctions at the violation of security policies [2]. These sanction
theories were partially successful, but they were limited in being applied to individuals’
violation of information security as latent factors [3]. Furthermore, users usually form a
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favorable attitude toward a product if it has a lot of good attributes or functions, while if
it has few good attributes and functions, it forms a relatively less favorable attitude. As
a study on user behavior, it is influenced by the information provided when a decision
is made [4].

It is confirmed that the self-motivation of information security policy compliance
has a positive effect on compliance intention. In addition, the intention of information
security policy compliance was high among the employees who were willing to
observe the organizational system dutifully and act in a way of benefiting the orga-
nization [5]. Self-determination theory (SDT) is a theory which puts emphasis on
intrinsic motivation. It is defined as self-determination right on personal information in
privacy [6]. This study focuses on investigating how to measure improvement effects
through the SDT-based security policy and how to apply it to the security system in a
public sector.

2 Information Security Policy Indicators

2.1 Understanding of Risk Management and Information Security

Recently, security policy starts from the concept that important assets are protected
from possible threats. Based on the information security management system (ISMS)
titled ‘BS7799’ completed by the BSI in the United Kingdom in 1999 and ‘ISO27001’
developed by the ISO in 2005, Korea has launched the K-ISMS and applied to public
agencies [7, 8]. According to the definition of the risk of ‘ISO17799,’ risk refers to a
possibility that external threats can cause damage on assets by taking advantage of
internal vulnerabilities (Fig. 1).

As stated above, risk starts with the concept of how much the internal assets can be
protected from internal weakness and external threats. For this, the development of
diverse security systems has originated from the basic principle of information security,
which is called ‘risk management.’ In other words, risk represents a series of processes
protecting assets from threats by establishing security policies.

Fig. 1. The BS7799 process model
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2.2 National Information Security Management System

It’s been explained that a national information security management system is struc-
tured for the National Intelligence Service (NIS) to plan and coordinate national
information security from the perspective of information security governance. [9]
Regarding security monitoring-centered cyber incident response duties, in addition, it
has a response system against its affiliates and agencies through the cyber response
center in each authority. Governmental and public agencies have enacted and operated
information security guidelines customized for their circumstances based on the NIS’
national information security guidelines. However, the national information security
management system managed by the NIS fulfills its duties in a closed and secret
manner. In other words, it has not been properly operated (Fig. 2).

2.3 ‘K’ Institute’s Information Security System

‘K’ Institute has provided more than 100 different types of information services in
national science & technology through the Internet. It has established and implemented
a security system to be prepared against attacks from diverse websites in cooperation
with central bureaus. Based on this system, the agency has also provided information
security supports to its research affiliates. In addition, it has provided security moni-
toring services to 25 agencies in science & technology and R&D services after
establishing domestic and international cooperation systems with the NIS and central
bureaus.

‘K’ Institute’s security management system can be divided by level as shown in
Fig. 3 below. Starting from ‘Level IV’ which would be available as the records as solid
proof which meets security management requirements, it is classified into Levels II and
III which include the guidelines & procedures after passing through the manager’s
approval procedure in the agency which adopts the government’s information security

Fig. 2. National information security management
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policy and work instructions & checklist. Furthermore, security policy which reflects
internal information security policies according to changes in the government’s
information security and related laws is put as the highest level which requires the
CEO’s approval.

2.4 Reinforcement of User Information Security Policies

Recently, ‘K’ Institute attempted to change two aspects relating to final users for the
purpose of strengthening information security systems. First, it targeted to unify user
security-related management points with integrated portal services (Fig. 4).

Second, there has been a shift in the system regarding various security contacts
which have been applied to user security from the centralized management to the
system in which users make a decision on their own and check the results in person.
Therefore, there has been the improvement of efficiency in security management, and
overall security management has been enabled through the improvement of existing
security loopholes (Fig. 5).

It was attempted to analyze diverse security-related performances from security
management based on major information security activities by comparing major
indicators by the point of time.

2.5 Basic Information Security Policies

‘K’ Institute has implemented security management in two aspects: administrative
security and technical security. In administrative security, security training has been
given to all employees twice a year, and separate education has been offered to
managers such as service programs for the purpose of improving employees’ security
awareness. In technical security, on the contrary, the prevention of accidents by
checking the weakness of web services and security monitoring including response to

Fig. 3. Information security management frame (process)
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security breaches by employees have been supported together with Science & Tech-
nology Security Control Center. Furthermore, each department’s information security
policies have been inspected and analyzed monthly on Cyber Security Assessment Day
when employees’ PCs are inspected (Table 1).

Fig. 4. Information security governance

Fig. 5. Information security management frame (task)
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2.6 ‘K’ Institute’s Information Security Inspection Policies

‘K’ Institute implemented Cyber Security Assessment Day targeted to assess each
department’s information security level every month and inspected 10 security indi-
cators. For this inspection, the NIS’ security indicators were referred to. In terms of
setting, the indicators were adjusted according to internal circumstances (Table 2).

‘K’ Institute developed and applied a new security inspection solution in 2015 to
apply the user security reinforcement policy. The new security inspection solution has
three characteristics as follows:

First, there was a shift in the structure from the simple search of user information
through the conventional centralized system to the system in which individual users are
able to check their scores and detect and correct weaknesses in person (Fig. 6).

Second, an upgraded security policy in which the use of PCs are limited unless
certain security scores are observed after acquiring the authority to implement user PCs
can be applied (Fig. 7).

Third, it is able to set and apply diverse Help functions for users’ better under-
standing. With easy-to-check and dashboard-like configuration, Help on each indicator
and emoticons & colors which explain conditions by scores, the system was designed
in a more intuitive and easy-to-understand manner for users.

Table 1. Security inspection solutions

Category Previous Now

Manufacturer ‘N’ ‘C’
Year introduced 2009 2015
Feature Centralized User check

Table 2. Information security indicators by category

No. Description

1 Windows login account password
2 Screensaver password
3 Time of screensaver activation (min)
4 Vaccine installed
5 Firewalls set
6 Shared folder set
7 Shared folder password
8 Windows security update
9 Local system set
10 Conditions of the unused ActiveX
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2.7 Changes by the Amended Security Policies

The Cyber Security Assessment Day implemented by ‘K’ Institute every month is
configured to measure and compare score distribution by security vulnerability indi-
cators. In the past, it was able to check the scores through the agent in a user PC after
reflecting the government’s information security policies on the indicators and having
them applied by the central authority. Furthermore, the information security manager
had to deliver the feedback on the continued improvement of vulnerability to the target
department.

Under the new security system, however, the security indicators in user PCs can be
earned in realtime through directly automated assessment by index. In addition,
employees’ security awareness was enhanced by allowing users to check and reflect the
indicators in person.

After all, the new security vulnerability inspection system helped users improve
overall security levels from the security management perspective. In statistics collected
through the Cyber Security Inspection Day as well, scores were dramatically dis-
tributed (Table 3).

Fig. 6. Check on PC security vulnerability

Fig. 7. Check on PC security vulnerability by scores
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In ‘K’ Institute, there was change in some indicators through the introduction of
new systems. However, implementation rates mostly increased. Furthermore, mean
value has considerably risen from 70s to 90s. This increase was possible because of the
followings: (i) easy implementation of the target indicators through the introduction of
a simple method in which users are able to check and apply the value by just clicking a
mouse escaping from the one-way approach which does not reveal the conventional
indicators to the inspection candidates; (ii) display of users’ scores on a computer
monitor all the time; (iii) able to use computer if certain scores are earned and kept.

3 Conclusion

These days, the leak of information due to employees’ negligence has become more
common than a security breach in the outside [10], which means that the internal
control of information security should be more reinforced. Therefore, a security
manager has promoted diverse activities to reinforce personal security awareness.
There should be change in security policies from supplier-oriented to user-centric
security policies. If diverse security policies are applied based on the sufficient
understanding of users, a security level would spontaneously go up.

The level of information security starts from users’ security awareness. In infor-
mation security policies in public sectors, in particular, there should be effects to
increase end-point users’ level provided that national information security policies are
well observed and implemented.

This study attempted to analyze the factors affecting personal security awareness
and behavior based on the better understanding of users. There might be limitations in
that there were few studies, and research targets are limited. Even so, this study would
provide some suggestions to future studies provided that there might a chance to
improve information security environment based on the user’s researches.

Table 3. Acquisitions by security indicator

Category Previous (A) New (B) (B–A)

1 76 77 1
2 45 94 49
3a 47 98 51
4 71 99 28
5 88 98 10
6 79 94 15
7a 79 98 19
8 77 100 23
9a 87 91 4
10 56 65 9
Mean 70.5 91.4 20.9
aIn some indicators, new indicators may
differ from old ones.
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Abstract. An accident occurs if you are driving drowsy on a highway or if you
are not looking ahead in the school zone. In this paper, we propose ‘safe driving
aid system. To do this, two cameras are used. One camera recognizes the
driver’s face and eyes, and the other camera recognizes the Pedestrian in front of
the driver. This makes it possible to prevent pedestrian accidents and sleepy
driving accidents in advance.

Keywords: Driving system � Sensor network � Bi-directional camera

1 Introduction

The school zone area is the area where pedestrian accidents are the highest. The school
zone accident rate accounts for 58% of the total pedestrian accident rate, among them,
the accident rate of children aged 7 years old who entered elementary school was the
highest at 13.2%. In the case of a pedestrian accident, an accident occurs because the
driver does not recognize the pedestrian when he or she is traveling without observing
the front. Also, there are a lot of sleepy driving accidents a car is like driving in a state
where the driver cannot control that, it can pose a significant threat to the surrounding
vehicle or pedestrian [1]. Figure 1 is shown the pedestrian accident statistics. In fact, if
a driver suffers about five seconds, a vehicle with a speed of 60 km per hour is about
80 m, and a speed of 100 km per hour is about 140 m without a driver. Therefore, in
this paper, we propose an image - based system to assist the driver to avoid such a
dangerous situation [2].

2 Safe-Driving Aid System Using Bi-directional Cameras

2.1 System Configuration Diagram

Figure 2 shows the configuration of the ‘Safe Driving Aid System’ proposed.
A two-way camera is installed inside the vehicle so that the driver and the pedestrian
are simultaneously recognized. Frames acquired through a two-way camera are
delivered to the server via Raspberry Pie, and the server analyzes the image using
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image processing algorithms. If it is judged that there is a risk based on the analyzed
contents, the information is transmitted to the smartphone and informed to the driver
through the smartphone application UI and notification.

The video communication between the camera and the server is done via Raspberry
pie based on JAVA language. Raspberry pie is a small computer that can fit inside a
limited vehicle and is easy to interface with hardware and software, so it is widely used
in video communication.

2.2 Driver Recognition and Event Handling

The internal camera recognizes the driver’s face and focuses specifically on the angle
and pupil of the head. The pupils are recognized using a cascade classifier using the
Haar feature [3]. At this time, /when the eye is closed, /the algorithm does not rec-
ognize the eyes because the pupil is not detected by the Haar feature. Therefore, /we
write an algorithm to interpret a situation in which the eye is not recognized as a
situation in which the eye is blind. In addition, since the facial region is not recognized
by the Haar feature even when the angle of the head falls, In addition, since the facial
region is not recognized by the Haar feature even when the angle of the head falls, the
algorithm is developed so that the situation where the face region is not detected is

Fig. 1. Graph of pedestrian accident statistics.

Fig. 2. Safe-driving aid system using bi-directional cameras
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interpreted as a situation where the head is distracted. If one or more of the two
situations occurs, you can send it to your smartphone via socket communication. The
smartphone receiving the value receives the current position of the driver via the
Google Map API through event processing, Find the nearest sleepiness rest area or
resting-place from your current location and calculate the distance from the driver’s
current location and output it to the UI. Figure 3 shows the result of face region and eye
region recognition by Haar feature according to turning head. The Haar function rec-
ognizes the face area according to the arrangement of eyes, nose and mouth. Therefore,
when you turn your head, the face area tends to be slightly smaller than in front. Also,
when you turn your head, you may not recognize the opposite eye in the direction you
turn your head. You can use these two pieces of information to determine whether the
driver has turned their head to the right or to the left. Head-turning awareness is used in
conjunction with the pedestrian recognition results described in the next section and is
used to warn the driver of the pedestrian warning.

2.3 Pedestrian Recognition and Event Handling

The driver may not be able to look ahead, paying attention to the driver’s left or right
field of view. In areas where speed is not high, such as in a school zone or an alleyway,
It is easy to relax and look around [4]. However, this school zone and the alleys are the
areas where pedestrians are concentrated and large and small accidents occur due to the
driver’s worries. In order to prevent this, the driver’s assistant system algorithm is
implemented to warn the driver when the driver is not watching the front using the
front camera and the internal camera and the pedestrian appears. A frontal camera
recognizing a pedestrian carries out a pedestrian recognition algorithm using a His-
togram of oriented gradients (HOG) for a moving object of the photographed image to
determine whether the moving object is a pedestrian. Figure 4 shows the result of
recognizing the pedestrian by performing HOG on the pedestrian test data. At this time,
if it is judged that the driver is not watching the front, for example, the camera on the
front side recognizes that a pedestrian appears on the right side. When the driver’s head
is reversely turned to the left, the smartphone notification gives a warning. Whether the
driver’s head moves depends on the size of the face area and the perception of the eye,
as described in the previous section, or the sum of the distance between the center of
the face area and the center of the eye. If the sum of the distance between the center

Fig. 3. (a) Turn on left column (b) In front (c) Right column
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point of the face area and the centers of the eyes is smaller than the previous one, the
face can be recognized as a situation turned in one direction.

3 Conclusion

This paper is about driver accident prevention system. Two cameras are installed in the
vehicle and the smartphone functions as a head-up display (HUD). By using this
system, the presence or absence of a pedestrian ahead can be recognized quickly, and
the driver can effectively perceive the drowsy driving. Through accurate recognition,
smartphone UI, beeps, and vibrations will be notified to prevent drowsiness and
pedestrian accidents, and prevent further accidents.
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Abstract. The Internet is one of important thing in an individual’s life and it
has made a big changes. As many activities are performed by the Internet, we
need specific system to prevent malicious Internet bot programs that take
advantage of this convenience. Among them, security technology applying
‘Turing Test’ to distinguish whether a subject using a specific service is a human
or machine is an important thing of security technology of computer science.
A representative example is the CAPTCHA. However, the vulnerability was
revealed by various studies and cases. For this reason, we propose a new user
authentication method using sound and image.

Keywords: CAPTCHA � Computer security � Authentication

1 Introduction

Many websites and applications offer a variety of ways to prevent malicious activity
such as advertising postings, account hacking, and online voting manipulation of
programs with malicious intent [1]. As a representative example, CAPTCHA (Com-
pletely Automated Public Turing test to tell Computers and Humans Apart) exists.
CAPTCHA identifies human and machines by providing information that only human
can judge using texts, images, sounds, and so on. The type of CAPTCHA that is mainly
used today is to show an image containing text information and to input the answer.
However, this method cannot prove safety because the vulnerability has been exposed
several times in various research papers and studies. Since then, Google has announced
a new authentication method called reCAPTCHA in 2014, but the same year, the
authentication code was cracked, revealing the vulnerability again. For this reason, this
paper roughly proposes a new user authentication method that provides a specific
sound and replaces the answer with an image [2].
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2 Related Work

We plan to use lightweight encryption algorithm for encryption of sound and images
used for authentication and encryption for data transmission. Lightweight encryption
algorithm is lightweight and fast in comparison to existing encryption algorithms in
high-speed environments such as big data and cloud computing, and lightweight
environments such as mobile devices. Among them, we will apply the ‘LEA’ devel-
oped in 2013 by NSRI (National Security Research Institute) of Korea.

The LEA is a symmetric-key encryption algorithm that encrypts/decrypts a 128-bit
plaintext/ciphertext block with a 128/192/256-bit master key to generate a 128-bit
ciphertext/plaintext. It is based on ARX operation and Feistel-like structure. It does not
need decryption module, so it can be lightened and is suitable for mobile devices.

After that, we will research to make it a safer authentication system.

2.1 Text Based Authentication

Many services use Text based CAPTCHA, which is a way to provide randomly dis-
torted string as an image and match it for authentication. Because of the convenience of
implementation, many Web services and applications are mainly used for the purpose
of automatic subscription prevention. Text based CAPTCHA uses various functions to
transform text in the database into images and to distort the image, but it can also be
used to restore distorted text [2].

There are many techniques that can read a character string output to an image
without entering the inside of the system by applying image processing technology
including SVM, and so on. For this reason, the safety of the CAPTCHA is less reliable
because it has characteristics that it is easier to attack than other type of CAPTCHAs.

2.2 Audio Based Authentication

Audio based user authentication is mainly based on the differences in the language
recognition capabilities of human and computers. It is mainly designed to mix noise
with human voice so that only human can recognize it. As a representative example,
there is Audio-based CAPTCHA which is also used as supportive way of text-based
CAPTCHA. It randomly chooses words, sentences, and random numbers, distorts them
into voice files, and then show the user to answer them.

Recently, however, deeprunning-based algorithms such as DNN (Deep Neural
Networks), CNN (Convoluted on Neural Network) and LSTM-RNN (Long Short-Term
Memory-Recurrent Neural Network) have been able to remove noise and recognize the
voice. So the Audio-based user verification method is vulnerable.
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2.3 Image Based Authentication

Image-based authentication is a way of asking for answers by showing pictures or some
images. Mostly, verification is done by showing an image of a specific object and
inputting the name as text, or restoring the rotated image to its original state [3].

Typically, there is an image CAPTCHA and a reCAPTCHA that uses an randomly
imported image from Google Maps. However, image-based user authentication system,
like the two user verification systems above, has the potential to be attacked.

Artificial intelligence-based image recognition programs, such as the recently
announced the Vision algorithm of Facebook and Google’s Inception V3, can analyze
and even describe the information in the image.

Based on these algorithms, image-based user authentication systems will not be
able to distinguish between human and computers. Especially, Google’s Inception V3
showed an accuracy of 93.9% on their research [4].

3 New Way of User Authentication

The existing image-based authentication is to show an random image having the same
meaning to the user and to match the image. And the audio-based authentication
selected a way of inputting a single word or a combination of words corresponding to
the correct answer by hearing a voice with noise. The interface we toughly think is
shown in the following Fig. 1.

Fig. 1. Proposed authentication system interface
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Both types of vulnerabilities have emerged as technology for image analysis and
voice recognition evolves. We have considered new user authentication system by
merely combining the advantages of both methods. This new user authentication is to
prove that a user hears a random sound except for a human voice and selects the
corresponding image to be a human. The sounds that are provided to the user are
animals, environments, objects, nature, etc., and all sounds except the voice of the
human are questions. It mixes the noise and lowers the sound quality, making it
difficult to recognize the computer through the voice recognition program.

We use specific images as an answer, which uses simplified images like pictograms
with noise to make the computer hard to recognize.

4 Conclusion

In this paper, we propose improvement way of CAPTCHA, which is one of the security
technologies for preventing malicious bot programs, to the mobile environment. We
roughly studied vulnerabilities of the CAPTCHA systems used now and thought about
ways to improve them.

The new CAPTCHA what we proposed is designed attacks caused by image
processing technology and voice recognition technology. In order to improve stability
and availability in mobile environment, we plan to apply the LEA (Lightweight
Encryption Algorithm) registered as a standard to the Korea Telecommunications
Technology Association (TTA).

If many studies are done in the future, it is expected that it will provide another
security environment for the increasing use of mobile environment.

Acknowledgement. This work was supported by the National Research Foundation of Korea
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