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1 Introduction

This book is about how organizations react to performance feedback. It
presents a theory of organizations learning from their experience by col-
lecting performance measures, creating aspiration levels based on their
own past performance or that of other organizations, and changing orga-
nizational activities if the performance is lower than the aspiration level.
The mechanism is one of simple self-regulation by attempting to reach a
goal not currently met but not seeking, in the short run at least, to go fur-
ther than the level that just achieves it. Organizations with performance
below the aspiration level of their managers have higher rates of strategic
change, R&D expenditure, innovation, and investment. These activities
influence the performance and risk of the organization, but otherwise they
have little in common. All are affected by the organizational performance
because managers are willing to try a wide range of strategic actions to
solve a problem of low performance.
We can see this reaction to performance feedback reflected in the be-

havior of individual firms. After the Japanese car makers had great suc-
cesses in the 1980s US auto market, General Motors was still the world’s
largest auto maker and the dominant firm in the USA. It was doing less
well than it had in the past, however, with its domestic market share in
cars falling from 49% in 1980 to below 40% in 1987.1 During this period,
General Motors implemented a remarkable series of projects to make up
for the perceived shortfall. It continued a massive investment program
in its factories that had been announced in 1979 and aimed to make
GM’s manufacturing more automatized than that of any other car maker.
This program would eventually cost $40 billion, making it perhaps the
largest non-government investment program in history. GM started col-
laborativemanufacturing with Toyota in the now-famousNUMMI plant,
and took equity positions in foreign car makers such as Suzuki, Isuzu,
Nissan, and Daewoo. GM supported this push into Asia by building a

1 This paragraph is based on information in three Harvard Business School cases
(Badaracco 1988; Green 1993; Keller 1994).
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2 Organizational Learning from Performance Feedback

Japanese-style supply network complete with equity positions in key sup-
pliers and a supplier association, departing from its usual practice of ob-
taining supplies internally or from competitive bidding. It made the new
car brand Saturn, which was managed by a subsidiary that incorporated
several innovative design, manufacturing, and marketing practices, and
was located in Tennessee, outside GM’s Midwest manufacturing belt.
The facility investment program was initiated before the falling market
share had become a palpable problem, but was continued unwaveringly
after the reduced sales might have suggested that it would lead to excess
capacity. The other change activities were initiated after the fall of mar-
ket share had become a problem, and seemed to be ways of searching for
solutions to it. In particular, both Saturn and the Asian alliances focused
on the small car market, where General Motor’s market share decline was
particularly pronounced.
General Motors is an extremely large organization, so the scale and

scope of its change activities would be difficult for others to match. The
basic pattern of changing in response to disappointing performance is
well known across many industries and organizational sizes, however, so
it is clearly not special for GM. Intel shifted its market strategy from
computer memories to microprocessors after finding itself losing the bat-
tle over market share, and thus economies of scale, in each successive
generation of computer memory (Burgelman 1994). In 1988, the small
Japanese companyNichiaChemical started research on blue LEDs (light-
emitting diodes), a technology that had frustrated the development ef-
forts of much larger firms, after having entered successive markets with
semiconductor products and found itself beaten by established competi-
tors every time (Johnstone 1999). It would eventually become the first
company to commercialize a blue LED, and its success in developing
this technology is as remarkable as the fact that such a small company
attempted a research project with so high risk and expense in the first
place.
The routine of searching when the organization is doing poorly but not

when it is doing well is a central part of managerial lore. When the search
for solutions succeeds it is called a “turnaround,” and it is a milestone
event in the career of the responsible manager (Dumaine 1990). When
the firm fails after searching for solutions but not finding any that work,
the search may be referred to as “floundering” and, with the benefit of
hindsight, seen as misdirected or futile (Saporito 1998). These post hoc
judgments based on the outcomes obscure the similarity of the behavior:
troubled firms seek to change (Bowman 1982), and since the result of
strategic changes is nearly always uncertain, large gains or losses are both
possible. Turnaround and floundering are different post hoc evaluations,
but they start the same way.
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Searching for solutions when doing poorly is one side of the coin; the
obverse side is the failure of successful organizations to search for ways to
improve. This is called the “competence trap” (Levitt and March 1988)
or “paradox of success” (Audia, Locke, and Smith 2000), and a good
indicator of its prevalence is all the talk about the importance of con-
tinuous improvement in the managerial literature. Rigid adherence to a
high-price, low-volume strategy with no licensing of the operating sys-
tem proved to be Apple’s bane in the late 1980s (Carlton 1997), but
the immediate profits of this strategy were so large that management did
not consider its long-term consequences. The strategy conceded somuch
market share that Intel andMicrosoft gained strong footing for launching
their Wintel challenge, leaving Apple with a long uphill battle for higher
market share which, as one might expect, it started after the performance
fell. Such lack of foresight is not a sign of unusual managerial ineptness,
but seems common in firms that are doing well. A well-known symptom
of competence traps is the late and tepid response of successful firms
to new technologies that threaten their market (Christensen and Bower
1996; Cooper and Schendel 1976; Tushman and Anderson 1986).
While the cases suggest a general pattern of changing in response to low

performance, they leave many important details open to question. The
first issue is what exactly is meant by low performance. The feeling of
crisis in General Motors was triggered by a fall in market share, but GM
was still the largest automaker in the US and the world by a wide margin.
This was not good enough for GM’s managers, however, as the experi-
ence of being the world’s dominant automaker since the 1920s (Carroll
and Hannan 1995a) had left them expecting a higher market share than
their competitors. Similarly, GM’s profits were still high at the time that
many of its change efforts started, but not as high as they had been. It
turns out that there is no clear delineation of high and low performance
on the measures that managers use to evaluate their organizations, only
rough rules of thumb. Managers set their own standards for what level of
performance is desired. Such standards, which will be called aspiration
levels here, are influenced by the organization’s history and its competi-
tors’ performance. The mechanisms for adjusting aspiration levels are an
important part of research on performance feedback in organizations.
The second issue is whether organizational responses to low perfor-

mance are as strong as they should be. There is ample evidence of orga-
nizations failing to change even when their performance is low (Lorenz
1994; Meyer and Zucker 1989; Starbuck and Hedberg 1977), contrary
to the suggestion that adversity spurs change (Ocasio 1995). Indeed,
General Motors was criticized for passivity in spite of all the changes it
made in response to the fall in market share (Green 1993). Such criticism
sometimes seems unfair, but it raises an important point. Organizations
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may change in response to low performance, but still not change enough
to solve the problem.Whether organizations make enough changes or not
is a question of the functional form of the relation from performance to
organizational change. The critique that organizations make insufficient
changes in response to low performance does not mean that they do
nothing, but rather means that organizational failure spurs change less
effectively than organizational success reduces change. As will become
clear later in the book, improved performance will often cause the rate
of organizational change to drop by a considerable amount, but a dete-
rioration of performance of the same size results in a barely perceptible
increase in the rate of change. This asymmetry in the response to success
and failure suggests that organizations react conservatively to negative
performance feedback: managers seem willing to believe that all is well
until they have been presented with strong proof to the contrary. Orga-
nizations and individuals have powerful defenses against radical changes
(Hannan and Freeman 1977; Kuran 1988), and these make it possible
for organizations to change without changing enough.
Third, one may wonder whether it makes sense for successful orga-

nizations to be inert. Should managers “leave good enough alone” and
only fix the organization when it is broken? The case for recommending
changes in successful firms is usually built on environmental changes,
such as changes in markets and technologies. Environmental changes
can cause the competitive strength of a successful firm to erode if it does
not adapt. This argument is true, but it is limited to highly dynamic en-
vironments. A more general case for changing successful firms can also
be made. Managers of successful firms may have ideas for how to press
their advantage so that the firm can become even more successful. The
ideas may be untried and risky, but so are changes done in unsuccessful
firms. Why are such ideas often rejected in successful organizations? The
answer is that the same amount of risk is less appealing to managers of
successful firms than managers of unsuccessful firms. Later I will show
that this risk aversion in successful firmsmakes sense in some competitive
environments, but not in others.
Finally, there is a question of how general the pattern of changing in

response to low performance is. Case studies are suggestive, but do not
prove that performance feedback is a mechanism of change. There are so
many organizations in the world that it would probably be possible to find
cases supporting any theory of why organizations change, including weird
theories like sunspot cycles.2 To present a strong case for performance

2 There is a theory of sunspot cycles and economic activity. It does not suggest that sunspot
cycles directly cause economic cycles, but rather that beliefs in economic cycles that follow
sunspot cycles can cause them to happen through behaviors that cause the expectations
to be self-confirming.



Introduction 5

feedback as a regulator of organizational change, it is necessary to ana-
lyze the behavior of broad samples of firms under a variety of conditions.
One of the aims of this book is to present systematic evidence on how
search and risk taking is guided by performance feedback. The evidence
gets depth from covering the behavior of individuals, organizational sub-
units, and whole organizations, and it gets width from covering mul-
tiple nations, industries, and change behaviors. Performance feedback
effects on risk taking, research and development expenses, innovations,
and market niche changes have been studied extensively. All are poten-
tially important for the performance of organizations, so it is reasonable
to expect that managers will change them in response to performance
feedback.
The mechanism of initiating search and change activities when the or-

ganizational performance falls below the aspiration level is very simple
and intuitive. The simplicity is part of the appeal of this theory, but it is
not its sole basis. The second appeal of the theory is that it appears to
be true: it has been tested repeatedly with highly supportive results. The
third is that it is general: performance feedback affects many behaviors
of many different organizations and environments. The final and perhaps
decisive appeal of the theory is that it is important. The behaviors that are
affected by performance feedback are uncertain and consequential strate-
gic choices; they rank among themost important decisions amanager can
make.
Performance feedback theory has direct precursors in both the orga-

nizational and the psychological literature, and thus integrates ideas that
have been pursued by a diverse set of researchers. Performance feedback
has been on the agenda of organizational researchers since the behavioral
theory of the firm (Cyert and March 1963). Psychologists have been
interested in performance feedback effects on risk taking and other adap-
tive behaviors (Kahneman and Tversky 1979; Locke 1978), and have
investigated how individuals seek to evaluate themselves by creating aspi-
ration levels from available information (Lewin et al. 1944). Economists
have examined how performance feedback affects the economic adap-
tation of individuals (Crawford 1995). This deep rooting in different
research traditions also makes performance feedback theory noteworthy.
Researchers interested in how organizations behave should be reassured
by seeing that so many theoretical assumptions are supported at the level
of individual decision making. Researchers interested in how individuals
behave should be gratified by seeing experimental findings confirmed by
research on high-stakes decisions made by professional managers. Most
importantly, the convergence of findings from research done by many
different methods and in many different contexts offers additional assur-
ance that this is a good model of how organizations behave.
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The work presented here has been motivated by curiosity about how
individuals and organizations react to success and adversity. Many puz-
zles in human behavior have caused researchers to wonder what kinds
of thinking processes cause them and why these differ from some of our
normative ideas of how rational persons should react. Similar puzzles in
organizational behavior have made us speculate about the mechanisms
that can cause an apparent need to change a given organization and the
actual change to become so loosely coupled. Though driven by curiosity
about how individuals and organizations function rather than a specific
desire to repair them, the research has clear implications for how orga-
nizations should collect and interpret measures of performance. It turns
out that the responses to performance feedback predicted by this theory
have a form that can give organizations adaptive results such as a high
chance of survival and high performance. The basic behavioral rules are
not defective. They can be fine-tuned, however, and how these rules are
applied can make an important difference to an organization’s life span
and performance. This gives the theory considerable practical value for
those who design and manage organizations.
Although performance feedback theory can offer useful advice, it also

points out some organizational dilemmas. Managers face some decision-
making problems where uncertainty about future conditions leaves them
with no options that are clearly best, only a tradeoff between different
forms of risk. The tradeoff is remarkably similar to the tradeoff between
type I and type II errors in scientific research: the error of overlooking
something (type I) and the error of falsely detecting something (type II).
It is seen in the choices of how often to evaluate the performance of the
organization and how to react to small deviations from the aspiration
level. Frequent evaluation and reaction to small deviations would create
hair-trigger management with changes in response to small performance
signals. Managers would be very quick to discover actual deterioration
of performance, but would also be prone to implement changes in re-
sponse to low performance caused by incorrect measurement or singular
events in the environment. They would rarely overlook problems, but
would often react to problems that do not exist. Conversely, managers
can evaluate performance in ways that cause them to react only when a
real problem exists, but to overlookmany problems. The tradeoff between
these approaches to evaluating organizational performance depends on
the relative costs of errors of omission and commission, which are un-
known to managers because they are borne in the future and depend on
the types of errors made.
Another tradeoff is seen in the choice of how specific the performance

measurements should be. It is possible to have rough measures of overall
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performance that will tell a manager that something is amiss, but not
exactly what. The overall profitability of an organization would be such
a measure. It is also possible to have very specific measures that suggest
which organizational process is causing the problem. Testing the qual-
ity of inbound parts and outbound products in a factory, for example,
gives specific measures on the quality of the production process. Current
advice to managers is to have many specific measures so that problems
can be identified and solved quickly (Kaplan and Norton 1996), which
represents a return to the roots of cost accounting after a period of man-
agement by overall financial measures (Johnson andKaplan 1987). There
is a tradeoff here, however, because very specific measures could signal
a problem in a different part of the organization’s operations than the
one with the actual problem. Organizations are bundles of interdepen-
dent activities, so problems in one process can affect the output of related
processes. For example, the quality of outbound products is not deter-
mined by production management alone, but also by factors such as
product design and human-resource management. The tradeoff between
general and specific performance measures depends on how the costs
of not knowing where to search for problems compare with the costs of
searching for problems in the wrong places.
A third dilemma lies in the different uses of performance feedback

systems in organizations. Throughout this book, performance feedback
is analyzed as a diagnostic tool that managers use to discover problems in
the organization and initiate search and decision-making activities. Per-
formance feedback as a diagnostic tool relies on a theory of managers as
boundedly rational actors who are seeking to improve the organizations
under conditions of uncertainty. There is also another view of perfor-
mance feedback. Performance feedback systems in actual organizations
are often found as a part of incentive schemes that reward managers
for reaching certain performance levels, as in stock-option grants and
bonuses linked to accounting measures of performance. Performance
feedback as an incentive device relies on a theory of managers who are
rational enough to know how to improve the organization, but will only
do so if they are rewarded for it. Theories of incentive systems design exist
(Milgrom and Roberts 1992), but have difficulty incorporating issues of
bounded rationality. The result is that the diagnostic and incentive views
of performance feedback yield conflicting advice, so managers need to
make choices between these two uses of performance feedback.
It should be clear that performance feedback theory speaks to impor-

tant issues in the management of organizations. Before drawing more
detailed implications, however, we need to get into the core of the argu-
ment. The book is organized as follows. In chapter 2, the foundations
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of the theory of performance feedback are discussed. The theory is an
outgrowth of the behavioral theory of the firm (Cyert and March 1963),
and section 2.1 explains this theory and its concepts of organizational
goals, aspiration levels, and search. These are central concepts in the ex-
planation of how organizations respond to performance feedback. The
theory has also benefited from psychological theories of goal-oriented
behavior, which are reviewed in section 2.2. These theories reinforce the
ideas of the behavioral theory of the firm, but they have inspired an ad-
ditional concern with the role of risk taking in organizational change.
Learning from performance feedback is also becoming an important
issue in economics, and some recent economic experiments are reviewed
in section 2.3.
Chapter 3 develops the theory in detail, and explains why aspiration

levels are important and how they are formed (section 3.1) and affect
organizational change (section 3.2). This chapter integrates the ideas of
chapter 2 and develops a single model of organizational response to per-
formance feedback that will be used to interpret the research in chapter 4.
In addition, simulation models of how aspiration levels affect organiza-
tional change and performance are covered in section 3.3. This section
introduces an important idea of this book: learning based on performance
feedback and aspiration-level adjustment can help the organization adapt
to its environment. Section 3.4 completes the theory by describing how
managers select goal variables for the organization.
Chapter 4 reviews research on the effect of performance feedback on

important organizational behaviors. First, the direct effects of perfor-
mance relative to aspiration levels on risk taking by managers and orga-
nizations are reviewed in section 4.1. Next, processes that reflect organi-
zational search are treated. Research and development intensity, which
is the most direct organizational indicator of search, is considered in
section 4.2. The launching of innovations results both from successful
organizational search for alternative behaviors and from managerial ac-
ceptance of risk, and is thus a good opportunity to see how these processes
work in tandem.Effects of performance feedback on the rate of innovation
are shown in section 4.3. Similarly, investments in production facilities
reflect both search processes and risk preferences, and are treated in sec-
tion 4.4. Finally, change of the organization’s product-market strategy is
one of themost fateful decisions amanager canmake, and should strongly
reflect risk preferences and search processes. It is treated in section 4.5.
Chapter 5 treats some advanced topics of interest to researchers on

performance feedback in organizations. Section 5.1 reviews the basic
methods for estimating performance feedback effects directly from data
on aspiration levels or indirectly from data on organizational changes in
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behavior. Section 5.2 discusses how to estimate social aspiration levels
based on the performance of other organizations and historical aspiration
levels based on the focal organization’s past performance. It also intro-
duces the problem of estimating how quickly the organization updates
its historical aspiration level and presents methods for solving this prob-
lem. Section 5.3 gives a general discussion of how performance feedback
studies should be designed, and sections 5.4 and 5.5 describe the radio
station and shipbuilding data used in chapter 4.
Chapter 6 gives concluding remarks. In section 6.1, the practical impli-

cations of the theory are developed further with reference to the empiri-
cal findings. This section covers the important questions of how adaptive
the observed behaviors are and how organizational decision making can
be designed to take advantage of learning from feedback. The dilem-
mas mentioned earlier in this chapter are again addressed there, but now
with the added knowledge from empirical research on performance feed-
back. Section 6.2 discusses the links between the theory of performance
feedback and other theories of strategy and organizational change. Per-
formance feedback theory predicts the timing and form of organizational
change, which are important issues in other theories of organizational
learning and cognition, as well as in institutional theory and population
ecology. These theories can be developed by incorporating the insights of
performance feedback theory, and performance feedback theory can also
learn from them. Section 6.3 discusses gaps in our current knowledge
and makes suggestions for research needed to fill them. It gives a road
map for how performance feedback theory can be improved by better
theory and additional empirical research.
The book contains a variety of material, and there are many ways of

reading it. Chapter 3 is the core of the argument, and some readers
may wish to read it first. The cost of doing so is the loss of chapter 2’s
introduction to the theoretical problems that chapter 3 seeks to resolve,
but the benefit is to reach the main argument more quickly. The sections
in chapter 4 are ordered according to my judgment on how the behaviors
studied fit on the search and risk dimensions. Pure risk and pure search
are treated first, followed by outcomes that incorporate both of these
dimensions. The sections of chapter 4 do not build on each other, so
they can be read in any order. Readers with a strong interest in one
of the subjects can go directly from chapter 3 to their favorite section.
Chapter 5 is rather technical, and is put before chapter 6 mainly to follow
the convention of placing conclusions last. Many will wish to look at
chapter 5 after reading chapter 6. Especially impatient and practically
oriented readers may wish to go directly to section 6.1, but will probably
find this discussion easier to follow after reading chapter 3.



2 Foundations

The theory of learning from performance feedback has deep roots. These
roots can be traced historically as a sequence of contributions or de-
scribed analytically as a foundation of assumptions and findings upon
which the theory can be built. In this chapter, I will take the analyt-
ical approach of selecting and ordering material based on how it fits
with the theory developed in chapter 3. Along the way, I hope also
to show some of the intellectual history. The goal of this chapter is to
show how the theory of organizational learning from performance feed-
back is built on a set of independent research traditions that have pro-
duced related findings. These research traditions have developed along
their own paths and have also examined issues that are not relevant
to performance feedback theory, but parts can be selected from them
that form a coherent body of theoretical propositions and empirical
support.

The research traditions described in this chapter underpin the theory
of organizational learning from performance feedback, but are not a sub-
stitute for it. Much of the theory and evidence they have amassed is on
individual learning from performance feedback. Such findings increase
our confidence in theory positing similar effects at the organization level.
Individuals and organizations are different, however, and the differences
mean that the theory has to be modified and then tested again. Chapter 3
develops the theory of organizational learning from performance feed-
back, and chapter 4 presents tests of it.

The first tradition is the behavioral theory of the firm (Cyert and March
1963), which is the direct antecedent of performance feedback theory. It
is the only theory of organizations in this introductory chapter, and has
a broad set of propositions on how organizations react and adapt to their
environment. The behavioral theory of the firm launched the concepts
of a goal variable that managers attend to, performance feedback on this
goal variable, and an aspiration level for judging whether the performance
is satisfactory or not. It then derived a process of performance feedback

10
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triggering search, and search leading to organizational change. The the-
ory was induced from a series of case studies on organizational change
processes, and its concepts and processes are recognizable to anyone who
has participated in organizational decision making, which means practi-
cally everyone in a modern society. One does not have to be a theorist
to take the behavioral theory of the firm as a realistic description of how
organizations work.

The behavioral theory of the firm contains numerous mentions of
“decision makers,” that is, managers or others who make decisions on
behalf of their organization. These decision makers are individuals, and
we can learn more about their thinking and behavior from psychological
research. First, goal-setting research offers a direct test of some propo-
sitions from the behavioral theory of the firm taken down to the level of
individual persons. It shows that individuals search for ways to improve
their performance when they receive information on their own perfor-
mance relative to an aspiration level. Second, risk research shows that
low performance can increase a decision maker’s propensity to take risks.
Third, escalation of commitment research shows that low performance
triggers a variety of defensive reactions in a decision maker.

The first three theories show that performance relative to an aspiration
level affects an individual in several ways; the next two answer questions
related to these effects. First, if aspiration levels are important, then we
need to know how they are made. The fourth line of research on social
comparison theory shows that individuals use a variety of social clues to
form aspiration levels. Second, individuals are not organizations but com-
ponents of organizations, leaving a levels-of-analysis gap between theories
of individual behavior and the behavioral theory of the firm’s propositions
on how whole organizations behave. Research on group decision making
bridges the gap by showing how individual intentions aggregate to group
decisions.

Finally, economists have also been interested in learning processes.
They have conducted experimental research on how individuals learn
from performance in order to test whether the theory of rationality fits
actual decisions. Many findings reinforce those of the psychologists, es-
pecially on how individuals use clues in the situation to set aspiration
levels. This is reassuring because two research traditions on similar ques-
tions ought to produce consistent results even though the approaches
differ somewhat. It also brings the chapter on foundations to a full circle,
because the behavioral theory of the firm was built on the same cri-
tique of the rational decision making paradigm that modern experimental
economists are seeking to investigate empirically.
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2.1 Behavioral theory of the firm

Researchers’ interest in how organizations learn from performance feed-
back can be traced back to the behavioral theory of the firm (Cyert and
March 1963; March and Simon 1958). This theory has had wide-ranging
impact on the theory of organizations and cannot be fully reviewed here
(see the postscript of Cyert and March 1992; Schultz 2001), but I will
note the parts that directly antecede the theory of learning from perfor-
mance feedback. March and Simon (1958) and Cyert and March (1963)
made propositions on the formation and effect of goals that are largely
preserved in current theory of learning from performance feedback and
aspiration levels, making the theory of organizational learning from per-
formance feedback an outgrowth of the behavioral theory of the firm.

March and Simon (1958) made a behavioral theory of internal organi-
zational structure and behaviors, and discussed such intra-organizational
processes as productivity, rewards, and conflict. Their most important
contribution to the theory of organizational learning from performance
feedback was the introduction of bounded rationality and satisficing as
theoretical concepts. Bounded rationality means that human decision
makers have limited information, attention, and processing ability that
make them unable to perform the maximization tasks assumed in many
economic treatments of the firm. Instead of maximizing, decision makers
are likely to satisfice, which means that they set a goal that they try to
meet and evaluate alternatives sequentially until one that satisfies the goal
has been found.

Bounded rationality is a modification of the rational choice paradigm
that underpins most economic theory. Rational choice means that the
decision maker compares all consequences of all alternatives with respect
to their value to him or her, and chooses the alternative with the highest
value. Uncertainty about the consequences of different alternatives is
solved by taking the highest expected value or adjusting the expectation
by the risk. What cannot be changed without leaving the rational choice
paradigm is the concept of maximizing, which is trying to find the best
alternative. Bounded rationality with satisficing is different because it
creates the possibility that a decision maker is content because the goal
has been fulfilled. A rational decision maker is never content – the concept
has no meaning for a maximizing individual.

The idea of decision makers seeking to fulfill a goal is pervasive in the
theory of organizational and individual decision making, as the next sec-
tion will show. Though they rarely use the word, theories of goal seeking
and risk taking can be recast as theories of satisficing behavior making
specific assumptions on how individuals react to falling short of their
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goals. Social comparison theory can be viewed as a theory answering the
question left open by satisficing theory: what goal will be chosen? These
lines of research have filled important gaps in our knowledge of how a
satisficing decision maker behaves. It is now possible to make good esti-
mates of goal levels and good predictions on what alternatives will look
appealing to a satisficing decision maker currently below the goal level,
which are the two most important questions raised by satisficing theory.
The resolution of these issues has transformed bounded rationality from
a critique of rationality to an alternative to rationality.

Although the concept of bounded rationality is widely accepted in man-
agement, economics, and psychology, it is interpreted in different ways
(March 1988). The most restrictive interpretation views bounded ratio-
nality as a loosely specified statement of limits to knowledge that leads
to minor adjustments to rational behavior. This interpretation is clearly
made to avoid modifying rational choice theory too much, and it differs
starkly from interpretations made by some cognitive researchers. The
most literal interpretation of bounded rationality is found in work measur-
ing the cost of information collection, processing, and errors when deci-
sion makers use decision rules such as rationality or satisficing (Bettman,
Johnson, and Payne 1990). An important finding from this research is
that rationality is costly. Using rational rules on problems with many al-
ternatives or many attributes of each alternative leads to great increase in
cognitive effort. Bounded rationality suggests that these cost differences
cause individuals to simplify the decision-making procedure when the
problem is complex, and experiments show that they indeed do so (Payne,
Bettman, and Johnson 1988). The implication is that rational choice is a
good theory of how individuals approach simple decision problems.

Managerial decision making is filled with complex problems that have
many alternatives and many attributes of each alternative. Suppose, for
example, that a production manager has identified a problem with the
quality of the finished products coming from an assembly process. Possi-
ble solutions include quality control by specialists at the end of assembly,
quality control by regular workers throughout, redesign of the assembly
process or product, change in the reward system for workers, and so on.
Now consider the relevant attributes of the decision. The problem arose
because of low quality, but choosing a solution requires consideration of
assembly cost, worker satisfaction, production scheduling, and product
performance. It would be nice to be fully rational when facing problems of
such complexity, but this requires calculating through many alternatives
and many consequences per alternative, with some of the consequences
involving outcomes that are difficult to compare because the timing or
metrics of the consequences differ. The decision maker has to compare
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the effects on cost of production and worker motivation, which are on
different scales, and to compare these with customer satisfaction, which
is on a different scale and occurs in the future. It seems more likely that
simple decision-making rules will be used. Such rules involve satisficing,
which makes them very sensitive to the aspiration level that the decision
maker seeks to satisfy.

Cyert and March (1963) turned their attention to how the organiza-
tion adapts to its external environment, emphasizing decisions of strategic
importance such as price, quantity, and resource allocation. They con-
tinued to view intra-organizational decision making as an important part
of the explanation, thus avoiding the temptation to simplify the theory by
predicting how the organization reacts to the environment solely from the
opportunities and threats in the environment. Instead, the theory states
that the organization interacts with the environment through the perfor-
mance feedback process. The environment gives performance feedback
on goals determined by the organization, and managers use this perfor-
mance feedback to control search and decision making.

The process of performance feedback in the behavioral theory of the
firm is portrayed in simplified form in figure 2.1, which is based on
figure 6.1 in Cyert and March (1963, p. 126; see also March, 1994
p. 33) but removes some paths that are not treated here. The decision
maker observes feedback from the environment and compares it with a
goal, and starts searching for solutions if the goal is not met. The search
is originally local to the organizational unit where the problem occurs,
but is expanded if the local search does not uncover acceptable solutions.
Solutions are fed into decision rules that take into account whether the
goal has been met or not, with changes likely to occur if the goal has
not been met. Both the search rules and the decision rules are evaluated
based on their success in finding solutions and implementing them (this
link is not shown in the figure).

This theory made several innovations based on the concept of bounded
rationality. First, attempts to improve the organization do not happen
continuously, but rather are initiated by performance shortfalls. Second,
alternatives to the current set of activities do not suddenly appear on the
decision maker’s desk, they have to be generated through a process of
searching for solutions. Third, this search needs to be directed by some
rule, and a set of rules that seems to fit observation of organizations and
bounded rationality was proposed. These were “proximity rules” spec-
ifying that the search initially would occur in the proximity of (1) the
problem, (2) the current state of the organization, and (3) vulnerable
areas of the organization. The search would expand later if it failed
to yield solutions. The rules imply a highly conservative response to
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Evaluation

Search

Decision

Yes

No

Yes

No

Observe feedback
from environment

Is the goal
fulfilled?
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Is it successful?

Deliver solution for
decision making

Expand domain of
search

Decide based on
feedback, solutions,
and decision rules

Figure 2.1 Organizational decision process

performance feedback. The proximity to problem rule will favor changes
in the organizational unit that first reports a problem over more wide-
ranging changes, the proximity to current state rule will favor solutions
that make minor changes to current routines, and the proximity to vulner-
able areas rule will favor changes in organizational units that are unable
to claim that preservation of their current routines is essential to the or-
ganizational functioning. Later we will see how concerns with risk in the
decision making stage amplify this conservativism in the search stage.

Implicit in this perspective on organizations was a redirection of re-
searcher effort. In the behavioral theory of the firm, organizational struc-
tures faded in importance as organizational decision making and change
took center stage. Problems of internal management such as authority
and division in labor became secondary to the concern of responsiveness
to the organizational environment. In short, researcher attention shifted
to organizational change of activities in response to environmental de-
mands. This focus was long a distinctive feature of the behavioral theory
of the firm, as the environment only gradually moved into organizational
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theory during the 1970s (Scott 1987). The behavioral theory of the firm
still has quite distinctive ideas on how organizations react in response to
the environment. Recent theories of environmental effects on organiza-
tions place less emphasis on organizational decision making and more
on absorption of innovations found in the environment or selection of
organizations with characteristics favored by the environment.1

A theory of organizations responding to the environment faces the im-
portant questions of how decision makers assess environmental demands
and react to them (Pfeffer and Salancik 1978). It is cognitively easy for
a decision maker to divide feedback into dichotomous judgments of suc-
cess and failure (March and Simon 1958), but it is rarely obvious when
an organizational activity should be called a success and when it should
be called a failure. It is clear that performance feedback interpreted as
a failure could cause change in the organization, but how organizations
choose an appropriate solution to failures to reach performance targets is
less clear (Cyert and March 1963). In the behavioral theory of the firm,
the resolution to the first problem was to assume that organizations make
aspiration levels by adjusting the existing aspiration level towards the most
recent performance of the focal organization and of comparable organi-
zations (Cyert and March 1963). That is, organizations learn what per-
formance to expect by drawing on their experience and the experience of
referent organizations. This learning is anchored on the previous-period
aspiration level, so it does not instantly adapt to new experience.

The second problem of how problems lead to behavioral change has
proved more difficult, and is a matter of dispute today. The most direct
answer is given by the problemistic search model. This model states that
failures spur search that is initially local to the current symptom and the
current set of activities, and thus may quickly result in some small change
in the organizational unit to which the performance failure is attributed
(Cyert and March 1963). Local search can easily lead to the organization
adopting minor changes as solutions, such as greater commitment of
resources to the original strategy or minute changes in operations. To
outside observers, organizations pursuing such local solutions appear
totally rigid even though they are actively engaged in problem-solving
activities (Meyer and Zucker 1989; Starbuck and Hedberg 1977).
Failure to find a satisfactory local solution will usually cause the search
to spiral outwards, however, and it may eventually cause changes that are
large or distant from the original symptom.

1 Perhaps because the firm is the causal locus, the behavioral theory of the firm has strong
appeal to researchers in the field of strategic management, with many papers recently
appearing in strategy journals.
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A model of less directed search is the garbage can model of decision
making (Cohen, March, and Olsen 1972), where problems can wander
freely around the organization and become matched with solutions that
are currently under consideration. This model puts less causal force on
the problem and more on the availability of solutions, and removes the
assumption of a local bias in the search process. It does not have the
proximity biases that make problemistic search so conservative, and could
in principle lead to large organizational changes even when the problem
is small. Because large responses are rare in real organizations, it has
been suggested that the garbage can model should be supplemented by
mechanisms that prevent large changes, such as the professional norms
of decision makers or constraints from actors in the environment (Levitt
and Nass 1989).

Neither model of search makes clear predictions on what will happen
when multiple solutions are available but only one problem is. It seems
likely that only one or a few solutions can be matched to a given problem,
as the garbage can model specifies, which means that decision makers
need to select from the set of solutions. The problem of how decision
makers winnow down a solution set cannot be answered by search theory,
but later work has proposed that it is highly dependent on the perceived
risk of each solution. This will lead to a role of risk in the theory of
organizational learning from performance feedback.

While the behavioral theory of the firm is the direct origin of aspiration
level learning as an organizational theory, it is useful to view its contribu-
tion in a broader context. The behavioral theory of the firm was part of a
general movement towards viewing organizations as open systems (Scott
1987) whose interaction with their environment is of primary theoretical
importance. Some theorists saw self-regulation in response to the environ-
ment as a shared characteristic of human and natural systems and viewed
it as a possible route to unify the social and natural sciences (Bertalanffy
1956; Boulding 1956). Other theories of open systems viewed the en-
vironment differently, emphasizing the political aspects of negotiation
with important constituents of the organization (Selznick 1948). Both
self-regulation and politics are important aspects of organizations that
have affected the behavioral theory of the firm and later thinking about
organizations.

Self-regulation is an idea with broad appeal, and it has proven its value
especially in the field of psychology (Carver and Scheier 1982; Powers
1973). Its application to organizations is not straightforward, however,
but involves problems that were foreseen by the behavioral theory of the
firm and have been amplified in later work. A very important problem in
organizational decision making is the uncertainty of means-ends relations
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in organizations (Lindblom 1959; March 1994). Simply put, organiza-
tions are so complex that activities undertaken to solve a performance
problem may give no result or a result opposite of the intention. A sec-
ond problem is that the regulator seems to be getting stuck in the “off”
position. It is easier to stop search activities when the organization does
well than it is to start them when the organization does poorly (Milliken
and Lant 1991).

Thus, the image of organizational self-regulation as a process akin to a
climate-control system regulating the temperature by controlling a heater
and a cooler (Swinth 1974) is a little too efficient to be a good description
of the processes we study here. It is clear that a regulator is in action,
but this regulator may respond to high temperature by making irrelevant
changes such as turning on the CD player. Alternatively, it may respond
to high temperature by turning on the cooler but make no response to
low temperature. My car runs the signals of the climate control and CD
player (as well as all other electronics) along the same wires, and would
behave this way if it were incorrectly programmed. Fortunately for me,
automotive electronics are easier to control than organizations.

Political aspects of organizations enter the behavioral theory of the firm
through the selection of the goal variable. Saying that organizational be-
haviors are regulated by comparisons of performance and an aspiration
level presumes that some agreement exists on the organizational goal and
variables for measuring progress along that goal. Cyert and March (1963)
devoted one chapter to the problem of defining goals, starting with the
stark statement that “People (i.e., individuals) have goals; collectivities of
people do not” (26). Their solution to this problem was to view the orga-
nizational goal as formed by a coalition of its members and other actors
with an interest in the organization’s operations and ability to influence it.
This dominant coalition does not consist of all interested parties, but only
of participants with sufficient authority to enforce the agreement in the
short run. In the longer run, the dominant coalition may change through
the introduction of new problems or changes in the power distribution.

This solution was known from political theories of coalition formation
and game theoretic models of negotiation, but the behavioral theory of the
firm took bounded rationality into account by making several additional
suggestions on how dominant coalitions were formed and maintained
(Cyert and March 1963; March 1962). First, many participants have
individual goals that can be fulfilled simultaneously, so the coalition for-
mation process is different from fixed-pie bargaining. Many of the goals
can be phrased as policy commitments, such as a focus on certain mar-
kets, or as constraints, such as minimum allocation of resources to certain
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activities. Such goals are easier to form coalitions around than maximiza-
tion goals. Second, the bargainers are unable to calculate the optimal
size and composition of the coalition and predict the future problems
of the organization. They will err on the side of caution, which leads to
coalitions that are larger than the minimal possible size and place multiple
constraints on the future behavior of the organization. Strategic plans and
budgets are examples of such constraints generated by dominant coali-
tions in order to stabilize the agreement, and hence the organization.

The concept of the dominant coalition as the arbiter of organizational
goals is important for the theory of learning from performance feedback.
First, it alerts the researcher to the problem that common assumptions of
which goals organizations pursue may be incorrect in any particular case.
Most research takes for granted that business organizations pursue prof-
itability goals, and we will later see that there are good reasons for making
this assumption as a first approximation. Organizations may have multi-
ple goals or goals that change over time, however, so profit goals are not
the sole determinant of organizational changes. Second, the mechanisms
for stabilizing the agreement of the dominant coalition are sufficiently ef-
fective that it may be difficult to make certain changes to the organization.
Thus, organizational inertia is partly caused by the ability of members of
the dominant coalition to prevent changes that violate past agreements
(Hannan and Freeman 1977). Indeed, stabilization mechanisms such as
budgets do not have an obvious link with the bargaining process that es-
tablished the dominant coalition, so a manager may find it difficult to
discover which organizational changes are allowable within the present
agreement and which changes require renegotiation and a new dominant
coalition. As a result, learning from performance feedback is done in fits
and starts rather than as a smooth process of immediate adjustment to
each problem that occurs.

The next section discusses related research traditions that primarily
emphasize the decision making of individuals and small groups. This re-
search usually takes the organizational goal variable as given, but asks
questions on how individuals accept the goal variable, make aspiration
levels for their performance, and change their behavior in response to
performance feedback. The research has produced findings that are very
important to the theory of organizational learning from performance
feedback. The findings converge across the different research traditions
and with the predictions from the behavioral theory of the firm, and thus
give it a good micro-level foundation. They also provide new ideas that
are helpful in developing the theory of organizational responses to per-
formance feedback.
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2.2 Social psychology

Social psychologists have long been interested in issues of performance
feedback and goals (Lewin et al. 1944), and this has led to research tra-
ditions emphasizing different parts of the process of setting and pursuing
goals. Goal-setting researchers work on how goals set by managers affect
the behavior of workers, and have a strong interest in finding goal-setting
mechanisms that improve organizational productivity. In this work, high
goals are functional because they inspire effort and problem solving that
increase individual and group performance. Researchers on risk tak-
ing are interested in the quality and consistency of individual decision
making. In their work, goals are more problematic because they appear
to reduce the consistency and often also quality of the decision mak-
ing. Escalation-of-commitment researchers have a similar interest in how
decision-making quality can degrade as a result of goal-seeking behav-
ior. Social comparison researchers investigate how individuals set goals
by observing the performance of others, but also do some work on the
effects of goals. It is obvious from these research traditions that goals exert
powerful effects on individual behavior, but less clear how these effects
translate into organizational action. Some suggestive answers to this are
given by the work on group decision making, which examines how groups
of decision makers with different preferences make decisions.

Goal setting and performance

Individuals seek to fulfill goals (Locke and Latham 1990). This behavior
can be strengthened by attaching rewards to goal fulfillment, but appears
not to be driven by rewards alone (Hogarth et al. 1991). Efforts to reach
goals with no tangible rewards attached have been observed in experimen-
tal and organizational contexts, and it has even been suggested that goals
without rewards result in better behaviors (Locke and Latham 1990).
Goal-seeking behavior occurs because individuals directly value the goal
variables (Heath, Larrick, and Wu 1999), derive secondary intangible re-
wards such as pride or social esteem from goal fulfillment, or simply use
goals as guides to what performance is possible. In the latter case, individ-
uals are behaving like satisficers (March and Simon 1958) who view the
goal as an acceptable level of performance. They seek to improve when
their performance is below the aspiration level, but are content with the
current performance level when it is above the aspiration level.

That goals and feedback together accelerate learning has been shown
by comparing the performance of individuals given goals and perfor-
mance feedback with that of individuals given feedback only, goals only, or
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neither goals nor feedback (Kluger and DeNisi 1996; Locke and Latham
1990). These comparisons are important because individuals will im-
prove their performance on unfamiliar tasks even if they are not given
goals and feedback, and improve even faster if they get goals only or
feedback only. The combination of assigned goals and feedback is es-
pecially powerful, however, because it focuses attention on the shortfall
in performance and makes attempts to improve the performance more
likely than other coping strategies such as avoiding feedback or rejecting
the goal (Kluger and DeNisi 1996).

A long string of studies on goal-fulfillment behavior has revealed some
important variations on the main findings. Goals and performance feed-
back give the greatest performance improvement on tasks that can be
reached through brute force, such as increasing effort. Complex tasks
where analysis of the situation is needed for high performance show
a weaker performance improvement but still a significant one (Wood,
Mento, and Locke 1987). The higher performance in complex tasks is
at least partly a result of making higher quality decisions, as individuals
appear to concentrate better and use more sophisticated problem-solving
strategies when they are seeking to fulfill a goal and given performance
feedback (Bandura and Jourden 1991; Chesney and Locke 1991).

Individuals seem to know when the barrier to high performance is
lack of knowledge about the situation or poor coordination of related
tasks. Managerial behaviors such as information collection and coordi-
nation start spontaneously when workers or experimental subjects are
given goals and performance feedback (Campbell and Gingrich 1986;
Latham and Saari 1979). Individuals are also more persistent in working
on the task and show a greater ability to focus on task-solving information
and ignore irrelevant information when they are seeking to fulfill a goal
(Rothkopf and Billington 1979; Singer et al. 1981), so “mental effort” is
spent more readily and effectively when individuals are oriented towards
a goal. Remarkably, goals can even be used to increase creativity, which
is an outcome that most people would attribute to personal ability rather
than situational factors such as goals (Shalley 1995). Goals thus have
wide-ranging effects on human performance.

In organizations, group goals are more common than individual goals,
especially at top management levels where the total performance of the or-
ganization is at stake. The switch to group goals could potentially weaken
individual attempts to fulfill goals, since each individual has less respon-
sibility for and effect on a group goal as the size of the group increases
(Earley 1993; Latane, Williams, and Harkins 1979). Surprisingly, the re-
sults of many studies indicate that group goals have as strong effects as
individual goals do (O’Leary-Kelly, Martocchio, and Frink 1994). It is
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thus realistic to consider goal-fulfillment behavior to be a characteristic
of groups as well as individuals.

Managers assign goals to groups and individuals, just as researchers on
goal seeking do to their experimental subjects. These goals are not neces-
sarily accepted and used as the actual goal of the individual, however, and
will fail to affect the behavior when they are rejected (Earley 1986; Erez,
Earley, and Hulin 1985; Podsakoff, MacKenzie, and Ahearne 1997).
Individuals adjust the goals that they are given by making some com-
promise between assigned goals and the available information on what
goals are realistic (Locke et al. 1984; Martin and Manning 1995; Meyer
and Gellatly 1988). Information sources used to adjust the goal include
the individual’s past performance and the performance of others on the
same task (Bandura and Jourden 1991; Locke, Latham, and Erez 1988;
Martin and Manning 1995; Vance and Colella 1990). Thus, individuals
who are adjusting a goal assigned by a manager use the same mecha-
nisms that decision makers use to generate aspiration levels according to
the behavioral theory of the firm.

In organizations, the effects of individual behaviors on group goal ful-
fillment are often difficult to judge. If everyone in a group does the same
task, a group goal is easy to divide into individual goals. Organizations
divide labor by creating specialized and differentiated tasks, however,
complicating the translation between individual and group goals. When
sub-goals interact to form the total goal, goal fulfillment requires complex
tasks of coordination (Simon 1957). This complicates the goal-fulfillment
process and increases the time required before the goals affect the total
group performance (Wood and Bandura 1989). Many field studies of
goal-seeking behavior have recognized this limitation, as it is mainly tasks
with modest interdependence among workers that have been targeted
for improvement through goal setting. Still, complex interdependence of
tasks does not preclude group goals from improving performance (Locke
and Latham 1990).

At higher levels of management, conflicts among multiple goals and
determination of behaviors in ambiguous situations are likely to be the
order of the day (Badaracco 1988; Pfeffer and Salancik 1978; Selznick
1957), so the theory should take the existence of a unitary goal and knowl-
edge of how to fulfill the goal to be problematic. Goal-setting research
has examined this issue indirectly through observation of how workers
adjust goals given to them by managers, but has not made goal conflict a
major research issue.

These differences between the situations studied in goal-setting re-
search and the decision-making tasks facing managers caution against
overly direct transfer of its conclusions to managerial work, but it is still
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clear that goal-setting research has provided important support and ex-
tension of the behavioral theory of the firm. The ideas of satisficing and of
search in response to low performance have been amply confirmed both
for individuals and groups. They have been observed in a wide range of
behaviors, including complex problem-solving behaviors that closely re-
semble managerial decision making. The research includes experimental
studies that clearly demonstrate causal relations and field studies showing
them to hold in real organizations. The main piece missing from the puz-
zle is how goals affect behavior when one course of action is more risky
than the other, as is often the case when managers choose between strate-
gic change and persistence with the current strategy. Most goal-setting
research concerns situations where risk differences between alternatives
are not a salient part of the problem, and thus cannot directly answer
this question. Fortunately, a separate research tradition on risk taking
has addressed it.

Risk taking and goals

A core managerial task is to make decisions when the alternatives have
uncertain consequences. The consequences of different alternatives may
be uncertain by nature, by insufficient information, or by insufficient un-
derstanding of the relation between cause and consequence. For example,
a managerial task involving consequences that are uncertain by nature is
the resource allocation by a farmer. The productivity of a land plot will
differ depending on the crop the farmer decides to sow and the weather,
but the weather is unpredictable. A managerial task involving insufficient
information is product-design decisions such as features or appearance.
There are good methods for measuring consumer preferences for dif-
ferent designs, but cost considerations often preclude collection of the
necessary data. Insufficient understanding of the relation between cause
and consequences occurs in many decisions involving the reactions of
other actors with conflicting interests, such as when entering the markets
of other firms.2 The profitability depends on how the focal firm’s entry
affects the incumbents’ behavior, but this cause-effect relation is not well
understood by the entrant (and may not even be known in advance by
the incumbents).

2 An alternative analysis of organizational uncertainty uses the categories environmental
state, organizational uncertainty, and decision response uncertainty (Christensen and
Bower 1996; Milliken 1987). The last of these is the same as cause-effect uncertainty; the
two former collapse uncertainty by nature or insufficient information and subdivide them
depending on whether the uncertainty regards events in the environment or the effect of
such events on the organization. This division has had some empirical application (Miller
and Shamsie 1999).
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Researchers distinguish between risk, which is uncertainty that can be
quantified as probabilities, and uncertainty, where such quantification
is not possible.3 There is some indication that individuals view uncer-
tainty and risk differently and are more averse to uncertainty than to risk
(Camerer and Weber 1992; Ellsberg 1961), but most research has empha-
sized how individuals make decisions when the probabilities are known.
Some work has suggested that risk and uncertainty are processed similarly
by individuals except for the greater aversion to uncertainty (Hogarth and
Einhorn 1990). Choosing among risky alternatives involves issues of risk
perception, or how individuals understand risk, and of risk attitudes, or
how individuals value risk (Mellers, Scwartz, and Cooke 1999). Since risk
is an essential component of managerial work, research on risky choice
is important for understanding how managers make decisions.

The leading behavioral model of risk taking is prospect theory
(Kahneman and Tversky 1979). According to prospect theory, individ-
uals evaluate possible future outcomes differently depending on whether
they are above or below a reference point, which is usually taken to be the
status quo. Thus, the consequences of a given alternative (a prospect in
this terminology) are discounted according to how likely they are, as in
rational models of choice under uncertainty, but they are evaluated differ-
ently depending on whether they involve gains or losses. The additional
value of an extra unit of gain decreases as gains increase, as in the usual
model of rational risk aversion, but the additional value of an extra unit
of loss also decreases as losses increase, contrary to risk aversion. This
leads decision makers to avoid risk in the domain of gains and seek risk in
the domain of losses. Various inconsistencies in decision making follow
from this, since problems can be divided into sub-problems or presented
so that the reference point is shifted, with different decisions resulting
depending on how the same problem is presented to the decision maker.

Such inconsistent choices have been demonstrated by asking subjects
questions that are substantively the same but differ in being phrased as
gains or losses, and observing that the risky choice was much more preva-
lent among subjects who saw the loss phrasing than the gain phrasing
(Kahneman and Tversky 1979; Schoemaker 1990). This apparent re-
versal of preferences has been extensively studied, and later work has
supported the risk aversion for gains, but revealed that subjects choos-
ing among losing prospects show clear signs of conflict and inconsistent
choices, which are sometimes risk averse and sometimes risk seeking

3 The terminology is not completely standardized. Some use ambiguity to refer to uncer-
tainty that cannot be quantified, but others reserve ambiguity for situations in which the
criteria for making decisions are not clear.
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(Schneider 1992; Schneider and Lopes 1986). The inconsistency does
not seem to be a result of failing to understand the questions, as individ-
uals are capable of distinguishing the loss and gain potential of complex
gambles and reason through their choices (Lopes 1987). Rather, acting
like satisficing decision makers, individuals view the reference point as a
goal that ought to be achieved, but they also consider other risks such as
that of disastrous losses (March and Shapira 1992).

One indication that the satisficing interpretation of observed risk-taking
behaviors is correct is to note that satisficing requires knowledge of the
goal and the means-ends relations for meeting it. This suggests that
the reversal of preferences should be strongest when both the goal and
the probability of reaching it are clearly understood by the decision mak-
ers, and should be weaker when they are ambiguous. Consistent with
this, a meta-analysis of several studies has shown that the reversal of
risk preferences is strongest when the decision maker chooses between a
risky alternative and an alternative with a certain outcome (Kuehberger
1998). The analysis showed that the reversal is weaker when the goal or
the probabilities are not specified clearly, or when complex probability
assessments are required to understand which action will be most likely to
meet the goal. Presenting information in formats that encourage a focus
on either long-term or short-term goals also affects the decision, as a focus
on long-term goals can shift the outcomes or the goal so that individuals
accept risks even for gains (Benartzi and Thaler 1999).

Individuals also differ in risk-taking propensity (Atkinson 1983;
McClelland 1961). Although individuals readily adjust risk taking by
contextual factors (MacCrimmon and Wehrung 1986), it is still possible
to identify different levels of risk taking in individuals (Schneider and
Lopes 1986). These interpersonal differences make the relation from the
risk inherent in the problem to the decision harder to predict without
knowledge of the individual risk propensity. Change in preferences for
gains and losses holds for risk seekers and risk avoiders alike (Schneider
and Lopes 1986), however, so risk preferences have both interpersonal
differences and contextual variation. This has led to the proposition that
decision makers choose between uncertain prospects based on goals of
either achieving security (risk avoiders) or high potential (risk seekers)
and an aspiration level for how much security or potential they want in a
given situation (Lopes 1987).

What is the origin of individual risk preferences? They can be viewed
as results of shared and stable human traits that may have genetic origin,
as results of learning from one’s own experience, or as a result of social-
ization into a set of cultural beliefs. These explanations explain different
parts of the behavior. Researchers struck by the interpersonal consistency
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of choices in the same situation favor explanations rooted in stable traits
regarding how humans perceive the world or value outcomes (Kahneman
and Tversky 1979). Researchers noting the effectiveness of learning ex-
planations for a wide range of human behaviors favor explanations based
on learning from direct experience with risky decisions (March 1996).
Researchers finding cross-national differences in risk taking have come to
favor cultural explanations (Weber, Hsee, and Sokolowska 1998). We do
not know enough to choose among these explanations, and, as they are
not mutually exclusive, it is important to be aware that risk taking may
differ across individuals based on inheritance, socialization, or direct ex-
perience with the consequences of taking risk.

The difference in risk behavior depending on whether potential out-
comes are above or below the reference point of the decision maker is an
extremely important finding. It extends the effect of goals from situations
involving choices with relatively certain performance implications to situ-
ations involving choices among alternatives with stochastic rewards. This
fills a gap left by goal-setting theory, which does not consider risk. Since
performance below a goal spurs problem-solving activities, as goal-setting
theory shows, and increases risk tolerance, as risk theory shows, it is clear
that major organizational changes are more likely when the organization
has performance below the aspiration level. Thus, the behavioral theory
of the firm links up with these theories to form an explanation of how
performance affects strategic change in organizations. What remains to
cover is one research tradition that directly deals with decisions to change
organizations and one research tradition that studies how goals are made.

Before doing so, it is perhaps worthwhile to comment on one prac-
tical implication of risk-taking theory that the alert reader may already
have noted. While decision makers seem capable of making sophisticated
probability judgments, the sensitivity of risk preferences to a reference
point makes the resulting decisions vulnerable to manipulation. A shrewd
assistant to a CEO could in principle influence decisions by taking risk-
theoretic principles into account when preparing decision-support ma-
terials. Since prospect theory has been widely taught in business schools
in the last decade or so, such manipulation has probably been attempted
already.

Escalation of commitment

A series of experiments related to risk theory have looked at how de-
cision makers react to receiving negative performance feedback on an
earlier decision (Staw 1976; Staw 1981; Staw and Ross 1987). The exper-
iments were done by letting the subject choose to allocate organizational
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resources to one of two alternative activities, informing the subject that
the choice turned out badly, and then asking for a new resource allocation.
This small manipulation is enough to stress the subjects, and tends to re-
sult in decisions to commit more resources to the activity that caused the
loss, in effect escalating their commitment to a decision that appears to
be faulty. These findings are closely related to the risk-taking literature
because the alternatives usually are to increase investment in an activity
that has caused losses but has a chance of giving future revenues (a risky
prospect) or not to invest, which gives no more gain or loss (a prospect
with no risk). Escalating the commitment after negative feedback thus has
been interpreted as risk seeking in a situation framed as a loss (Bazerman
1984; Northcraft and Neale 1986; Whyte 1986).

Viewed as a risk-seeking behavior, the choice between a certain loss
and a chance of recovery is a situation that encourages escalation more
strongly than a choice of different risky options, as a choice of risky op-
tions might include one that would allow recovery of the loss with lower
risk for further losses than reinvesting in the project that caused losses.
Consistent with this suggestion, individuals seem to avoid escalation if
an alternative with lower risk level is present, showing that the risk level
of different alternatives is more important for choices than whether a
given alternative has been chosen earlier and given negative feedback
(Schaubroeck and Davis 1994). This effect hinges on the potential for
the low-risk prospect to recover the past losses, however, since a low-risk
prospect that cannot give high enough rewards to provide a net gain is
nearly as unattractive as a sure loss (Thaler and Johnson 1990). In an-
other parallel with risk theory, individuals seem to have a dual focus on
both the potential to recover losses and security against disastrous losses.
Individuals in escalation situations stop investing when their losses reach
a sum close to the potential win (Heath 1995), which indicates that they
set a limit of maximally acceptable losses similar to the security motive
in risk taking.

A purely risk-theoretic interpretation of escalation processes is not pos-
sible, however, as findings show that other mechanisms also contribute
to escalation of commitment (Staw and Ross 1987). Consistent with a
cognitive dissonance explanation, individual feeling of responsibility for
the decision and need to justify past behavior result in a stronger escala-
tion tendency (Bazerman, Giuliano, and Appelman 1984; Staw and Ross
1987; Whyte 1993). High self-efficacy also strengthens escalation pro-
cesses, presumably because individuals confuse efficacy in skill-related
tasks with control over chance outcomes (Whyte, Saks, and Hook 1997).
High self-esteem has a similar effect (Sandelands, Brockner, and Glynn
1988). Reinforcement processes also contribute, as seen in the greater
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escalation tendency when the investment occasionally gives some rewards
(Hantula and Crowell 1994). Just like occasional prizes make gamblers
less sensitive to the accumulating losses, small rewards along the way can
deepen managerial commitment to an investment that yields an overall
loss.

Escalation of commitment leads to a “sunk cost” effect where managers
overuse expensive assets that perform below expectations. An especially
clear demonstration was given in research showing that players with a high
position in the NBA draft order4 get more playing time, even after control-
ling for their performance (Staw and Hoang 1995). The coaches commit
to past draft choices so much that they ignore the safer option of letting
the actual performance determine playing time. The strength of this effect
has been disputed, but not its existence (Camerer and Weber 1999). Esca-
lating commitment and sunk costs can bias decision makers towards con-
tinuing current activities rather than replacing them with new ones. This
generally leads to risk aversion in organizational decision making since
new activities tend to have more risk than current ones, but reversals can
occur when the current activity is risky (Schaubroeck and Davis 1994).

Overall the escalation literature is consistent with the risk-taking lit-
erature, and can be seen as complementary since it covers a couple of
weak spots in risk-taking research. The strong emphasis on managerial
decision-making tasks gives the experiments a very realistic flavor, and
the demonstration of sunk-cost effects in real organizational decisions
further demonstrates its applicability to managerial work. It thus takes
risk-theoretic considerations a step closer to the problem of organizational
change. It also shares a limitation with risk-taking research. It tends to
assume a status quo (zero profits) aspiration level where commitment or
risk-taking processes start when the decision maker has faced a loss. This
is clearly one possible aspiration level, but it seems fair to ask whether
managers really would be content with not losing. One mechanism for
making aspiration levels higher than the status quo is given by the next
literature, which treats goals as resulting from comparison among actors.

Social comparison

While risk and escalation research is about how people make choices
under uncertainty about future outcomes, the literature on social
comparison processes is about how people handle uncertainty in the
evaluation of current outcomes. According to social comparison theory,

4 In the NBA (National Basketball Association), new players are picked sequentially by
teams according to an order determined by a lottery. Because a team that picks a player
early (high in the draft order) has signaled that the player is valuable to it, such players have
considerable negotiating power and get higher pay than players lower in the draft order.
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individuals have a need to evaluate their own opinions and capabilities.
They do so by comparing themselves against objective standards when-
ever possible, and by comparing themselves with others when objective
standards are unavailable (Festinger 1954). They choose similar others as
referents in order to make accurate comparisons, but also seek to improve
themselves so that they exceed the standard, thus competing with their
peers. Clearly, social comparison theory specifies one way for individuals
to set aspiration levels.

Social comparison theory has been extensively tested and to some ex-
tent revised by unexpected findings (Kruglanski and Mayseless 1990;
Wood 1989). Individuals do indeed use social comparison to interpret
their own performance, and show responsiveness to the degree of uncer-
tainty by choosing different performance targets depending on their prior
knowledge. When they know little about the performance variable under
evaluation, they look for information on its range by comparing with the
most dissimilar others, but they prefer comparison with similar others
for familiar variables (Wheeler et al. 1969). The selection of referents
also uses social similarity, as individuals prefer to compare themselves
with others who are similar on attributes such as gender, appearance,
and group affiliation (Miller 1982; Wheeler and Koestner 1984). While
the original theory specified that attributes that predict task performance
would be preferred, social similarity on attributes unrelated to task per-
formance also affects social comparison (Tesser 1986). Individuals are
particularly likely to use distinctive attributes that define a small refer-
ence group (Miller, Turnbull, and McFarland 1988).

These findings have been interpreted as suggesting that people prefer to
compare themselves with others who are most relevant to their identity,
but could also reflect use of cognitive shortcuts to bring the number
of referents down to a manageable number by applying a simple but
possibly arbitrary relevance rule. It is difficult to distinguish between
these explanations. Identity may be involved when students compare their
math scores with others of similar race or physical attractiveness despite
knowing that these characteristics are irrelevant, but we need to know the
intensity of this preference before concluding that this is so. Individuals
who are indifferent between different social referents and merely wish to
make a small comparison set might apply a frequently used (but irrelevant
in this situation) comparison characteristic as a tie-breaking rule.

Social comparison processes are directed by the goals of the individual,
and these goals are not limited to accurate assessment of one’s own abil-
ity. Individuals use social comparison to pursue goals of self-assessment,
self-improvement, and self-enhancement (Wood 1989). Only the first of
these goals consistently leads to comparison with the most similar others.
Self-improvement leads to comparison with similar but slightly better
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performers, and self-enhancement leads to comparison with similar but
lower performers (Wood 1989). Self-enhancement can also be achieved
by distorting information about the performance of others, such as by
inaccurately judging that many others show the same undesirable behav-
ior as oneself, but few others show the same desirable behavior as oneself
(Goethals 1986). Another form of self-enhancement through distortion
involves comparison with higher performers, who are then inaccurately
judged to have approximately the same performance as oneself (Collins
1996).

Self-enhancement leads to selection of comparison targets and process-
ing of the information that are inconsistent with accuracy and improve-
ment goals, raising the question of when individuals are more likely to
pursue self-enhancement goals or self-evaluation or improvement goals.
The answer seems to be that this is guided by the self-relevance of the
given performance dimension to the individual: performance dimensions
that are important to the individual’s self image are most likely to yield
self-enhancing comparisons (Tesser 1986). A problematic implication is
that professional accomplishments have high self-relevance and thus are
likely to be inaccurately judged (Salovey and Rodin 1984). For top man-
agers, the performance of the organization they manage is clearly a form of
professional accomplishment, which could mean that they have difficulty
making an unbiased assessment of their organization’s performance.

The similarity judgments that underlie social comparison processes are
also subject to biases (Kruglanski and Mayseless 1990). The most im-
portant bias occurs when an individual seeks to compare a subject with
a referent other across multiple features. Multiple-feature comparison is
done by taking a subject, such as oneself or one’s own organization, as
the baseline and mapping all salient features of the subject onto the ref-
erent, reducing the judgment of similarity whenever a difference is found
(Tversky 1977). This procedure causes bias whenever the subject and
reference have different salient and unique references, as the two will be
viewed as less similar when the one with the most unique reference is cho-
sen as the referent. This is a bias because they obviously have the same
similarity regardless of the basis for comparison. As a result, comparison
with oneself as the subject will yield too high differences due to the greater
knowledge that individuals have about themselves than about others, and
comparisons that managers make of organizations will yield too high dif-
ferences due to the greater knowledge that managers have about their own
organization than about other organizations. This process could prevent
social comparisons from becoming influential by reducing the perceived
relevance of all potential referents. At the very least, it suggests that
closeness to the referent not only affects the informational basis for
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making social comparisons, but also the perceived relevance of the
comparison.

Sociologists have also been interested in social comparison processes,
and have noted that social networks make persons who have informal
contacts with a given individual easily available for social comparison
(Erickson 1988; Marsden and Friedkin 1993). This supports psychol-
ogists’ finding that individuals often let the situation determine the
comparison group (Wood 1989), and suggests that networks of social
interaction are an important situational determinant of social compari-
son (Hogg, Terry, and White 1995). Social comparison through networks
can also influence concrete organizational behaviors such as allocation of
resources and change of strategies (Galaskiewicz and Burt 1991; Kraatz
1998). For example, managers use comparison with others to decide
how much the organization should give to charity, causing organizations
in similar network positions to have similar charity giving (Galaskiewicz
and Burt 1991).

Individuals often use social comparison to crosscheck information re-
ceived from other sources. Researchers in the goal-seeking literature have
noted that workers do not necessarily accept goals given by a manager,
but will instead change them by using available information on what can
and should be achieved in a given situation (Earley 1986; Locke, Latham,
and Erez 1988). The performance of other workers is often used for this
purpose. Information about how well others do on the same task is an
important influence when workers set their goals, since it allows goals set
by social comparison to affect problem-solving behaviors (Martin and
Manning 1995; Meyer and Gellatly 1988).

There are even some hints that social comparison directly affects the
risk taking of decision makers. In a managerial decision-making simula-
tion, Bandura and Jourden (1991) found that subjects who received false
feedback that they were doing progressively worse than others started
doing multiple changes simultaneously, which is a more risky strategy
than changing one decision at a time or making no changes at all.5 The
strategy of changing one decision at a time was followed by subjects just
below their social aspiration level, and the strategy of making no changes
at all appeared to be more common among subjects just above their social
aspiration level, which is also consistent with a link from social compari-
son to risk taking. Doing worse than others may cause individuals to take
more risks.

5 The authors interpreted multiple changes at once as degraded decision-making quality,
since multiple changes at once makes it more difficult to learn from experience. This
interpretation is clearly correct, but it is also the case that a strategy of making multiple
changes takes higher risks than a strategy of one change at a time.
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A parallel theory to social comparison theory is temporal comparison
theory, which states that individuals interpret their performance through
comparison with their past performance outcomes (Albert 1977). This
theory has not been given nearly as much attention as social compari-
son theory, but is consistent with some experiments in economics that
are reviewed in the next section. Recently, researchers have started re-
examining temporal comparison theory, and have found that young peo-
ple make temporal comparisons as often as they make social comparisons
(Wilson and Ross 2000). This is in part because learning of new tasks
often leads to quick improvements but not high performance compared
with others, so temporal comparisons are more gratifying than social
comparisons for inexperienced individuals. Social comparisons are more
accurate, however, and are still preferred when the individual seeks to
make a precise assessment of the performance (Wilson and Ross 2000).
It is likely that joint examination of social and historical comparison pro-
cesses will become more important in future research.

The findings on social comparison among individuals are comple-
mented by research on social comparison among organizations, which
is treated in chapter 3. While the findings are much less specific in the
organizational version of this research, they do suggest that organizational
performance can be compared in similar ways as individual performance.
Thus, there is some confirmation of the suggestion that managers set aspi-
ration levels by observing the performance of other organizations (Cyert
and March 1963). This adds another piece to the theoretical puzzle on
how performance affects organizational change, leaving only a question
of levels of analysis. The behavioral theory of the firm made proposi-
tions at the organizational level of analysis, and performance feedback
theory likewise investigates how organizational performance affects orga-
nizational change. The confirming evidence from social psychology most
often concerns individual behaviors, which are at least two levels removed
from organizations. In between comes group behavior, which is impor-
tant in organizations since both search and decision making may be done
in groups. The full answer to this question will have to wait for chapter 4,
which reports research on how organizational performance affects orga-
nizational change, but a preliminary answer is provided by research on
group decision making.

Group decision making

An important feature of organizations is that decisions are often discussed
and made by groups rather than individuals. Even when managers make
decisions on their own, they are influenced by information and advice
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from other members of the organization. Often such information and
advice is aired in meetings of advisory groups, so individual decisions are
preceded by group discussion and influence processes. The prevalence
of groups in advisory or decision making roles in organizations means
that caution is needed when transferring results from the literature on
individual risk taking to organizational contexts, and suggests a need for
investigating how groups make decisions.

Research on how individual preferences aggregate to group decisions
has given a number of important findings that help our understanding of
how group decision making happens. The simplest case of groups of peo-
ple with similar aspiration levels leads to decisions similar to an average
of what the individual decisions would have been, but more extreme –
the so-called risky shift (Davis 1992). The explanation is that the dis-
cussion process brings out more supporting arguments than objections,
which shifts the group decision and the post-discussion individual pref-
erences. Hearing that others agree with one’s opinion but do not voice
one’s doubts will reinforce that opinion.

The problems start with the recognition that when organizational
change is considered as a response to performance feedback, the mem-
bers of the decision-making group may have different aspiration levels
(Kameda and Davis 1990; Tindale, Sheffey, and Scott 1993). Historical
aspiration levels differ because members’ individual histories are not
equal to the organization’s history, and their job experiences outside the
organization are likely to affect their aspiration levels. Social aspiration
levels differ because different functional backgrounds are likely to give dif-
ferent reference groups and possibly even different goal variables (Schurr
1987).

Differences in aspiration levels can lead to groups in which some mem-
bers are above their aspiration level and others are below it, and the result-
ing decision-making process has proven difficult to model. Simple and
fairly successful models include voting rules (Crott, Zuber, and Schermer
1986; Davis 1992; Kameda and Davis 1990), which means that extreme
opinions do not affect the decision, but shifts towards more risky al-
ternatives are also found (Isenberg 1986; Tindale, Sheffey, and Scott
1993; Whyte 1993). The shifts towards more risky alternatives is part
of a general process of opinion polarization in which greater exposure
to information supporting the majority opinion and pressures towards
conformity cause greater opinion shifts in group members far from the
original central opinion than in those near it, leading to a shift in the
central opinion of the group (Isenberg 1986; Myers and Lamm 1976). It
is different from the risky shift seen in groups with similar pre-discussion
preferences, but relies on the same processes.
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While group-decision research suggests that the aggregation of indi-
vidual preferences can be modeled as voting rules, possibly with a po-
larization effect, translating this to organizations is problematic because
of the differences between experimental settings and organizations. Ex-
periments generally use temporary groups with no a priori differences in
power or status characteristics that might lead to unequal influence in
the decision making. Members of organizational decision-making groups
often differ in general status characteristics, such as age, gender, and
education, and specific status characteristics, such as abilities or skills
relevant to the task. Differences in status create shared expectations that
some members of the group will perform better than others (Berger,
Rosenholtz, and Zelditch 1980). In discussions, the members that are
expected to perform better are deferred to, allowing them to dominate
the decision making (Ridgeway, Diekema, and Johnson 1995). Groups in
which members have unequal status may make decisions that are similar
to the decisions the highest-status members would have made individu-
ally, because they are allowed to set the aspiration level and determine
what alternatives are acceptable (Whyte and Levi 1994). Such processes
are clearly a possibility in organizational decision making, where differ-
ences in hierarchical position reflect real power differences and are con-
nected with general beliefs about competence and performance. As a
result, organizational decision making could follow rules somewhere be-
tween voting-style group-decision rules and domination by high-status
or powerful individuals.

The tension between group-based and individual-based explanations
of decisions is high in case studies of group-decision making, which is an
active field especially in political science. While it is common to note
the contribution of group heterogeneity in power as well as in pref-
erences, some explanations clearly emphasize the emergent properties
of the group. The best-known group level explanation is “groupthink”
(Esser and Lindoerfer 1989; Janis 1982; McCauley 1989), which posits
that groups have a tendency to seek consensus. Consensus seeking can
lead to restrictions on the collection of information that might contra-
dict the prevailing view and to dissenters failing to voice their opinion or
even changing it towards the majority view. While groupthink processes
have been shown to occur in some settings, recent work has argued for
a greater role of the preferences and decision-making style of the group
leader (Kramer 1998) and situational characteristics such as organiza-
tional routines for collecting information (Vertzberger 2000).

The organizational context of the decision-making group adds another
layer of complexity to the process, as organizational communication,
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timing, and participation in decision making greatly affects the deci-
sion (March and Olsen 1976; Ocasio 1995). It is difficult for organi-
zations to ensure that interested and knowledgeable participants will be
available for all its decision making, since so many decisions need to
be made and it is not always clear a priori which decisions are most
important. The result is fluid participation (Cohen, March, and Olsen
1972), with organizational members allocating varying amounts of time
to different decision domains depending on their preferences and time
constraint. Fluid participation makes the set of participants present at a
given decision-making occasion unpredictable. This adds variability to
the decision-making process, and can result in delayed decision mak-
ing and decisions made through matching a smaller set of problems and
solutions than full participation would give (Cohen, March, and Olsen
1972).

Fluid participation may cause organizational decisions to be more like
those of individuals by reducing the number of interested and knowl-
edgeable decision makers present to the point where others will defer to
the manager with the greatest interest in the decision. Who this manager
is will vary, so the end result is not necessarily predictable, but a notable
feature of fluid participation is its potential for creating organizational
inertia. Organizational changes often cause a few to suffer for the benefit
of the whole, such as when poorly functioning organizational units are
reorganized in order to raise overall competitiveness. Clearly members
of the unit targeted for change have intense preferences against change
proposals, and others may have only mild preferences in favor, leading
to inertia in organizations where participation in a given decision-making
situation is determined by the intensity of preference for or against the
alternatives under consideration.

Group decision-making work provides some confirmation that the
ideas of the social psychological literature and the behavioral theory of
the firm link up. There are mechanisms that can make a group aspiration
level behave like an individual aspiration level, and mechanisms that can
make a group decision behave like an aggregate of individual decisions
plus some process-induced variability. This work also adds the compli-
cation that members of decision-making groups may have differing goal
variables or aspiration levels. Some theoretical attention has already been
given to this problem in the literature on organizational responses to per-
formance feedback, and is described in section 3.1, when the creation of
aspiration levels is discussed. It is still an issue with little empirical work
on organizational behaviors, so it is high on the list of unsolved problems
in the literature.



36 Organizational Learning from Performance Feedback

2.3 Economics

Economics is built on the rational choice paradigm, which differs from
bounded rationality in having a maximization assumption. Rational actors
do not satisfice, and thus do not need goals to know whether to be content.
Because of this assumption, one does not expect much research relevant
to performance feedback theory in economics. Nevertheless, it can be
found. A small but growing literature on goal-seeking behavior is found
in the work on learning in experimental games. Game theory (Fudenberg
and Tirole 1991; Kreps 1990) uses assumptions on rationality to deduce
the optimal choice in situations where the benefits to each actor is a
function of their own choice and that of the others. Its theoretical branch
uses reasoning of the form “if I do x and my opponent does y, then
neither of us can do better by unilaterally changing our action” (i.e.,
a Nash equilibrium), which allows the analyst to find a set of actions
that form a unique equilibrium, no set of single actions that does so, or
many that do, depending on the nature of the game. The equilibria are
usually viewed as predictions of behavior in economic situations with the
same characteristics, but this view has been criticized by scholars who
view the form of reasoning leading to Nash equilibria as too remote from
actual human decision making (Radner 1996). Selten has argued that
aspiration level theory is a good foundation for making economic models
of boundedly rational decision making (Sauermann and Selten 1962;
Selten 1998a, 1998b)

A diverse set of experiments has been conducted to find out how de-
cisions are actually made in games and similar decision-making situa-
tions (Camerer and Ho 1999; Crawford 1995; Roth and Erev 1995;
Selten 1998b), and work has advanced enough that distinct approaches
have crystallized. The first distinction is whether the situation involves
strong conflicts of interest between the parties, as in bargaining over fixed
pies, or a stronger aspect of coordination, as in production where coor-
dinated efforts maximize productivity. Games often involve both conflict
and coordination, so this distinction is a matter of degree. The second
distinction is whether the decision making is modeled as pure reinforce-
ment learning, goal-directed learning, or optimization with learning of
opponent behavior. This level of strategic sophistication in the decision
making is important to game theorists because the lower levels lead to
behavior that can differ appreciably from the game-theoretic optimum
(Costa-Gomes, Crawford, and Broseta 2000; Crawford 1997; Roth and
Erev 1995). To students of performance feedback, the mid-level the-
ory of goal-directed learning is of special interest because it corresponds
to the use of aspiration levels to explain individual behavior in social
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psychology and organizational behavior in the behavioral theory of the
firm.

This literature has revealed considerable use of aspiration levels and
great flexibility in how individuals form aspiration levels. Some experi-
ments have shown effects of goals based on the player’s own experience
in much the same way as historical aspiration levels are formed in the be-
havioral theory of the firm (Crawford 1995, 1997; Ostmann 1992; Van
Huyck, Battalio, and Rankin 1997). The crucial feature of these experi-
ments is that the game was repeated, making past outcome information
available to the subjects. When past outcomes are not available to subjects
but other kinds of information are, subjects use a diverse set of alterna-
tive information sources to form aspiration levels. Social comparison or
assigned goals are used when available (Pingle and Day 1996), analysis
of the game payoff structure can be used (Costa-Gomes, Crawford, and
Broseta 2000), loss/gain framing effects suggest that zero can be used
as an aspiration level (Cachon and Camerer 2000), and general norms
of fairness are invoked in situations where they are seen as applicable
(Hennig-Schmidt 1999). A caution in interpreting this variability in goal
sources is that the experiments usually make only one source of goals
available (or at least most salient), so they show flexibility in using dif-
ferent kinds of goal-relevant information rather than variability in which
kind of information is preferred. Unlike the social comparison literature,
most of these experiments are not designed to show which information
is preferred. An interesting exception is that an experiment with both a
historical aspiration level and a loss frame showed that the prospect of a
loss affected choices so greatly that the effect of the historical aspiration
level disappeared (Cachon and Camerer 2000).

As in the psychological work on goal fulfillment, aspiration levels have
been shown to affect behaviors in a variety of situations. In bargaining
situations, groups of negotiators with high aspiration levels had higher
level of demands, longer duration of negotiations, and higher rate of fail-
ing to reach agreements (Hennig-Schmidt 1999). In coalition-formation
games, individuals with high aspiration levels were more active in seek-
ing to influence others and obtained higher payoffs (Ostmann 1992). In
repeated joint production situations with a reward for high group-level
(median or lowest) choice but disincentives to contribute more than the
group choice, the individual choices were controlled by historically up-
dated aspiration levels (Crawford 1995). All these experiments showed
that individuals used aspiration levels to determine their choices, as in
bounded rationality.

Some experiments introduce interesting methods for studying aspira-
tion levels. Hennig-Schmidt (1999) videotaped decision-making groups
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as they considered which offer to make in a bargaining situation, and
found that aspiration levels were spontaneously mentioned during the
discussions. This procedure verifies that individuals use aspiration levels
in their decision making even when they are not prompted (by researcher
instructions or other manipulations) to do so. It is still possible to inter-
pret the results as indicating that aspiration levels are needed to explain
suggested strategies but not to make them, but that explanation raises
the question of why aspiration levels rather than some other explana-
tion should be used. It seems more natural to suggest that the discussion
reflects the actual reasoning of the subjects.

Experimental economics seems to reinforce performance feedback the-
ory in three ways. First, the experiments show that many subjects pre-
fer performance feedback to analysis of the structure of the game, as
bounded rationality would predict. Second, the experiments reveal such
a wide range of sources of aspiration levels that they suggest that indi-
viduals need aspiration levels so much that they are prepared to cast a
wide net in their search for them. Finally, experiments in economics often
use cover stories that mimic managerial decisions such as negotiations or
production decisions, so they are another research tradition that seeks to
give results that easily transfer to real organizations. In the next chapter
I will integrate the theory and findings of these foundation pieces, and in
chapter four I will go through the evidence from organizational decision
making.



3 Model

A central idea of performance feedback theory is that decision makers
use an aspiration level to evaluate organizational performance along an
organizational goal dimension. An aspiration level has been defined as
“the level of future performance in a familiar task which an individual . . .
explicitly undertakes to reach” (Frank 1935), as a “reference point that
is psychologically neutral” (Kameda and Davis 1990: 56) or as “the
smallest outcome that would be deemed satisfactory by the decision
maker” (Schneider 1992: 1053). It is a result of a boundedly ratio-
nal decision maker trying to simplify evaluation by transforming a con-
tinuous measure of performance into a discrete measure of success or
failure (March 1988; March and Simon 1958). The aspiration level is
the borderline between perceived success and failure and the starting
point of doubt and conflict in decision making (Lopes 1987; Schneider
1992).

Aspiration levels are the center of the theory. Before the aspiration
level can take effect, some cognitive process must form it. Once the as-
piration level is set, comparisons with performance guide organizational
change processes. Here I develop the theory in the same order, starting
with how aspiration levels are made and continuing with how they affect
the organization. The origins of aspiration levels include learning from
the performance of oneself, learning from the performance of others, or
direct learning of the aspirations of others (Lewin et al. 1944). Aspira-
tion levels have both direct behavioral consequences such as risk-taking
or innovations and outcome consequences such as the performance
or survival that results from making appropriate changes. Behavioral
consequences will be discussed first, followed by a discussion of sim-
ulation studies on how aspiration-level learning contributes to organiza-
tional adaptation. Finally I discuss how organizational goal variables are
chosen.

39
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3.1 How aspirations are made

Natural aspiration levels

Though most of this book will treat the determination of aspiration levels
as problematic, we should first consider whether there are situations in
which decision makers naturally choose a given aspiration level. Choosing
an aspiration level would be easy if there were strong clues in the situation
as to what aspiration level is appropriate or if decision makers had been
taught to prefer certain aspiration levels to others. We would know that a
natural aspiration level were present if it were interpersonally consistent
and temporally stable, that is, if we could see different decision makers
choose the same aspiration level and stick to it over time. A variation
of this would be if the aspiration level tracked a piece of information
that varied over time but was available to all decision makers (the prime
lending rate, for example). A natural aspiration level is cognitively simpler
to process and requires less information than the socially constructed
aspiration levels that are treated later. We would expect a decision maker
who rations cognitive effort to choose a natural aspiration level whenever
possible, as would a decision maker who lacks the information to build
an adaptive aspiration level.

Are there natural aspiration levels in reality? Arguably, the status quo
is often a natural aspiration level. Many of the experiments on prospect
theory phrased potential outcomes as gains and losses relative to the
status quo (Kahneman and Tversky 1979), and this proved to be enough
to show adjustment of the risk level in the study population. Later work
has also shown that individuals naturally pay attention to the loss or gain
dimension when evaluating past or future outcomes (Schneider 1992;
Schurr 1987). Using the status quo as an aspiration level literally means
that the aspiration level is zero, that is, no gain or loss. Zero is certainly
cognitively simple to process, and the corresponding loss/gain frame is
familiar and capable of evoking strong reactions in decision makers.

Despite its simplicity, the status quo is often not a useful aspiration
level in organizational decision making. When decision makers look at
variables measuring profits, a positive value is normally expected, but the
question of how high this value should be is not easy to answer. This
leaves the decision makers with no natural aspiration level and a need
to form their own aspiration level. Fortunately, organizational decision
makers are better equipped to form aspiration levels than experimental
subjects. The experiments using the status quo as the aspiration level
typically concerned one-shot decision making or learning over the short
term, and the subjects were often unfamiliar with the types of problems
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presented. They lacked prior knowledge of the situation and had little op-
portunity to incorporate information received during the experiment. By
contrast, organizations face repeated decisions with a long time to learn,
and organizational decision makers either have some familiarity with the
decision or build it up in the course of learning their job. Managers al-
most cannot help receiving information that gives opportunities to build
adaptive aspiration levels.

Certain types of education can create aspiration levels that seem natural
to the decision maker. For example, financial methods of evaluating risky
prospects typically rely on discounting budgeted expenses and income by
a discount rate set to reflect the perceived risk of these income streams.
This procedure has two noteworthy features. First, if the calculations
are done correctly, then the correct aspiration level for the result (the
net present value) is zero. All prospects above zero should be accepted,
and all prospects below should be rejected. This is an appealing decision
rule because it corresponds to a natural aspiration level of zero and the
corresponding coding of prospects with positive or negative net present
values as gain or loss prospects, respectively. It is not clear whether such
decision rules are fully accepted by managers (Shapira 1994), but they
would be one way of restoring zero as a natural aspiration level in man-
agement. Second, it will probably bother statisticians that risk is put into
the denominator (as the interest rate) instead of by calculating how the
enumerator (the income) varies. It is difficult to justify such a procedure
except by assuming that the person preparing the analysis is unable to
calculate the variance of the income or the person making the decision
is unable to interpret the variance. Thus this method is a compromise
between a desire for full rationality and recognition that the user of the
method is boundedly rational.

Cruder ways of creating an aspiration level of zero are sometimes found.
When decision makers look at variables measuring various forms of pro-
duction loss, a stated goal of zero is often used as a management device.
Zero defects, zero production line stoppages, zero radioactive leaks, and
zero postoperative deaths are slogans that may improve work performance
as predicted by goal-setting theory. It is less clear whether they are com-
pletely accepted as realistic, or even if they should be. The role of loss
situations in generating risky behaviors suggests that it could be problem-
atic to have aspiration levels that can never be exceeded in organizations
where safety requirements are present. We may conclude that natural as-
piration levels are most likely rare in organizations, so managers need to
make their own aspiration levels. It turns out that there are multiple ways
of doing so, with historical and social aspiration levels being the most
important.



42 Organizational Learning from Performance Feedback

Historical aspiration levels

An aspiration level is necessary to assign performance levels to the success
and failure categories favored by boundedly rational decision makers.
When a natural aspiration level is not available or meaningful, the decision
maker needs to generate an aspiration level from available information.
One way to generate an aspiration level is to use the experience of the
focal organization. The past performance is an indicator of how well the
organization can perform and can easily become a standard for how well
the organization should perform. Managerial aspiration levels are pushed
up by the norm of achieving the highest possible performance but held
back by uncertainty about what the highest possible performance is. The
past performance of the same organization can be used to resolve this
uncertainty, resulting in a historical aspiration level. Alternatively, the
current performance of other organizations can be used to resolve this
uncertainty, resulting in a social aspiration level.

A historical aspiration level can be formed by a rule that takes the
historical performance as its input and produces an aspiration level used
to evaluate the future performance. Before discussing what such a rule
might look like, we should note that an important feature of a historical
aspiration level is its modest information requirements. If managers view a
given goal variable as important enough to evaluate, which creates a need
for an aspiration level, they will also keep records of it and discuss it, and
they should be able to recall or look up its past values. The conditions
that produce a need for an aspiration level also produce the information
necessary to make a historical aspiration level.

Since a historical aspiration level relies on information generated inside
the organization, it is based on information with properties that are better
understood by the decision makers than external information would be.
An organization’s accounting system may not produce information that
its managers take as error-free and unbiased, but they are likely to have
a guess about the magnitude and direction of its errors and biases. The
manager may not even have a good guess of the properties of information
generated by the accounting system of other organizations. It follows that
a historical aspiration level would be most useful when external sources of
information are absent, unreliable, or deemed irrelevant. It should thus
be prevalent in organizations whose competitors are secretive or whose
business is too different from their competitors’ to allow easy comparison
of performance across organizations. It would also be used in organiza-
tions that are in fact similar to other organizations, but whose managers
erroneously judge to be unique.

Historical aspiration levels also have good forecasting properties.
Because they are based on the same organization’s performance, they
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incorporate information regarding relatively stable characteristics of the
organization such as its knowledge or resource base that are likely to de-
termine the performance in subsequent periods as well (Barney 1991;
Wernerfeldt 1984). Historical aspiration levels are less useful for fore-
casting effects of the environment on the organizational performance,
and they can produce misleading aspiration levels if the environment un-
dergoes change that lowers the relevance of past capabilities and strategies
for predicting future performance. Discontinuous environmental changes
(Tushman and Anderson 1986) reduce the usefulness of historical aspi-
ration levels.

Even more important, however, is that a good forecast is not necessarily
a good aspiration level. Suppose that an organization has few valuable
capabilities and, as a result, has had low performance for some time.
A historical aspiration level will be low, which is a good forecast of the
future performance if major changes are not made to the organization’s
set of capabilities or strategy. Precisely such an organization would seem
to need major changes, and would be better served by a high aspiration
level that clearly signaled a need to change. Which form of aspiration level
is more adaptive to the organization is discussed in detail in section 3.3,
but it is worthwhile noting already that exclusive reliance on a historical
aspiration level can cause managers to be content with long stretches of
performance below that of comparable organizations.

An easy rule for generating a historical aspiration level is by gradually
updating the most recent aspiration level when new performance mea-
sures become available. This rule can be formalized as an exponentially
weighted average model (Levinthal and March 1981) such as this:

Lt = ALt−1 + (1 − A)Pt−1 (3.1)

Here, L is the aspiration level, P is the performance measure, t is a time
subscript, and A gives the weight of the previous-level aspiration level
when making the new aspiration level. A is between zero and one. If A
is high, the decision maker is confident of the previous aspiration level
and thus puts a low weight on new information. Low A means that the
decision maker lacks confidence in the previous aspiration level and puts
a high weight on new information.

Note that by recursively inserting the previous-period aspiration level
and collecting terms, equation 3.1 can be expressed as a sum of all pre-
vious performance levels:

Lt = (1 − A)
∑

s=1,∞
As−1Pt−s (3.2)

This equation shows that the adjustment parameter A can be viewed as a
discount rate for evaluating the relevance of the past performance when
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setting aspiration levels, with a high A giving a greater weight to past
performance relative to the most recent. This functional form corre-
sponds to the Bayesian approach of updating an estimate of a stochastic
variable as new information becomes available (Crawford 1995), except
that Bayesian updating requires adjusting A upward as more information
is incorporated into L, while the behavioral studies reviewed here assume
that A is a constant. It also corresponds to a cognitive heuristic of anchor-
ing on the old aspiration level and adjustment by the new performance
information (Tversky and Kahneman 1974). This updating rule resem-
bles both a normative rule and a cognitive heuristic. It is too good to be
wrong, but we still have to test whether decision makers really follow it.

Experimental and field studies have provided evidence on historical
aspiration levels (Lant 1992; Lant and Montgomery 1987; Mezias and
Murphy 1998). In these studies, informants reported their expected per-
formance, received real or manipulated feedback on their actual per-
formance, and reported their expected performance again. This was
repeated over several periods, giving suitable data for estimating how
aspiration levels were updated. In the experiments (Lant 1992; Lant and
Montgomery 1987) the subjects were MBA or executive Master’s stu-
dents making decisions in a simulated market environment (the Markstrat
game), while the field study was based on unit sales goals in a large retail
bank (Mezias and Murphy 1998). The researchers estimated the follow-
ing updating rule:

Lt = �0 + �1Lt−1 + �2(Pt−1 − Lt−1) (3.3)

The first of these terms is a constant that allows for the possibility of
bias in the aspiration-level adjustment process, such as would result if the
decision makers were persistently optimistic or pessimistic despite receiv-
ing information that should help them make an unbiased aspiration level.
Such biases do not seem entirely logical, since, for example, a positive
intercept corresponding to persistent optimism would be added in each
period, causing the aspiration to spiral out of control. Nevertheless, find-
ings suggesting that optimism sometimes overrides logic (Einhorn and
Hogarth 1978; Langer 1975) make it worthwhile estimating whether a
bias is present. The two last terms are just a rearrangement of equation
3.1 that allows easy testing of whether the weights assigned to the previous
aspiration level and performance sum to one, as they should.

The experimental studies (Lant 1992; Lant and Montgomery 1987)
found that the intercept was positive, consistent with persistent optimism.
They also found the weights of the performance and past aspiration to
exceed one, which will also induce aspiration levels that are higher than
the data warrant. The difference from one could be viewed as minor
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(it was less than 10%), but when such a difference occurs in each period
the aspiration level quickly escalates. These results suggest that the simple
weighted average rule may overestimate the rationality of decision makers.
The field study found a nonsignificant intercept, however, and weights of
performance and past aspiration levels that barely exceeded one (Mezias
and Murphy 1998). Thus, the organizational decision makers appeared to
have a more sophisticated rule than the students, as one might expect from
their greater experience and perhaps also from the greater accountability
attached to their aspiration levels. Fulfillment of budgets usually enters
into evaluations of managerial performance, giving good reasons not to
report unreachable aspiration levels.

Social aspiration levels

An alternative rule for making aspiration levels is to use information on
other organizations that are viewed as comparable to the focal organi-
zation. Because it resembles social comparison processes in individuals,
this is called a social aspiration level. A decision maker forming a social
comparison level needs to choose a suitable reference group and observe
its performance. Managers appear to solve the first of these tasks easily.
When asked who their competitors are, managers will give a list of
other firms whose size and proximity make them important to their firm
(Gripsrud and Grønhaug 1985; Lant and Baum 1995). More detailed
questioning reveals that managers discern differences in organizational
structure and operations and use them to further differentiate the ref-
erence set of organizations, while retaining a preference for organiza-
tions that are easily observed (Clark and Montgomery 1999; Porac and
Thomas 1990; Porac, Thomas, and Baden-Fuller 1989; Porac et al. 1995;
Reger and Huff 1993). For managers, making reference groups of similar
organizations does not seem appreciably harder than making reference
groups of similar persons is for individuals (Wood 1989).

Collecting information on the performance of other organizations is
more difficult. The most informative performance measures concern de-
tails of organizational operations that are not reported externally, such as
productivity in specific plants or sales broken down by region or prod-
uct. Some of these performance measures are not even made available to
high-level decision makers in the focal organization, as accounting con-
ventions and delegation of responsibility have led to top managers receiv-
ing increasingly aggregated and summarized information (Johnson and
Kaplan 1987). This could cause top managers to fall back on measures
that are less informative but readily available when evaluating the organi-
zational performance. The traditional measures of profitability reported
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to stockholders (operating profits, return on assets, and the like) are
especially easy to obtain. Since their computation relies on a set of general
principles that are familiar to managers, they are likely to be viewed as
interpretable and comparable across similar organizations. These char-
acteristics could make them more influential than they perhaps deserve,
especially when considering that any single measure of the performance
of a firm loses its meaning when the firm has a variety of business activi-
ties (Kaplan and Norton 1996). Even standardized accounting measures
suffer from some comparability problems across organizations,1 however,
so one may wonder whether any measures of the performance of other
organizations is deemed sufficiently valid that managers will form a so-
cial aspiration level. As social comparison research has shown, individual
drive for external evaluation is so strong that a decision maker may decide
to ignore validity problems with the information at hand.

It is also likely that decision makers will pay attention to performance
measures that are collected and made public by some well-known and
trusted third party. Mass media generate and publish rankings on many
forms of organizational performance, since magazine and newspapers
readers have an interest in rankings in general, and in particular rank-
ings on a product or service they intend to buy. Such measures also have
reliability problems, which partly stem from the difficulties in finding ob-
jective criteria and collecting data on them, and partly stem from the low
incentives media have to produce accurate measures. Beyond the basic
requirement of face validity, it is not clear that improvements in method-
ology help the sales of magazines reporting firm or product rankings.
Nevertheless, such measures get attention and respect from consumers
accustomed to the product testing advocated by consumer watchdog or-
ganizations (Rao 1998), and there are clear signs that managers also view
them as important (Elsbach and Kramer 1996). Some of these rankings
use highly informative performance outcomes such as the measures of
defects in car models published by J. D. Powers.

When third-party measures are not available, organizations sometimes
collaborate to make social comparison possible. In the radio industry,
the market shares of other stations in the market are readily available to
managers through the market share reports issued by the Arbitron ratings
agency. These reports are costly, but viewed as essential to managing ra-
dio stations and are found on some bookshelf in nearly every radio station.
They are also issued electronically for quicker access and easier analysis.

1 This is not a reference to the Enron scandal, which broke after this passage was written.
Application of accounting principles varies among organizations even when deception is
not involved, so the measures are not completely comparable. Naturally, any hint that the
books may be cooked will only increase this concern.
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As if that were not enough, radio stations in some markets collaborate
to have an accounting firm collect reports of advertising sales in all com-
mercial radio stations and report back to each station their sales share to
market share ratio (called the “power ratio”). Radio stations do not have
to release sales figures since they are usually privately owned or sub-units
of larger corporations. Their managers view sales as highly confidential
information, but the ability to compare sales across stations is so impor-
tant that they have agreed to release them to a trusted third party who
computes the information they need to form their social aspiration level.
This may be a rare agreement, but it does suggest that managers are
willing to go to great lengths to make accurate social aspiration levels.2

Once performance measures of a set of referent organizations are avail-
able, they can be combined into a social aspiration level according to rule
such as this:

Lt =
∑

a�R

�Pat (3.4)

Here, R is the set of referent organizations and � is a set of weights giving
the importance of each member of the reference group in making the
social aspiration level (scaled to sum to one). This general form takes
into account that managers may recognize grades of relevance of other
organizations, just as individuals recognize grades of relevance of other
people. Although such differentiated reference groups seem realistic, they
are difficult to verify empirically. Just as theoretical statements have so far
concentrated on simpler rules of taking the unweighted average perfor-
mance of the members of the referent group (Levinthal and March 1981),
so has empirical work been content with defining a set of referents and
taking their unweighted average performance as the social aspiration level
(Fiegenbaum and Thomas 1988; Greve 1998b).

The validity of social aspiration levels for judging the organizational
performance springs mainly from their effectiveness in taking into ac-
count environmental influences common to all organizations in the com-
parison group. For organizations in turbulent environments, this feature
makes social aspiration levels more valuable than historical aspiration lev-
els, since rapid changes in the environment make the history of the focal
organization less diagnostic for judging its performance than the con-
temporary performance of comparable organizations. The weakness of a

2 Other examples of information release quickly come to mind, suggesting that radio sta-
tions are not unique in releasing information for the purpose of making social aspiration
levels. The MIT auto manufacturing study obtained access to cost information that one
would normally expect firms to keep secret, presumably because the firms were interested
in its goal of comparing cost levels across plants and firms (Womack, Jones, and Roos
1990).
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social comparison level is its inability to account for organizational het-
erogeneity in capabilities or niches. To some degree this problem can be
solved through careful definition of the referent group. Thus the ability of
managers to make fine-grained distinctions among organizations based
on organizational or market differences is useful, but biases in similarity
judgments and preferences for easily available information are not.

Direct measure of social aspiration levels has so far been done mainly
in the goal-setting literature, where the concept of group norm is used
to refer to the influence of the performance of others on individual goals
(Locke and Latham 1990). The naming suggests norm-setting reasons
for social influence, which is probably due to an early experiment showing
that subjects set goals that were greater than the performance of low-status
others, similar to the performance of similar-status others, and lower
than the performance of high-status others (Festinger 1942). Whether
social aspiration levels represent norms or just predictive information is
not clear, but the evidence suggests a clear effect of the performance of
others on the aspiration level of individuals (Garland 1983; Martin and
Manning 1995; Meyer and Gellatly 1988).

Interestingly, individuals use social information less as their experi-
ence with a given task increases (Weiss, Suchow, and Rakestraw 1999).
Normative reasoning would suggest that managers should not apply the
same learning rule to organizational performance, since the aspiration
level for organizational performance should reflect the organizational en-
vironment. This environment may change, making past experience ob-
solete and suggesting a continued need to use the performance of others
to evaluate one’s own performance. There are, however, suggestions that
experienced managers make less use of social information than inexpe-
rienced managers. Managers with high tenure are less likely to change
their organizational strategy in response to environmental changes than
managers with low tenure, suggesting less collection of environmental
information (Miller 1991). The preference for social versus historical
sources of aspiration levels may thus depend on the experience of the fo-
cal decision maker as well as the availability and validity of information.

Direct learning

Finally, aspirations can be learnt directly from others (Lewin et al. 1944).
Rather than organizations using the performance of others to make a per-
formance level for themselves, they may be able to get direct information
on the aspiration level of other organizations and use it to set their own.
Such a mechanism places much greater demands on information collec-
tion than the other two. Indeed, if aspiration levels are viewed as cognitive



Model 49

constructs that only exist inside a given decision maker’s head, it is not
possible for managers to be influenced by the aspiration levels of others.
Individual aspiration levels may be purely cognitive constructs, but or-
ganizational aspiration levels are not. Because organizations require joint
action and coordination, aspiration levels tend to become tangible figures
that are printed in internal documents such as budgets and sales quotas,
and that leak to the outside through press releases, reports to sharehold-
ers, stock analyst briefings, and interviews of managers. When General
Electric CEO Jack Welch decided that all GE business units needed to be
one of the top two firms in their industry, this intention was widely an-
nounced both within the company and to external audiences (Slater and
Welch 1993). Earnings estimates are regularly released by firms and the
stock analysts who follow them, and failure to meet earnings estimates
are problematic for managers. Infectious aspiration levels are thus not as
unrealistic as they seem at first glance, but they are at least as demand-
ing in terms of information collection and processing as social aspiration
levels, and are not necessarily more useful for the organization. We know
little about direct learning of aspiration levels, however.

Multiple sources

The original formulation of aspiration-level learning suggested that his-
torical and social aspiration levels were combined to form one aspiration
level (Cyert and March 1963), and this can be extended to give directly
learned aspiration levels a role. In such a model, the three sources of
learning the aspiration levels are given weights that reflect their relative
importance to the decision maker, giving a formula like this:

Lt = (1 − �h − �s − �d)Lt−1 + �hPt−1 + �sLst + �dLdt (3.5)

Here, Lt is the aspiration level in time t, as before, and Lst and Ldt are
the social and direct-learning aspiration levels, respectively. The formula
makes the new aspiration a weighted sum of the past aspiration level,
most recent performance, and social and direct-learning aspiration levels.
It assumes that the decision maker incorporates all available information,
but is not restrictive about how this combination is done. Since each �
can be small, it is possible for a decision maker to show little evidence
of influence from one of the sources. A small �d would imply that direct
learning had little effect, for example, which could occur because such
information was not available, or was not used because the organization’s
own experience or social referents provided more salient information.

A second proposal is that multiple aspiration levels are active simulta-
neously and jointly affect the behavior (Greve 1998b). In that case, the
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performance relative to each aspiration level enters as an independent
factor in determining whether the organization changes in the same way
as effects of different variables jointly influence a response variable in a re-
gression framework. This relation is a little harder to justify behaviorally,
since it is difficult to imagine decision makers simultaneously comparing
a performance variable relative to two different aspiration levels. It is a
little easier to justify cognitively, since it does not involve the step of in-
tegrating information from different sources that the weighted formula
does. If changes are determined by multiple managers, this proposal is
easy to justify both cognitively and behaviorally since each manager may
focus on a different aspiration level.

A third proposal is that the decision maker shift attention among differ-
ent aspiration levels depending on the performance (March and Shapira
1992). This theory was originally developed to suggest that decision mak-
ers are influenced either by an aspiration level point or by a survival point
(an asset level that would lead to bankruptcy). Attention could then switch
between these points according to some rule, such as a stochastic rule or
one that is guided by the importance of each goal. Because survival is an
overriding goal, it is natural to suggest that managers will pay attention
to the survival goal first, and then switch attention to the aspiration level
if the prospects for organizational survival are not in danger (March and
Shapira 1992). The finding that declining organizations pay attention to
asset growth (Wiseman and Bromiley 1996) supports this theory. An-
other suggestion is that aspiration levels become salient when they are
proximate to the current performance. An organization near the mean
performance of its competitors might pay attention to the social aspira-
tion level, while an organization close to failure would pay attention to
the survival point. Thus, different aspiration levels of performance can
be maintained and paid attention to depending on importance or prox-
imity. This is a cognitively simple and behaviorally realistic rule; after all
it is easy to imagine a manager complaining that sales fell last year being
told that all is well because the sales are still higher than those of the
competitors.

The combining rule and joint consideration rule are behaviorally sim-
ilar to each other and to a simple rule of randomly switching between
aspiration levels. Suppose an organization switches between two aspira-
tion levels and has a probability � of paying attention to the first of these
aspiration levels at any period of time and an identical response to each
rule. This behavior is equivalent to a combining rule with weights � and
1 − � assigned to the aspiration levels. It is also the same as a joint consid-
eration rule where the ratio of the estimated effects of the two aspiration
levels is �/(1 − �). The main difference between the combining rule
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and the two others is that the combining rule disallows different response
patterns to different goals, so it would require that the response curves
(see figure 3.2) be identical.

The joint consideration rule and the switching rule are behaviorally
identical as long as the switching rule is random, but random switch-
ing is not the most interesting form of behavior. Rather, switching rules
are interesting because they allow the decision maker to choose between
aspiration levels when the organization performs above one aspiration
level but below another. Nonrandom switching rules can be influenced
by the level of the performance or the characteristics of the performance
measure. Among the levels-based switching rules, two are of special inter-
est (Greve 1998b). A “fire alarm” rule shifts attention to the aspiration
level above the current performance, just as people pay attention to a
ringing fire alarm but not a silent one, making change responsive to the
most exacting standard. A self-enhancing rule shifts attention to the as-
piration level below the current performance, making change responsive
to the least demanding standard. These rules have been investigated in
one study without clear evidence for levels-based switching rules (Greve
1998b).

An interesting family of measure-based switching rules involves deci-
sion makers paying attention to aspiration levels in descending order of
importance, with the aspiration level indicating a problem getting more
attention. A sequence of checking for survival risk before worrying about
the social or historical aspiration level would be one example of such a
rule (March and Shapira 1992). A second would be for firms that are
viewed as comparable by stock analysts to attend to the social aspiration
level first, since it is a bellwether for difficulties with investors, and then
attending to the historical aspiration level. A third would be to attend
to goal variables with legal implications (pollution, hazardous products)
before profit variables. Such ranked rules are called lexicographic rules
because they correspond to how we sort words. They mimic the behavior
of a manager who makes a ranked priority list of goals and then goes
down the list checking each goal until finding one that has not been ful-
filled. Lexicographic rules are cognitively simple and behaviorally easy to
justify, but are difficult to analyze statistically because it is hard to tell
which rule will be in operation at any given time. They do not seem to
have been investigated empirically.

Bias

The historical, social, and direct aspiration-level updating rules all as-
sume that the decision maker makes an unbiased estimate based on the
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available information. The information may be biased, such as when in-
formation is more readily available for high-performing organizations,
but the processing of it is not. Switching updating rules according to
their rank is an example of an updating rule where the decision maker
processes information in a way that gives a bias, which is either upward
for the “fire alarm” rule or downward for the self-enhancing rule. This
is not the only way of biasing the aspiration level, however. Bias could
also be introduced by selecting social comparison targets according to
their performance relative to the focal organization; by interpreting the
information of one’s own performance differently according to how high
it is; and by distorting the received information.

Choosing a reference group of other organizations is a task that involves
judgment of the similarity of the businesses. Organizations that are more
similar to the focal organization will be seen as more diagnostic of the
performance it can achieve and thus more important for social compari-
son. If the research on social comparison among individuals is any guide,
the reference group may also be sensitive to how the performance of
the focal organization ranks relative to others. Both self-assessment and
self-improvement goals may lead managers to compare their organiza-
tion to other organizations with similar performance, but in the case of
self improvement organizations with slightly higher performance will be
preferred. Selecting organizations with similar performance as the focal
organization will tend to make a social updating rule similar to a his-
torical updating rule, since organizations with performance very unlike
that of the focal organizations will be removed from the comparison set.
Selecting organizations with similar but slightly higher performance will
add a positive bias to the updating rule, driving the aspiration level up-
wards. The opposite effect will result from a self-enhancement goal, which
would lead managers to compare with organizations that have lower per-
formance (perhaps even much lower performance) and thus drive the
aspiration level downwards. Self-enhancing rules are likely to be used
by managers who are seeking to avoid termination, that is, by managers
who are responsible for goal variables that currently show very low per-
formance.

When using a historical updating rule, the decision maker is sensitive
to the timing of the performance, with more recent performance being
viewed as more relevant. This does not give any bias, but the decision
maker may also be sensitive to the level of performance in earlier peri-
ods. A rule of giving greater weight to either high performance or low
performance will bias the aspiration level. Some intriguing evidence of
levels-based bias comes from the interpretations of performance given
in the annual reports of corporations. Managers appear to view high
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performance as more conclusive evidence of the organization’s capabil-
ities than low performance, as the explanations given for high perfor-
mance are usually internally oriented, while the explanations given for
low performance concern external and temporary conditions (Meindl
and Ehrlich 1987; Salancik and Meindl 1984). Such public statements
could be face-saving behaviors that do not necessarily reflect the assess-
ment of the managers (Elsbach and Kramer 1996), but it is a little too easy
to dismiss them entirely. If managers really take the level of performance
into account when updating aspiration levels, the greater weight attached
to high performance drives the aspiration level upwards. By itself, this
would lead to more frequent performance below the aspiration level, but
since the same discounting of low performance also occurs when evaluat-
ing the current period’s performance, such apparent failures to reach the
aspiration level may not be believed. This will make the organizational
behavior insensitive to the level of performance, since the performance is
only thought to be accurate when it is high.

Finally, the information received may be processed in ways that lead
to systematically higher or lower aspiration levels than the averaging im-
plicit in the historical or social updating rules specified above. Most often,
theoretical and empirical treatments use an upward striving rule that
adds a constant to the aspiration rule (Lant 1992) or multiply it with
an inflation factor greater than one (Bromiley 1991). Such biased up-
dating may result from mechanisms such as drive for self-improvement
(Festinger 1954), or they may just be a simple way of incorporating more
complex behaviors such as the biased selection of referents or selective
interpretation of own behavior discussed above. It is not clear that up-
ward striving rules are correct, however, or whether self-enhancing rules
should be used instead.

3.2 How aspirations affect behavior

Search

Search is a central concept in the behavioral theory of the firm. It includes
activities such as production workers varying their work procedures to
look for more effective ways of working or simply to relieve boredom,
engineers going to conferences to pick up news about technologies, mar-
keting staff conducting focus groups to learn about consumer preferences,
purchasing departments collecting bids and specifications for new equip-
ment, and managers discussing alternative strategies. Search is not the
same as organizational change, since none of the above activities necessar-
ily implies any permanent change of activities. They all give potential to
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change, however, by generating alternatives to the current set of activities.
If such alternative activities are promoted as solutions to organizational
problems in an appropriate decision-making situation, permanent orga-
nizational change may result. It is for this reason that search is thought
to be a precursor of change.

Search is an everyday phenomenon in organizations, and there are
multiple processes driving it (March 1981). They are slack search, in-
stitutionalized search, and problemistic search. Slack search results from
extra time and resources that are used for experimentation. Engineers
in a product development department often appropriate time for their
own projects in addition to the projects they are being told to work on,
and some managers let them do so since such “finagling” can lead to
important discoveries (Jelinek and Schoonhoven 1990). Other managers
may seek to eliminate such own time, but simply be unable to monitor
the engineers. Production workers with available time also make exper-
iments. It was probably free time that allowed a pizza franchise worker
to find a new way to stack the empty delivery boxes that made transfer
of finished pizzas easier, thereby reducing strain and the rate of dropping
pizzas on the floor (Darr, Argote, and Epple 1995). Slack search is usually
not deliberately managed, but organizational mechanisms such as qual-
ity circles are used to encourage development and transfer of new work
procedures in factories. These mechanisms increase the impact of slack
search on organizational routines. Conversely, slack search responds to
the availability of resources such as free time and depends on workers
who are motivated to improve the organizational procedures, and thus
it can be reduced by “lean organization” practices such as staff cuts and
contingent employment (Pfeffer 1994).

Institutionalized search is done by organizational units devoted to search
activities, such as Research and Development, Market Research, and
Strategic Planning. It is sometimes conducted throughout the organiza-
tion as a part of periodical planning and budgeting cycles. Unlike slack
search, institutionalized search is a planned result of the organizational
structure and resource allocation. Although deliberately managed, the
rate of institutionalized search is not easy to adjust in the short run since
these organizational units are small and devote most of their time to
search activities to begin with. Increasing institutionalized search nor-
mally requires hiring additional workers in these organizational units,
which delays the response to managerial directives. Like slack search, in-
stitutionalized search can be viewed as a background process that does
not respond to performance feedback in the short run.

Problemistic search occurs as a response to an organizational problem.
It is the most important form of search for the theory of performance
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feedback, since it is governed by performance relative to aspirations.
Problemistic search is the middle step of a sequential process of com-
paring the performance with an aspiration level, initiating search if the
performance is low relative to the aspiration level, and making changes
if an acceptable solution can be found (Cyert and March 1963). Prob-
lemistic search seeks to mend performance shortfalls, so unlike slack
and institutionalized search it is a goal-oriented behavior. It is increased
when the organization performs below the aspiration level and decreased
when the organization performs above the aspiration level. The intensity
of problemistic search is highly variable since it is governed by perfor-
mance feedback and conducted by changing the activities of the regular
organization from regular production to search.

Ad hoc research initiatives, task forces, and staff brainstorming sessions
are examples of organizational behaviors that constitute problemistic
search. Managers initiate these activities by diverting resources from
routine production to search, and thus the organization will only per-
form problemistic search if it managers have judged that the organization
faces a problem that is so important that resources are best spent search-
ing for solutions. In practice, low sales and idle production capacity are
among the problems that low-performing organizations face, so the re-
sources spent on problemistic search may not have high-value alternative
uses. Managers can either use the spare capacity for search or reduce
the capacity through layoffs and other downsizing mechanisms. Still, it
is important to emphasize that problemistic search is done by diverting
resources away from routine production and administrative activites.

Like the intensity of problemistic search, the direction of problemistic
search is varied according to managerial judgments. Problemistic search
is initially done in the proximity of the problem symptom and the cur-
rent activities (Cyert and March 1963), which makes it dependent on the
current state of the organization. Search in the proximity of the current
symptom means that simple rules such as searching for sales solutions to
low sales or production solutions to low productivity will be used first.
More complex alternatives such as searching for product design solutions
to low sales or low productivity are likely to be attempted after the sim-
ple search has failed. As a result, the early phase of problemistic search
is unlikely to generate appropriate solutions to problems that span de-
partmental boundaries, which may explain why organizations are slow
to solve problems that incorporate multiple specialties (Henderson and
Clark 1990).

Search in the proximity of the current activities means that solutions
that are minor variations on the current activities will be considered before
major changes to the organization, and solutions that the organization
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has recently applied elsewhere are likely to be considered before novel
solutions. Such search behavior results in organizational momentum
(Amburgey and Miner 1992; Kelly and Amburgey 1991; Miller and
Friesen 1982): the organization keeps moving in the same direction.
Since the organization may recently have done changes that have little
resemblance to the problem currently under consideration, repetition of
recent actions can yield surprising solutions such as acquiring another
firm in response to reduced sales or productivity. While momentum can
dissociate the result of search from the problem that initiated the search,
momentum results in changes that are easily predicted from the history
of the organization. Some patterns of momentum are seen in many or-
ganizations. It is common to continue improving an existing technology
beyond the point where a switch to a competing technology would have
been better (Miller and Friesen 1982) and to escalate resources commit-
ted to the current strategy (Noda and Bower 1996).

Problemistic search is initially conducted near the problem symptom or
the current activities, but it may expand over time. Problemistic search
will continue until a solution has been found, and can be restarted if
failure continues after a solution has been implemented. In such cases
more distant solutions will be sought. Problemistic search can also be
drawn away from the current symptom by “solution entrepreneurs”– or-
ganizational members or external actors who view the problem as an op-
portunity to steer the organization in a direction they desire. Successful
solution entrepreneurship may be seen through such large-scale changes
as the tendency of the CEOs of major corporations to be recruited from
the functional backgrounds currently in vogue according to management
rhetoric (Fligstein 1990; Ocasio and Kim 1999). It is probably more
prevalently seen in the collusion of equipment vendors and production
engineers in turning productivity problems into equipment purchase so-
lutions.

Risk taking

Organizations conduct slack search, institutionalized search, and prob-
lemistic search. All three forms of search can create organizational
change, and problemistic search is especially likely to do so. Problemistic
search is conducted in response to a problem, and thus occurs when man-
agers have already decided that organizational change may be necessary.
Other forms of search may produce solutions at times when managers do
not judge that the organization needs to change. The lack of a mechanism
to transfer solutions generated through search into organizational change
wastes the search effort, but it is a normal result of managers doing their
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job. Proposals to change the organization are evaluated for their costs and
benefits, and risk is central in this consideration.

Whether a solution will be implemented and what kind of solution will
be chosen depends on the risk preferences of the decision makers, mak-
ing risk theory an important component of the theory of organizational
reactions to performance feedback. Risk theory predicts that risk pref-
erences change in response to performance feedback. Risky alternatives
are more acceptable when the decision maker is in the loss domain, so
performance below the aspiration level should make major organizational
changes more acceptable to managers. It is still worthwhile considering
some important details on how organizational risk taking differs from
individual risk taking.

Organizational risk taking is decided by managers, who are profes-
sional risk takers. Selection, socialization, and incentives all contribute
to give managers different risk preferences than the general population,
and in general they seem to take greater risks (Wehrung 1989). This does
not necessarily make them risk seekers, however. There is an important
conceptual difference between being risk averse with a high level of ac-
ceptable risk and being risk seeking, since risk aversion means rejecting
fair bets while risk seeking means accepting fair bets.3 A risk-averse de-
cision maker with high level of acceptable risk will reject a fair bet, but
may accept a bet of positive expected value even if the stakes are high.
When managers evaluate prospects in the gain domain, risk aversion with
high levels of acceptable risk is more common than risk seeking, but risk
seeking becomes more frequent in the loss domain, as prospect theory
predicts (Wehrung 1989). Risk seeking in the domain of losses may lead
to sharp increases in the probability of making changes or the risk of the
chosen alternative when the organization is below the aspiration level.

The acceptance of risk by individual managers has a counterweight
in organizational processes favoring small changes over large ones. Or-
ganizational scholars have discovered a sizable set of organizational pro-
cesses that prevent major changes, making organizations structurally inert
(Hannan and Freeman 1977, 1984). Among these, intra-organizational
politics and inter-organizational constraints are especially important
(Barnett and Freeman 2001). Although lines of authority formally go
from the top down in most organizations, there are usually sufficient
independent power bases that lower-level managers may be able to
resist changes that go against their individual interests or those of the

3 Fair bets have an expected value of zero. If the cost of playing is one, the fair-bet reward
to calling a coin flip correctly is two and the fair-bet reward to calling a dice roll correctly
is six. Risk seekers accept fair bets as well as some losing bets.
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organizational unit they head. Intra-organizational politics result in a need
to make changes acceptable to a broad coalition of managers. Otherwise,
dissenting managers can resist in the decision-making process and stall
the implementation process. Inter-organizational constraints result from
the need to maintain stable exchanges with the environment. The orga-
nization has access to necessary resources as long as its managers can
structure exchanges that also fulfill the needs of its current exchange
partners (Pfeffer and Salancik 1978). This dependence on other actors
makes changes intended to reorganize current exchanges less likely, since
current exchange partners have a voice in the decision-making process
through the organizational members who manage the exchange, while al-
ternative exchange partners are likely to lack such representation and thus
are a weaker voice in the decision-making process than their economic
potential warrants (Christensen and Bower 1996).

These sources of inertia create constraints that decouple financial and
organizational risk. While managers are quite capable of taking finan-
cial risks, and may become risk seeking when the performance is below
the aspiration level, they are less capable of taking organizationally risky
actions. Many changes that are large financially are also large organiza-
tionally, such as changing the product or market strategy, so for such
changes the distinction is not important. Other changes have unequal or-
ganizational and financial risks. Managers are likely to favor changes that
are large financially but not organizationally. Changing the organization
by budding or grafting new elements onto the existing structure have this
characteristic, making new product development (without dropping ex-
isting products), acquisition of other organizations (leaving the current
intact) or divestment of weak organizational units (leaving the rest in-
tact) very attractive solutions for managers who seek financial risk but
not organizational risk. These are financially risky but organizationally
piecemeal approaches to change.

Organizational change

The effects of performance feedback on organizational search and man-
agerial risk preferences combine to yield the effect on the rate of making
organizational change. To see how this happens, consider the following
propositions derived from the discussion above:
P1 Slack search and institutionalized search are not responsive to perfor-

mance feedback.
P2 Problemistic search is increased when the organization performs be-

low the aspiration level and decreased when the organization performs
above the aspiration level.
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P3 Managerial preference for financially risky actions is increased when
the organization performs below the aspiration level and decreased
when the organization performs below the aspiration level.

P4 Inertial factors reduce the rate of adopting organizationally risky ac-
tions regardless of the organizational performance.

To integrate these suggestions, we may consider the organizational
decision-making process as a flow of solutions resulting from search. This
search has one component that is regulated by performance, problemistic
search, and two that are not, slack and institutional search. The solutions
are risky alternatives to the current behaviors, and are accepted or rejected
depending on whether they can be attached to a problem and whether
their organizational and financial risks are acceptable to the managers.
Thus we have a flow of solutions which is partially regulated by per-
formance feedback and which passes a decision-making filter regulated
by performance feedback. Figure 3.1 shows the relation (compare with
figure 2.1).

How performance turns into organizational change thus depends on
what kind of organizational change we consider. In general, we should
expect change to be less likely to occur when the organization performs
above the aspiration level, since problemistic search is at a low level, few
problems are available to attach a solution to, and managers are risk
averse. We should not expect changes to completely vanish, however.
Slack and institutionalized search will continue to feed solutions into the
decision-making process, and some of these may have risk levels that are
acceptable to the decision makers.

For financially risky actions with low organizational risk, we should
expect a much greater rate of change when the organizational perfor-
mance is below the aspiration level since problemistic search is conducted
and risky actions are acceptable. For actions that are organizationally
as well as financially risky, we should expect the rate of change to in-
crease less sharply since it is counteracted by organizational inertia, but it
should still increase through the effect of the search and decision-making
processes.

Figure 3.2 illustrates some ways to integrate the effects of the risk
and decision-making processes on organizational change. Figure 3.2(a)
shows a very simple model that assumes that decision makers classify
outcomes into two categories, success and failure, and that the probabil-
ity of change is higher in the failure category (March and Simon 1958).
This figure is consistent with the arguments above, but may be too sim-
ple since it treats a small performance shortfall as equivalent to a large
one. Figures 3.2(b) through 3.2(d) show models with continuous adjust-
ments of the probability of change. In figure 3.2(b) the probability of
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Evaluation

Observe feedback
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Is the goal fulfilled?

Deliver solutions for
decision making

Deliver problem to
decision making

Increase
problemistic search

Slack search
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Decide based on risk
tolerance, solutions,
and problems

Decrease risk
tolerance

Decision

Increase risk
tolerance

Yes

No

No

Search

Figure 3.1 Performance-based adjustment of search and decision
making

change decreases as the performance increases, but the probability de-
creases faster above the aspiration level than below the aspiration level.
This figure is completely consistent with the arguments above. It incor-
porates the adjustment of search and risk preference in the downward
slopes of the curves, and the resistance to major organizational changes
in the flatter curve below the aspiration level than above it. Like figure
3.2(a), it incorporates the possibility that changes may occur even at high
levels of performance, which is consistent with continuing slack and in-
stitutionalized search even when the performance is high.
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Figure 3.2 Possible reactions to performance feedback
Source: Greve (1998b). Copyright c© 1998 Cornell University.

In figure 3.2(c) these inertial factors are absent, leading to a constant
decrease in the probability of change over the entire range of performance.
Figure 3.2(c) shows no effect of aspiration levels, since there is no dis-
continuity or change in slope anywhere in the curve. Such a slope might
be proposed for changes with no organizational risk, only financial risk,
because such changes do not face the managerial resistance that causes
inertia.

Finally, in figure 3.2(d) change is most likely near the aspiration level
and declines away from it. Such a relation is not consistent with the above
arguments, but might happen as a result of another process. If low per-
formance is interpreted as a threat to an organization, then threat rigidity
can cause decision makers to reduce the level of organizational change
(Staw and Ross 1987; Staw, Sandelands, and Dutton 1981). Threat rigid-
ity is different from regular performance feedback because it happens as
a result of the decision maker changing the focus from the hoped-for
aspiration level to the feared failure level of performance (Lopes 1987;
March and Shapira 1992). Such a change in focus is most likely when the
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performance is very low, and an experiment has indeed shown that threat
rigidity occurred for very low levels of performance while problemistic
search occurred for performance just below the aspiration level (Lant and
Hurley 1999).

The curve in figure 3.2(b) thus is most consistent with the theory
of performance feedback interpreted by aspiration levels. This curve is
characterized by two properties: (1) decline in the probability of change
when the performance increases, both above and below the aspiration
level; and (2) higher sensitivity above the aspiration level, as the decline
in probability of change is more rapid then. The second property gives
the curve a kink – a change in the slope – at the aspiration level. Finding
this kinked-curve relation in empirical data is a strong confirmation of
the theory because it shows that the aspiration level changes the behavior
by modifying the relation from performance to organizational change.4

In empirical studies, the kinked-curve relation can be tested against
a variety of alternative relations. The most fundamental test is against
the traditional null hypothesis of no effect, that is, a horizontal relation
from performance to change. This is tested by examining whether the
estimated slopes above and below the aspiration level are below zero. It
is possible for inertial forces to be so strong that the relation is horizontal
below the aspiration level; in such cases the organization does not react
differently to different levels of losses. A second important test is whether
the curve really has a kink, that is, whether it declines more rapidly above
the aspiration level than below it. This is tested by examining whether the
estimated slopes above and below the aspiration level are significantly
different from each other. It is possible for the response curve to decline
at the same rate above and below the aspiration level, and in such cases it
would be hard to argue that the aspiration level is behaviorally important.

Figure 3.3 shows one way to interpret the slopes in figure 3.2(b). In
this figure, the hypothesized relation is shown by a solid line, and dotted
reference lines are drawn to illustrate how the causal factors influence the
response to performance feedback. As before, the horizontal axis is the
performance with the aspiration level set to the origin, and the vertical
axis is the probability or extent of organizational change. The horizontal

4 I have tried to discuss the curves without using mathematical jargon, but should clarify
three terms. Figures 3.2(b)–3.2(d) are continuous, which simply means that all points
are connected. Put more formally, at all points the limit of the function taken from
the right is the same as the limit taken to the left. Figure 3.2(a) “jumps”, so it is not
continuous. Figures 3.2(b) and 3.2(d) are kinked, which means that the slope changes at
the aspiration level. Put more formally, they are non-differentiable at the aspiration level,
which means that the right derivative and left derivative are different. Figure 3.2(d) is also
non-homogeneous (it goes up and down). I’ll refrain from giving the formal definition of
homogeneity since it is likely to be confusing.
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dotted line represents a relation where there is no effect of performance on
change. The three processes of organizational search, increased availabil-
ity of problems in the decision-making process, and increased tolerance
of risk when the performance is low rotate the curve so that the prob-
ability of change increases when the performance is lower, as shown by
the two arrows and the dotted line that decreases to the right. This line
is also different than the hypothesized relation, however, because of two
additional effects. The greater risk taking below the aspiration level pre-
dicted by risk theory twists the curve up below the aspiration level, yield-
ing the upper dotted line to the left of the origin. Organizational inertia
partially cancels out the greater probability of changing when the perfor-
mance is low, twisting the curve back down and yielding the solid line
to the left of the origin. Thus, organizational search, problem-solution
matching and increased risk tolerance cause the declining curve, and the
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aspiration-level effect on risk taking and organizational inertia cause the
kink in the curve.

The timing problem

Before describing how these processes affect organizational behaviors, a
problem of timing should be discussed. The basic drivers of organiza-
tional change in response to performance feedback are the processes of
organizational search, availability of problems, and tolerance of risk. It
would be easier to show that performance feedback affects organizational
change if these processes operated at similar speed, but unfortunately
we cannot assume that they do. It seems clear that changes in risk tol-
erance can happen very rapidly, and indeed may have nearly instant and
perhaps temporary effects. Risk tolerance is affected by the current per-
formance and aspiration level, and the effect is strongest at the moment
when performance feedback becomes available and is discussed in the
organization. As risk research has shown, such framing effects are highly
context-specific and unstable. They may not linger in the mind of the
decision maker for long. The availability of problems can also have rapid
effects since a decision can be made as soon as a solution is matched
with a performance problem. Organizational decision theory argues that
problem availability depends on the timing of organizational agendas and
decision-making routines, as problems need to be raised at the appro-
priate decision-making occasion in order to result in decisions (Cohen,
March, and Olsen 1972). Thus, organizations with highly formalized
and rigid decision-making procedures may show delayed responses to
the availability of performance problems.

The most problematic process is organizational search, as some search
processes, such as research and development, can be very lengthy.
Depending on the technology used, the usual duration of R&D projects
ranges from one to ten years (Jelinek and Schoonhoven 1990; Nichols
1994).5 Other search processes may be quick. R&D projects that have
been completed but not launched as products are found in many organi-
zations with productive R&D departments and risk-averse top manage-
ment, and can quickly become proposed solutions to low performance.
Also, when managers search for generic solutions such as currently
popular management practices (Abrahamson 1991) or industry recipes
(Spender 1989), short response times can be achieved. Radio stations
made format changes within a year after experiencing low performance,

5 The ten-year figure is from pharmaceuticals, but is seen in some projects of other in-
dustries as well. Honda’s walking robot project Asimo has lasted ten years at the time of
writing, and has resulted in a prototype capable of going up and down stairs and slopes
but no product announcement.
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which may have been possible because the managers could easily find
alternative formats based on their knowledge of about two dozen well-
established formats and four innovative formats that diffused through
the population of radio stations during the study (Greve 1998a, 1998b).

A possible consequence of the varying lags of search processes is that
organizations initially show generic responses to low performance, such as
the currently popular downsizing programs (Budros 1997), but later show
more differentiated responses such as innovations created through re-
search and development. Differentiated responses will occur if the generic
responses fail to improve the performance, causing the search process to
restart. Another possible consequence is that research and development
processes can be initiated by low performance but not result in inno-
vation launches until after the search process has been completed and
the organization experiences low performance again. Organizations may
store innovations whose implementation gets rejected during periods of
high performance, and re-examine them for possible launching when low
performance occurs again.

The timing problem suggests that we should think of the effect of low
performance on organizations as being similar to the effect of dropping a
stone into water. The result is not a single response but multiple waves of
responses. These waves start at the point of impact and spread outwards.
If a second stone is dropped, the effect of the first may be canceled out
or amplified, depending on the timing and point of impact. Similarly,
organizations may respond to performance problems quickly with proxi-
mate or generic solutions. They may also respond later, with more distant
solutions, but the effect of low performance is less the further away it is
temporally and organizationally. Additional performance problems may
distract the attention of management from the original problem or may
reinforce the push for change. The potentially widespread effect of perfor-
mance feedback means that it is easy to argue that performance feedback
is important for the organization, but it can sometimes be hard to predict
exactly when and how the organization will respond.

3.3 Aspiration levels and adaptation

Is it helpful or harmful for organizations that managers use performance
feedback and aspiration levels to manage change? As noted earlier, his-
torical and social aspiration levels have some good forecasting properties,
since they correctly incorporate effects of organizational and environmen-
tal factors, respectively. They also have biases. Historical aspiration levels
track the actual performance of the organization, and thus may let the
aspiration level lose alignment with what is actually achievable in a given
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environment. Both positive and negative deviations are possible, each
with consequences that could be maladaptive. Too high aspiration levels
cause unnecessary change, and too low aspiration levels prevent timely
responses to problems. Social aspiration levels ignore how the organiza-
tion differs from other organizations, and may become almost irrelevant
for organizations that differ greatly from other organization or decision
makers who have dissimilar organizations in their reference group. This
can also cause the aspiration level to lose alignment with what the orga-
nization can achieve. The consequences are the same as for misaligned
historical performance levels: unnecessary and possibly harmful change,
or failure to change when necessary.

Simulation studies have examined the effect of aspiration-level learn-
ing on outcomes such as wealth and survival. Herriott, Levinthal, and
March (1985) analyzed a model of organizations allocating resources be-
tween two activities with unequal expected rewards but variable actual
rewards. The simulated rewards changed over time through competition,
learning-by-doing, and stochastic variation, just as the returns to different
products would for an actual organization. The resource allocation deci-
sions were implicitly risky because the potential profits from each activity
and the competition from others caused organizational performance to
depend on the choice of activity. Herriott, Levinthal, and March (1985)
examined the effects of both historical and social aspiration levels. Rapid
adjustment of historical aspiration levels gave a high probability of spe-
cializing in the best alternative if the change in organizational allocations
was slow, but a high probability of specializing in the inferior alternative if
organizations rapidly changed their resource allocations. Social aspiration
levels caused low specialization, as did imitation of the activities of oth-
ers. The simulations showed that historical aspiration levels created more
self-centered learning and thus greater variation among organizations, but
this learning could lead to suboptimal resource allocations. On the other
hand, social aspiration levels gave less specialized resource allocations and
more similar resource allocations across organizations. Because spreading
the resources over alternatives slows down learning-by-doing, the unspe-
cialized resource allocations caused by social aspiration levels were less
optimal than the specialized ones obtained by historical aspiration levels.

The choice between just two technologies was a limiting feature of the
Herriot-Levinthal-March model. Later the model was generalized to in-
volve a choice of searching for a new technology or investing in improving
the old (Levinthal and March 1981). Historical updating of aspiration
levels were used, and performance below the aspiration level caused re-
duced search for innovations and increased search for improvements.
The reason for this search rule was the tendency for high performance
to give organizational slack, which makes innovations more likely, while
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problemistic search follows failure and gives local improvements. It
should be noted that the prediction of more innovations when perfor-
mance is high contradicts current risk theory, which would suggest that
risk aversion above the aspiration level point prevents adoption of risky in-
novations. The simulations showed that the model leads to mixes of search
for innovations and improvements rather than specialization in one, and
the mix was close to the optimal value. The adaptive aspiration level was
very important in determining the performance of organizations since
performance influenced search choices so strongly. Aspiration levels that
quickly adjusted to the recent performance gave the highest performance
because such quick aspiration-level adjustment created subjective failures
that caused the organization to continue searching for improvements.

An important feature of the Levinthal-March model was that the or-
ganization could observe the benefits of the innovative technology (with
some error) before implementing it, and thus could avoid adopting a new
technology that was worse than the current. In a study of radio stations
changing their market differentiation strategies, I found that the perfor-
mance after the change showed regression to the mean, suggesting that
the managers were choosing strategies under high uncertainty and were
likely to choose worse strategies if their current strategy was good (Greve
1999). Because a study of performance feedback on the same data had
suggested that historical aspiration levels were adjusted slowly (Greve
1998b), I became interested in simulating an environment with a risk of
performance-reducing changes. Such an environment might give selec-
tion pressures towards slow updating of the aspiration level instead of
the fast updating shown by Levinthal and March (1981). A simulation
model with the same reactions to performance feedback as the empirical
estimates but varying speed of aspiration level updating showed that slow
updating of historical aspiration levels allowed organizations to change at
more appropriate times (Greve 2002). This resulted in selection pressures
in favor of slow updaters, who significantly increased their proportion of
the population when each period had a high failure rate or the replace-
ment of organizations was in proportion to their performance. Under
other conditions, the selection worked too slowly to affect the composi-
tion of the population.

These models did not explicitly consider risk, though they implic-
itly included risk through the specification of the stochastic search and
performance functions. March (1988) analyzed a model of risk taking
where the level of risk depended on the ratio of the aspiration level and
the wealth of the decision maker. He used a historical aspiration level
and accumulated wealth as the goal variable. This model had a linear
adjustment of risk instead of a kinked curve, so very low performance
would yield very high risk levels. When the aspiration level adjustment
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Figure 3.4 Risk as a function of cumulative resources
Source: March and Shapira (1992). Copyright c© 1992 the American
Psychological Association. Adapted with permission.

was gradual, this model gave low risk levels for decision makers who had
experienced an increase in wealth and high risk levels for decision makers
who had experienced a decrease in wealth. The adjustment of the aspira-
tion level led to risk-taking levels that gave higher rates of ruin (all wealth
spent) than a fixed aspiration level, but it also gave greater total wealth.
Thus adjusting the risk level by performance feedback and historical as-
piration levels is a good strategy for a population of risk takers, but some
individuals will go broke following this strategy.

A model of risk taking with a shifting focus between a survival point and
an aspiration level was examined by March and Shapira (1992). In this
model, the decision maker adjusted the risk level to give a fixed probability
of an outcome in excess of the focal point, which was either survival
or a historical aspiration level with an upward bias. If the performance
was expressed as the total accumulated resources, this model gave risk
preferences such as those depicted in figure 3.4. The acceptable risk
level gradually increased above each of the two goals of survival and
aspirations, reflecting the lower probability of falling below each goal
when the resources increase. The acceptable risk level increased below the
aspiration level, reflecting the greater risks necessary to bring resources
back to the aspiration level.
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Simulations of this model showed that the adjustment of the aspiration
level was very important for the risk taking. As in the previous models,
rapid adjustment of the aspiration level generated failures that increased
risk taking. If social aspiration levels were added to the model, the risk
taking also increased. Since risk taking directly influenced the probability
of survival, this lead to a selection process that removed quick adjusters of
the aspiration level at a higher rate than slow adjusters. When the focus
of the risk taker randomly shifted between the aspiration-level point and
the survival point, the total risk taking and survival also depended on the
probability that either of these would be the focus of attention. The risk
taking resulting from mixing these two foci was always intermediate to
the risk taking resulting from using just one of them, so an even mix of the
two foci meant that there were no levels of performance where the risk
taking was low. As one might expect, such even shifting of focus resulted
in greater risk taking than an exclusive focus on survival or on aspiration
levels, and thus greater failure risk. A non-random rule shifting the focus
to the nearest goal would have yielded higher survival rates.

When risk takers using different rules were pitted against each other in
competition, March and Shapira (1992) found that the survival rule did
well under conditions where the competing rules gave too high risk levels,
such as when failed organizations were replaced by new ones in propor-
tion to the number of each form in the population and social aspiration
levels with an upward bias were used. The conditions that favored an aspi-
ration level focus seem more general, however, since aspiration levels did
well when replacement was in proportion to the resources accumulated
by each form or when historical adjustment of aspiration levels were
used.

These simulation models differ in a number of details, reflecting the
researchers’ wish to emphasize some features of the learning process and
market environment over others. Naturally, the conclusions from the
models also differ in some details, but they agree on the main conclu-
sion: adaptive aspiration levels can improve organizations under a wide
range of conditions. Choice between two alternative technologies, search
for either incremental improvements or radical innovations, and choice
of risk levels all give broad conditions where aspiration levels that adjust
to the experience of the organization (and sometimes, its competitors)
give high performance and survival chances. There are also conditions
where adjusting the aspiration level causes problems, such as when too
quick adjustment gives high risk levels or too great focus on incremental
search. Variation in the parameters of aspiration level adjustment seems to
give sufficient difference in performance and survival that environmental
selection might push the rules used in a population of organizations
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towards robust rules that give a high chance of survival. These are not
necessarily the rules that are strongest in the long term, because short-
term survival can be traded against long-term efficiency. Nor are organi-
zational selection processes so efficient that an improved rule necessarily
defeats an entrenched rule (Carroll and Harrison 1994).

The rules favor experimentation and risk taking to different degrees,
and these tendencies affect the adaptiveness of the rules. The most appro-
priate rule in a given situation depends on how the environment rewards
experimentation. Environments where organizational changes give pos-
itive rewards on average favor failure-generating rules such as upward
social adjustment of the aspiration level or quick historical adjustment of
the aspiration level, but environments where the rewards have regression
toward the mean favor conservative rules such as slow historical adjust-
ment of the aspiration level. These contingencies aside, environments pe-
nalize rules where experimentation is not adjusted by the performance.

3.4 How goal variables are chosen

So far I have described the interpretation and reaction to performance on
a given goal. I have assumed that the organizational members know what
the goal variable is and how to measure performance on it, but not how to
interpret different levels of performance along a goal variable. This is the
core of the theory and the situation usually faced by organizational deci-
sion makers. It is not, however, the whole theory of goals in organizations.
Behind it lies a larger agenda of goal selection, goal acceptance, and goal
attention that also has to be included among the problems that managers
face when seeking to learn from performance feedback. The reason is
that goals are no more nature-given than aspiration levels are – organiza-
tional goals are constructed by managers and assigned to other managers
or workers. They in turn construct their own goals that may differ from
the assigned ones. Even if top managers announce that profitability is im-
portant and assign goal variables such as return on assets, sales managers
may still believe that market share is more important. Sometimes they
are encouraged to do so through evaluation and incentive systems that
reward sales managers for sales and other functional managers for their
functional goals, leaving top management to worry about how these sub-
unit goals all add up to profitability (Andrews 1971; March and Simon
1958). The process of selecting goals for the whole organization or a unit
of the organization is a complex mixture of precedence, politics, payoffs,
and proselytizing. Goals define the character and strategic direction of
the organization (Selznick 1957), so the stakes are high.
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Goals are an integral part of the firm’s strategy. A classic definition
states “strategy is the pattern of decisions in a company that determines
and reveals its objectives, purposes, or goals . . . and the nature of the
economic and noneconomic contribution it intends to make to its share-
holders, employees, customers, and communities” (Andrews 1980: 18).
Within the theory and practice of strategy, goals are found in two forms.
One is a firm’s mission, which is often is phrased in terms of how its prod-
ucts and services benefit society. For example, the pharmaceutical firm Eli
Lilly has the mission posted on its top web page: “Eli Lilly and Company
creates and delivers innovative medicines that enable people to live longer,
healthier and more active lives.” On its web page, DaimlerChrysler an-
nounces its intention of “Harnessing our expertise, energy, experience
and global resources . . . to build the best cars, trucks and buses.” The
other form of goal is a firm’s “numbers,” a variety of commonly accepted
measures of success along such dimensions as profitability and size. The
web page of Eli Lilly contains numbers indicating its size, profitability,
and investment in research. DaimlerChrysler posts accounting and stock
data prominently, as do other automakers such as GM and Ford. Indeed,
I quoted DaimlerChrysler’s mission because I could not easily locate the
mission statements of the two other automakers when going through their
web pages in November 2001.

A quick check of how firms present themselves to others will suggest
that “numbers” goals are currently more widespread than mission goals.
The mission concept is actually the older of the two, and has long been
an integral part of teaching in strategy (Andrews 1971). It was weak-
ened during the 1960s as firms grew to conglomerates and used the
“numbers” through portfolio-planning techniques to evaluate what their
mission should be (Fligstein 1990). The see-saw pattern of mergers, ac-
quisitions, and divestitures displayed by many firms since then has been
driven largely by financial goals, and suggests that firms are much more
flexible in their choice of activities than the concept of mission suggests
(Davis, Diekmann, and Tinsley 1994; Fligstein 1990). Often activities
are changed in response to low performance along financial goals, but
firms that have seemingly arbitrary groupings of activities are likely to re-
focus around a mission that is easier to justify (Zuckerman 2000). Thus,
firms experience ongoing negotiations among mission and “numbers”
based conceptions of strategy. There are also ongoing negotiations about
which numbers should count, which involve a struggle among managers
with different functional backgrounds, such as accounting, marketing,
and finance, for the use of goal variables that they are trained to favor
(Fligstein 1990). Firm goals are clearly contentious.
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The many actors who can negotiate over firm goals include owners,
board members, managers, workers, the state, and lobby groups
(Freeman and McVea 2001). Organizational theory has particularly
emphasized negotiations among managers of different organizational
subunits, because they have direct access to the organization’s decision-
making process and resources (Cyert and March 1963; Pfeffer and
Salancik 1978). Although the main participants of the process are man-
agers, actors outside the organization also influence the negotiation. They
can provide managerial rhetoric in favor of specific goals (Barley and
Kunda 1992; Fligstein 1990; J. W. Meyer 1994) and give resources to or-
ganizations that pay attention to goals that they favor (Pfeffer and Salancik
1978). Managers acting on behalf of themselves or their organizational
subunits can thus become agents of environmental actors that have trans-
actions with that subunit (Pfeffer and Salancik 1978) or can provide
justification for it (Dobbin et al. 1993; Edelman 1990).

The theory of the dominant coalition (Cyert and March 1963) was
discussed in section 2.1 and can help us understand how the negotiation
process works. It states that goals are negotiated with the prior agree-
ment as an anchor, managers with direct access to the decision-making
process as the main actors, and the environment providing problems,
rhetoric, and resources that can be used by managers in the negotiation
process. The result is an agreement not too different from the previ-
ous one, but adjusted towards emphasizing the goals of actors who have
gained power since the last round of negotiation (Boeker 1989a; Cyert
and March 1963; Ocasio and Kim 1999; Pfeffer and Salancik 1978). The
agreement is likely to involve multiple goal variables, with some serving
as constraints and others as variables to maximize. Thus, firms have mul-
tiple goals of unequal importance. The most important goals are usually
attended to, and managers shift attention among less important goals de-
pending on which goal is in danger of not being met. Shifting attention
can be viewed as a self-regulation mechanism that emphasizes problem
solving over the pursuit of opportunities. This view of shifting attention is
similar to the view of aspiration levels as diagnostic tools for discovering
problems. Shifting attention also has a political aspect, however, since
failure to fulfill goals that are important to some coalition members can
force a renegotiation of the dominant coalition, which may destabilize
the organization. This threat shifts the incentives so that over-fulfilling a
given goal is far less valuable than reaching another goal that is in danger
of not being met.

The choice of certain goals by the dominant coalition of an organi-
zation is not the end of the story. Just as the degree of goal acceptance
is an important variable in explaining whether an individual member of
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an organization will react to his or her performance on that goal vari-
able (Locke 1978; Locke, Latham, and Erez 1988), so is the degree of
goal acceptance by a subunit manager important in explaining whether
the subunit will act according to the organizational goals given to them.
This is sometimes treated as a problem of agreement implementation. It
is easy to show that managers are more sensitive to actual rewards than
to stated goals (Kerr 1975), so much energy is spent designing incentive
systems that are aligned with goals (Milgrom and Roberts 1992; Tosi
and Gomez-Mejia 1989; Wiseman and Gomez-Mejia 1998). Incentive
systems treat goal acceptance as a problem of designing side payments to
managers that ensure compliance with the goals of the dominant coali-
tion. Pay for performance is essentially a form of side payment where
members of the organization are directly compensated for performance
along a goal variable, which presumably is different from the goals that
they would have pursued without pay for performance. Pay for perfor-
mance is increasingly used for both managers and other categories of
employees (Ledford, Lawler, and Mohrman 1995; Useem 1996).

Critics of the implementation perspective do not doubt that side pay-
ments affect individual behaviors, but take issue with their effectiveness
relative to other techniques such as socializing new members and main-
taining an organizational culture focused on specific goals (Pfeffer 1997).
Socialization means that new members of the organization are subjected
to experiences that instill a feeling of commitment to the organization’s
goals (Pascale 1985). It relies on techniques that trigger psychological
processes leading to commitment (Cialdini 1993). For example, an oner-
ous selection process will cause new employees to commit to the orga-
nization as a way of justifying their investment in being selected, immer-
sion in the organization isolates them from other opinions, and group
training creates a community feeling among the new employees and fer-
tile ground for using group influence tactics to make them accept goals
(Pfeffer 1997). Some firms make extensive use of socialization to achieve
goal acceptance.

Socialization of new workers can be combined with practices that re-
inforce traditions, shared meanings, and values among existing workers
to create organizational cultures focused around certain organizational
goals (Ebers 1995; Kunda 1992). Seemingly small decisions can be im-
bued with cultural meaning. A software firm that lets workers decorate
their cubicles as they wish is sending signals that individuality is welcome,
and also suggesting that the cubicle is similar to home and thus a place
where they might stay all day. Allowing futons in the cubicle, as some
Silicon Valley firms do, reinforces both of these messages. Socialization
into organizational cultures does affect commitment to goals and values,
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as well as other variables such as satisfaction, so it clearly is an alter-
native way of making employees pursue given goals (Ashford and Saks
1996; Chatman 1991; O’Reilly and Chatman 1986). Because it is done
through a set of techniques that impose few limitations on what goals can
be taught, it is a flexible method. It is effective only when members of
the dominant coalition can agree on a small set of consistent goals, how-
ever, so socialization fails in organizations where the goals are in dispute
(Meyerson and Martin 1987).

The mechanisms used to imbue managers with goals can fail to work as
intended, leading to low goal acceptance. Two kinds of behaviors are likely
to follow. The first is that the subunit members will pursue their own inter-
ests instead of the assigned subunit goals or organizational goals (Boeker
1989b; Hooks 1990; Selznick 1948). This is likely to reduce the impact of
the assigned goals on search and risk-taking, resulting in inertia through
obstruction of change attempts (Hannan and Freeman 1977). Such be-
haviors may be quite frequent in organizations, and are an important rea-
son that the theory earlier in the chapter predicted a kinked curve effect of
performance feedback on organizational change. Second, subunit mem-
bers who do not accept the assigned goals are likely seek changes in goals,
and will attempt to break into the dominant coalition. This can cause the
balance of power inside the organization to shift when environmental con-
ditions favor organizational subunits that have been left out of the goal-
setting process (Boeker 1989b; Boeker and Goodstein 1991; Fligstein
1990; Pfeffer and Salancik 1978). Even unsuccessful attempts to over-
throw the dominant coalition are likely to slow down its pursuit of goals.

These arguments suggest that organizational compliance with official
goals can become partial, and that the goals themselves may shift over
time. This point is useful to keep in mind when examining research on
performance feedback, but it is uncertain exactly how far one can draw
implications from it. The reason is that the organizational units least
willing to comply with assigned goals are the ones left out of the domi-
nant coalition. Because participation in the dominant coalition is a result
of high subunit power, the units with low willingness to comply may
also have low ability to resist changes imposed on them, suggesting that
they are “vulnerable areas” (Cyert and March 1963: 122) in the orga-
nization where changes are particularly likely to happen in response to
problemistic search. Willingness to comply and ability to resist thus give
opposing predictions on where organizational change will occur.

The concept of shifting attention among goals can be taken even fur-
ther than the theory of the dominant coalition suggests. According to
the theory of the dominant coalition, attention will shift among the goals
held by members of the dominant coalition, but other goals will not be
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considered. One step beyond this theory would be to suggest that any vari-
able appearing in the organizational reporting system could potentially
become a goal. Managerial attention may be drawn to one goal or the
other depending on the vagaries of organizational routines for reporting
results, discussing their implications, and evaluating alternatives (Cohen,
March, and Olsen 1972; Cyert and March 1963; Levitt and Nass 1989;
Ocasio 1997). March (1994) referred to organizational reports as “magic
numbers” because of their ability to draw the attention of managers and
set the context for problem solving (15–18). It is clear that organizational
routines for reporting performance have powerful effects on managerial
attention and decision making. Part of the case for the importance of
accounting measures of performance rests on such attention processes,
as budgeting and reporting routines ensure that these measures are pe-
riodically discussed and taken as summaries of the state of the firm. We
know little about what types of other goals may become salient through
this process.

A second step beyond the theory of the dominant coalition is to let
events in the environment draw managerial attention to new goals. This
can happen because events in the environment alert managers to inter-
dependencies with other actors that they were not aware of, or because
external advocacy groups campaign to have the organization recognize
their goals (Daft and Weick 1984; Dutton and Dukerich 1991; Hoffman
and Ocasio 2001). For example, firms now pay attention to the labor man-
agement practices of subcontractors in developing countries as a result
of news reports on sweatshops with horrid work conditions and pressure
from organized labor (Bernstein 2001). Researchers implicitly recognize
the role of the environment when entering variables indicating major envi-
ronmental events into models explaining organizational changes without
emphasizing the implications of such models. More work on the interplay
between the routine attention to goals embedded in the organizational
reporting system and such external claims for attention seems needed
(Ocasio 1997).

The process of determining organizational goals and ensuring accep-
tance of these goals is complex. One may wonder whether all this po-
tential maneuvering and resistance predicts less stability in goals over
time and similarity of goals across organizations than what is observed.
Maybe the answer is that not all the potential conflict materializes. Many
organizations are going concerns where longtime use of goal-enforcing
mechanisms has led members to take the goals for granted. The full-scale
contention over goals depicted by coalition and incentive theories may
be characteristics of recently established organizations and organizations
in deep crisis (Stinchcombe 1965).
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The theory of performance feedback developed in the previous chap-
ter can be used to understand when and how organizations change their
structures and behaviors. According to the theory, performance relative to
the aspiration level affects organizational search, risk taking, and change.
This broad impact makes performance a “master switch” that controls
a range of organizational responses to problems. Because so many kinds
of organizational changes involve search and risk taking, we can examine
each form of change individually and compare it with others. The the-
ory poses few limitations on what behaviors can change in response to
performance feedback, so we expect rather similar results when studying
different forms of organizational change. If the results differ, they should
do so in ways that the theory predicts. For example, the role of organi-
zational search and risk-taking in the theory suggests that performance
will predict strategic changes better than everyday activities. The role of
inertia in the kinked-curve relation suggests that this curve should be seen
for major organizational changes, such as changes in market strategy or
organizational technology. It is less likely for changes in peripheral parts
of the organization, where inertia is lower.
Most organizational changes require that managers search for solutions

and are willing to accept risk. This means that we cannot separate the
effects of performance on search and risk as cleanly as we would like,
but comparison of different types of change can yield useful insights.
In this chapter, we will look at research on organizational risk taking,
R&Dexpenditures, innovations, facility investment, and strategic change.
The two first outcomes can be viewed as nearly pure risk and search,
respectively, while the rest involve a mixture of search and risk. All are
strategic changes that cause long-term commitment of resources and have
long-term effects on the competitiveness of the organization. They are
important organizational changes, but other changes are also important
and could be studied from the viewpoint of this theory. Change of CEO
or acquisition of another firm are examples of strategic changes that could
have been examined from the viewpoint of this theory, but are omitted
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here because little work has been done. They are opportunities left for
future research.

4.1 Risk taking

Managerial attitudes to risk are determined both by the general psycho-
logical mechanisms discussed in section 2.2 and by the selection, so-
cialization, and experience of managers. Unlike most people, managers
frequently make risky decisions with high monetary stakes. They also
learn risk attitudes and behaviors from other managers, either by observ-
ing andmodeling their behavior or frommore active teaching. Risk taking
increases at higher levels of management, as high-level managers show
both greater propensity to take risks (MacCrimmon and Wehrung 1986)
and greater inclination to encourage others to take risks (March and
Shapira 1987) than low-level managers do. Managers also distinguish
clearly between personal and professional risk taking, and take greater
risks when making decisions on behalf of their organization than when
making decisions on their own finances (MacCrimmon and Wehrung
1986). Clearly, managerial risk taking is consequential for organizations
and different from personal risk taking, so it is of interest to study how
managers perceive and take risks.Here I will briefly discuss two questions:
how managers differ from other individuals and how their risk taking is
affected by performance. Books on managerial risk taking are available
for readers who are interested in additional details (MacCrimmon and
Wehrung 1986; Shapira 1994; Vertzberger 2000).

Managerial risk perceptions and behavior

The first question is how managerial risk taking differs from that of other
decision makers. A good start is two studies that presented the same
risk problems to either undergraduate students or managers, allowing di-
rect comparison of the responses (Payne, Laughhunn, and Crum 1980;
1981). The studies followed a common procedure in experimental study
of risk. Respondents were given a choice between risky prospects with
equal expected value but unequal variance, and choosing high-variance
prospects indicated a preference for risk. Addition of a constant was used
to shift the expected value of the prospects above and below a zero ref-
erence point to look for an aspiration-level effect on the risk preference.
The managers and students were given the same prospects except that
those given to the managers were multiplied by $100,000, giving a range
of +/−$8,600,000 for them and +/−$86 for the students. The greater
stakes might be expected to increase risk aversion for the managers, but
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instead a greater proportion of managers chose the risky prospects when
asked to choose among pairs of uncertain prospects in the gain domain.
Except for this difference, the risk preferences were similar. Managers
and students alike showed a greater preference for the risky option in the
loss domain, and for these prospects the probabilities were remarkably
similar for managers and students. Thus, managers take more risks for
gains, but similar risks for losses.
Asking subjects to choose among predetermined alternatives gives ev-

idence of risk preferences, but choosing from a list of alternatives is just
one element of managerial risk behavior. Two in-depth studies of man-
agerial risk perceptions and behaviors provide more detail on how man-
agers approach risk (MacCrimmon and Wehrung 1986; Shapira 1994).
Shapira (1994) interviewed and surveyed high-level managers on how
they approach risks, and found that the most distinctive feature of the
responses was their denial of taking risks. The managers reported that
their business was to control and reduce the odds of adverse outcomes,
not to accept the risks as given to them. The methods for reducing risks
varied from simply revising risk estimates to structuring transactions and
contracts to divide risks between the organization and its subcontrac-
tors and other transaction partners. MacCrimmon and Wehrung (1986)
used a questionnaire to investigate howmanagers reacted to realistic busi-
ness scenarios involving risk. They found that collection of information,
negotiation with actors controlling the risk, and delay or delegation of
decisions were important risk-reduction strategies.
The strategies for reducing risk described by these managers are po-

tentially effective, but the managers’ claim of having eliminated risk does
not seem realistic. It is likely that the managers’ perception of risk is sus-
ceptible to illusion of control, whereby events that are actually outside
their control are perceived as controllable. Illusion of control is common
among decision makers with experience in a given situation, because ex-
perience with successfully controlling some elements of a situation can
cause them to incorrectly infer that other elements are also controllable
(Langer 1975). Managers who structure contracts to divide and reduce
risk display considerable skill and experience, and they may be prone to
generalize this skill element to uncontrollable risk factors as well. Thus,
managers react to risk both by exerting real control over risk and by having
an illusion of control over the uncontrollable component of risk.
When asked about the decisions that they would take in hypothetical

situations of gain and loss, the managers’ responses were similar to other
decision makers (Shapira 1994). Risk taking was lowest just above the as-
piration level and increased slightly in the success region, which reflects
normal risk aversion in the domain of gains. In the domain of losses, the
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average level of risk taking increased, as prospect theory would predict,
but this average was generated by a wide range of responses with some
managers increasing risks and others preferring unchanged or decreased
risks. MacCrimmon and Wehrung (1986) also found wide variation in
risk-taking among executives in each of their four decision scenarios.
They found highest risk-taking in the scenario involving only large losses,
highest risk aversion in the scenario involving only gains, and intermediate
risk-taking in two scenarios involving smaller losses. These responses sug-
gest that executives try to avoid losses, and are willing to take considerable
risk in return for the hope of getting a positive outcome. Losses are deeply
unpopular, even if they are small. The dispersion of risk preferences also
seemed to be greater for the scenarios involving losses. Both studies thus
produced findings consistent with the risk-seeker/risk-avoider responses
reviewed in section 2.2 (Schneider andLopes 1986). Risk seekers increase
the risks taken in the domain of losses while risk avoiders experience a
conflict between the goals of avoiding losses and reaching the aspiration
level, and show a variety of responses depending on how these goals are
weighted.
A useful way of thinking about managerial risk taking is that managers

focus on the probability of reaching a performance above an aspiration
level, but also consider the probability of disastrous losses that threaten
the survival of the firm (March and Shapira 1987). If the goal variable is
the total accumulated resources, a dual focus on aspiration and survival
will lead to risk preferences such as those depicted in figure 3.4. The
acceptable risk level will gradually increase above each of the two goals
of survival and aspirations, reflecting the lower probability of falling be-
low each goal when the resources increase. The acceptable risk level will
increase below the aspiration level, reflecting the greater risks necessary
to bring resources back to the aspiration level. As a result, the aspiration
and survival foci of attention lead to conflicting risk preferences every-
where, but the conflict is greatest when the decision maker is below the
aspiration level. This model seems to fit well with the conflict between
escalating and reducing risks seen inmanagerial risk preferences and with
the conflict between escalating and reducing risks in organizations whose
survival is threatened (Wiseman and Bromiley 1996).
To show that this dual foci model of risk taking is correct, the best kind

of evidence would be that managers at a given (low) level of performance
take greater risk if they focus on the aspiration level. This is exactly what
was found in a recent experimental study of evening MBA students with
extensive managerial experience (Mullins, Forlani, and Walker 1999).
Subjects focusing on the aspiration level took greater risks than subjects
focusing on the survival level. The researchers also found that greater risks
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were taken by managers who attributed the outcomes of earlier invest-
ment decisions to their managerial control, as predicted by the illusion of
control. In that study, the alternatives were presented to the subjects as
probability distributions symmetric around the aspiration level with dif-
ferent dispersion of outcomes, giving no reason for the subjects to believe
that they actually controlled the outcomes.
One experiment examined risk taking in a group negotiation over prices

for goods with uncertain value (Schurr 1987). Groups negotiated face-
to-face with other groups, and could choose from a wide level of risk
levels. Such group negotiation over the division of an uncertain reward
is a very realistic task for organizations, and especially since one experi-
ment used professional purchasing managers whose work includes such
negotiations. The findings show greater risk taking in negotiations over
losses than over gains, as other studies have found. Managers and MBA
students showed only minor differences in risk-taking behavior. A similar
experiment on students reproduced the finding of greater risk taking in
negotiations over losses and showed clearly that the effect was caused by
different risk preferences about the final outcome, not by reluctance to
make concessions in the bargaining process (Bottom 1998). Both studies
reproduced findings known from pen-and-paper studies in quite realistic
experimental settings.
The number of risk-taking studies on students and various profession-

als familiar with risk (such as managers and medical doctors) is now so
large that it is possible to judge how they differ in risk taking. A compre-
hensive meta-analysis of fifteen years of research on risk taking showed
no statistically significant difference between students and professionals:
both groups took greater risks below the aspiration level. The author
suggested, however, that students might be slightly more susceptible to
positive and negative framing (Kuehberger 1998). If it turns out to be true
that student preferences change more, the reason might be the greater
risk taking by managers in the domain of gains seen in some of the studies
reviewed earlier. If managers are less risk averse in the domain of gains
and become equally risk seeking in the domain of losses, themanipulation
of the aspiration level affects them less than it affects students.
Willingness to take risks is a value instilled in aspiringmanagers by their

seniors (March and Shapira 1987), and this socialization seems to work.
Managers take greater risks when acting as managers than when making
private decisions. One study asked managers to choose options in sim-
ulated business decisions, simulated personal decisions involving large
amounts of money, and real bets for moderate amounts of money (ex-
pected value $10, range −$274 to +$414) (MacCrimmon and Wehrung
1986). The findings were clear. First, managers often picked high-risk
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alternatives in business situations, especially when choosing between a
sure loss and a bet between zero and a larger loss. Second,managers chose
moderate levels of risk in both types of personal decisions, picking bets
over the sure payout in the betting situation and taking risky investments
(but not the riskiest) in the investment situation. Although the responses
to the investment decisions showed a somewhat higher propensity to risk
than non-managers have, the results suggest thatmanagers acting asman-
agers take more risks than managers acting as individuals. This may be
because the managers enact the normatively approved risk-taker role in
work-related decisions, but not in private decisions (March and Shapira
1987).
Managers also appear to be highly sensitive to context when making

risky choices. A study comparing the risk taking of each individual across
several private and business choices found that the level of risk taking dif-
fered so greatly across situations that it was notmeaningful to characterize
individual managers as general risk takers or risk averters (MacCrimmon
and Wehrung 1986). Dividing the choices into the business and personal
domain increased the consistency in each domain and showed that the
greatest consistency was found inside the personal domain of risk taking.
Within each domain, the responses to situations involving mostly gains
differed from the responses to situations involving mainly losses, as one
would expect from the use of zero (no gain or loss) as an aspiration level.
The conclusion is that managers are sensitive to the context of a risk-
taking situation, and this sensitivity is related both to the domain of the
risk and to the goals invoked by the situation.
The lower consistency of risk taking in business situations could be

taken to imply that managers are less careful when making decisions
on behalf of the organization. Although this interpretation is possible, it
seems more likely that the inconsistency occurs because they apply ex-
perience with similar situations to the choices on the questionnaire. It
is unlikely that a manager with experience with union negotiations, for
example, will answer a question on a negotiation situation based only on
the text of the question, without referring to his or her own experience.
But since these experiences may have taught some managers to accom-
modate and others to confront the union, the answers to the questionmay
reflect their specific track record on this type of problem more than their
general risk preference. Thus, the consistency of responses is lower for
business questions because managers answer based on their own varying
experiences.
Organizational changes usually involve uncertainty that cannot eas-

ily be turned into fixed-probability bets, like those used in experiments.
It is important to know not just how managers respond to prospects
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with well-defined probabilities, but also to prospects where the prob-
abilities of different outcomes have to be estimated. In general, people
are averse to such ambiguous probabilities and willing to forgo some
gains in order to avoid them (Camerer and Weber 1992). Little work has
been done on how managers approach ambiguous problems, but there is
some indication that they are less averse to them than the general public
(MacCrimmon 1986). This could be caused by a general relation be-
tween self-assessed competence and ambiguity aversion. Individuals pre-
fer known probabilities to their own estimates in domains where they do
not feel competent, but prefer their own estimates in domains where they
feel competent (Heath andTversky 1991). Thus, managers show low lev-
els of ambiguity aversion in managerial tasks because they feel confident
in that domain. Shapira’s (1994) finding that managers even denied that
their decisions were risky certainly suggests that they are very confident,
so this explanation seems to fit.

Organizational risk taking

The preceding studies used individual attitude measures that do not cap-
ture how managers determine organizational risk levels. The image of
the manager as a solitary decision maker may be accurate for some or-
ganizational decisions, but managers often need to consult, coordinate,
and negotiate before making risky decisions. Some decision-making rules
bar individual managers from taking risks exceeding certain levels, and
some risky decisions involve coordination even if risk per se can be taken
individually. Product launches, for example, are risky decisions that re-
quire coordination among functions such as production and marketing,
and thus lead to collective decision making. As the research on group
decision making in section 2.2 showed, the aggregation of individual
preferences into group decisions is not trivial. Fortunately, researchers
have also made advances on the issue of how organizational risk taking is
determined.
Singh (1986) made an organizational measure of risk by obtaining self-

assessed organizational risk taking from a survey of high-level managers
of sixty-four US corporations, and tested whether risk taking was influ-
enced by performance and organizational slack. The latter variable ex-
amines the effect of slack search, and since slack and performance may be
correlated, the inclusion of both in a single model separates their effects
better than a model where one is omitted. In a model with several other
effects included, performance had the strongest effect on risk taking, and
slack had the second strongest. High performance decreased risk taking
and high slack increased it, consistent with the behavioral theory of the
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firm and prior findings. Performance was measured both by a subjective
measure of how the managers thought the organization performed rela-
tive to its competitors and by objective measures of return on net worth
and return on assets. The objective measure of return on assets had the
greatest weight in the model, whichmay be surprising since the subjective
measure was phrased so that it included a social comparison. According
to performance feedback theory, a measure of returns on assets relative
to a social or historical aspiration level might have performed even better,
but such measures were not made.
Self-reported risk taking is still somewhat subjective, but it is also pos-

sible to infer organizational risk taking from observation of actual deci-
sions. Many researchers have found objective measures of organizational
risk taking. A series of studies have analyzed how bank lending officers
assessed the risk of loans and determined lending rates, thus giving direct
measures of risk perceptions and risk tolerance (McNamara andBromiley
1997, 1999; McNamara, Moon, and Bromiley 2001). They found that
decision makers were averse to risk as they perceived it (McNamara and
Bromiley 1999), which is consistent with experimental evidence (Weber
and Milliman 1997). The risk perceptions were affected by the past per-
formance of the same lender, however, so they were not stable over time.
Lending officers appeared to underestimate the risk of lenders with low
performance, so the shifting risk perception caused the actual risk taking
to increase in response to low loan performance (McNamara, Moon, and
Bromiley 2001). They did not take more risks when the performance of
the branch they worked in decreased. Lending officers are fairly closely
managed with individual goals, however, and the individual goals may
have caused them to ignore the organizational goal (McNamara, Moon,
and Bromiley 2001).
A study of the precision and spread of financial analyst estimates of

firm performance found a creative way of exploring individual risk tak-
ing in organizations (Taylor and Clement 2000). Financial analysts take
risks every time they release earnings estimates of the firms they follow,
since they stake their reputation and career on good predictions of firm
earnings. They may get fired for making estimates that turn out to be
wrong (Hong, Kubik, and Solomon, 2000). They can, however, reduce
the risk by keeping an eye on other analysts. Because analysts release their
estimates one by one and know that they will not be blamed for incorrect
estimates provided others also made the same mistake, estimates that di-
verge from other analysts’ estimates are riskier than estimates that follow
the crowd. Analysis of what caused analysts to give such risky estimates
showed a clear increase in risk taking when performance was below the
aspiration level: analysts who had been less precise than their peers did
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not adjust by conforming to others, but instead made additional risky
estimates. This finding fits the prediction of risk theory very well.
A study of government bond traders also used a direct risk measure

(Shapira 2000). When a trader takes a position in bonds, the risk ex-
posure is proportional to the dollar value of the position multiplied by
its duration. Analysis of how traders adjusted their positions showed a
clear pattern of increasing the risk exposure in proportion to experienced
losses.Most traders kept their risk exposure constant in response to gains,
but one trader increased the exposure in proportion to gains (Shapira,
2000: Table 3). Bond traders, who operate in a fast-moving market with
numerous transactions in a day, had a high pace of checking the value
of their positions and updating their aspiration level, with the updating
of aspiration levels appearing to vary from once a day (opening position)
to once a trade (most recent position). It is consistent with the theory
that decision makers who can choose how often to receive performance
feedback elect to ask for it often.
Lending officers, analysts, and bond traders are individuals taking risk

on behalf of the organizations, as managers are, and the risk taken by a
single trader can be substantial (Shapira 2000). Thus, their risk behav-
iors are clearly relevant to organizational risk. Still, these employees are
not engaged in the prototypical managerial tasks of communicating with
and coordinating people andmaking decisions about long-range commit-
ment of organizational resources. The risk-taking aspect of such everyday
managerial decisionmaking is difficult to study directly, but some indirect
approaches have been tried.
Variance in income stream is a measure of overall firm risk. It has

formed the core of an active area of research on the risk-return para-
dox. The risk-return paradox refers to the finding that firms with greater
variances in income stream also have lower mean incomes, which is the
opposite of what rational decision making and risk aversion would pre-
dict (Bowman 1980, 1982). Risk theories such as prospect theory and
security-potential/aspiration theory would predict such a relation pro-
vided that the causal relation was from low income to greater risk taking
and not from risk taking to low income. Since Bowman’s (1980, 1982)
studies were cross-sectional, they could not determine whether the rela-
tion was from income to risk or the other way around. He did provide
additional evidence from analysis of annual reports showing that man-
agers of low-performing firms were taking additional risks as a result of
low performance (Bowman 1984).
Later work has supported these findings and demonstrated the causal

relation more clearly (Bromiley, Miller, and Rau 2001). Increased risk
taking after low performance has been shown in several multi-industry
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studies (Fiegenbaum and Thomas 1986; Gooding, Goel, and Wiseman
1996; Miller and Bromiley 1990), and is now an undisputed part of the
empirical record. Additional work has shown the causal structure more
clearly.
First, a difference in predictions has been resolved. The original risk-

return paradox seemed to suggest that risk and returns were always neg-
atively related, whereas risk theory predicts such a relation only in the
domain of losses. In the domain of gains, risk and return is positively
related if the choices are made according to prospect theory predictions.
This is exactly what one study found; risk and returns were positively
related for organizations performing above average and negatively related
for organizations performing below average (Fiegenbaum and Thomas
1988). Similarly, Bromiley (1991b) found increased risk taking for firms
that performed below their industry average.
Second, the choice of aspiration level has been examined. The orig-

inal findings matched the predictions of risk theory exactly provided
managers set the aspiration level equal to the mean performance of
comparable firms so that below-mean performers were in the loss do-
main (Fiegenbaum 1990). This suggests that social comparison theory
(section 2.2) provides a good model of how managers interpret organi-
zational performance. They compare it with the performance of other
organizations, concluding that it is low if it is below the industry aver-
age. Various models of aspiration levels have been used in work on firm
risk taking, and studies have so far found support both for comparison
of performance with other firms in the industry (Gooding, Goel, and
Wiseman 1996) and with the past performance of the same firm (Lehner
2000).
One study measured risk as a loss potential rather than as variance in

performance (Miller and Leiblein 1996) in order to align the measure of
risk with managers’ focus on avoiding losses (Shapira 1994). It also an-
swered a methodological critique that has provoked controversy within
the realm of risk-return studies (Bromiley 1991a; Ruefli, Collins, and
Lacugna 1999; Ruefli and Wiggins 1994; Wiseman and Bromiley 1991).
The critique is that risk measures incorporating high outcomes can pro-
duce statistical artifacts in studies of how risk affects performance (Ruefli
1990), and is peripheral to the present issue of how performance affects
risk taking. Miller and Leiblein’s (1996) concern with measuring how
firms manage loss potential is of great interest, however, since the pre-
diction is that managers will avoid the risk that they care about, that is,
the risk of losing money rather than the risk of having exceptionally high
performance in a given year. They found that performance relative to
aspiration levels had a negative relation to subsequent risk, consistent
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with the theory and earlier findings. This was shown with a five-year lead
time between independent and dependent variables, giving firms plenty
of time to adjust their risk posture.
A study of aggregate risk taking in a broad sample of firms sought to

test the March-Shapira model described earlier (Miller and Chen 2002).
According to this model, managers can focus on either a survival point
or an aspiration level, and should increase risk taking greatly when falling
below the aspiration level, and increase it gradually when being above the
survival and aspiration level. Accordingly, very low-performing firms and
firms performing above the aspiration level should show a weakly positive
relation from performance to risk taking, but firms below the aspiration
level should show a strongly negative relation from performance to risk
taking. The study found that risk taking declined when the organizational
performance or assets increased in all three intervals, which is the opposite
of the gradual increase in risk taking above the aspiration level predicted
by the March-Shapira model. The finding is consistent with risk models
that predict a decline in risk taking as performance increases, including
the kinked-curve model derived in chapter 3.
An exception to the negative effect of performance on risk taking was

found in a study of declining firms (Wiseman and Bromiley 1996). These
firms, which were selected for study because they had experienced sev-
eral years of declining sales, appeared to take greater risks when their
performance increased, contrary to the prediction. The firms showed a
tendency to increase risks when their asset value shrank, however, which
the authors interpreted as evidence of risk-taking with assets as the goal
variable. The argument is that for declining firms, assets are more im-
portant than performance since such firms are near bankruptcy. This
argument resembles the suggestion that firms monitor both an aspiration
level and a survival point (March and Shapira 1992). It is not quite the
same, as getting closer to the survival point should reduce risk taking
rather than increase it, as Wiseman and Bromiley (1996) found. Declin-
ing firms may turn out to have unusual risk-taking patterns.
Proposition P3 in section 3.2 stated that managers have a stronger

preference for financially risky prospects when the organization performs
below the aspiration level. The proposition is difficult to test directly, be-
cause we cannot easily combine the realism of organizational decisions
with the strong method given by experimental control, nor can we easily
prove that decisions that turn out to be risky were perceived that waywhen
they were made. Indeed, some of the evidence reviewed earlier suggests
that actual risk taking increases as a result of duller perception of risk
rather than keener preference for risk (McNamara and Bromiley 1997;
Weber and Milliman 1997). Keeping that caveat in mind, we can still
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conclude that the evidence reviewed in this section supports proposition
P3 rather well. Greater risk taking in response to low performance was
found in managerial responses to hypothetical decision-making scenar-
ios, organizational decisions by individual professionals, and overall risk
taking by organizations.
The evidence can best be read as a set of mutually reinforcing studies at

the level of the organization and the decision maker. The last set of stud-
ies reviewed showed that organizations indeed take greater financial risks
after experiencing performance below the aspiration level. To many, this
is good enough proof of the proposition, but a skeptic may ask whether
the managers knew what they were doing at the time of making the de-
cision. Maybe the organizations with low performance have managers
who are inept at estimating risk and who take additional risks in future
periods because they are still inept at estimating risks, not because they
intentionally increase risks. This is where research on the decisions of
individual managers helps fill the gap in the evidence. Most studies show
that managers deliberately raise their risk taking after low performance,
but some studies suggest that they may also perceive risks differently af-
ter experiencing low performance. Conversely, critics of experimental
studies measuring managerial decisions in low-stakes or no-stakes
(hypothetical) betsmay argue thatmanagers aremore careful when actual
money is at stake. This is where the studies of organizational risk taking
can be brought in to suggest that whole organizations show risk-taking
patterns consistent with the experiments. It is possible that other mecha-
nisms cause the same pattern of performance effects on risk to emerge at
the individual and the organizational level, but it seems more natural to
suggest that the same effect of low performance in different settings has
the same cause.
Based on the evidence shown here, the risk-taking building-block of the

theory of performance feedback seems to be secure. Proposition P3 is just
one part of the theory, however, which also contains propositions onwhen
organizations search more intensely and how the search and risk-taking
interacts with organizational inertia. Next I examine the search building-
block through studies of how performance affects the level of Research
and Development.

4.2 Research and development expenditures

An important part of performance feedback theory is the proposal that
organizations adjust their level of search in response to performance. Per-
formance below the aspiration level implies an organizational problem
and triggers problemistic search. Solutions uncovered by the search are
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fielded as alternatives in the organizational decision-making process and
are evaluated for risk and rewards, with organizational changes occurring
if they are viewed as promising. None of this happens if the performance
exceeds the aspiration level, because managers will not have a problem
that triggers search for solutions. Thus, performance below the aspiration
level causing search is the first link in the chain of events leading to organi-
zational change. Investigation of organizational search would clearly help
us understand how the process in which low performance leads to orga-
nizational change gets started. It is thus a theoretically important issue
even though the outcome itself – organizational search – sounds mun-
dane.
To make the theory concrete enough for empirical investigation, we

need to specify what is meant by organizational search. Searchmeans that
time and attention is spent looking for something, and in problemistic
search that “something” is the solution to the problem at hand. This
definition introduces two problems. First, organizational problems rarely
present themselves in ways that clearly indicate a solution, and low per-
formance on a variable such as profitability is a particularly nonspecific
problem. If we start with the definition of profits as revenue less costs, we
already have two places to search, and these places are not at all specific.
Second, it is not clear who in the organization is responsible for search-
ing, particularly if the problem is not specific to a given organizational
unit. The responsibility for high costs, for example, could potentially be
anywhere in the organization. Unless we apply more knowledge of how
the process works, the location and form of problemistic search is un-
clear. This is not just a problem with the theory. Unless managers apply
routines that guide search, there is no obvious place to search in response
to low profitability. The theoretical task is then to model the routines and
heuristics managers use to guide search.
We can start by assuming that managers learn how to do problemistic

search from their experience. Experiential learning works by connecting
current problems with memories of similar problems that were solved
in the past. The simple rule of searching in the neighborhood of the
problem, as discussed in section 3.2, is easily learnt and likely to be
successful for unambiguous problems. This rule fails when the problem is
unclear, but a second simple rule of searching in the neighborhood of past
solutions can still be applied. This rule implies that search will be most
intense in the organizational unit that has solved problems in the past, so
that problemistic search is directed by past organizational experience in
finding solutions. A third rule of searching in organizational units whose
daily responsibilities include search activities can also be applied. This
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rule suggests that problemistic search will be done in the research and
development function, whose responsibility is to search the technological
environment, in the marketing function, whose responsibility is to search
the market environment, and in the strategic planning function, whose
responsibility is to search the overall competitive environment.
From this we can see that a direct but partial approach to show that per-

formance feedback affects search is to study organizational R&D expen-
ditures. The research and development function will search even if there
are no pressing problems, and will get increased resources and responsi-
bilities when the organization is seeking to solve a problem.This approach
is partial because other organizational units also do problemistic search,
and these search activities are omitted because they are hard to trace.
Although multiple organizational units can perform problemistic search,
it seems reasonable that some problemistic search results in greater re-
search and development expenditures. Still, it should be kept in mind
that not all R&D is responsive to organizational performance. Indeed,
research and development expenditures are thought to be an institution-
alized form of search with a high degree of inertia and industry norms.
This suggests that cross-sectional differences in research and develop-
ment should not be interpreted too strongly, but changes in research and
development expenditures or methods over time within organizations are
meaningful indicators of problemistic search.
There are numerous cases of firms adjusting research and development

expenses in response to problems. Anticipating loss of revenue due to
competition from generic drugs, the pharmaceutical firm Eli Lilly made
significant increases in research and development towards the end of the
patent period of its most important drug Prozac (Arndt 2001). The in-
creased research and development led to a number of drugs that are now
being tested, but it is too early to tell whether these drugs are enough to
solve Eli Lilly’s problem of greater competition. Eli Lilly’s behavior nicely
illustrates how research and development can be used to solve problems,
but is not completely supportive of performance feedback theory. Eli Lilly
increased research in advance of an anticipated fall in revenue, not after it
occurred. Firms can rarely predict revenue falls as easily as pharmaceuti-
cal firms with patents that are about to expire, however, so the theorized
effect of reacting to low performance may be more common than an-
ticipating low performance. Well-known cases of increasing R&D in re-
sponse to problems are Intel’s 30 percent increase in R&D spending after
Apple demonstrated that its computers ran graphics faster than Intel-
based machines at the 1993 Comdex trade show (Carlton 1997: 300)
and Seagate’s increased R&D effort after attributing its low performance



90 Organizational Learning from Performance Feedback

in 1997 to being squeezed between the technological leader IBM and the
cost-effective Quantum (Tristram 1998).1

Interestingly, the hypothesis that firms do more R&D when their per-
formance is high has also been made. Schumpeterian views of the inno-
vation process suggest that research and development results from high
profitability and liquidity, giving the most successful firms an advantage
in the innovation race (Schumpeter 1976; Young, Smith, and Grimm
1997). Extensive testing of this hypothesis has given mixed results, with
many findings suggesting that failure increases research and development
expenditures (Kamien and Schwartz 1982). The mixed findings are not
easy to interpret since many studies rely on cross-sectional comparisons,
which are muddled by the institutionalized component of R&D. Here I
will review a few studies that have used the longitudinal designs that are
needed in order to separate the problemistic search component of R&D
from the institutionalized component.
A study of research and development expenditures in 86 large man-

ufacturing firms in Italy clearly indicated that low performance spurred
research and development efforts (Antonelli 1989), as performance feed-
back theory would predict. Research and development was also influ-
enced by a variety of organizational and environmental variables, with
strong effects of organizational size and government subsidies. Firms in-
vested in research and development in response to low performance, thus
giving a clear indication of problemistic search through research and de-
velopment. This effect was seen across a variety of models, including one
with a historical aspiration level set equal to the last period’s performance.
More gradual aspiration-level updating such as by weighting the previ-
ous aspiration level and performance was not tested. A comparison of
broad samples of US and Japanese firms yielded the same finding for the
Japanese sample (Hundley, Jacobson, and Park 1996): declining profits
led to an increase in R&D expenditures. For the US sample, no effect of
profits on R&D expenditures was found.
An alternative way that problem-oriented search can affect research

and development is by changing the way that research and development
is done. A study of when firms join research and development con-
sortia suggests a role of performance feedback in this decision as well
(Bolton 1993). In a population of the seventy largest US firms in four
technology-oriented industries, low-performing firms were more likely
to join research and development consortia and joined earlier than high-
performing firms did. This association was too weak to yield statistical

1 I am choosing examples from the computer industry because R&D races in that industry
are extensively covered by the press. The research reported later in the chapter shows that
problemistic search through R&D also happens in other industries.
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significance in a full model, however, so the result should be interpreted
with some caution.
The preceding studies did not test whether performance above and

below the aspiration level has different effects, as the kinked-curve rela-
tion specifies. Instead, all of them specified a simple linear relation from
performance to R&D. One may wonder whether the risk and inertia
effects that cause a kinked-curve relation from performance to change
described in section 3.2 are seen for R&D. There are good reasons to
question whether the kinked curve will hold for R&D expenditures. Be-
cause managers do not launch innovations without first reviewing their
profit potential and risk, the research and development process has low
risk by itself. When managers quip that R&D expenditures are risk-free
because the money is gone for sure, they are describing the process accu-
rately. R&D expenditures can be budgeted in advance and are thus risk-
free according to the standard definition of risk as variance in outcomes.
Risk enters when innovations are launched in the market. Innovations
launched as products can have high earnings if the market accepts them,
but products that are rejected cause additional losses through the costs
of the product launch. This variance in returns is risky, and managers as-
sess such risk before launching a product based on an innovation. Hence,
R&D can be guided by the need to search without interference from risk
considerations.
Similarly, inertia may be expected to have minor effects on R&D ex-

penditures. The reason is that R&D can be adjusted without affecting
other activities of the firm, so adjusting R&D entails only minor coordi-
nation costs. One might expect other departments to resist an increase
in R&D expenditures since it would come out of their budgets, but R&D
is usually a small expense that can be adjusted without igniting serious
conflict within the organization. The main exception is industries that
are highly reliant on R&D because of rapid technological progress, but
in such industries one would expect R&D to be viewed as a high-priority
expense. Because the kinked curve is caused by risk and inertia, both
of which are small for R&D, performance should show a nearly linear
relation with R&D intensity.
To study the effect of performance on research and development, I an-

alyzed data on R&D intensity (R&D expenses divided by sales) from all
the major Japanese shipbuilders for twenty-six years. The details of these
data are given in section 5.5, but it is worthwhile noting that these firms
had modest R&D intensity (1.4 percent on average) but were still able
to launch innovations at a rate of about one per year. This is because the
firms were large, so 1.4% of sales was still a significant sum of money.
Because R&D budgets are usually adjusted incrementally, the analysis
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Table 4.1 Linear regression models of research and development intensitya

Model 1 Model 2 Model 3 Model 4

Performance – Aspiration (if <0) −0.012 −0.012
(0.009) (0.009)

Performance – Aspiration (if >0) −0.018∗ −0.019∗
(0.008) (0.008)

t test of difference of <0 and >0 [0.21] [0.28]
Absorbed slack 0.052∗∗ 0.055∗∗

(0.018) (0.018)
Unabsorbed slack 0.0017 0.0012

(0.0038) (0.0038)
Potential slack 0.00006 0.00002

(0.00007) (0.00007)
R2 0.310 0.319 0.467 0.478

†p<.10; ∗p<.05; ∗∗p<.01; two-sided significance tests.
aBased on eleven firms and 230 firm-years. Models include random effects for firms and
autocorrelation of disturbances. Controls for number of employees, annual production,
growth of shipping income, and oil freight rate are not shown. Standard errors of the
coefficient estimates are shown in round brackets; tests of difference of coefficients are
shown in square brackets.

incorporated controls for autocorrelation like the R&D studies with lon-
gitudinal data reviewed earlier. The goal of the analysis is to find the
effect of performance on R&D intensity. In addition, the effect of organi-
zational slack resources is also explored. Slack is included to distinguish
problemistic search from slack search, just as Singh (1986) distinguished
problemistic and slack risk taking in the previous section.
Table 4.1 shows regression estimates of the R&D intensity of the firms.

The models gradually develop the test by first entering the control vari-
ables, then tests of performance and slack one at a time, and finally both
at once. In this and the subsequent tables, I do not display the coefficients
of the control variables, but I do show the fit statistics for the controls-only
model and mention the most important findings of the control variables.
This is because the control variables are highly industry specific, and do
not have much theoretical meaning. For example, model 1 shows a pos-
itive effect of the firm size and a negative effect of the industry level of
production. The latter effect is not completely intuitive, but could mean
that firms ramp up R&D in response to greater competition for orders.
Model 2 tests the effect of performance, and shows negative effects

both above and below the aspiration level. Only the effect above the aspi-
ration level is significant, but the two coefficient estimates are very similar
in size. A t test for whether the coefficients are different is not significant.
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A model entering one variable for performance minus the aspiration level
gives an estimate of −0.015, which is significant at the 1 percent level.
The conclusion is that R&D intensity declines linearly when the per-
formance increases. Model 3 tests the effects of slack resources, finding
that firms with a greater administrative component (absorbed slack) do
more research and development. Thus, slack search also exists and has
the effect specified in the behavioral theory of the firm. The increase in
R squared in model 3 shows that absorbed slack is very important for
explaining R&D expenses.
Model 4 enters all variables at once, and retains the results of models 2

and 3. Low performance and high resources increase R&D intensity. The
t test of different effects of performance above and below the aspiration
is still insignificant. When only one performance variable is entered, its
coefficient is again −0.015, significant at the 1 percent level. Model 4
has high explanatory power, as seen by the R-square of 0.478. Clearly,
performance and slack are both important in explaining R&D intensity.
Managers initiate searchwhen they encounter problems or have abundant
resources. The relation from performance to changes in R&D intensity
seems to be approximately linear, so the kinked curve is not seen for
this outcome. Research and development intensity follows a pure search
pattern with no discernable effect of risk taking or organizational inertia.
The research reported in this section is clearly supportive of propo-

sition P2 in section 3.2. Problemistic search increases when the perfor-
mance is below the aspiration level and decreases when the performance
is above the aspiration level. In addition to this, the shipbuilding study
was specified to allow detection of the kinked curve where performance
has greater effect above the aspiration level than below it. This rela-
tion is not expected for research and development expenses since they
can be adjusted without making major changes in the organization, so
finding it would contradict the theory. The estimates instead showed
the expected straight-line relation from performance adjusted by aspira-
tion levels to research and development intensity. Other similar studies
have assumed a linear relation and found it. The number of studies that
examine performance adjusted by aspiration levels is still small, but the
evidence is in favor of the search component of performance feedback
theory.
With evidence supporting the risk and search components of the the-

ory in place, we can venture into more difficult terrain. The next sections
report findings on outcomes that involve organizational risk, and thus
bring concerns of organizational inertia into play. The theory of chapter 3
predicts that a kinked-curve relation from performance to organizational
change will result. Organizations change more when the performance is
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low, but organizational inertia causes the effect of performance on or-
ganizational change to be greater above the aspiration level than below
it. This proposition can be tested on important strategic behaviors like
innovations, investment, and change in market niche. All these changes
are sufficiently large that inertial forces may affect the organizational re-
sponse to performance feedback.

4.3 Product innovations

Organizational innovations are interesting to research on performance
feedback theory because innovations are strategic actions that organi-
zations may take to solve performance problems or leverage their tech-
nological capabilities. If organizations innovate to solve problems, they
behave as performance feedback theory predicts. If organizations inno-
vate to leverage capabilities, they behave according to a different logic.
Innovations are commonly thought to be something that innovative or
competent organizations do. This intuition is a good alternative hypothe-
sis to the prediction that innovations are something that organizations do
when seeking to solve performance problems. In the study of innovations,
it is not obvious that performance feedback will be a good explanation of
the behavior.
Innovations also have high practical importance.Many strategic behav-

iors affect the focal organization but have modest impact beyond it. For
example, in a highly segmented market, a successful change of market
niche may save a low-performing organization and please consumers in
the new niche, but few other actors are affected. Niche changes are thus
important strategic behaviors for the focal organization, but their overall
impact on society is small. Innovations are different. Major technological
innovations open new areas of economic and social activity or improve
existing ones. They can initiate waves of imitation and technology-based
competition that reorganize an industry (Tushman and Anderson 1986).
Innovations are thus important for the focal organization and for society
at large.
Because innovations are so important, researchers have long been inter-

ested in explaining when organizations launch technological innovations.
Research on howorganizations develop and launch innovations has exam-
ined many explanations (Drazin and Schoonhoven 1996), but a strong
undercurrent is the suggestion that large and established organizations
suppress innovative activities (Burgelman and Sayles 1986; Dougherty
and Heller 1994; Henderson and Clark 1990; Taylor 1998). Indeed, re-
search on innovative large firms often treats their innovativeness as an
aberration from a general pattern of rigidity and draws lessons for large
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firms in general from their unique management procedures (Jelinek and
Schoonhoven 1990). From the viewpoint of organizational theory, the
puzzle to explain is not why firms make innovations, but why they don’t
do it more often.
Theories of innovation failure in organizations can be divided into

explanations emphasizing failures in the development process that cre-
ates innovations and explanations emphasizing failures in the decision-
making process that approves developed innovations for market launch
(Fiol 1996).Development process theory argues that the key to successful
innovations is the acquisition andmanagement of knowledge and innova-
tive people (Cohen and Levinthal 1990; Leonard-Barton 1995; Nonaka
and Takeuchi 1995). Decision process theory notes that innovations are
opposed to the organizational requirements of stability and legitimacy,
and advocates organizational mechanisms for protecting and promoting
innovations (Dougherty and Hardy 1996; Howell and Higgins 1990).
These theories place the blame for low innovativeness in the R&D labs
and the executive suite; respectively, and thus have different implications
for how organizations can increase the rate of launching innovations.
Decision process theory resonates with many qualitative accounts of

the innovation process. Both scholarly and popular accounts are filled
with stories of managerial resistance causing innovations to fail or be-
come implemented in a different organization than the original innovator
(Burgelman and Sayles 1986; Carlton 1997; Johnstone 1999). The most
famous story is perhaps when Apple launched the graphical user interface
developed by Xerox in the Macintosh computer, thus using an innova-
tion developed by Xerox to launch a major new product line. This story is
usually told in a way that omits two important details. At the time, Apple
was in deep crisis because its Apple II computer had become obsolete,
so its management was prepared to take great risks. Xerox was doing
well and not obviously “in need of” an innovation. Thus, the story fits
performance feedback theory well except that the decision to launch the
development effort was based on anticipation of poor results from the
Apple II product line rather than its realization. The ability to anticipate
the fall of the Apple II and initiate the innovation process early is widely
seen as one of the greatest management successes in the history of Apple
computer. After the success of the Macintosh computer, however, Apple
experienced a string of cancelled development projects suggesting that
its management had become as risk averse as that of Xerox. Indeed, a
researcher working for Apple at that time described his organization as
“a pond with a lot of bubbles [R&D projects] coming up from the scum.
And the executives all stood on the sidelines. They would shoot down the
little bubbles when they got too scary” (Carlton 1997: 86).
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Because the launching of innovations requires linkages among organi-
zational units and to the overall strategy of the firm, innovative propos-
als need to clear numerous intra-organizational hurdles. At each step,
support from the management is a key contingency (Dougherty and
Heller 1994). Outright cancellation is one possible result of such intra-
organizational hurdles, and so are compromises with current product
lineups that reduce risks at the cost of eliminating the distinctiveness that
characterizes truly innovative products. Again, the computer industry
contains good examples. After the IBM PC was launched, both Digital
EquipmentCorporation’s and IBM’s product development efforts sought
to tie the PCs into the larger strategy of the firm, which distanced these
products from the core market of microcomputers at the time (Anderson
1995). Both firms were successful at the time. Firms seeking to solve per-
formance problems can also end up compromising innovations. General
Motors’ Aztek sport-utility vehicle was faulted for containing too many
compromises between design and manufacturing concerns, among other
things (Welch 2000). There is a slippery slope from the peak of fully inno-
vative products to compromises that reduce the impact of the innovative
features of the product.
It is possible to recognize that innovations are always difficult to make,

but still maintain that they are even harder to make in firms with high per-
formance. The decision process theory of innovation leads to the propo-
sition that organizations launch innovations following performance below
the aspiration level. In this view, an innovation is a solution that will be
implemented if it is matched with an organizational problem, but not if a
suitable problem cannot be found. Moreover, an innovation differs from
alternative solutions by its substantial financial risks for the organization
and career risks for its backers. Innovations are new activities with un-
predictable revenue, so they are inherently risky for the organizations.
Decisions to launch innovations are vivid events that will be remembered
for future assignment of credit or blame. Thus, launching an innovation
requires that the organization has a problem that the innovation can be
claimed to solve, and that the decision makers have sufficient tolerance
of risk to choose the innovation over less risky alternatives.
While innovation launches require a problem and managerial risk tol-

erance, innovation generation results from organizational search only.
As discussed in chapter 3, organizations search habitually through in-
stitutionalized search, playfully through slack search, and deliberately
through problemistic search. Organizations with a high level of insti-
tutionalized and slack search will tend to have easy access to inno-
vations that can be launched, making the existence of a problem the
main constraint in the innovation process. Such organizations should
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be able to swiftly launch innovations in response to low performance.
Organizations with a low level of institutionalized and slack search
will rely much more on problemistic search to generate innovations,
which means that they are less capable of quickly rolling out innova-
tions in response to low performance. The time needed for innovation
generation stretches the duration from low performance to innovation
launch.
Organizations that rely on problemistic search to develop innovations

will experience a timing problem in responding to performance feedback.
Low performance is needed to start the search process, which is likely to
be lengthy when the goal is to develop an innovation. Low performance
is also needed to launch the innovation as a product, but since the perfor-
mance varies over time, there is a chance that it will be above the aspiration
level once an innovation has been developed. The likely result is failure to
launch the innovation. Even worse, problemistic search may need con-
tinued low performance to be sustained, so that high performance at
any point before the innovation has been completed can choke off the
necessary resources and attention to complete the innovation. Historical
aspiration levels result in such interrupted search processes because they
adapt to the recent performance, reducing the aspiration level for an orga-
nization that experiences low performance over time. The perceived low
performance needed to sustain problemistic search can disappear simply
by gradually lowering the aspiration level over time.
The role of search processes in determining whether innovations occur

is a significant challenge when trying to explain innovation launches by
performance feedback. Organizational differences in how the innovation
process is managed can result in inter-organizational differences in in-
novativeness, so cross sections of organizations will give less meaningful
results than changes in the organizational rate of innovating over time.
Institutional and slack search can contribute strongly to the generation
of innovations and can change over time within a single organization,
so their effect on the rate of launching innovations should be measured.
Once these other causes of innovations have been accounted for, however,
the effect of performance feedback on the rate of launching innovations
can be estimated.
Tomeet these requirements, I analyzed data on innovations launched as

products from the same set of Japanese shipbuilding firms that were used
to analyze research and development intensity in the previous section.
The advantages of these data are that innovations are known over a period
of twenty-six years from third-party sources, so changes in the rate of
launching innovations over time can be investigated, and measures of
organizational slack and search effort are also available over time. Thus,
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Table 4.2 Selected innovations in 1972, 1982, and 1992

Date Innovating firm Description

1972/1 Ishikawajima Harima HI and
Toshiba

Automated ship control system

1972/2 Fuyo Ocean Development Twin-hull type ocean research vessel
1972/3 NKK and Nippon Kayaku World-first launch of ship by explosives
1972/5 Marine Ship Machinery

Development Association
New type of highly efficient diving chamber

1972/8 Volcano Inert gas generator for LNG ships
1972/11 Sasebo and Osaka Jack Inc. Device to attach and detach rudder and

propeller

1982/1 Mitsubishi HI Super high-pressure seawater pump
1982/5 Kawasaki HI Variable-pitch propeller of 11m diameter
1982/7 Kobe Steel World’s largest combination crane/grab ship
1982/8 Ishikawajima Harima HI AT Fin, an energy-saving propulsion device
1982/9 Mitsubishi HI New technology for preventing adhesion of

marine growths
1982/11 Mitsubishi HI Coal-burning ship, first time in thirty-two

years one has been made

1992/2 Sumitomo HI Prototype superconducting electric
propulsion ship

1992/9 Mitsubishi HI 5500HP water jet propulsion system which
can propel a 350 ton boat at a speed of 40
knots

1992/10 Ishikawajima Harima HI Container ship without a hatch cover
1992/10 Tokiwa Shipbuilding Weather observation boat; the hull was

constructed with aluminum honeycomb for
the first time in the world

HI = Heavy industries

it is possible to isolate the effect of performance relative to the aspiration
level from other drivers of innovation launches.
Table 4.2 lists selected innovations made in 1972, 1982 and 1992 to

show the kinds of innovations that are entered in the analysis. The wide
range of innovations should be clear. Even in this small selection, they
range from new configurations such as the twin-hull ship launched in
1972 to improved basic technologies such as the two propulsion systems
launched in 1992. A new configuration of systems is a difficult innova-
tion to make organizationally, as it involves architectural choices that can
only be made by coordination across organizational units. It has been
argued that established firms are less adept at producing architectural
innovations than newly established firms (Henderson and Clark 1990).
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This proposition is unlikely to hold in the shipbuilding industry since
ship design is an inherently architectural problem that the organizations
have long experience solving.2 The Japanese shipbuilders were adept at
making new configurations, with whole-vessel innovations constituting
30% of the innovations in the data. Improvements in component tech-
nologies are easier to produce organizationally because they involve less
interdependence, but can present serious engineering problems when the
technology is exotic or has already been extensively tweaked. Technolo-
gies at an intermediate stage of development, like the water-jet propulsion
system in the table, are thought to be the easiest to improve (Foster 1986).
Component innovations seen in the data include engine (17%), propul-
sion (7%), communication and control (13%), and accessories (24%).
The rest of the innovations were improvements of the production process
(9%).
The large shipbuilders made most of the innovations, but small firms

also innovated now and then. Two innovations were made by individuals.
Many innovations were made by firms supplying parts to the shipbuilding
industry. These innovations are not analyzed as outcomes in the models
because the firms making them are not shipbuilders, but they were en-
tered into an annual count of innovations in the industry. Such a count
controls for the effect of innovations in catalyzing additional innovations
that extend their idea (Greve and Taylor 2000).
Table 4.3 shows the results of the first analysis. The dependent vari-

able is zero-one for whether the firm made no innovations or one or
more innovations, and the table shows models with different sets of
predictor variables. Model 1 has the control variables only, and shows
positive effects of size and oil freight rate. Large firms launch more in-
novations, and promising economic signals cause more innovations to be
launched.
Model 2 adds the performance variables, and shows that higher per-

formance reduces the probability that innovations will be launched, as
predicted by performance feedback theory. Successful firms launch fewer
innovations. This relation holds only above the aspiration level, though.
Below it the relation is not significant and the slope is positive, which
is opposite to the prediction. Model 3 enters slack variables and finds a
very strong positive effect of unabsorbed slack on innovation launches.
Resource-rich firms launch more innovations, as slack search would pre-
dict. Model 4 gives an important result for interpreting how slack and

2 I have observed the final stages of such a design process where a new type of naval vessel
was “put on a diet” because it was too heavy. It involved very close coordination between
groups responsible for interdependent parts of the design, but was handled in the course
of a few weeks.
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Table 4.3 Logit models of whether innovations were madea

Model 1 Model 2 Model 3 Model 4

Performance – Aspiration (if <0) 4.130 3.413
(7.474) (8.215)

Performance – Aspiration (if >0) −28.408∗∗ −24.902∗∗
(7.072) (7.305)

Wald test of difference >0 and <0 [8.28]∗∗ [5.30]∗

Absorbed slack 13.578 13.859
(9.592) (10.388)

Unabsorbed slack 9.078∗∗ 4.597
(3.480) (3.729)

Potential slack −0.064 −0.018
(0.072) (0.077)

Efron (residual) R2 0.406 0.472 0.431 0.478

†p<.10; ∗p<.05; ∗∗p<.01; two-sided significance tests.
aLogit models based on eleven firms and 296 firm-years, of which 115 had innovations.
Control variables for innovations in industry, employees, annual production, shipping
income, and oil freight rate are not shown. Standard errors of the coefficient estimates are
shown in round brackets; tests of significant difference of coefficients are shown in square
brackets.

performance interact: at least in these data, the results are nearly un-
changed when these variables are entered jointly. The estimates lose some
precision, as is usual when many variables are entered at once, but their
values show no systematic change.
Table 4.3 uses a robust method, but also an imprecise one since mul-

tiple innovations in one year are treated as equivalent to one. Table 4.4
adds precision by analyzing the number of innovations a firm makes in
a year, but at the risk of bias if the statistical distribution used is not
correct. Here a standard distribution for analyzing count data, the Pois-
son distribution, is used, and the results do not appear to be sensitive
to the choice of distribution. The coefficients in table 4.4 are estimated
with lower standard errors than those in table 4.3, but no new significant
effect appears. Two old results are strengthened, however. The relation
from performance to the rate of launching innovations is still negative and
is now more significant above the aspiration level. Below the aspiration
level, there is still no clear effect. Unabsorbed slack significantly increases
the rate of launching innovations, as slack search would predict, and is
now significant also in the full model 4. The results from the twomethods
of analyzing the data are reassuringly similar.
It is possible to calculate the predicted number of innovations based

on this analysis. Figure 4.1 shows the predicted effect of performance,
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Table 4.4 Poisson models of the number of innovationsa

Model 1 Model 2 Model 3 Model 4

Performance – Aspiration (if <0) 1.604 0.662
(3.673) (3.713)

Performance – Aspiration (if >0) −16.895∗∗ −14.086∗∗
(3.913) (4.060)

Wald test of difference of <0 and >0 [9.54]∗∗ [5.61]∗

Absorbed slack 1.687 2.510
(3.610) (3.625)

Unabsorbed slack 5.742∗∗ 3.577∗
(1.332) (1.506)

Potential slack −0.035 −0.008
(0.036) (0.037)

Maximum likelihood R2 0.630 0.668 0.654 0.675

†p<.10; ∗p<.05; ∗∗p<.01; two-sided significance tests.
aPoisson models based on eleven firms and 296 firm-years with a total of 262 innovations.
Control variables for innovations in industry, employees, annual production, shipping
income, and oil freight rate are not shown. Standard errors of the coefficient estimates are
shown in round brackets; tests of significant difference of coefficients are shown in square
brackets.

slack, and innovations in the industry on the number of innovations a
firm will make in a year. The curve is drawn as follows. First, the number
of innovations at origin is set to one, which is close to the average in
the data. Next, the three variables are given values that differ from the
mean from minus 2.5 to plus 2.5 standard deviations (keeping the others
constant), and the results are graphed. The figure shows that both slack
and performance relative to the aspiration level are important for the
probability of launching innovations, but the number of innovations in
the industry during the past year only had a small effect effect. Note that
the kink in the performance feedback curve occurs below zero in this
graph, as the average performance was about one-half standard deviation
below the aspiration level during this time interval.
It is also valuable to keep in mind that in models such as the logit in

table 4.3 and the Poisson in table 4.4, changes in multiple variables at
the same time are incorporated by multiplying the effects. Thus, based
on figure 4.1 we can predict that if slack and performance both increase
from the average to one standard deviation above the mean, the predicted
number of innovations will stay constant. If performance and innovations
both increase from the average to one standard deviation above the mean,
the predicted number of innovations will drop considerably. High perfor-
mance can suppress the effects of other variables, reducing the number
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of innovations from firms that would be likely to launch innovations for
other reasons such as high slack or many innovations in the environment.
The analyses shown here indicate that performance feedback has

passed its first test based on strategic changes. Consistent with propo-
sitions in section 3.2, organizations launch more innovations when the
performance is below the aspiration level than when it is above the as-
piration level, and the effect of performance on the innovation rate is
stronger above the aspiration level than below it. Indeed, the findings
suggest that organizational inertia is a formidable roadblock to launching
innovations, as there was no discernable difference in the innovation rate
of an organization with performance just below the aspiration level and
one with performance far below the aspiration level. Success suppresses
innovations more effectively than failure spurs innovations.
I discussed innovation launches before other strategic behaviors be-

cause innovations are a natural continuation of the study of R&D reported
in the previous section. Innovation launches are not the cleanest possible
test of the theory, however, because they are a complex behavior where
long-term firm capabilities and investments in research affect the out-
come. Firms may well have varying ability to produce innovations and
varying portfolios of completed or nearly completed research projects,
and these factors affect their rates of launching innovations. Although
this concern turned out to have little effect on the results, it is still useful
to eliminate the capability issue by studying a simpler strategic behavior.
For maximum simplicity, let’s examine how firms go shopping. The next
section reports research on the acquisition of production assets by firms, a
behavior that requires substantial tolerance for risk but little firm-specific
capabilities.

4.4 Facility investment

Two prominent features of firms are the production efficiencies they
can achieve and the resources that they assemble to do so. Automobile
manufacturing is remarkably efficient compared with what it was a few
decades ago, and semiconductor manufacturing has progressed signifi-
cantly within the last decade. Yet the factories that turn out these products
are enormously expensive, and may be made obsolete by technological
change or redundant by overcapacity. Thus, the pursuit of greater effi-
ciency can lead firms to waste resources as well. The recent woes of the
telecommunication carriers and firms that supply them are a good exam-
ple of resource acquisition that, at least for now, seems to have been a poor
bet (Reinhardt 2002), and it is just the latest of many such races to build
capacity that ended badly for some participants. Because the resources
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they hold are the source of a good portion of the production efficiency
of modern firms but also a risky investment for the individual firm and
for society, we should be interested in how firms acquire resources. We
should also be interested because resources play an important role in
current theory of strategy management.
First, let us define a resource as follows (Barney andArikan 2001: 138):

“Resources are the tangible and intangible assets firms use to conceive
of and implement their strategies.” Organizations acquire resources to
operate and make profits, and use some of their profits to acquire addi-
tional resources. A central task of managers is to make decisions on the
acquisition and use of resources that are useful in the long term, that is,
to acquire organizational assets. Strategic management researchers treat
assets in two different ways. One is to view assets as commitments that
shape interactions between firms by giving competitors of firms with as-
sets committed to a given market incentives to avoid competitive battles
(Caves and Porter 1977; Ghemawat 1991). Firms engage in confronta-
tions such as price wars for the sake of gaining market share that gives
future profits, andmay avoid confrontations when the opponent has com-
mitted so many assets that it is unlikely to back down. The other is to
view assets as giving the firm capabilities that make it a better supplier
of its goods than other firms, increasing the likelihood that competitors
will lose confrontations they engage in (Wernerfeldt 1984). Both views
predict that a good strategy for acquiring assets can lead to high perfor-
mance over the long run by making other firms reluctant to compete with
the focal firm.
Theory stating that resources held by the firm give competitive ad-

vantage has led to the resource-based view of the firm (Barney 1991;
Lieberman and Montgomery 1998; Wernerfeldt 1984), which is an ac-
tive research tradition currently (Barney 2001; Barney and Arikan 2001;
Priem and Butler 2001). The resource-based view considers resources
that are valuable and unique to the firm to be sources of competitive
advantage, and studies the role of such resources in giving high perfor-
mance (Brush and Artz 1999; Makadok 1998, 1999; Miller and Shamsie
2001) and shaping strategic decisions such as diversification strategies
(Hitt, Hoskisson, and Kim 1997; Silverman 1999). Resources are inter-
preted broadly to include nonmaterial assets such as knowledge, which
has given the resource-based view of the firm an affiliation with learn-
ing theory (Barnett, Greve, and Park 1994; Collis 1991; Hamel 1991;
McGrath, MacMillan, and Venkataraman 1995; Noda and Bower 1996).
Given the interest in strategic resources spawned by this theory, one

might think that the acquisition of assets (physical or otherwise) would
be an active area of research in strategic management. Remarkably, it
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is not (Barney and Arikan 2001). Empirical research from the resource-
based view has emphasized the consequences of firm differences so strongly
that research on their origins has been lagging. Researchers examining
resource acquisition have mainly worked from a learning-theory point
of view, and have examined the acquisition of non-physical assets such
as knowledge and routines (Barnett, Greve, and Park 1994; McGrath,
MacMillan, and Venkataraman 1995). The problem seems to be that it is
difficult to explain why some firms acquire scarce and valuable resources
and others do not, as it seems obvious that all firms would be interested in
pursuing such resources. The key to solving this problem is to realize that
acquiring resources is a risky organizational change that many managers
hesitate to make.
We can study the acquisition of assets by pursuing the usual idea that

performance below the aspiration level causes organizational change and
managerial risk taking. Investment in production facilities is an impor-
tant strategic decision in its own right, and may be regarded as a test case
of how firms approach the more general problem of obtaining scarce
and valuable resources. Large or modern assets can give the firm a com-
parative advantage in the competition, but also give greater fixed costs.
For industries with highly variable demand and rigid supply, the scale of
production facilities directly determines the effect of fluctuations in the
economic macro-environment on the organizational profits. Large facili-
ties allow the organization to take on more work on good times, but give
greater losses in bad times. It is thus a type of organizational change with
high potential for solving problems of low performance, but also with
great risks.
If we view asset acquisition as a risky problem-solving behavior, the-

ory of performance feedback predicts that firms add fewer resources to
their production facilities when their performance is above the aspiration
level. They addmore resources when the performance is below the aspira-
tion level, but organizational inertia makes the link between performance
feedback and resource acquisition weaker below the aspiration level than
above it. The result is the kinked-curve relation from performance to
change predicted in chapter 3. If the theory is correct, then asset buildup
works a lot like bicycle races. The leader is slowed by the headwinds of
complacency, while those following are pulled along by the leader. Over
time, such performance feedback processes act as an equalizing force in
resource-based competition.
Some well-known cases of firms adding to their production assets sug-

gest that low performance indeed spurs investments.Upgrading the facto-
ries was one of the strategies pursued by GM after the entry of Japanese
firms depressed its performance, as discussed in chapter 1. The same
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strategy is well known from other industries where physical assets are im-
portant for competitiveness. For example, Intel’s first reaction to harsh
competition in theRAM(randomaccessmemory)market was to upgrade
its factories; only later did it change its market niche to processing chips
(Burgelman 1991, 1994). Although Intel reversed its strategy of invest-
ments in factories for producing memory chips, the strategy of investing
more in times of trouble is still followed by makers of semi conducting
devices. For example, the Taiwanese chip foundry TSMC embarked on
an ambitious and controversial upgrade of its factories shortly after the
demand for semiconductors tanked, giving it a capacity utilization below
50 percent (Einhorn 2001). To see whether there might be a systematic
relation from performance feedback to asset acquisition, I turn to evi-
dence from a focused study of an industry where production assets are
crucial for competitive strength.
As in the sections onR&Dand innovations, I use data from the Japanese

shipbuilding industry. Industries producing industrial investment goods,
such as production machinery and non-consumer vehicles, experience
greatly fluctuating demand and competition partly based on production
assets. This makes them good contexts for testing how asset growth is af-
fected by performance feedback. The decision is especially consequential
and risky in such industries, fitting our emphasis on decisions of great
strategic import and uncertain consequences. The scale and quality of
shipyards are very important in the competition for ship construction
contracts, so investments in production facilities are strategic moves for
these firms.
Table 4.5 shows the results of analyzing the growth of total production

assets in each shipyard. This measure might be relatively unresponsive
to performance feedback since it includes both strategically important
assets such as docks and machinery and less important assets with a high
degree of routine maintenance (buildings are a good example). Never-
theless, the table shows clear and strong effects of performance feedback
on the growth rate. As before, model 1 only contains control variables
describing current economic conditions and leading indicators of ship-
building activity. The next three models add performance relative to his-
torical and social aspiration levels and slack, respectively, and the final
model includes all variables.
Performance relative to the historical aspiration level has a strong effect

on asset growth above the aspiration level, and higher performance re-
duces the asset growth as predicted. Model 2 shows that performance
relative to the historical aspiration level is negatively related to asset
growth, but only above the aspiration level. Below the aspiration level, the
performance does not have a statistically significant effect on the growth
rate, and the estimated coefficient is very close to zero. Success reduces
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Table 4.5Models of shipyard asset growth in response to performance
feedbacka

Model 1 Model 2 Model 3 Model 4 Model 5

Performance – Historical 0.498 0.447
Aspiration (if <0) (0.414) (0.450)

Performance – Historical −1.940∗∗ −2.028∗∗
Aspiration (if >0) (0.494) (0.495)

t test of difference of [3.299]∗∗ [3.252]∗∗

<0 and >0
Performance – Social 0.113 0.008
Aspiration (if <0) (0.478) (0.522)

Performance – Social −0.103† −0.123∗
Aspiration (if >0) (0.056) (0.058)

t test for difference of [0.435] [0.244]
<0 and >0

Absorbed slack −0.784 −1.124
(0.699) (0.706)

Unabsorbed slack 0.014 0.047
(0.048) (0.049)

Potential slack 0.0009 0.0010
(0.0017) (0.0017)

R-squared (unadjusted) 0.93807 0.93866 0.93820 0.93814 0.93894
R-squared (adjusted) 0.93734 0.93786 0.93740 0.93729 0.93796

†p<.10; ∗p<.05; ∗∗p<.01; two-sided significance tests.
aGrowth models with fixed effects for thirteen firms. Control variables for the growth
parameter, oil shock, order reserve, annual production, oil freight rate, and shipping
income are not shown.

asset growth, but failure does not increase asset growth. If we compare
this finding with the prediction in figure 3.3, it suggests that inertial forces
are so strong that the effect of problem-based search below the aspira-
tion level is canceled out. Performance relative to the historical aspiration
level seems to be the only variable that strongly affects the asset growth.
Models 3 and 4 show that performance relative to social aspiration lev-
els weakly affects the growth of assets, and organizational slack does not
affect the growth at all. Model 5 has all variables included, and confirms
the results of the preceding models.
Table 4.6 shows the estimates of growth models of shipyard machinery

value. This variable omits slow-adjusting assets like buildings, and should
be more responsive to managerial decisions. The results are very similar
to the analyses of total production asset value in table 4.5. Model 2 shows
a decline in investment as performance relative to the historical aspiration
level increases, but only above the aspiration level. Performance relative
to the historical aspiration level is the only significant feedback variable in
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Table 4.6Models of machinery growth in response to performance feedbacka

Model 1 Model 2 Model 3 Model 4 Model 5

Performance – Historical 0.039 0.203
Aspiration (if <0) (0.532) (0.551)∗

Performance – Historical −1.401∗∗ −1.403∗∗
Aspiration (if >0) (0.514) (0.514)

t test for difference of [1.653]† [1.822]†

<0 and >0
Performance – Social −0.732 −0.614
Aspiration (if <0) (0.507) (0.528)

Performance – Social −0.036 −0.042
Aspiration (if >0) (0.057) (0.057)

t test for difference of [1.325] [1.046]
<0 and >0

Absorbed slack −0.558 −0.704
(0.688) (0.687)

Unabsorbed slack −0.020 −0.017
(0.045) (0.044)

Potential slack 0.0005 0.0005
(0.0017) (0.0016)

R-squared (unadjusted) 0.95259 0.95286 0.95269 0.95268 0.95303
R-squared (adjusted) 0.95211 0.95232 0.95215 0.95211 0.95240

†p<.10; ∗p< 05; ∗∗p<.01; two-sided significance tests.
aGrowthmodels with fixed effects for ten firms. Control variables for the growth parameter,
oil shock, order reserve, annual production, oil freight rate, and shipping income are not
shown. Standard errors of coefficient estimates are shown in round brackets; tests of
difference of coefficients are shown in square brackets.

these models. For machinery growth the social aspiration level is insignif-
icant, and the slack variables are insignificant as before. The models of
machinery value show slightly higher explanatory power than the models
of shipyard assets. The higher explanatory power suggests that machin-
ery size is adjusted more readily to the economic conditions and the firm
performance than total assets are, as one would expect.
A graph helps understand the results better. Figure 4.2 displays the

predicted growth rates of assets based on the estimates of model 5 of
table 4.5. The curve is made by normalizing the growth rate to one at
the origin and computing how the growth rate varies as each dependent
variable varies from 2.5 standard deviations below to 2.5 standard devi-
ations above the mean. The actual growth rates will differ depending on
the values of other covariates. The growth rate of assets peaks when the
performance equals the aspiration level, but since the upward slope below
the aspiration level is not significantly different from zero, the relationship
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may in fact be horizontal below the aspiration level. The growth rate
declines rapidly above the aspiration level, showing greater risk aversion
for successful firms.
In order to compare the effect strength, the effects of two control vari-

ables, the number of competing shipyards and the shipping income, are
also displayed. These variables have the two strongest effects of the con-
trol variables, and their total effects are similar. Their overall effect on
asset growth rate is also similar to that of performance feedback, but the
functional form is different. These variables have curves with a gentle
upward slope over the entire range. The slope is greater than that of per-
formance below the aspiration level, but smaller than that of performance
above the aspiration level. The model estimates differ from the prediction
only in the absence of a downward sloping relation from performance to
investment below the aspiration level. Performance relative to the aspira-
tion level affects asset growth as expected, and its effect size is as large as
that of the other variables in the specification.
Figure 4.3 shows the determinants of machinery growth, and is very

similar to figure 4.2. Note the difference in the scale of the vertical axis,
however, which shows that the annual production of the shipyard in the
previous year has a rather strong effect on the machinery growth. This is
the only control variable with a significant effect on machinery growth.
Performance relative to the aspiration level has a horizontal relation below
the aspiration level, indicating no effect, and a declining relation above
it. The range is lower than in the case of total assets, showing that per-
formance affects machinery less than total assets.
The growth rates of production assets and machinery behave as pre-

dicted by performance feedback theory. Search and risk taking declines
when the firm performance is above the aspiration level, reducing the
growth rate. The findings also differ from the theory in one respect. There
was no relation from the level of performance to the growth rate when
the performance was below the aspiration level, suggesting high inertia.
That these firms should be inert is not surprising, however, since they
are very large, and organizational inertia is argued to be greater in large
firms (Hannan and Freeman 1984). Again we see that success reduces
search and risk taking more than failure increases it.
This section and the preceding ones have shown that performance

feedback affects a variety of consequential organizational behaviors. Risk
taking, research and development, innovations, and asset investment are
all behaviors that can be viewed as strategic actions for the firm. They
are organizational changes managers resort to when seeking to solve per-
formance problems, and often have strong effects on organizational per-
formance. The effects are not always benign, as should be clear when



112 Organizational Learning from Performance Feedback

considering the potential for mistakes (in retrospect) in both innovations
and asset investment, and of course in risk taking generally.
For many scholars, the strategic changes that matter most are changes

in the market niches of firms. Market niche changes involve one of two
risky alternatives. One is that the firm enters a new and untried niche,
which involves great uncertainty about how the potential customers will
react. The other is to enter a niche occupied by other firms, which in-
volves great uncertainty about the ensuing competitive battle. Market
niche changes are choices that require both search for solutions and tol-
erance of risk, and are a good way to end this review of evidence on
performance feedback theory.

4.5 Strategic change

One of the most important decisions a manager canmake is to change the
product-market strategy of the organization. The product-market strat-
egy orients the organization towards the environment and chooses its
intended sources of support. It specifies the products or services to make
and the customers to target. It is one of the first strategic decisions an orga-
nizational founder will make, as business plans typically take the product
and market as the starting point and work out the implications for other
decisions such as structure, staff, and financing. The product-market
strategy is not easily changed – new firms often need top management
turnover or an economic crisis to do so (Boeker 1989), and older firms
have been seen to pursue their original markets or products long after
these have lost the potential to support the organization economically
(Christensen and Bower 1996; Starbuck and Hedberg 1977).
Product-market strategy has an important role in the theory of organi-

zational ecology, as it is one of the four core features of the organizations
that are claimed to be structurally inert (Hannan and Freeman 1984).3

Organizational ecology theorists view product-market strategy as par-
ticularly inert because of organizational interdependence and strategic
maintenance of external relations (Barnett and Freeman 2001). Because
the product-market strategy is linked with decisions in production, mar-
keting, sales, and procurement, changing it requires substantial coordi-
nation of functions, and thus has high organizational risk. Resistance,
uncooperativeness, or simple inability to work together can cause the

3 The others are the organizational mission, the authority system, and the production
technology. Production technology is of course closely related to the investment behavior
studied in the previous section, but the analyses shown there are not direct tests of inertia
theory since they show the change in the value of the production technology, whereas the
inertia hypothesis concerns change in the functions of the production technology.
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intra-organizational coordination to go awry, spoiling an otherwise sound
attempt to change the product-market strategy. In addition to this, there
is the environmental risk. Changing the product-market strategy requires
changing either the customers or the product sold to the customers, and
often also involves replacing suppliers and other exchange partners. The
organization thus breaks off its relations with some of the exchange part-
ners that have supported it and searches for new ones to replace them,
and runs the risk of having its new strategy rejected by environmental ac-
tors that it needs to obtain resources. These considerations suggest that
changing the product-market strategy has high financial and organiza-
tional risk. As a decision with high potential for changing the organiza-
tion’s performance, positively or negatively, it is a good test of the theory
of performance feedback.
Performance feedback theory predicts that performance below the as-

piration level increases the likelihood that an organization will change its
product-market niche. Pioneering work on this prediction compared the
rates of curriculum change in departments of a university during peri-
ods of financial security and adversity (Manns and March 1978). The
availability of students is an important driver of financial performance of
any university, and it is particularly important for a private school such
as Stanford University, where the research was conducted. Curriculum
change affects the attractiveness of the university to current and prospec-
tive students through its effect on course content and on the diversity,
marketing, and accessability of courses. Curriculum change is a core
change for a university. It offers the prospect of improving the attractive-
ness of the school, but also implies costly change of production routines
and the risk that the changes will be viewed as unattractive by students
or educators (Kraatz and Zajac 1996). It may face internal resistance,
especially in departments that have high research reputations and thus a
lower need to appeal to students. Manns and March (1978) found that
the rate of curriculum change was increased during adversity, and that
this increase was greater in departments with low research reputations,
thus supporting both the main proposal of change in response to low
performance and the secondary proposal of more change in weaker parts
of the organization. The greater change in low-reputation departments
gives direct support to the rule of searching in vulnerable areas of the or-
ganization in response to performance below the aspiration level (Cyert
and March 1963).
A series of studies on a major curriculum change in liberal arts colleges

in the USA has provided additional support for this prediction (Kraatz
1998; Kraatz and Zajac 1996; Zajac and Kraatz 1993). These studies
examined the adoption of professional programs such as business or
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computer science in liberal arts colleges, which clearly is a major change
of product-market niche for an educational institution that derived part of
its rationale from opposition to occupation-specific training (Brint and
Karabel 1991). The studies showed that colleges adopted professional
programs in response to low performance and despite substantial oppo-
sition to such adoption among their faculty and alumni. Of particular
interest is the finding that the adoption process combined imitation of
other colleges (especially successful ones) with performance feedback
(Kraatz 1998). This suggests that problemistic search can also result in
finding solutions in the organizational environment by observing what
similar organizations do.
Research on the effect of performance feedback on organizational

change in a set of United Kingdom firms recovering from decline showed
that internal or external indicators of organizational decline triggered
search behaviors by the management or external intervention threats
(Grinyer and McKiernan 1990). Such problemistic search was followed
by a diverse set of changes ranging from apparent low-risk changes such
as improvement of production efficiency to strategic changes such as en-
try or exit of markets. Low-risk operational changes were more frequent
than the high-risk strategic changes. This could reflect a process of lo-
cal search leading to operational changes first and strategic changes only
when the operational changes failed, but it could also reflect a preference
for changes with low organizational risks. Even the high-risk changes were
to some extent conservative, as they often involved exiting businesses out-
side the core strategic interests of the firm. As I argued in section 3.2,
exiting noncore businesses has low organizational risk because such busi-
nesses rarely have powerful managers, and the need for coordination and
adjustment with other units is likely to be low.
A later study sought to decompose the effect of performance on change

into direct effects and effects mediated by top management team compo-
sition and change or by top management perceptions of the environment
(Lant, Milliken, and Batra 1992). This study used a composite mea-
sure of strategic change derived from thirteen different product-market
strategies (such as low price, high quality, service), the organizational
structure, and the control system. The performance was measured as the
difference between the firm’s ROA and the median ROA of the indus-
try, giving a social aspiration level. The results showed that changes were
more likely to occur in firms with low performance, and also showed
that management turnover and environmental awareness led to change.
Management change and greater awareness of the competitive environ-
ment can be caused by low performance, so the study showed both an
unmediated and a mediated effect of performance on change. A study
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on the same industries and with similar methods but data from a later
time period failed, however, to find an effect of performance (Gordon
et al. 2000). This inconsistency is puzzling, but may have been caused
by a redefinition of the change variable to include changes in corporate
control, which is a change that would usually be imposed on the firm by
its owners rather than autonomously decided by its managers.
Several recent studies have confirmed these findings. Greater strategic

change in organizations performing below their aspiration level has been
found in studies of the airline industry (Audia, Locke, and Smith 2000;
Miller and Chen 1994), semiconductor industry (Boeker 1997), hospital
industry (Audia and Boeker 2000), and trucking industry (Audia, Locke,
and Smith 2000). Audia and associates investigated whether firms made
strategic changes after industry deregulation. It seems obvious that dereg-
ulation changes the rules of competition by removing constraints on firm
behaviors and increasing competitive interdependence, and thus should
lead to adjustments in market strategy. In the airline industry, the old
strategy of premium service was the only way of increasing profits as long
as the route structure was fixed and monopolistic, but the flexible route
structure allowed by deregulation made new strategies possible: costs
could be cut and planeloads balanced by rearranging the routes to form a
hub-and-spoke network; low-price strategies became powerful weapons
in defending territory or winning head-to-head competition; qualityman-
agement became a meaningful activity because travelers had a choice of
carriers on many routes. The seemingly obvious opportunity to adjust
strategies was lost on the carriers that were successful before deregula-
tion, however, as they showed a much greater persistence with the old
strategy than unsuccessful carriers. Because many of the new strategies
were superior in the new environment, the carriers that changed the least
had the lowest performance. Audia, Locke, and Smith (2000) obtained
the same results in the trucking industry, and Audia and Boeker (2000)
obtained the same results in the hospital industry, showing that this pat-
tern was not unique to airlines. Audia and Boeker (2000) also found that
hospitals withmore heterogeneous boards of directors weremore likely to
make strategic changes, suggesting that group processes can compensate
for some of the effect of high performance on risk tolerance.
Audia, Locke, and Smith (2000) were also interested in organizational

mediators of the performance effect. They showed experimentally that
decision makers with past successes displayed less strategic change both
due to motivational factors, such as satisfaction with their current per-
formance and confidence in their problem-solving ability, and cognitive
factors, such as decreased search for information. Although the exper-
imental subjects were undergraduate students working on a business



116 Organizational Learning from Performance Feedback

simulation, the effect of prior performance was exactly the same as that
of the managers: success before deregulation led to rigid strategies after
deregulation. A second business simulation explored whether subjects
could be trained to make greater adjustments of their strategies after
deregulation (Audia and Boeker 2000). This study gave subjects different
forms of decision-making training, including scenario generation, search
for dissenting information, and search for environmental threats. The first
two helped decision makers adjust their strategies, suggesting that train-
ing in collecting and interpreting information can make the strategies of
successful firms more responsive to environmental change.
These studies examined a straight-line relation from performance to

change, so they looked for curve 3.2(c) in chapter 3. Work on format
change in radio stations provided the first test of the kinked-curve rela-
tion in figure 3.2(b) (Greve 1998). This curve reflects the predictions that
firms are less likely to change when the performance is high relative to the
aspiration level and that organizational inertia weakens the effect of per-
formance feedback below the aspiration level. Format changes in radio
stations are product-market changes with consequences for the strate-
gic position and internal organization. The format of a radio station is
the type of programming it delivers. Formats are categorized by different
types of spoken content, such as news, talk, or sports, and by differ-
ent kinds of music, such as country and western, jazz, or modern rock.
Music formats are usually designed to appeal to a specific demographic
segment, as defined by age and gender composition. Many formats are
highly specific in choosing artists with strong appeal in their target de-
mographic group and weak appeal elsewhere, such as the formats adult
contemporary or oldies. Formats are market-niche strategies that deter-
mine what kind of listener is targeted with what kind of programming.
They are also connected with a set of staffing, programming selection,
and evaluation routines designed to maximize the appeal of the station
to its target market.
I analyzed the following format changes.All changes includes all changes

to the format or of the station, and the others are subsets of these changes.
Format change includes all changes to the main format, and excludes
changes in the form of programming (live, satellite, or prerecorded).
Satellite entry includes entries to satellite format, a novel form of low-cost
programming during the study period. Innovative change includes only
changes to a set of four new formats that diffused during the study period.
The purpose of analyzing subgroups of changes was to examine whether
the risk of different format changes modified the effect of performance
feedback. Among the subsets, innovative change had highly uncertain
consequences and a likely need to replace current staff with staff members
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more knowledgeable in the new format. Satellite entry had more certain
consequences because it reduced costs greatly, but would lead to the firing
of most announcers. Both changes were thus organizationally risky, but
innovative change was also financially risky. In interviews, radio station
managers and staff indicated that wholesale replacement of announcers
as a result of format changes was rather common in the industry, so it
was a type of risk that managers were familiar with.
Table 4.7 shows the estimates of models of the four different change

events. Since the probability of changes is expected to decrease as the
performance increases both above and below the aspiration level, the
market share relative to the aspiration level should be negatively related
to format change both above and below the aspiration level, but should
be closer to zero below the aspiration level. This should hold for both the
historical and social aspiration level. For all changes, the reaction to both
social and historical aspiration levels is as predicted: higher performance
reduces the probability of change, and the reduction is greater above the
aspiration level. Success reduces changemore rapidly than failure encour-
ages change, showing greater risk aversion when performance increased,
modified by organizational inertia below the aspiration level.
For new formats the reaction to historical aspiration levels is also as

predicted. For social aspiration levels there is lower probability of change
as the performance increases above the aspiration level, but there is no
relation between the performance and the probability of change below
the aspiration level. This suggests that inertial forces are very strong be-
low the aspiration level, making the reaction to very low performance
nearly the same as the reaction to performance just below the perfor-
mance level. Inertia below the aspiration level is seen also for historical
aspiration levels for innovative formats and both aspiration levels for other
production changes. In sections 4.3 and 4.4, the same relation was found
for the product innovations and asset growth of shipbuilders, so strong
inertia below the aspiration level is not unique to radio broadcasters. For
satellite entry, there is no kink in the curve either for social or historical
aspiration level, so for this outcome the aspiration level does not appear
to change the behavior. It is the only outcome where the performance
response curve has no kink, so most of the evidence supports the rela-
tion between performance feedback and organizational change depicted
in figure 3.2(c).
Figures 4.4 and 4.5 show the estimated response curves for all changes

and for innovative, satellite entry, and production changes, respectively.
For all changes, the effect of historical and social aspiration levels are
nearly identical – greater performance reduces the probability of making
a change, and the reduction is greater above the aspiration level than
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below it. For satellite, production, and innovative changes, the graphs
suggest that the risk level of an outcome determines the strength of the
kinked-curve effect. Satellite entry was the behavior with the lowest risk
and the only behavior where the relation from performance to the proba-
bility of change approximated a straight line with no kink at the aspiration
level. Innovative entry was the behavior with the greatest risk, and also
had the strongest kink in the curve – like shipbuilding investments and
innovations, which also are very risky, the relation was horizontal be-
low the aspiration level and sharply declining above it. As suggested in
chapter 3, considerations of organizational risk clearly affect the shape of
the curve linking performance feedback to organizational change.

4.6 Summary of evidence

The evidence on product-market change clearly shows that performance
feedback determines the probability of major organizational changes and
that aspiration levels affect the reaction to performance feedback. This
evidence does not stand alone, however, but rather caps evidence on a
sequence of organizational outcomes: risk taking, research and devel-
opment expenditures, innovations, investment, and, finally, change of
product-market niches. There are some differences in how organizations
react to performance feedback for these different behaviors, and these
differences are consistent with what we would expect from the different
risk levels of the behaviors. Thus, the main story told by this evidence
clearly supports the behavioral theory of the firm and the integration with
risk theory. The variations in results seem consistent with explanations
for the kinked curve that involve risk, and thus offer additional support
for the theory.
The evidence is clear and strong, and most of it is very recent. As

the graphs of the model predictions showed, performance feedback has
very substantial effects on the rate of organizational change. If strength
of results is a good criterion for guiding researcher attention, these find-
ings suggest that performance feedback effects should be studied more
intensively than they have been so far. Performance feedback predicts
many different forms of organizational change. The findings are consis-
tent across a range of dependent variables that have earlier been addressed
by different theories or, in the case of investment, rarely been studied.
If the range of behaviors that can be explained by a single theory is a
good criterion for guiding researcher attention, then performance feed-
back effects should be studied more intensively than before. Finally, all
behaviors studied in this chapter are risky and strategically important for
the firm. If the importance of behaviors that can be explained by a theory
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is a criterion for guiding researcher attention, then performance feedback
effects should be studied more intensively. It is hard to escape the con-
clusion that the earlier neglect of performance relative to aspiration levels
in empirical research urgently needs to be amended by more research.
The usefulness of performance feedback theory is not limited to its abil-

ity to predict a variety of strategically important organizational changes.
Performance feedback theory can help managers design performance
feedback systems in ways that enhance organizational adaptation to the
environment. It can also help researchers in related fields of management
improve their theory. In chapter 6, I outline implications of this research
in detail. The behavioral theory of performance feedback has important
implications for strategic management and organizational design, which
are covered in section 6.1. It also has strong links with other research
traditions and important remaining questions that should be explored,
and these are discussed in sections 6.2 and 6.3, respectively. Before turn-
ing to these implications, a tour of some statistical methods useful for
advancing this research is made in chapter 5.



5 Advanced topics

Chapter 4 reviewed the main findings of several studies of performance
feedback on organizations. It aimed to give enough detail for readers
interested in applying the insights of performance feedback research to
theory or practice of management, but stopped short of a full description
of how the research was done. For researchers interested in doing re-
search on performance feedback processes, additional details on how the
studies were done would be helpful. This chapter aims to give an overview
of research methods used in performance feedback studies and more de-
tailed descriptions of the radio and shipbuilding data used in chapter 4.
The descriptions are meant to supplement the general knowledge of re-
search methods one gets from methodology courses and textbooks, so I
will point to methods rather than describe them in detail.

5.1 Basic methods

Performance feedback affects many organizational behaviors, and re-
search on performance feedback requires that each behavior be analyzed
with a suitable method. These methods also need to be sufficiently stan-
dardized to allow comparison of findings across studies of different out-
comes. The preceding chapters have shown studies on decision-making
processes that triggered behaviors such as strategic change, innovations,
investment, and R&D expenditures. These behaviors differ in many re-
spects, including the decision makers responsible for outlining plans and
making the final decision, the extent and type of uncertainty involved,
the degree to which the decisions can be reversed if they prove to be mis-
takes, and other organizational and environmental characteristics. Such
considerations enter the modeling stage when variables are selected. Be-
fore doing so, an even more basic concern is to choose the statistical
model linking the explanatory variables (independent variables) to the
outcome (dependent variable).
The type of behavior largely drives this choice. For example, strate-

gic change either occurs during a given period or not, giving a binary
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(no change or change; zero or one) outcome. Counting the number of
innovations in a given year is an outcome that takes the values zero or a
positive integer. New investment is a continuous variable that takes only
positive values, but we can also consider net investment, which takes posi-
tive or negative values, or growth in investment. Such differences result in
different estimation frameworks, such as choice analysis, count analysis,
or continuous-variable analysis. For all of these outcomes it makes sense
to consider whether past behaviors affect the present, and this is usually
captured by including measures of past behaviors or commitment in the
model.
Thus, the general approach is to let the outcome measure determine

the statistical model linking the independent variables to the dependent
variable and a list of candidate control variables that include effects of
past behaviors. Other control variables are measures of environmental
opportunities, threats, and social models. Measures of organizational ca-
pabilities and constraints can also be included. Themodel and the control
variables become a framework for studying the effect of performance feed-
back, and the researcher can rely on earlier studies of the same outcome
to make a realistic and complete model. The modeling framework can
thus be made without referring to performance feedback theory. With
the framework in place, the performance variables should be defined so
that they closely follow aspiration level theory.
Here I first outline the basic methods in general form, and then give

examples of specific models that can be used in performance feedback
research. The following notation is needed:

Y is the outcome to explain. This variable can be an event, such
as making an innovation, a binary variable, such as whether
strategic change occurred in a given year, a count of events,
such as the number of innovations an organization made in a
year, or a continuous dependent variable, such as the research
and development budget of an organization. Although the type
of variable obviously affects what kind of statistical model will
be estimated, it is unimportant for the conceptual model of the
learning process.

F(�, X) is the stochastic function that converts a set of covariate val-
ues X and covariate coefficients � into the outcome variable
Y. Thus, Y = F(�, X). This function varies depending on the
form of the response variable and the assumptionsmade on how
the covariates affect the response variable. The usual assump-
tion is a linear regression, so for simplicity I will use the form
Y = F(�X) throughout this discussion. The function is always
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stochastic, that is, F has an error term that inserts noise between
the prediction and the outcome.

P is the performance variable, as in chapter 3. It is assumed to be
a continuous-valued numeric variable, which means that it can
be summed, averaged, and multiplied with other numbers.

L is the aspiration level, again as in chapter 3.
t is a time subscript, which in this chapter refers to discrete peri-
ods (in other methods, t can be continuous time).

I is an indicator variable that takes the value 1 if the expression in
its subscript is true, 0 if the expression on its subscript it false.
Thus IP>L has the value 1 when P (performance) is greater than
L (aspiration level), and 0 otherwise.

Hypothesis testing

With this notation in hand, we can discuss the basic method. The goal is
to investigate whether the difference between performance and aspiration
level affects Y, and whether the effect is stronger above the aspiration level
than below it. All my analyses in the preceding chapters have estimated
equations of the following form:

Yt+1 = F[�1(Pt − Lt)IPt>Lt + �2(Pt − Lt)IPt≤Lt + �Xt] (5.1)

Here, �1 is the slope of the performance effect when the performance
is above the aspiration level, �2 is the slope of the performance effect
when the performance is below the aspiration level, and � is a vector
of slopes for the control variables in the specification (X). The control
variables often reflect other theories and may be associated with separate
hypotheses. All independent variables are measured one period before
the dependent variable Y. For simplicity, assume that higher values of
the dependent variable mean greater change or risk taking, so �1 and �2
are hypothesized to be negative. Also, since inertia counteracts the effect
of performance below the aspiration level, the slope of �1 is steeper than
the slope of �2. Both slopes are negative, so this implies that �2 > �1.
The expression above (5.1) is called a spline specification, whichmeans

it contains a variable (Pt − Lt) that can have different slopes above and
below a given point, but the effect of this variable is continuous every-
where (it does not jump). Tests of whether low performance increases
the probability of change can be taken directly from the significance tests
of the coefficient estimates of �1 and �2. Evidence of whether the “kink”
in the curve is statistically significant can be found by testing whether
�2 equals �1. Such tests are built into many statistics packages (such as
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the test statement in stata), but can also be done by hand. The trick is to
manipulate equation 5.1 as follows:

Yt+1 = F[�1(Pt − Lt)IPt>Lt + �2(Pt − Lt)IPt≤Lt + �Xt] (5.1)

Yt+1 = F[�1(Pt − Lt)IPt>Lt + �1(Pt − Lt)IPt≤Lt
− �1(Pt − Lt)IPt≤Lt + �2(Pt − Lt)IPt≤Lt + �Xt]

Yt+1 = F[�1(Pt − Lt)+ (�2 − �1)(Pt − Lt)IPt≤Lt + �Xt] (5.2)

Equation 5.2 is a regression that enters (Pt − Lt) alone and with an in-
teraction with an indicator variable of whether it is negative. It is exactly
the same model as equation 5.1. The manipulation has isolated the dif-
ference of the slopes as the coefficient estimate of (Pt − Lt)IPt≤Lt, so now
the significance test of that variable is a test of whether the slopes �1 and
�2 are significantly different. The technical expression for what the test
of whether �2 equals �1 does is “testing a constraint”. It means that the
researcher estimates a model where �1 and �2 are allowed to be different,
but then asks whether they can be given the same value without making
the model significantly worse.

5.2 Estimation of aspiration levels

Because aspiration levels are so important for the theory, good estimates
of the aspiration levels are important for the empirical research. In prin-
ciple this is easy to do, because the theory contains careful specification
of how aspiration levels are set, as discussed in chapter 3. The formulae
given there introduce some subtle estimation issues that need to be ad-
dressed in order to make good empirical studies, however, and they are
discussed here.

Social aspiration level

Asdescribed in chapter 3, a social aspiration level ismade by observing the
performance of a reference group of other organizations that are salient
and similar to the focal organization. This process of social comparison
results in an aspiration level that can be computed as a weighted mean of
the performance levels of organizations in the reference group, as follows:

Lt =
∑
a�R

�aPat

/ ∑
a�R

�a (5.3)

Here, R is the reference group. The weights �a indicate the degree of
closeness or relevance of each other organization a to the focal organi-
zation, and can be computed from differences in salient organizational
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characteristics such as size or from proximity, centrality, or structural
equivalence in social networks, as in many studies of diffusion through
social networks (Davis and Greve 1997; Soule 1997; Strang and Tuma
1993). The analyses presented earlier assumed homogeneous influence,
so the weights were all set to one. Thus, the social aspiration level was
the arithmetic average of the performance of all other organizations in
the focal market.

Lt =
∑
a�R

Pat/N (5.4)

Here, N is just the number of organizations in the reference group R.
There are good reasons to suspect that studies will show that social as-

piration levels aremadewith heterogeneousweights. Research on the cog-
nitive structures of managers has found that managers distinguish firms
based on rather detailed information on their market and production
processes (Peteraf and Shanley 1997; Porac and Rosa 1996; Porac and
Thomas 1990; Porac, Thomas, and Baden-Fuller 1989). They are more
aware of spatially proximate firms (Gripsrud and Grønhaug 1985; Lant
and Baum 1995) and seem to prefer information onmarket similarities to
information on production-process similarities (Clark and Montgomery
1999). Such cognitions have a wide range of behavioral consequences,
such as imitation of specific competitive behaviors or the overall strategy
of firms judged to be similar (Fiegenbaum and Thomas 1995; Osborne,
Stubbart, and Ramaprasad 2001; Reger and Huff 1993) and selective
response to competitive attacks based on the similarity of the attacking
organization and the focal organization (Chen andHambrick 1995; Clark
and Montgomery 1998; Porac et al. 1995).
Competitor cognitionmay also affect the formation of aspiration levels.

Firms that are viewed as similar are not only targets of imitation andmore
threatening competitors; they are also highly relevant targets for social
comparison. Firms that have similar markets and production processes
fulfill the classical relevance criterion of social comparison processes by
being similar on dimensions predictive of performance (Festinger 1954;
Kruglanski and Mayseless 1990; Lewin et al. 1944). They should thus
be more influential in creating the social aspiration level than other firms,
including firms in the same industry but with different market niches or
technologies.
Finding out which firms are most influential in the creation of an as-

piration level is an important empirical challenge for aspiration-level re-
search. Amulti-method approach for creating social aspiration levels with
heterogeneous influence would be to use interview methods to discover
which other organizations managers pay attention to, and then to use the



128 Organizational Learning from Performance Feedback

resulting cognitive maps (Porac and Thomas 1990) to construct weights.
One might first elicit important dimensions on which organizations differ
through procedures such as the repertory grid technique, then use cluster
analysis of the organizations with the chosen dimensions as criteria for
identifying clusters (Ketchen and Palmer 1999). Once the clusters are
identified, the mean performance of each cluster can be used as the aspi-
ration level (Ketchen and Palmer 1999). Ideally the fit of a model using
such a differentiated aspiration level should be compared with that of a
model using an undifferentiated aspiration level and with models using
alternate definitions of clusters. Such testing would provide evidence on
the extent to which differentiated managerial cognition influences social
aspiration levels.
Analysis of cognitive groupings is a promising but costly method of

making the weights. Researchers may also try to discover the weights
directly from data on strategic changes. This can be done, but the pre-
cision of the direct approach relies heavily on having sufficient data and
a model that is otherwise correctly specified. The method is similar to
the grid search method for finding historical aspiration levels described
below and the methods used to find discount factors in studies of orga-
nizational experience curves (Audia and Sorenson 2001; Greve 1999a;
Ingram and Baum 1997, 2001).
To estimate weights from the data, assume that a variable w is the

dimension along which the weighting changes (e.g., w might be firm size
or geographical proximity) and a functional form for how the weight
depends on w. Then compute social aspiration levels where this function
has different slopes, estimate equation 5.1 with each candidate slope,
and select the one with the best fit to the data. Thus, if the weight is an
inverse function of the difference between the values of w for the focal
organization (wf) and the other organization (wa), then the following
formula is used to compute social aspiration levels:

�a = (|wf − wa|)−s (5.5)

Here, s is a positive number that can be varied to find a good estimate of
how quickly the relevance decreases as the difference in w increases. For
example, an s of two means that a doubling of the difference makes the
other organization one-fourth as important. Side-by-side comparison of
alternative specifications is then used to choose the best, and the confi-
dence in the choice of specification can be assessed by Bayesian methods
for selection of non-nested models (Raftery 1995). Formula 5.5 needs to
be modified if some organizations are identical on the focal variable, how-
ever, as it will attempt to divide by zero in that case. A simple rescaling
procedure would be to add one to the difference.
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Historical aspiration level

The historical aspiration level is made by recalling the past performance
of the focal organization. More recent performance feedback has greater
weight because it is easier to recall and more relevant to the current state
of the organization. A common method for assigning weights is the expo-
nential weighted-average historical aspiration level (Herriott, Levinthal,
and March 1985; Lant 1992; Mezias and Murphy 1998), which can be
expressed either in recursive form (5.6 below) or as a total summation
(5.7) below,

Lt = ALt−1 + (1− A)Pt−1 (5.6)

Lt = (1− A)
∑
s=1,∞

As−1Pt−s (5.7)

In these expressions, A is a number between zero and one expressing how
much weight is put on the previous aspiration level in determining the
new aspiration level. A high A means slow adjustment of the aspiration
level. Since the speed of adjusting the aspiration level is not known, it
needs to be estimated when analyzing the effect of historical aspiration
levels. The simplest way is by a grid search, which is a technique that relies
on estimating equation 5.1 many times with varying levels of A (say, 0.1,
0.2, . . . , 0.9), and then choosing the one that gives the best overall model
fit. Below I give a more advanced method of estimating A.
An obvious problem with a historical aspiration level is that the equa-

tion sums backwards indefinitely, or at least until the organization is
founded. This is not a practical assumption, but data-collection and com-
putation can be simplified by noting that the product As−1Pt−s becomes
very small when A is below one and s is high. Thus, little precision is lost
if the historical aspiration level is computed from performance data that
start just a few years before the measurement of the behaviors. When as-
piration levels on accounting measures of profit are used, it is often easy
to get long time series on the performance, so the practical problems
caused by this summation are minor. When using performance measures
that are costly to collect, it may be necessary to consider the costs and
benefits of collecting data further back in time.
Many variations on the basic aspiration level equations can be made,

as discussed in section 3.1. Biases such as optimism can be built in; mul-
tiple sources can be integrated into a single aspiration level; the median
performance level can be substituted for the mean in social aspiration
levels. Some of these variations may turn out to be difficult to estimate
or to explain no more than simpler measures, but they are worthwhile
trying once the basic model has been tested and proven robust.
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Estimation of aspiration level adjustment speed

Estimating the aspiration level adjustment speed from data on perfor-
mance and strategy changes is a methodological challenge, since regular
regression methods assume that the function to be estimated is a lin-
ear combination of covariates, while aspiration-level updating leads to
covariates that are nonlinearly dependent on the values of previous ob-
servations. Recall that the basicmodel of change as a function of historical
aspiration levels is a spline function, like this:

Y = F[�1(Pt − Lt)IPt>Lt + �2(Pt − Lt)IPt≤Lt + �X] (5.1)

Here, Pt is the (observed) performance and Lt is the (unobserved) aspi-
ration level which is an exponential weighted average, like this:

Lt = (1− A)
∑
s=1,∞

As−1Pt−s (5.7)

The combination of these two equations is the source of difficulties, since
either splines or exponential averages of lagged variables can be used as
regressors without particular difficulties. Regression with exponential av-
erages of lagged variables is known as the geometric lag model in econo-
metrics, which is usually estimated through nonlinear least squares (e.g.,
Greene 2000: 720–723). To do so, the analyst needs to find the adjust-
ment parameter A by the same grid search procedure that was described
earlier. Equation 5.1 is estimated using a variety of candidate A values
within the possible range of zero to one, and the A that gives the regres-
sion with the lowest sum of squares is chosen. Once the best A is found,
the regression coefficients are given by that regression and the standard
errors can be calculated from it.
The combination of a spline and an exponential average can also be

estimated by nonlinear least squares if the response variable Y is con-
tinuous, but other models call for direct estimation of the log likelihood
function implied by expressions 5.1 and 5.6. The log likelihood function
will differ depending on the statistical model assumed, but as an example
we can use the logit function (Greve 2002b). This example is of special
interest to research on organizational change, where the response variable
is often an indicator variable of whether change has occurred during a
given time interval, which can be analyzed with the logit model. In that
case, the log likelihood is given by (Amemiya 1985: 271):

Log L =
∑

YF(x)+
∑

(1− Y)(1− F(x)) (5.8)

Here, F(x) is the cumulative density function for the logit (ex/[1 + ex])
and the summations are over all observations.
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As noted earlier, the data on past performance used to generate L
may be truncated at some point due to unavailable data or costly data
collection. In that case the following approximation of computing the
aspiration level based on the n previous performance measures is used:

L ≈
[ ∑
t=1,n

AtP−t

] /∑
s=1,n

As (5.9)

The denominator of this expression is a scaling factor to ensure that the
weights sum to one. The formula for the sum of a series can be used
to simplify the denominator, yielding the following expression, which is
computationally easier:

L ≈
[ ∑
t=1,n

At−1P−t

]
(1− A)/(1− An) (5.10)

The spline function is also a source of a minor technical problem.
The change in coefficient when the performance equals the aspiration
level makes the likelihood function non-differentiable at that point. It
is still possible to find the maximum likelihood by conventional meth-
ods, but since estimation programs differ somewhat in their handling of
non-differentiability it is worthwhile experimenting with the estimation
method. When I used the TSP estimation software (Hall 1993) on the
radio data, the solutions reached by analytic and numeric methods for
maximum likelihood estimation were similar. In that software, a robust
analytic-numeric method (the Broyden-Fletcher-Goldfarb-Shannon al-
gorithm) is available and recommended for difficult estimation problems,
but themore standardmodified-Newtonmethod also worked well (Greve
2002b).
To examine whether this estimation process could recover the param-

eters of a sample of organizations, I analyzed data from simulated pop-
ulations of organizations with different aspiration level updating speeds
(Greve 2002b). I found a tendency for this method to underestimate the
effect of performance above the aspiration level (�1) when few periods
of performance were used to estimate the aspiration level. This bias was
reduced when more periods contribute information, and was minor for
eleven periods. Other coefficients were close to the real value even when
few periods are used. The results suggest that an estimator based onmany
periods of performance level is precise, and the main imprecision intro-
duced by having fewer periods is that the estimate of the performance
feedback effect is smaller than the actual effect.



132 Organizational Learning from Performance Feedback

5.3 General concerns in study design

The choice of statistical method is the culmination of the methodological
work, but several decisions taken earlier are more important. These are
decisions on the outcome variable, the sample, and the data collection
procedures. Researchers have considerable leeway in deciding the general
study design, but the credibility of the results will depend on these deci-
sions. Next I describe some of the ideas that underpin my study designs,
and suggest which of these would be valuable to retain in future studies
of performance feedback and which can be changed.
The first idea is that the theory is applied to study firm behaviors

rather than individual attitudes or even firm plans or intentions for be-
haviors. This is done as away of dividing labor betweenwork that develops
theory and experimental evidence on human reactions to performance
feedback and work on the organizational consequences of performance
feedback. The basic results from the individual-level literatures are well
known both from attitude and behavior measures, but moving to the
organizational level introduces unique issues such as organizational in-
ertia, competing claims for the attention of decision makers, and ne-
gotiations and coalition-forming behavior. These issues may introduce
systematic differences in how organizations change their behaviors in
response to performance feedback. In particular, the kinked-response
curve in figure 3.2(c) is probably an organizational phenomenon with-
out an individual-level counterpart. The emphasis on studying organiza-
tional behaviors is a feature of performance feedback research that should
be retained, but researchers should also be open to using findings from
individual-level research to inform the organization-level theory.
The second idea is the type of firm behavior that can be studied through

the lens of performance feedback theory. I emphasize strategic decisions
in this book, and have two reasons for doing so. The first is that the con-
siderations of risk and inertia that play a role in determining the shape
of the response curve (see chapter 3) are very important for strategic
changes, so this outcome fits the theory well. The second is that the study
of strategic change is a very active research area, with participation from
researchers of both strategic management and organization theory. Both
of these intellectual traditions have been influenced by the behavioral the-
ory of the firm, so they are fertile ground for spreading these ideas. Thus,
studying strategic decisions is a good starting point for testing and pro-
moting this theory, but it is not a limitation of focus that should be kept.
These concerns suggest that changes in research focus should be ex-

pected as performance feedback research gains strength. It seems very
useful to investigate the effects of performance feedback on decisions that
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are less important strategically, including decisions taken below the top
management level of the organization. Studying other outcomes would
help establish just how deep into the organization inertia and risk con-
cerns reach, and could be used as a vehicle for examining the effect
of subunit goals on the behavior of subunit managers and employees.
Researchers have already started exploring these questions (Audia and
Sorenson 2001; Mezias and Murphy 1998), and more studies are likely
to follow. While the interest of strategy researchers may fade as perfor-
mance feedback research moves into lower levels of the organization, this
move will allow performance feedback researchers to establish contact
with the tradition on goal-seeking behavior in organizations reviewed in
chapter 2 (Locke and Latham 1990).
The third idea is that that performance feedback research analyzes per-

formance measures that organizations generate and report to their mem-
bers (and often also to outsiders) as part of their operations. Because of
the importance of profit measures to organizations, they are central to
this research tradition. This reflects the idea that organizations respond
to goals that managers pay attention to, and does not constitute a claim
on the primacy of profit variables over other goal variables on norma-
tive grounds. Indeed, which goal variables are best and whether multiple
goal variables are better than a single one are important debates for both
researchers and practitioners (Kaplan and Norton 1996; M. W. Meyer
1994).What should be preserved here is not a focus on return on assets or
even profit measures in general, but a focus on the goal variables that the
focal organizational form is known to use. This could mean different vari-
ables for certain kinds of organizations (such as nonprofit organizations)
and multiple variables for organizational forms pursuing multiple goals.
One could even use the methods of performance feedback research as a
technical device for exploring which goals are important in a given orga-
nizational form. A kinked-curve response function between a given goal
variable and a strategically important outcome variable would strongly
suggest that decision makers care about that goal variable.
The fourth idea is that performance feedback research follows organiza-

tions over time. Studies that follow a group of organizations over time are
called longitudinal in organizational theory and panels in econometrics,
and have a number of advantages over cross-sectional study designs. Full
discussions of these advantages are given in methodological treatments
(Blossfeld and Rohwer 1995; Davies 1987; Tuma andHannan 1984) and
will not be repeated here, but the most important advantages for perfor-
mance feedback research deserve to be mentioned. Studies over time
have greater ability to show the direction of causality, stronger controls
for organizational differences, and better estimates of historical aspiration
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levels. The first two advantages are quite general and are the reason for the
substantial shift from cross-sectional to longitudinal research designs in
management research over the last couple of decades. The third reason is
specific to performance feedback research, and suggests that performance
feedback researchers should be at least as interested in studies over time
as researchers in other parts of management research.
Causality means that we can say not only that two variables, X and

Y, are related, but also that variable X is the cause of Y. Informally
stated, X causes Y means that changes in X will lead to changes in Y that
would not have occurred without the change in X (Pearl 2000 provides a
rigorous treatment). The direction of causality problem is that a statistical
association of X and Y could mean that X causes Y, Y causes X, a third
variable Z causes X and Y, or some mix of these three mechanisms.
This leads to two kinds of erroneous inference. One is erroneous causal
direction, as when X does not cause Y but is statistically associated with
it because Y causes X or Z causes X and Y. The other is incorrectly
estimated strength of the effect of X on Y, as when X causes Y but also
Y causes X or Z causes X and Y.
Both kinds of errors are a clear possibility in research on organizations,

because organizational behaviors often affect each other mutually or are
jointly affected by third causes such as events in the organizational envi-
ronment. The direction of causality problem is especially prominentwhen
performance and strategic behaviors are studied, as the relation between
these variables clearly can be causal in both directions. After all, man-
agers change strategic behaviors in response to low performance because
they believe that strategic behaviors affect performance. The traditional
response to such bi-directional relationships has been cross-sectional de-
signs where the variable claimed to be causal is lagged one period. Hav-
ing X happen before Y is a necessary but not sufficient condition of X
causing Y. It fails to provide strong evidence on causality because the
reverse-cause or third-cause problems can cause statistical associations
to differ strongly from causal ones when either X, Y, or a third cause, Z,
changes slowly. Causal inference from cross-sectional data thus requires
some “action” in X and sufficiently rapid response of Y – assumptions
that cannot be tested in a cross-sectional design.
With a longitudinal design, it is possible to sort out both directions

of a bi-directional causal relation and control for third causes if the cor-
rect variables have been collected. In performance feedback research, the
main difficulty is that the relation from strategic change to performance
differs for high- and low-performing organizations, so it is somewhat
harder to study the effects of strategy on performance than the other way
around. A pair of studies I did on performance as a cause and an effect of
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strategic change in radio stations illustrates the difficulties caused by the
bi-directional relation and how they can be solved (Greve 1998b, 1999b).
It turned out that the effect of change on performance could not be ac-
curately estimated without also estimating the effect of performance on
change and incorporating this estimate into themodel. Such endogenous-
variable models are complex, but the complexity of the models is a result
of the complexity in nature. Performance feedback researchers frequently
use longitudinal research designs that should give secure attribution of
the direction and strength of causality, and this is a feature of the research
that should be retained.
Controls for organizational differences are a second strength of longi-

tudinal research designs. Organizational differences are a form of “third
cause” that lead to problems of inference, but deserve special attention
because they are such a frequent issue in organizational research. Organi-
zations differ in many respects related to the propensity to make changes,
either because of systematic differences such as the age effect on inertia
or idiosyncratic differences such as organizational culture. The effect of
these differences on causal attributions can be traced back to the def-
inition of causality – X causes Y if a change in X causes a change in
Y that would not otherwise have happened. If some organizations are
prone to make changes regardless of their performance, the “would not
otherwise have happened” part of this definition complicates the task
of showing how performance feedback affects organizational change.
The cure is to estimate the amount of change that each organization is
prone to make and factor it out when estimating how performance feed-
back affects change. This requires following the organizations over time.
Organizational differences are not always great – recall that it was hard
to find any organizational effect on innovation rates in section 4.3 – but
it is important to test for them.
Finally, historical aspiration levels are made by examining the past

performance of the organization, which requires the researcher to collect
data on the performance at least as far back as the managers consider
the past to be important. This does not compel the researcher to have
longitudinal data on the outcome variable also, since one could collect
many years of performance data and one year of outcome data. The
potential for all organizations in a given year to be affected by third causes
such as a common social aspiration level or events in the environment
makes it unlikely that good estimates of the historical aspiration level
updating parameter A can be formed based on one year of outcome
variables, however, since idiosyncratic events in the focal year could easily
throw the estimates off. Only longitudinal data on the dependent variable
give confidence in the estimate of the historical aspiration level.
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Longitudinal study design is thus a feature of the research design that
should be preserved in future studies. It provides causal inference and
strong controls for organizational differences. A focus on firm behaviors
rather than decision-maker attitudes or intentions is a second feature that
should be retained, as it helps keep organizational performance feedback
research distinct from individual performance feedback research. A fo-
cus on strategic behaviors has helped introduce performance feedback
research to the field of strategic management, but performance feedback
processes may well affect other organizational behaviors as well. A focus
on organizational measures that managers pay attention to is necessary
because only they are covered by the theory, but researchers could con-
sider more measures than have been analyzed so far.

5.4 Radio broadcasting

Chapter 4 presents evidence on how performance feedback affects a vari-
ety of strategically important behaviors from my studies of the US radio
broadcasting industry and Japanese shipbuilding industry. In order to
get to the results quickly, the descriptions of these industries and the data
collection from them were omitted from that chapter. Full descriptions
are available in the papers from these studies, but for ease of reference I
give an outline in this and the next section.
My first study of performance feedback was the radio format study

reported in section 4.5. Radio broadcasting is a fruitful setting for testing
effects of performance feedback because audience estimates are a shared
and very important performance measure for radio stations. Audience
estimates are scrutinized by a station’s top manager, programming man-
ager, and salespeople and are used to guide decisions on programming,
advertising rates, targeted advertisers, and format changes. Because radio
broadcasting has many local markets, there is cross-sectional variation in
social aspiration levels. Because data are available over time, it is possi-
ble to get good estimates of historical aspiration levels. Audience share
estimates are a goal variable viewed as important by all radio station
managers and sufficiently public that data are easy to compare across
time and stations for the managers and easy to collect and analyze for the
researcher.
The strategic behavior studied for the radio stations was change in the

format, which is a niche product-market strategy. Radio stations target
specific groups of listeners by selecting a format, which is a combination
of program content, announcer style, timing of program and commercial
material, andmethods for listener feedback and quality control. There are
about thirty main formats (M Street Corp. 1992), and even more when



Advanced topics 137

variations on the main formats are counted. Experienced broadcasters
can recognize 100 format variations. The composition of the audience
differs depending on the format. Demographic profiles of some well-
known formats include audiences concentrated in the teen demographic
(Contemporary Hit Radio), an 18–34 mostly male audience (Modern
Rock), and an even 35–54 distribution with mostly women (Adult Con-
temporary) (Arbitron 1991b). The size of the audience of a station de-
pends on its choice of format and the formats of competing stations. A
good choice of format can locate the station in a munificent niche with
little competition, giving a large audience and high advertising revenue,
but it is difficult to find an unused format that is attractive to a large
audience.
Regulatory limits on transmission power mean that the competition in

radio broadcasting takes place in the local city market. US broadcasting
consists of about 450 different radio markets, ranging in size from New
York and Long Island (population 16,321,400) to Juneau, Alaska (popu-
lation 26,200) (MStreet Corp. 1992), plusmany locations too small to be
classified as markets. The Arbitron Company, which is the dominant au-
dience measurement firm, had 261 markets scheduled for measurement
in 1991 and 1992 (Arbitron 1991a), but the set of measured markets
changes occasionally as Arbitron adds or drops markets.
The audience estimates are published in market reports that list all

stations with measurable influence in the market, regardless of whether
they subscribe to the service or not, so they give a comprehensive view of
the listening patterns in the market. Although the audience measures are
estimates, and hence have some standard error and possible bias (Apel
1992), the consequences are just as serious as if they had been entirely
accurate. They are presented to advertisers to justify advertising rates
and sell advertising spots, in effect becoming real sources of revenue for
the station. In an interview, a program director referred to the audience
measures (informally called ratings) as a “report card” and then noted
their significance for station revenue: “Nine times out of ten, if you have
good ratings, you can charge good rates for your commercials, sell lots
of commercials, and bring in as much revenue as possible. And the only
source of revenue that radio stations have is advertising.”
In addition to showing the effect of performance relative to historical

and social aspiration levels on product-market change, radio broadcast-
ing offered an opportunity to examine how alternatives with different
risk levels have different relations with performance. This is because the
format changes could be roughly divided into different risk levels. The
alternative with highest risk consists of entries into one of the formats
Soft Adult Contemporary, New Age, Urban Contemporary, and Soft
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Urban Contemporary. These formats were recently developed and had
few adopter stations throughout the study period. They were especially
risky choices, as there was less knowledge available on the market poten-
tial and programming practices of these formats than on the better-known
formats. This event is called innovative format. A low-risk event is entry
into a satellite format. Satellite formats are provided by programming ser-
vices that sell, for money or a portion of the advertising time, ready-made
programming in a number of different formats. Buying a satellite feed re-
duces operating costs by eliminating announcers and programming staff,
and it offers a retreat option, as many satellite services offer a range of
formats, allowing the station to change easily if the format fails in themar-
ket. This makes entry into satellite format a low-risk alternative. Another
low-risk event is production change, which consists of all changes among
the production modes, live, simulcast, or satellite, that do not also change
the format. Finally, new format consists of all format changes except entry
into innovative or satellite formats and should have a risk level between
innovative and satellite entry.
The specific performance measure used here was the 12 + Metro au-

dience share (Monday–Sunday, 6 am–midnight). It shows the average
proportion of all listeners over 12 years old tuned in to the focal station
during the broadcast week. It is a gross market share that does not take
into account which age segment the station targets, and is convenient
for comparing the audiences of stations with different formats. Many
other measures exist in the Arbitron audience reports, showing audience
in specific demographic and time segments (Arbitron 1992). These de-
tailed measures are useful for programming management and sales, but
since their interpretation depends on the format of the station, they are
less useful for cross-station comparison of performance, and they are
not given in the usual industry data books, such as Duncan or M Street
Corp.’s publications.
For evaluating how broadcasting managers use audience estimates to

form social and historical aspiration levels it is useful to know the lay-
out of the Arbitron market reports. The reports have a preamble about
market characteristics and station broadcast facilities, and then present
the audience estimates (Arbitron 1992). The first table is called “Metro
Audience Trends” and shows for each station the most recent and the
four preceding audience estimates. This is shown for a number of day
parts and demographics, but the first displayed is the 12+ Mon.–Sun.
6 am–mid used in this study. Each station’s history is displayed along the
row, and all the stations in the market are shown alphabetically down the
column. This creates a clear opportunity for both historical and social
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comparisons of the audience and appears to encourage social compar-
ison with the entire market as a comparison group. This presentation
of audience measures is important because it reflects the rating agency’s
judgment of what measures broadcasters are interested in, and it directs
the attention of managers towards these measures, thus enacting them as
important performance measures in this industry.
Data on the format changes were obtained from the M Street Journal,

which reports on format changes in radio stations nation-wide in addition
to giving other news of interest to radio managers. M Street Journal clas-
sifies formats into thirty categories, but uses sub-categories and remarks
to give additional details on the changes if the formats are unusual or of
special interest. Data on the audience share of the stations were obtained
from Duncan’s American Radio, which lists shares in 160 markets since
1975 or their inclusion in the Arbitron reports (if later than 1975). Some
stations with low audience shares throughout the time period are omitted
from Duncan’s reports.
In addition to the variables describing performance feedback, I in-

cludedmeasures to capture the effect of competition in themarket, format
changes by other stations in the market, corporate size, station income,
and station and corporation experience with change. The latter two vari-
ables are relevant to the discussion of search processes since a history of
reacting to adversity by changing the format will make format change an
easily accessible solution, making it more likely that the organization will
change its format. Including both performance feedback and the recent
experience with change should separate out this momentum effect so that
the net effect of performance feedback is estimated.
Radio broadcasting provided several advantages as a setting for perfor-

mance feedback research. It had many organizations in many different
markets with a high level of competition, giving a lot of “action” on the
independent variables and good data for estimating the aspiration levels.
It was easy to identify the important strategic variable for radio broadcast-
ers, because the format is so central for their success. Although format
changes are highly consequential for the station and thus risky, they can
be implemented so quickly that it is realistic to model the managerial
response as occurring within a year of the performance feedback, which
simplified the modeling. These features made radio broadcasting useful
for investigating the effect of performance on strategic change in orga-
nizations. As the findings in section 4.5 showed, performance feedback
had strong effects on the format-change decisions of radio station man-
agers, and the effects followed the kinked-curve prediction. The first test
of performance feedback theory was thus a success.
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5.5 Shipbuilding

I chose shipbuilding as the second industry to investigate performance
feedback effects because it is in many ways the opposite of radio broad-
casting. The product is not pleasant sounds broadcast through the air; it
is a ship – the largest transportation vehicle in existence today. The pro-
duction plant is immensely larger and more expensive, with single pieces
of machinery (such as numerically controlled cutting machines) worth
more than all the equipment in a radio studio and cranes capable of lift-
ing the weight of the building housing a radio station. These differences
should not matter for a truly generalizable theory. Performance feedback
theory does not say anything about small organizations broadcasting mu-
sic and large organizations cutting and welding steel; it is a theory of how
managers change strategic behaviors in response to feedback on a goal
variable they care about. The difference between a shipbuilder and a ra-
dio station, if there is any, should be in the goal variables managers pay
attention to and the behaviors they view as strategic.
Shipbuilders are indeed somewhat different along those dimensions.

Although there is some evidence that they care about sales, the costs of
operations are so large and so variable across products that it seemed
more reasonable to study profit measures than sales measures. Thus, the
shipbuilding study examined the effect of profit goals on their strategic
behaviors. Shipbuilders also have resources that give themmore strategic
leeway than radio stations. Whereas radio stations usually do only incre-
mental in-house product development and rely instead on scanning of
the industry to discover major format innovations, product development
is done in-house by shipbuilders and used both for incremental upgrades
and major innovations. This allowed me to analyze the resources allo-
cated to research and development and the innovations launched by the
shipbuilders. Also, shipbuilders have expensive and technologically com-
plex production plants, and derive competitive advantages from having
plants that are superior to those of their competitors, so I could study the
asset growth of their factories.
There are multiple measures of profits that can be used as goal vari-

ables. The most commonly used are accounting measures that scale the
profits by measures of organizational size for comparability across orga-
nizations. Of these, return on assets (ROA), return on sales (ROS), and
return on equity (ROE) are popular among managers and researchers
on strategic management. Consistent with the recommendations in
section 5.3, the studies used the measure that managers viewed as most
important for the focal decision. ROE has both an organizational com-
ponent (the profitability from the current assets) and a financial (the mix
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of equity and debt used to finance the assets), and is often inferior for
organizational dependent variables. ROS is preferable when studying the
market behaviors of firms, such as the entry into newmarket niches. ROA
is preferable for studying asset- and production-related behaviors since it
is a measure of how well the firm converts its assets into profits. Thus, I
usedROA for the analyses reported here. ROAhad some volatility in these
data, but was also autocorrelated within firms with a coefficient of 0.60.
This means that the previous-year ROA explains 36% (0.62) of the varia-
tion inROA.This autocorrelation fell only slightly, to 0.55, when adjusted
by the social aspiration level, so firms experienced multi-year runs of low
(or high) performance relative to their peers.When adjusted by the histor-
ical aspiration level, the autocorrelation fell to 0.06, so the performance
adjusted by historical aspiration level was not affected by the earlier value.
Adjustment of the historical and social aspiration level was done ac-

cording to the procedures described earlier in the chapter. For shipbuild-
ing, the social aspiration level was set to the average performance of the
other firms in the Japanese shipbuilding industry in the preceding years.
There were few large Japanese firms in operation, between seven and
eleven depending on the year, and it is quite reasonable to assume that
managers of these firms would view the other firms as a social reference
group indicating what the performance could and should be like. The
historical aspiration level was made by the grid-search method described
in section 5.2, and had a rather fast updating with high weight on the
most recent period. To test for a different effect of performance on in-
novations above and below the aspiration level, the effect of performance
was specified as a spline function, as described in section 5.1.
There are multiple strategic changes that a shipbuilder can imple-

ment in response to low performance, and a subset of these was studied.
The R&D intensity was studied as an indicator of search behaviors. The
growth of production assets was studied as a form of risky strategic search.
The production assets of shipbuilders are very expensive, and are strategi-
cally important because their size and quality can determine which kinds
of ships can be built and at what cost. As perhaps the riskiest behavior,
the launching of technological innovations as new products was studied.
Innovations are difficult to develop in a technologically mature industry
such as shipbuilding, and even when the development is done their mar-
ket prospects are unclear. Like all innovators, the shipbuilder has to make
guesses about the market interest of a new technology (Burgelman and
Sayles 1986), and there is high uncertainty about whether these guesses
will be correct.
The history of the Japanese shipbuilding industry gives clues to the

importance of assets and innovations in the strategies of the firms. The
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Japanese shipbuilding industry was unusually young and underdeveloped
for an island nation, as the Tokugawa government that controlled Japan
until 1868 pursued an isolationist policy that included banning the con-
struction of ocean-going ships. When Japan was opened to the outside
world, shipbuilding was pursued as an economic opportunity for en-
trepreneurs and a strategic activity for the nation. The resulting industry
included both members of the familiar list of enterprise groups (e.g.,
Mitsubishi, Hitachi, Mitsui) and firms concentrating on shipbuilding
but linked with a main bank and a web of suppliers (e.g., Ishikawajima-
Harima, Sasebo). The industry experienced the variable economic con-
ditions that are usual for shipbuilders everywhere, and had its heyday
during the 1960s when a prolonged boom in shipbuilding coincided with
Japanese technological supremacy in important market niches. The tech-
nological supremacy came as a result of more than a decade of developing
the product technology and production routines, as well as expanding the
capacity of the shipyards to take on the production of the largest ships
in the world. When the world demand for large and technologically ad-
vanced oil tankers expanded, the Japanese shipbuilders benefited from
their technological prowess and investment in very large docks.
The study followed the shipbuilding industry through a period of chal-

lenging economic conditions. The 1973 oil shock caused great losses of
sales, followed by a period of reorganization and recovery. The market
for ships was still worse than in the 1960s, which saw so much expansion
of capacity that the firms were saddled with high fixed costs. After the oil
shock, many firms made their yards more flexible to take on other pro-
duction tasks. In addition to general engineering, Japanese shipbuilders
have manufactured products such as nuclear reactors (Mitsubishi), mis-
siles (Kawasaki), and amusement park rides (Sanoyasu Meisho). Thus,
the shipbuilders faced a choice of pushing for technological advances
and investment in shipbuilding or developing their other markets. Many
of them followed a strategy of pursuing both of these options at once.

R&D intensity. To test how performance relative to aspirations affects
the R&D intensity of firms, I analyzed the R&D intensity (R&D expen-
ditures divided by sales) of the Japanese shipbuilding firms from 1970 to
1995. The shipbuilding industry has an advanced technological base and
substantial – but discretionary – research and development. The Japanese
firms had a high rate of launching innovations, so their R&D appears to
have been effective. Hundley et al. (1995) used a multi-industry sample
to show that Japanese firms increased their R&D when the performance
was low, suggesting that R&D is a behavior that Japanese firms adjust in
response to performance feedback. Studying this issue in shipbuilding can
show whether this result holds up when a single industry is studied over
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time and strong controls for environmental conditions, firm differences,
and autocorrelation of R&D intensity over time are applied. These statis-
tical controls should factor out many of the external influences on R&D
so that any effects that remain can safely be attributed to the performance
feedback.
The research and development intensity can be modeled by linear re-

gression, but it is necessary to control for inertia in the budget allocation
process and firm differences. To some extent these two concerns have
overlapping effects. Inertia in the budget allocation process will cause
the next-year R&D budget to depend on the current-year R&D budget,
thus creating autocorrelation in the error term. Similarly, firm differences
not controlled for in other ways will lead to autocorrelation in the error
term. The models thus clearly need to specify autocorrelation, and may
also need to contain variable- or fixed-effects controls for firm differ-
ences. Preliminary analyses showed that variable effects were significant
but fixed effects were not, so the analyses apply variable effects.1

Innovations. To test how performance relative to aspirations affected
the rate of launching innovations, I analyzed the innovations of the large
Japanese shipbuilding firms from 1970 to 1995. These firms had an ad-
vanced technological base and the ability to make innovations, but were
not required to do so. Although the cost of labor was higher in Japan
than in most competing nations, it constituted such a low proportion of
the total cost that these firms could compete with existing technology
and an emphasis on price and quality. Long experience in reducing the
labor input made Japanese shipbuilders remarkably productive (Chida
and Davies 1990), and large portions of the shipbuilding market did not
require the latest technology. Innovations were deliberate choices to enter
risky – high-profit potential, high-loss potential – markets in addition to
the current markets with more predictable incomes. Although the firms
faced comparable competitive conditions and incentives to innovate, the
data showed great variation in the rate of launching innovations. The
firms launched between zero and eight innovations per year (zero in most
years), and even the firms with the highest rate of launching innovations
had several years with none. Performance feedback theory suggests that
performance differences of these firms explain the variation in innovation
rates.
To find the innovations of these firms, the monthly journals Techno

Japan and New Technology Japan were read, and all innovations in the
shipbuilding industry were coded. These two journals were regarded as

1 Textbooks in econometrics such as Greene (2000) describe these methods and discuss
the issues involved in choosing between them.
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complementary sources, since New Technology Japan is published by
the Japan Export and Trade Research Organization and oriented towards
innovations with ready market applications, while Techno Japan is pub-
lished by Fuji Research and oriented towards innovations that represent
significant engineering progress. Some innovations were not attributable
to any of the firms in the data, as they were made by other firms, usually
suppliers. The data include 246 innovations made by firms in the data,
35 made by smaller shipbuilders, 84 made by firms that were not ship-
builders (most by suppliers), 10 made by research centers (most by the
shipbuilders’ association), and two made by individuals. The innovations
made by firms outside the study population did not enter the dependent
variable, but were counted in the control variable for innovations in the
industry during the previous year.
The datawere analyzed in two steps. The first step took as its dependent

variable whether or not a firm made any innovations in a given year,
and was done as a logit (binary choice) model. The second took as its
dependent variable the number of innovations made by a firm in a given
year, which can be zero, and was done as a Poisson (count) model. This
was done because a problem in analyzing count data is that the results
can depend on the statistical distribution, and it is difficult to ensure that
the correct distribution is chosen unless the data set is large. Analyzing
the binary choice of whether one or more innovations happened or not is
more robust, so a comparison of the results from these two approaches
should reveal which results are very secure and which may depend on the
method of analysis.

Investment. Greater availability of data allowed a longer study period
for investment than for innovations, and the study period from 1964 to
1995 encompasses a wide range of economic conditions including a pe-
riod of sustained growth from 1964 to the 1973 oil shock. During that
period, firms invested heavily in their facilities in response to the good
economic conditions and to fortify their position in the profitable mar-
kets for very large and special-purpose ships. The 1973 recession caused
by higher oil prices diminished demand for shipping services in general
and oil shipping in particular, and shippers reacted by halting new orders
and canceling ships on order or under construction. The shipbuilders
reduced the ship-production capacity under a program where the gov-
ernment helped negotiate joint cuts in many firms. Some firms continued
to invest in their facilities even as they reduced the capacity for making
ships, as they made their yards more flexible to take on other produc-
tion tasks. Although the firms acted jointly when the oil crisis started,
they were generally competitive and displayed a wide range of reactions
to the variations in economic conditions. To show how the variation in
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firm investment behavior could be explained by performance feedback
theory, I collected data on the value of the total production facility and
the machinery for each shipyard of the firms in the data.
The value of a firm’s production facility in a given year obviously de-

pends on the size it had in the previous year: machines depreciate grad-
ually and are replaced or added as needed. This can be modeled as a
growth process, where the value of the production facility in one year is a
function of the previous-year value and a growth rate determined by a set
of covariates. Performance feedback, slack, and other variables affect the
value of production facilities by determining the growth rate. The growth
rate was also allowed to depend on the current size, as earlier work on
organizational growth has shown that large firms grow more slowly than
small firms (Barnett 1994; Barron, West, and Hannan 1995; Hart and
Oulton 1996).

Control variables. The behavioral theory of the firm also predicts that
organizational slack should affect search activities such as R&D and deci-
sions to change the organization, such as by investing andmaking innova-
tions. Hence, the studies of shipbuilding also used measures of absorbed
slack, which is slack absorbed as excessive costs, and unabsorbed slack,
which consists of easily marketable assets such as cash and securities.
Absorbed slack in operations was measured as the ratio of selling, gen-
eral, and administrative expenses (SGAE) to sales. Unabsorbed slack was
measured as the ratio of quick assets (cash and marketable securities) to
liabilities. Finally, the ability to borrow constitutes potential slack and was
measured through the ratio of debt to equity (Bromiley 1991). Because
greater debt gives lower borrowing ability, potential slack has a negative
effect if greater slack increases innovations. The slack measures require
that the organizations be involved in similar forms of business, since they
include both normal and excessive costs and resources, and thus are only
meaningful when comparing organizations with similar types of opera-
tion. Since these organizations are all in the same industry, the measures
should be comparable.
To take into account the general economic conditions of shipbuilding,

the following industry variables were coded from various volumes of the
Ministry of Transportation’s annual Statistical Abstract of Shipbuilding
(Zousen Toukei Youran): annual production is the annual finished ton-
nage (scale: million G/T) completed by the Japanese shipbuilders. The
worldwide growth in shipping income is the total income of the ship-
ping industry divided by its previous-year value. The annual high and
low rates for shipping oil between key markets were also coded, and
from these data the oil freight rate was computed as the annual mid-
point rate from Hampton to Japan (scale: $/ton). The latter two variables
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reflect the economic conditions of the shipping industry in general and
the oil shipping industry in particular, and are viewed as leading indica-
tors of construction activities. Oil shipping was particularly important for
Japanese shipbuilders, who were pioneers in building cost-effective large
oil tankers.
The shipbuilding industry was inmany ways a tougher test case for per-

formance feedback than radio broadcasting. It had fewer firms and only
one market, making the time dimension more important for separating
the effects of social and historical aspiration levels. Accordingly, this study
uses more years of data than the radio station did. Shipbuilding had active
competition and considerable volatility of performance, so there was suf-
ficient change in the independent variable to observe how organizations
behave under different levels of performance. The shipbuilding industry
is a setting where there are multiple strategic behaviors, which allowed
examination of more outcome variables than radio broadcasting did. On
the other hand, many of the strategic changes require lengthy implemen-
tation, which calls for the use of statistical techniques to capture changes
that occur over time periods longer than a year. The shipbuilding indus-
try is a good example of the difficulties performance feedback researchers
are likely to face when examining large manufacturing firms, and it helps
instill confidence in the theory and methods to see that clear effects of
performance feedback were found in spite of these difficulties.



6 Conclusion

In the previous chapters we have seen the theory and the findings – now
it is time to take stock and ask what it all means. Managers seek to solve
problems. Managers don’t seem to pursue opportunities. Is this some-
thing that should affect the practice of management? Does it have im-
portant consequences for the economy? To answer these questions, we
need to examine the practical implications of performance feedback the-
ory for the competitiveness of firms and the evolution of industries. We
have seen that organizations respond to performance feedback by chang-
ing a variety of strategic behaviors, and this new knowledge can be used
to make management systems that give more competitive and durable
organizations. It requires some consideration, however, because here we
are playing with fire – performance feedback is so consequential for how
organizations adapt to their environment that poorly designed systems
can have dire consequences.

We can also ask what researchers should learn from these findings.
“More research is needed” will be one recommendation – it always is –
but this advice is only useful if we think carefully about what research
would be most valuable at this point. First we should look around in the
landscape of theory and research on organizations and ask whether there
are major research traditions that could learn something from perfor-
mance feedback theory. Often much of the payback from a new theory
comes from incorporating its insights in work that has neglected the pro-
cess it studies. We should also look forward, and ask what more we would
like this theory to tell us. There are still areas where the evidence is thin,
so “more of the same” research is valuable. There are also places where
researchers have moved quickly past sticky theoretical problems deemed
difficult to solve in the first set of studies. Now that a basic set of findings
has been presented, we should be confident enough to return to these
problems. The result might be a more elaborate theory, but the theory
and findings are currently so simple and clear that a little elaboration will
not do any harm.

147
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6.1 Practical implications

Performance feedback processes give managers many levers for control-
ling the organization. Top managers can choose which goal variables to
emphasize, including how many goal variables the organization and its
units should have. They can design the reporting of performance in ways
that influence how other managers set aspiration levels. They can design
organizational structures and routines so that certain forms of search are
favored over others. Finally, top managers can design reward systems that
influence the risk-taking behavior of organizational members including
lower-level managers.

Once these choices are made, top managers can almost take their hands
off the wheel, because goals, aspiration levels, and decentralized decision
making turn the organization into an adaptive system. The system takes
advantage of detailed knowledge of the organizational operations avail-
able only at lower levels of management, and may be superior to direct
intervention from the top – at least if the performance feedback system
is designed well. In practice, organizational needs for coordination and
consistency require that this bottom–up system be combined with some
top–down decision making, but it is crucial for organizational adaptation
that the bottom–up part works well. Knowledge on how to solve problems
often resides near the bottom. Let us examine some of the design con-
siderations to see whether performance feedback research can be used to
answer the question of which performance feedback systems are better
for the firm.
Choosing goals. Formal organizations and goals are inextricably linked

in theory and practice. Most definitions of organizations in theoretical
treatments use the goal-setting aspect of organizations to distinguish for-
mal organizations from other kinds of social groups (Scott 1987). Setting
goals and examining performance feedback is a taken-for-granted part
of the practice of management. Indeed, one rarely asks whether goals
actually affect behavior. According to the research reported here, goals
certainly do affect behaviors ranging from individual effort and risk toler-
ance to organizational search and strategic change. Thus, there is no need
to worry about whether goals are effective management tools, but there is
reason to carefully examine whether the effects are benign. There can be
functional or dysfunctional goals and performance feedback procedures,
and performance feedback research can help us distinguish the two.

First, we might wonder whether managers independently choose or-
ganizational goals or whether they are led to examine goals that are pre-
sented to them by external mechanisms such as organizational budgeting
routines, inter-organizational influence attempts, or media attention. The
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issue is an old one in organizational theory. The most common answer
seems to be that multiple external and internal constituencies seek to
impose goals on the organization that suit their interests, so the goal-
selection process is highly contentious. Managers cannot choose orga-
nizational goals except by wresting control over the goal-setting process
away from those other constituents or making side agreements with them
(Pfeffer and Salancik 1978; Selznick 1957). Most often, they make side
agreements.

The list of interested parties is daunting. Exchange partners, public
policy makers, interest groups – small and large, mass media, and the
general public all feel free to make demands on organizations. Although
these differ in influence depending on their importance for the organiza-
tional resource acquisition (Pfeffer and Salancik 1978), suggestions have
been made on general effects on the goal-setting process. Because capital
is the most mobile resource critical to organizational operations, sup-
pliers of capital and intermediaries such as financial analysts and fund
managers have been argued to be the most influential constituency of
large modern organizations (Useem 1996). Others also influence the or-
ganization. Because of its immediacy and large sphere of influence, the
press has been shown to greatly affect organizational behavior (Dutton
and Dukerich 1991). Even greater immediacy is afforded by a role in the
decision-making process, resulting in great researcher attention to the one
forum for strategic decision making where outsiders regularly participate:
the board of directors (Hambrick, Nadler, and Tushman 1998).

Internal constituencies are also important in the goal-setting process.
Managers of organizational subunits are clearly not naı̈ve about how goals
can affect decision making, and often seek to set goals for themselves and
others that can be used to justify desired alternatives. Cyert and March
(1963) described how multi-dimensional goals could be negotiated one at
a time as decision-makers search for an alternative that is supported by a
sufficiently large coalition. Similarly, negotiation of minimally acceptable
performance levels and desired performance levels can be used to sift
through different risky alternatives until a management team finds an
alternative that satisfies a set of negotiated criteria (Shapira 1994; Shapira
and Berndt 1997). Such pre-negotiation of performance criteria protects
managers from adverse consequences of low performance by preparing
their peers for disappointments.

In addition to the balancing of interests involved in setting organiza-
tional goals, there are also constraints arising from how managers cogni-
tively process goals. By now the alert reader has noticed that all studies
of performance feedback in this book concerned goals quantified through
some formal procedure. That is not a coincidence. Numbers are easy to
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process: they can be compared and ranked, displayed visually as trends
or charts, and have clear definitions that can be written down for future
recall. This cognitive simplicity and perhaps also the fact that many man-
agers have training in quantitative analysis give numeric goals a certain
magical quality (March 1994): anything that can be boiled down to a
number is more likely to get organizational attention than non-numeric
goals. This cognitive preference shifts attention in systematic ways. For
example, a non-numeric goal of high quality easily becomes a numeric
goal of low error frequency. Some nuances are lost in the translation,
so overly faithful fulfillment of a numeric goal measure might reduce
fulfillment of the corresponding non-numeric goal (Kerr 1975).

The need to be responsive to different constituencies and the attraction
towards numbers place strong constraints on the kinds of goals that firms
pursue, but do not completely determine them. Managers pursuing prof-
itability have variously attended to market share (thought to be a cause of
profitability), return on assets (an accounting measure of profitability),
and stock return (appreciation of equity value), and arguments could
be invoked in favor of any of these measures. One argument is that the
choice is essentially arbitrary, but since either of these measures captures
only one aspect of profitability, regular shifting of measures is required to
keep managers from adapting too much to one goal (M. W. Meyer 1994).
Shifting of measures is a good response to the problem of over-adaptation
to a given measure, but ignores that some goal measures really are better
than others.

Considerations of how different goal variables fit organizational search
and individual risk tolerance allow more specific conclusions. Recall that
an important feature of problemistic search was its initial focus on organi-
zational activities close to the symptom. This means that goals that cannot
easily be assigned to given organizational activities can be ineffective, as
the ill-defined location of the problem may prevent organizations from
initiating search. Search is often not a desired activity in an organizational
unit, because it draws resources away from everyday activities that con-
tribute to goal fulfillment, and it may result in proposals to change the unit
that will cause conflict. Uncertainty about where the search should occur
can be used to duck responsibility. Stock returns clearly lack specificity,
and so do accounting measures of overall performance such as return on
assets. Goals close to specific organizational activities, such as product
failure rates or proportion of revenue from recent products (a much-
used performance measure in dynamic industries), are more effective in
initiating organizational search.

Goals close to specific organizational activities sometimes indicate the
incorrect problem area, as when manufacturing quality drops because of
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poor product redesign. In this case, the initial response of improving the
manufacturing process is unlikely to help, and a correct solution to the
problem has to wait until the search has expanded. While overly specific
goals certainly can delay or prevent adaptation, it should be noted that
the advice of choosing performance measures that will correctly indi-
cate problem areas is not practical. It is unreasonable to expect decision
makers to anticipate in which area problems will occur, and it may be
good enough to have search start in the wrong area and later expand, as
problemistic search tends to do when a problem persists. Better yet, mul-
tiple specific goals can be used instead of a single general goal (Kaplan
and Norton 1996), but limitations on the attention spans of managers
suggest that multiple goals cannot be assigned without some division of
responsibility for each goal or rough ranking of their importance. A single
manager will have difficulty keeping track of many goals.

It is also important that the performance feedback be paced in a way
that matches the speed of search and decision making. Here performance
feedback research has reached an important and counter-intuitive con-
clusion: shortening the period between reports of performance can make
performance feedback dysfunctional. This advice goes against the in-
stincts of managers who want frequent performance feedback, and it is
also against rational notions that more information cannot possibly be
bad for decision making. The rational argument in favor of more infor-
mation is easy to dismiss. It assumes that a decision maker can choose
to ignore information if it is known in advance that the information will
lead to bad choices, but the assumptions that one can know in advance
that information will be misleading and that information can be ignored
are highly suspect. In contrast, bounded rationality allows for situations
where less feedback is better.

The manager’s intuition that frequent feedback from a process is help-
ful in managing it is worth taking seriously, however, since it is certainly
true in many areas of life. We drive our cars looking ahead constantly
rather than intermittently, and prefer that others do the same! The car-
driving analogy has been much abused in management,1 however, and
this time is no different. Driving is a poor analogy of management be-
cause it draws attention away from the role of uncertainty, which is the
key feature of managerial decisions. The usefulness of performance feed-
back is not primarily determined by its frequency but by its effectiveness

1 One of the worst examples is dismissing learning from performance feedback by referring
to it as “driving a car by looking through the rear-view mirror.” Since the most recent
performance of an organization is a good predictor of its future performance, performance
feedback is more like the speedometer than the view through your rear-view mirror. Cars
and organizations are better handled by keeping track of the speed and the view ahead.
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in predicting future outcomes. Predictive power is negatively related to
frequency because of uncertainty and trends. Uncertainty argues for in-
termittent feedback because short-term measures of performance are
less precise than longer-term measures (Lounamaa and March 1987).
A short-term measure is strongly influenced by unique events that may
be poorly understood by the decision maker – the kind of events that we
often refer to as random noise. For example, a customer who mistakenly
orders too much can cause two ticks in the sales chart if the frequency
of performance feedback is short enough: an uptick in the period of the
large order and a downtick in the next period when the customer seeks to
reduce stocks. The difference may be large enough to suggest a problem
with sales and cause an unwary manager to go looking for solutions. But
there are no solutions because there is no problem, only random noise.
In the longer term, the effect of any one unique event will be watered
out unless the event is big, like a recession. Big events have effects on
performance that managers can understand and take into account when
interpreting performance feedback, so they are less likely to mislead man-
agers than small events.

Imprecision in performance measures is especially harmful if deci-
sion makers overlook it. Random noise and trends are easily overlooked
sources of imprecision in performance measures. Random noise can
cause apparent performance improvements that, if taken seriously, will
lead managers to conclude that a problem has been fixed, thus interrupt-
ing search processes and preventing the organization from taking needed
strategic action. This problem is known to some managers, as seen in
this response from Amazon.com’s Jeff Bezos to a journalist asking him
to explain why his stock value fell 20 percent in one day: “We’ve all seen
this movie before. Stocks that can be up 20 percent in a day can be down
20 percent in a day” (Stone 2000).

Trends in performance feedback can make the future performance ei-
ther better or worse than the current performance, so some knowledge
of the context is needed to determine how they affect performance feed-
back. One of the most general trends in organizational behavior is the
efficiency gain of learning by doing (Argote 1999), however, and this
trend will make recently initiated activities appear worse than activities
that the organization has some experience with (Levitt and March 1988).
This bias is greater the more frequent performance feedback is taken, and
suggests that frequent performance feedback can prevent organizations
from persisting with new strategic initiatives. Again, the problem is known
to managers, as seen in the same interview when Jeff Bezos explained the
losses on the first Christmas season of selling of toys and electronics: “We
did a fantastic job for customers at great expense to ourselves because
there was a lot we needed to learn.”
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While uncertainty and trends give reasons for skepticism when perfor-
mance measures are taken too frequently, the simple response of dismiss-
ing performance feedback is also wrong. Instead, performance measures
should be reported and discussed at intervals that are long enough to eval-
uate them precisely. Since improvements in data collection and processing
allow many performance measures to be taken very frequently, this often
means that they should be aggregated over longer periods than would
be technically feasible. Information technology has not made quarterly
and annual reports obsolete; rather, it has given organizations a choice of
how frequently to process performance feedback. Wise managers tailor
this frequency to match the speed of industrial and organizational change
processes.

The discussion so far has assumed that managers try to improve the
organization, so the task is to design a reporting system that gives infor-
mation that helps boundedly rational managers discover organizational
problems. This is different from the agency theory argument that the
function of performance measures is to align the interests of the manager
with those of the owners (Fama 1980). These theories address different
problems. While performance feedback theory assumes that uncertainty
and bounded rationality make it hard for managers to choose an optimal
strategy, agency theory assumes that managers are capable of choosing an
optimal strategy but may be unwilling to do so because they have other in-
terests (Jensen and Meckling 1976; Lambert, Larcker, and Weigelt 1993).
The task of agency theory is not to aid the manager in finding good strate-
gies, but to link stockholder and manager wealth so that the manager is
rewarded or punished depending on how well stockholder wealth is man-
aged. Clearly agency theory has a somewhat bleaker view of managerial
intentions and a somewhat brighter view of managerial abilities.2

This difference of perspective causes conflicts in the specific advice. For
example, stock options are a favored agency-theoretic incentive device
because they closely tie managerial wealth to stockholder value, but are
problematic from the viewpoint of performance feedback theory. Stock-
value measures are available frequently; indeed they can be obtained on
a minute-by-minute basis.3 This frequency of feedback is so great that
the use of stock value or appreciation as a goal will run into the problems
of random noise and trends, leading to temporal myopia and resulting

2 The reader may wonder why researchers do not give advice about the remaining two
cases: a manager who is fully rational and acting in the organization’s interest, and a
manager who is boundedly rational and selfish. The answer is that the former case seems
unproblematic, and the latter seems difficult to predict. The combination of bounded
rationality and selfishness is common enough to be worth more investigation.

3 A manager with a PC connected to the Internet can have a running ticker of the company
share price on the screen. A manager actually installing such a ticker could justifiably be
accused of lacking a long-term time perspective.
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strategic inertia (Levinthal and March 1993; Useem 1996). Stock options
are suitable for governing a rational and selfish manager, but are far from
ideal for guiding a boundedly rational and well-meaning manager.
Generating aspiration levels. The natural way of evaluating performance
feedback is to compare the most recent performance level with an aspi-
ration level. There is so much evidence for the use of aspiration levels in
decision making that it is no use discussing whether aspiration levels are
functional or not: there simply is no alternative. Aspiration levels can be
generated by many different processes, however, and individuals seem to
be able to use a variety of stimuli to make their aspiration levels. This flex-
ibility suggests that it is worthwhile asking whether organizations should
make information available to managers in ways that encourage certain
forms of aspiration levels over others.

Control over how managers set aspiration levels can easily be accom-
plished by thoughtful design of the performance reporting system. If man-
agers are presented with performance measures and information useful
for forming aspiration levels on the same sheet of paper, they are unlikely
to look much further. Many reporting systems have default presenta-
tion of information that leads managers to favor certain aspiration levels.
Accounting reports show the previous-period and current-period perfor-
mance next to each other, and thus encourage a historical aspiration level.
The radio audience reports discussed earlier showed a matrix of histor-
ical performance horizontally and competitors’ performance vertically,
encouraging a dual focus on historical and social aspiration levels. Many
reports generated in strategic planning and marketing do the same. Such
reports can be designed so that they emphasize the aspiration level viewed
as most helpful for organizational adaptation.

A quick review of section 3.3 should convince the reader that the form
of aspiration level matters for organizational competitiveness. Aspiration
levels guide the timing of strategic actions just as much as the actual per-
formance does, and a key to a competitive organization is to know when
to change and when not to. Although the specific findings vary somewhat
depending on the assumptions, some patterns stand out. First, aspiration
levels that adapt to experience outperform fixed aspiration levels. Simply
put, there is no way of building a fixed aspiration level into the organiza-
tional routines that can anticipate the future well enough to outperform
aspiration levels that adapt to circumstances. This includes the “natural”
aspiration level zero (the status quo).

Second, historical and social aspiration levels have the advantage of
adapting to experience, but they adapt in different ways and are appro-
priate for different environments. The idiosyncratic nature of a historical
aspiration level can cause it to be a poor reflection of what the organization
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can achieve in a competitive market, and it is particularly likely to go
astray when the competitive environment changes greatly. On the other
hand, markets with imperfect competition can have structural bases for
performance differences among organizations due to different resources
or capabilities, and historical aspiration levels may help organizations in
such markets time their strategic changes better than social aspiration
levels can. Thus, the tradeoff of social versus historical aspiration levels
is simple. Historical aspiration levels are better for highly unique orga-
nizations and the oligopolistic markets they give rise to; social aspiration
levels are better for uniform organizations in highly competitive markets.

In principle it is easy to select the best form of aspiration level by eval-
uating the uniqueness of the focal organization. The main obstacle is that
managers are apt to overestimate the uniqueness of their organization.
For example, radio broadcasting is close to a classical competitive mar-
ket with easy entry (during the Reagan-era soft enforcement of licensing
rules) and efficient factor markets, yet many broadcasting managers felt
that their station had unique capabilities and should not be compared to
others. The analysis reported in section 4.5 showed that radio managers
weighted social aspiration levels equally with historical ones, however, so
their actual behavior was better adapted to the competitive environment
than their descriptions of what they did.

When making social aspiration levels, the choice of reference group is
important. Judgment of the similarity of the focal organization with other
organizations can help managers make differentiated social aspiration lev-
els where the most similar organizations have greater weight. Again, this
differentiation is only helpful if managers are objective judges of organiza-
tional similarity. Many findings on “lazy cognition” show that similarity
judgments are driven by the availability of information more than the
usefulness, suggesting that managers need help to form good reference
groups. Formal procedures such as benchmarking against competitors
may improve similarity judgments if the choice of which competitors to
benchmark against is driven by an analysis of both the markets and value
chains of the focal and comparison organization. Intuitive judgments tend
to favor market characteristics, which are easily available but may conceal
differences in the underlying capabilities (Clark and Montgomery 1999).
Intuitive judgments may also be too simple, as they generally rely on only
a few of the many characteristics that distinguish organizations (Porac
and Rosa 1996).

When making historical aspiration levels, the “stickiness” of the as-
piration level is important. The decision maker updates the aspiration
level by adjusting the past aspiration level towards the most recent perfor-
mance, and this adjustment can be made with different speeds. Chapter 3
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discussed evidence that quick adjustment of aspiration levels is often in-
ferior to slow adjustment, but did not discuss how managers can be made
to adjust the aspiration level slowly. The best way is to take advantage of
the power of easily available information to frame decisions. Managers are
much more likely to maintain sticky aspiration levels if they have informa-
tion on past budgets or performance at hand, suggesting that “forgetful”
performance reports that fail to present data more than a year old should
be avoided. Long-trend charts should be encouraged. This advice sounds
simplistic, but it is well adapted to the power of framing on human de-
cision making: it is very easy to manipulate our decisions by changing
the presentation of numbers. The authority to design how organizational
activities are reported gives top managers a very strong lever for changing
the organization.
Finding solutions. Problemistic search processes are focused on specific

areas of the firm, which are determined by the performance measure
that caused the initiation of search and by routine attention patterns
in the organization (Ocasio 1997). Focused search clearly results from
bounded rationality, and carries a risk of overlooking solutions that can be
found outside the search area. Despite this risk, it may be unproductive to
argue against focused search – wider search expends more organizational
resources and does not necessarily give better decisions. A wide search
process is less likely to overlook a problem area than a focused one, but
there are two reasons to believe that this advantage is smaller than it
appears. First, if an organization initiates a wide search for solutions, it
is likely that each organizational unit involved in the search will feel less
responsibility for solving the problem. As a result, solutions may fail to
come forth or may be motivated by concerns other than the problem at
hand, such as plays for power or resources.

Second, if a wide search brings out many possible solutions, the final
decision is likely to be seen as a choice among the solutions. This has
to do with an intuitive matching of one problem to one solution rather
than any real substitution of solutions, as solutions generated by different
organizational units are just as likely to be independent or complementary
as they are likely to be substitutes. It is often worthwhile trying to prevent
the competition among solutions caused by such one-to-one matching,
but it is also useful to adapt the search procedures to this competition,
since it cannot be completely eliminated. The best adaptation is to avoid
overly wide search. Managers will choose among solutions based on the
same intuitive mapping of problem symptom and organizational unit that
would have been used to steer a local search process, wasting the non-
local portion of the search. The result is high search cost and frustration
in the organizational units that get their solutions rejected.
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While the myopia of problemistic search thus seems to be an inevitable,
and perhaps also efficient, result of bounded rationality, other aspects of
search processes can be modified to increase their effectiveness. As noted
earlier, multiple, specific performance measures better indicate where in
the organization search should be localized than a single general measure.
In addition to this, greater persistence in searching allows the search pro-
cess to uncover other solutions than the most obvious ones. Indeed, an
important issue in organizational search is how long to persist before im-
plementing solutions. The persistence clearly is a manageable feature of
search, since deadlines for working groups can be set to directly deter-
mine the duration of search (Gersick 1988) and minimal requirements for
solutions can be set to indirectly determine the duration. Japanese firms
frequently employ a device of forcing deeper search by giving product
development teams goals that are impossible with the current technol-
ogy. Such goal setting was involved in Canon’s creation of the disposable
copier cartridge (Nonaka and Takeuchi 1995) and Toyota’s development
of the hybrid engine (Murata 2000). Setting difficult goals does not guar-
antee that innovations will be made, but setting easy goals almost surely
precludes innovations.

Long search processes tend to result in solutions that diverge more
from the current activities, but this is only helpful if the organization is
searching in the correct area. This leads to the counter-intuitive conclu-
sion that long search processes are more productive when managers know
cause–effect relations fairly well. In more uncertain environments, short
search processes are better because quick implementation of a solution
helps managers learn if they are searching in the correct problem area.
One way of thinking about this is that highly uncertain environments re-
ward incremental strategies of small steps (Lindblom 1959), but taking
many small steps requires each step to be taken quickly. It should be
noted that a process of taking many quick steps makes evaluation of the
success of each step difficult because there is little information to learn
from before the next step must be taken (March, Sproull, and Tamuz
1991), so a second tradeoff between speed and information quality also
needs to be factored in.

Some of the local bias of problemistic search can be corrected by re-
lying on slack and institutional search. These processes do not respond
to performance feedback, so it is ineffective to adjust their intensity ac-
cording to the organizational performance. Instead, they can be indirectly
managed by setting the size of the organizational units devoted to insti-
tutional search and the level of slack in organizational units where slack
search is likely to occur. These units produce a stream of solutions that
are inspired by the ideas of organizational members rather than concrete
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performance problems. Although the solutions do not result from per-
formance feedback, their implementation depends on the performance
because high performance makes managers risk averse. As a result, in-
stitutional and slack processes often result in solutions that are ignored
at the time that they are proposed, to the frustration of the innovator,
but are likely to reappear when adverse performance feedback results in
a problem-solving situation. Such stored solutions are often unrelated to
the specific performance measure that initiated the problem solving, but
have advantages over the solutions generated from problemistic search in
being speedy and having strong advocates. In organizations facing highly
uncertain technology or market environments, problemistic search is so
slow and imprecise that other forms of search may be more productive.

Researchers have sometimes commented on the ability of large and
seemingly inert corporations to suddenly renew themselves after crises
(Kanter 1989). The puzzle of long-lasting inertia followed by a vigorous
burst of change is best explained by the high levels of institutional and
slack search and low risk propensity of these sleeping giants. They lead to
a dammed-up supply of innovations that is released when a sudden onset
of poor performance increases the managerial risk tolerance. For the em-
ployees and stockholders of large corporations, this is good news because
it means that the inertia results from the good times rather than from the
organizational structure, so there is no need to write off the organization.
For managers of smaller organizations who wish to unseat the dominant
firm of their industry, it suggests that a strategy of attacking slowly enough
to prevent such awakenings should be given serious consideration (Chen
and Hambrick 1995; Ferrier, Smith, and Grimm 1999). The benefits of
slow attacks that start in peripheral markets have already been noted in
technological competition (Christensen 2000), and extend to other kinds
of competition as well.
Evaluating risk. Managerial tolerance for risk is greatly affected by per-

formance feedback, with risk appearing much less attractive when the or-
ganization performs above the aspiration level. This also is an inevitable
feature of organizational decision making, and there are strong indica-
tions that such adjustment of risk tolerances is helpful overall. Failure
to adjust risk tolerances by performance feedback can result in decisions
that undermine the competitive advantage of strong organizations and
stall attempts to improve the competitiveness of weak organizations. Ad-
justing the risk tolerance of organization by performance feedback takes
advantage of the regression to the mean (Greve 1999b). Because of the
uncertain value of new strategies, strategic change is likely to be benefi-
cial for a low-performing organization and harmful for a high-performing
organization. This alters the payoffs from change so that a manager of a
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low-performing organization should take greater risks than the manager
of a high-performing organization.

Although the overall pattern of risk tolerance adjustment is adaptive,
some biases in risk evaluation suggest that organizational risk manage-
ment can be improved. First, there are strong indications that managers
believe that the status quo is a low-risk alternative. The best proof of this
comes from the observation that organizations with past successes avoid
making strategic changes even after major environmental events such as
deregulation (Audia, Locke, and Smith 2000). This is a very surprising
form of strategic inertia, as it seems obvious to most observers that major
changes in the environment require strategic changes even in organiza-
tions with past success. Indeed, competition metes out swift and harsh
punishment to organizations that fail to change under such circumstances
(Audia, Locke, and Smith 2000).

Inertia in successful organizations is caused by the belief that the status
quo has lower organizational risk because it does not cause the strains of
asking managers to change the activities of their subunits. Indeed, even
innocuous-looking proposals for change can meet opposition from man-
agers who view them as threats to their careers, and perhaps managers of
successful organizations can more easily argue that change is not needed
even when events in the environment suggest otherwise. The concern
with organizational risk is a symptom of a conflict of interest between the
individual manager and the organization. Organizational risk is mainly
a career risk for the manager proposing a change rather than a financial
risk to the organization as a whole. For the organization, it is less impor-
tant than the risk of being maladapted to the environment. While many
strategic changes have both organizational and financial risk, there are
clearly situations in which the status quo has greater financial risks than
strategic change.

In addition to deregulation, discontinuous environmental changes such
as new technologies, free trade agreements, and large shifts in consumer
preferences create disjunctures in the competitive situation that make the
organizational adaptation to the environment obsolete. The effects are
often obvious in hindsight, but not at the time that strategic decisions
have to be made. For example, smaller hard disk drives became valuable
because they created new markets (Christensen and Bower 1996), aggres-
sive territorial defense became valuable in the airline industry when prices
were deregulated (Gimeno 1999), and the value of low fuel consumption
in cars increased so much that the “minicars – miniprofits” maxim of
US automakers became obsolete (Keller 1994). In all of these cases, long
lead times from strategic choice to strategic implementation meant that
the organization had to commit to a strategy before the environment
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had fully completed its change (disk drives, airlines) or before the effect
of the environmental change was well known (automobiles).

The low risk of the status quo is caused by the mutual adaptation of
the organization and its environment over time, and it vanishes when the
environment undergoes radical change. The 51/4 inch hard disks really
were better than 31/2 inch hard disks for the extant applications and stage
of technological development. US auto customers really did prefer large
cars, but were forced to rethink this preference when the cost of oper-
ating them escalated. Territorial accommodation really was better when
public price controls made the number of airlines on a given route irrel-
evant to the airfare. As the environment changed, however, constraints
on possible behaviors were removed, increasing the menu of alternative
strategies. Risks and rewards to different behaviors changed, making prior
knowledge obsolete. When the environment changes, boundedly rational
managers judge risks not by complete analysis of alternatives, which is
infeasible given the large number of alternatives, but through heuristics
such as viewing the status quo as low risk or viewing strategic changes
done by a plurality of its competitors as low risk. These heuristics could
easily be wrong. A sufficiently radical environmental change has effects
that make it difficult to predict the risk of any action or inaction, and
imitation is useless if the imitated organization knows as little as the or-
ganization that imitates (Huff 1982; Rao, Greve, and Davis 2001).

While radical environmental changes are important because of their
great consequences, smaller-scale changes seem to be more common. In
those situations, the conventional ranking of the status quo as less risky
is likely to be true, but only in the strict sense that it has lower vari-
ance. The strict definition of risk is not always useful to managers. The
low risk of the status quo could include outcomes such as a steady but
sure erosion of market share, which is often less attractive than the wide
dispersion (negative and positive) of outcomes following from making
strategic changes. It is still important to recognize that risk and expecta-
tion are different constructs that both need to be evaluated when choosing
alternative strategies. A conscious choice of taking risk prepares the or-
ganizational members for poor outcomes, but choices based on too high
expectations and unevaluated risk generate disappointments (Harrison
and March 1984). There is a strong tendency towards underestimating
the risk of a chosen alternative, as managers often overlook the effect
of unexpected events or believe that they can negotiate or maneuver the
organization away from their adverse effects (Shapira 1994).

The analysis preceding a given decision is unimportant as long as the
decision leads to performance exceeding the aspiration level, but will
matter if the resulting performance is lower than the aspiration level.
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Low performance resulting from a change that was claimed to have low
risk undermines managerial credibility, making further strategic changes
under the same management difficult. The likely result is a regression
to the status quo before the change, followed by conflict and eventual
replacement of the management team. Repetition of this sequence of
events leads to a downward spiral that may end in failure of the organi-
zation (Hambrick and D’Aveni 1988). Low performance resulting from
a change that was known in advance to be risky can be reacted to more
effectively because it is a smaller threat to managerial credibility. Regres-
sion to the earlier status quo is still possible, but so are additional large
changes or smaller adjustments to the strategy. If the potential for bet-
ter decisions is not sufficient to motivate a realistic assessment of risk,
the circumscription of future strategic choices resulting from unrealistic
pre-decision judgments should be.
Making decisions. The most conspicuous effect of performance feed-

back on organizational decision making is the tendency to drastically
reduce the rate of making risky decisions when the performance is above
the aspiration level, but to increase it only slowly when the performance
is below the aspiration level. Success prevents strategic change more
than failure promotes it. Organizational inertia and commitment to prior
decisions are the prime causes of this behavioral pattern, which has been
observed for many risky behaviors and organizational forms. The result-
ing kinked-curve relation from performance to strategic change is a stable
feature of behavioral decision making that seems hard to escape, but we
should still consider whether its effects are beneficial and whether orga-
nizational decision making can be adapted to it.

After several presentations of the kinked curve to various audiences, I
have found that the reaction to it is nearly unanimous. The overall decline
in risk taking as the organizational performance is increasing is viewed as
laudable prudence; the flatter curve below the aspiration level is viewed as
stick-in-the-mud inertia that ought to be prevented. It turns out that the
instinctive reaction is only correct in some circumstances, as the optimal
reaction to performance feedback differs depending on the environment.
As in the discussion of aspiration level generation, the conclusion hinges
on the competitiveness of the market.

Intense competition means that there are many firms with similar prod-
uct offerings, leading to price pressure and squeezed profit margins.
Among the conditions generating such competition, a lack of distinct or-
ganizational capabilities may be the most important. Distinct capabilities
allow organizations with the most valuable capabilities to dominate the
whole market or niches in the market, resulting in differentiation based
on capabilities and less price competition within each market niche. The
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Figure 6.1 Strategic change with homogeneous capabilities

importance of capabilities for competition is well known, and sometimes
leads to the recommendation that managers should focus all their at-
tention on obtaining capabilities that give high performance. Since the
performance hinges on good deployment of capabilities as well as on the
capabilities themselves, this recommendation is wrong (Penrose 1959).
With or without capability differences, managers need to use performance
feedback to make strategies for how to use their organization’s capabil-
ities. It is still useful to know whether capabilities affect competition,
because the heterogeneity of capabilities determines the optimal way of
reacting to performance feedback.

Figure 6.1 illustrates the strategic choices of organizations in a mar-
ket with homogenous capabilities. Since all organizations have the same
capabilities but the performance consequences of different ways of de-
ploying these capabilities are not known, all organizations face the same
probability distribution over possible future performances. Let’s assume
that managers are concerned with an aspiration level of the performance
they seek to achieve and a survival level of the minimal performance that
will let the organization continue operating. A manager of an organiza-
tion performing below its aspiration level will decide whether to change
or not by balancing the hope of getting an outcome above the aspiration
level against the fear of falling below the survival level. The way the curve
is drawn in figure 6.1, the most likely outcome from a new strategy is
that the organization will again be between the aspiration level and the
survival level. The second-most likely is performance above the aspira-
tion level, and the third-most likely is falling below the survival level (and
thus, ruin). Because of the homogenous capabilities, the probabilities of
these different outcomes are independent of the current performance level.
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Under such conditions, it is not possible to justify the greater iner-
tia below the aspiration level – on the contrary, organizations should be
increasingly willing to change as their current performance falls. Perfor-
mance to the left of the peak in figure 6.1 implies that a change is likely
to improve the performance; any reduction in performance from a given
level will increase the probability of improvement without increasing the
probability of ruin. Reasoning outside the model for a moment, it seems
likely that members of a homogeneous population of organizations will
be able to use imitation and other devices to learn from each other how to
deploy their resources, leading to a gradual reduction of the uncertainty.
The probability distribution will become narrower and more peaked.
When this occurs, both gains and losses from changing will diminish.

Although this homogeneous world appears in many economic mod-
els, a different set of assumptions will seem more realistic to scholars of
strategy and organizations. Organizations have different sets of capabil-
ities due to differences in resources, accumulated learning, and organi-
zational structure and procedures. These capabilities are sticky – they
are difficult to appropriate for other organizations. An important compo-
nent of this stickiness is the double uncertainty involved in competition
over capabilities, as managers are seeking to discover both how to deploy
capabilities most effectively and which capabilities are most valuable. Si-
multaneously solving these two tasks is not a reasonable task to ask of a
boundedly rational decision maker, so the likely result is that managers
know that organizational capabilities differ but not exactly how this can
be exploited.

Figure 6.2 illustrates the strategic choices of organizations in a market
with heterogeneous capabilities. In this figure, the capabilities of each
organization determine its probability distribution of possible perfor-
mances, and the deployment of capabilities determines its current per-
formance. For simplicity, I have drawn these probability distributions
as being equal except for a shift of the mean; the reader can experiment
with other ways of drawing them. Now consider an organization with per-
formance between the aspiration level and the survival level. Note that
all points in that area could be a result of any of the capability curves, so
knowing the current performance does not tell which distribution belongs
to the focal organization. However, since the distributions have different
thickness (probability density) in the different points, an organization
with low performance is more likely to have low capabilities.

This difference in context drastically changes the strategic choice. Since
the current performance affects the judgment of capability, lower cur-
rent performance leads to a higher estimated probability of ruin and a
lower estimated probability of exceeding the aspiration level. Under such
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Figure 6.2 Strategic change with heterogeneous capabilities

conditions, inertia is not as unreasonable as intuition would have it. As
long as survival is an organizational goal with similar importance to high
performance, the kinked-curve decision rule is better than linear deci-
sion rules in environments with heterogeneous capabilities. It results in
organizations that often fail to fulfill their aspiration levels, but have lower
likelihood of outright failure than organizations following more respon-
sive decision rules. The inertia of the kinked-curve decision rule means
that it is not likely to win any beauty contests among management schol-
ars, but its hardiness explains why it is so prevalent. Other rules simply
don’t survive as well as it does when organizational capabilities are het-
erogeneous.

For managers, there is no easy answer to the question of whether to
accept some inertia when the organization falls below the aspiration level
or whether to be quick to make changes. The tradeoff between survival
and performance is a value judgment where decision analysis can only
point out the tradeoff, not indicate the best solution. Current values sug-
gest an emphasis on value creation for stockholders over the survival of
the organization, but this judgment is based on assumptions of costless
disposal of failed organizations and their workers. These conditions are
highly dependent on the overall state of the economy. In good times,
many failed firms are highly tradable assets, and many workers who do
not wish to be traded with the firm can choose to go elsewhere instead.
In less buoyant economic conditions, the tradability of firms and mobil-
ity of workers are both reduced. An economic downturn can make the
consequences of risky choices much worse than they seemed at the time
that they were made.
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6.2 Related research

The theory of performance feedback and organizational change is a self-
contained theory of how the organizational performance influences strate-
gic decisions under uncertainty. The theory can be analyzed in isolation,
but it is informative to study its links with other theories. Different
research traditions of organizations and management overlap in the pro-
cesses and outcomes studied, and comparing them in areas of overlap
helps develop them further (Campbell 1969). When they study the
same process, do they make the same prediction? When they study the
same outcome, do they give the same results? When the research tradi-
tions are consistent, our confidence in their findings increase and we can
move our attention to other research questions in order to avoid dupli-
cation of effort. When they are not consistent, we have a puzzle that can
inspire more theoretical and empirical work and can ultimately advance
the theories or replace them with better ones (Kuhn 1972; Lakatos 1978).
Many theories have some sort of overlap with performance feedback the-
ory, but here I emphasize five important theories that have strong links to
it. They are learning theory, managerial cognition, institutional theory,
organizational ecology, and agency theory.

Performance feedback theory belongs to a family of theories inspired
by the behavioral theory of the firm and its concepts of experience, search,
and routines. These theories are usually referred to as the Carnegie
School (these days often a historical reference to a Golden Age) or learn-
ing theory (the more common but less well-defined term). Performance
feedback theory shares assumptions with this group of theories, but has
a unique domain and emphasis among the learning theories.

A recent and growing tradition in managerial cognition has drawn ideas
from work on organizational enactment and individual cognition to ex-
plain how managers categorize other firms and differentially pay attention
to them. This work is inspired by concerns of bounded rationality and
cognition that also are prominent in performance feedback theory, and
has given results on how organizational cognition and managers’ mental
maps moderate behaviors. It examines processes that are similar to those
involved in aspiration-level updating, which makes it important to the
development of performance feedback theory.

Institutional theory incorporates assumptions of boundedly rational
and socially motivated behavior that are consistent with performance
feedback theory, but it has a distinct emphasis on external agents of
change. Performance feedback and institutional theory have a significant
overlap of domain, since many outcomes studied as performance feed-
back outcomes here have been viewed as results of mimetic processes by
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institutional scholars. This overlap of outcomes makes a comparison of
the results interesting.

Organizational ecology in its original form differed significantly in its
basic assumptions of external agency and in its domain of organizational
founding and failure, but has later moved towards a greater interest in
adaptation processes and in organizational change as a dependent vari-
able. There is particularly great overlap between the current version of
inertia theory and performance feedback theory, so an analysis of the
remaining differences is valuable.

Agency theory shares a concern with goals and performance measure-
ment with performance feedback theory, but is based on a rational choice
assumption. It has resulted in a significant amount of modeling work in
economics and some efforts of integration with organization and man-
agement theory. Integration with the behavioral ideas of performance
feedback theory is an important task for the progress of agency theory.
Learning theory. A discussion of learning theory needs to start with

a definition of the subject. Here I adopt Levitt and March’s (1988)
definition, which states that learning theory views organizational be-
havior as being (1) based on routines, (2) adapted to experience, and
(3) oriented to goals. Although it seems wide, this definition is sufficiently
narrow to eliminate many other theories, including forward-looking the-
ories like agency theory and some theories of strategic management,
conflict-oriented theories such as resource dependence theory and vari-
ous domination theories, theories lacking adaptation such as strict popu-
lation ecology, and theories lacking a goal orientation such as institutional
theory.

There are still many theories left under the learning theory category.
They can be classified in several ways, and a popular classification is based
on classifying the source of learning implicit in the theory. Organizations
learn from direct experience, from interpretation of the experience, and
from the experience of others, and retain this learning in an organizational
memory (Huber 1991; Levitt and March 1988; Walsh and Ungson 1991).
Another way of classifying learning theory is to note that it is difficult to
put equal emphasis on routines, experience, and goals, so theories will
tend to emphasize one of these over the others. Although no theory deals
with one element of learning to the exclusion of others, the differences in
emphasis allow us to distinguish theories of routines, of experience, and
of goals.

Theories of routines include work on how organizational routines de-
velop through the regular execution of work, such as in research ex-
amining learning curve effects on production costs (Argote 1999; Day
and Montgomery 1983; Yelle 1979). This research has shown that
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organizations become more efficient as production experience accumu-
lates, and some of this improvement in routines can be transferred across
different organizational units. Organizations lose efficiency when their
production system is idle (Argote, Beckman, and Epple 1990; Benkard
1999), so the efficiency gain must be maintained through continuous
use of the routines. Also included in routine theory is work on organi-
zational efforts to develop and utilize knowledge, often through a mix
of regular production and special activities such as research and devel-
opment (Leonard-Barton 1995; Nonaka and Takeuchi 1995; Starbuck
1992; Von Krogh, Roos, and Kleine 1998). Much of this work aims to
discover which organizational structures and routines allow quick genera-
tion, absorption and application of new knowledge (Cohen and Levinthal
1990; Tsai 2001; Van den Bosch, Volberta, and de Boer 1999).

Work on routines also includes studies that examine specific types of
organizational routines and the processes that modify them. Research on
jobs and rules has been particularly important (March, Schultz, and Zhou
2000; Miner 1990, 1991; Schultz 1998; Zhou 1993). These streams of
work show that routines are created and modified as a result of problem-
solving activities in the organization, but suggest some differences in how
the processes work. Jobs are born from opportunities given by the specific
skills of individuals (Miner 1990), and rules are born from environmen-
tal turbulence (Zhou 1993). Both are modified by experiential learning
within the organization (March, Schultz, and Zhou 2000; Miner 1991).

Theories emphasizing experience include work on organizational ef-
fects of salient environmental events, such as technological change, the
diffusion of innovations, or firm failures (Cohen and Levinthal 1990;
Henderson and Clark 1990; Miner et al. 1999; Strang and Soule 1998).
Most of this work is on diffusion, and shows that a variety of innovative
activities will be incorporated into organizations whose managers ob-
serve that other organizations have adopted them (Greve 2002a). Thus,
innovations that are observed in the environment become potential so-
lutions for organizational problems, making such observation a substi-
tute for internal search. Research on experience also includes work on
the interpretation of the organization’s own experience. A good example
is momentum theory, which uses interpretation arguments to suggest
that organizations repeat and extend previous strategic commitments
(Amburgey and Miner 1992; Kelly and Amburgey 1991). Researchers
interested in the interpretation of experience have also shown that salient
events in organizations are given interpretations that collapse the am-
biguity of cause–effect relations in unique experiences into confidently
held explanations and prescriptions for future action (March, Sproull,
and Tamuz 1991; Schein 1992; Weick 1995).
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Performance feedback theory emphasizes the goal orientation of or-
ganizations, and thus belongs to the third category of learning theory.
It is the only well-developed theory of organizational goal orientation,
which gives it a unique position within the field of organizational learning.
Because it emphasizes an aspect of organizational learning that theories
of routines and experience give little attention to, it is complementary to
them. By suggesting a change in research emphasis, however, it is at least
indirectly a competitor to these theories.

Let us start by discussing the complementarity. While it has so far
not been used this way, performance feedback theory clearly has the po-
tential to strengthen other theories of organizational learning. Learning
curves have been studied extensively, and many variables are known to
modify the speed of improvement in a production system (Argote 1999).
From the viewpoint of performance feedback theory, the absence of per-
formance and aspiration levels in learning-curve research is conspicuous
and difficult to explain when considering how important these variables
are for predicting rates of search and experimentation in other contexts.
Learning curves are at least in part the result of search processes, which
are known to be affected by performance feedback. Thus, it seems highly
likely that learning curves are influenced by performance feedback from
local goal variables such as unit costs, and possibly also from global goal
variables such as firm profitability. It should be an important task for
learning-curve research to look for such effects.

A similar attention to performance feedback would be natural in knowl-
edge research if this research had the rate of search as its primary em-
phasis. Instead, knowledge researchers are more interested in qualitative
studies of successful (and some unsuccessful) development processes
to distinguish what organizational conditions lead to more successful
knowledge development. Suggested variables are division of labor in the
development process and routines for incorporating external knowledge,
transmitting it internally in the organization, and allowing experimen-
tation (Jelinek and Schoonhoven 1990; Leonard-Barton 1995). Per-
formance feedback also affects product development, as I showed in
chapter 4, and should be investigated further. Doing so requires a change
in approach towards broader studies of many development projects,
including projects that were stopped by management (Dougherty and
Hardy 1996; Dougherty and Heller 1994).

Research on the diffusion of innovations among organizations has a
long empirical record with remarkably little attention towards perfor-
mance feedback. The studies reported here strongly suggest that innova-
tions observed in an organization’s environment will be imported when
its performance is below the aspiration level, and some work has directly
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shown such effects (Greve 1998b). Studies of the diffusion of innovations
that have performance variables are scarce, however, and when perfor-
mance is included aspiration levels usually are not (Kraatz 1998). The rea-
son seems to be two legacies from traditional diffusion research (Rogers
1995). First, diffusion studies have emphasized external pressure to adopt
so much that organizational susceptibility to pressure has been neglected
(Strang and Tuma 1993). Second, when susceptibility has been studied,
the emphasis has been on stable characteristics of the adopter such as
adopter categories (innovator, early adopter, early majority, and so on).
Situational factors such as performance have been overlooked. The strong
effects of performance feedback on organizational change suggests that
diffusion researchers have overlooked an important variable.

We can turn the tables and ask how other theories of organizational
learning can inform performance feedback theory. The potential seems
great, especially in sharpening predictions on what kind of change the
organization will do. It seems clear that search processes at least initially
follow oft-traveled routes (Ocasio 1997), suggesting a momentum effect
that would predict risky organizational changes of the same kind that the
organization has done recently. There is an implicit recognition of this in
many of the studies reported here. It is more or less an industry tradi-
tion for radio stations to turn to format change and for shipbuilders (in
Japan, at least) to upgrade facilities and launch innovations, so it should
be no surprise that these outcomes were effectively studied through per-
formance feedback theory. One would expect less success in studying,
say, radio station upgrades of production facilities4 and shipbuilder size
of sales force, as these are less frequently manipulated strategic variables.
It would be valuable to make a more general integration of organizational
momentum, industry recipe, and performance feedback theory.

Similarly, the assumption that the organization will find some so-
lution when searching is an important part of performance feedback
theory. Contrary to this assumption, many small organizations contain
capabilities for the daily production and distribution task but lack slack
resources to search effectively. Even in large organizations, many mass-
production techniques keep workers busy with routine tasks at all times,
leaving no time to search for improvements. The main contribution of
quality management techniques to production efficiency may be in cre-
ating such slack time and allocating it to problem-finding and problem-
solving activities. Organizations practicing lean management techniques
may have so few resources that can be redirected to search activities that

4 Or maybe not. I made four case studies of format changes, and two of those included
changes in production assets.
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their capability of generating solutions is severely limited. Instead, they
can imitate solutions available in the environment, but in a solution-poor
environment even this is difficult. Diffusion theory can be drawn on for
predicting when environments are rich enough in solutions for resource-
poor organizations to react to performance feedback, and when such
organizations remain inert because solutions are hard to find.
Managerial cognition.A core assumption of organizational learning the-

ory is that decisions are affected by how managers perceive and interpret
their experience (Daft and Weick 1984). Managerial cognition is a re-
search tradition that shares this view and has explored the details of how
managers make mental maps of their competitive environment and use
these maps to collect, interpret, and react to information (Porac and
Rosa 1996). Managerial cognition is an applied branch of social cogni-
tion theory (Fiske and Taylor 1991), and shares its focus on how human
memory is structured, used to control behavior, and changed in response
to experience.

Memory structures contain categories of external actors and events
along with information on their attributes (Fiske and Taylor 1991). The
attributes are used to assign experiences to categories. Once assignments
have been made, category information can be used to fill in missing in-
formation and predict future events. For example, certain behaviors are
thought of as indicating competitive rivalry, so organizations showing
those behaviors are categorized as rivals and expected to display other
rivalry behaviors in the future. This expectation is used when the man-
ager makes decisions that may involve the organization categorized as a
rival. Categorization affects future behaviors directly through its use in
prediction and indirectly through its use in processing and remembering
relevant information about the focal actor, as information received later
is used to test the initial categorization rather than to re-categorize the
other actor from scratch (Fiske and Taylor 1991).

Much research on managerial cognition so far has focused on what
the cognitive structures of managers look like. As social cognition the-
ory would predict, managers categorize their competitors into groups
based on a few characteristics ordered by importance (Porac and Thomas
1990). The result is a tree-like structure, where the most important crite-
rion is applied first for a rough categorization, then the next-most impor-
tant criterion, and finally a third criterion is applied (the trees are often
not deeper than three levels). The judgments of similarity and relevance
of a given competitor to the focal firm drop off sharply if it is categorized
in a different group than the focal firm, causing managers to consider a
small subset of the industry to be worthy of close monitoring (Lant and
Baum 1995; Porac, Thomas, and Baden-Fuller 1989; Porac et al. 1995).
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This categorization of competitors is much narrower than the actual set
of firms that could affect the organization through their pricing and mar-
keting behavior, so managerial cognition leads to competitive myopia.

The similarity judgments resulting from managerial mental maps affect
information collection, which again shapes the competitive behavior of
firms. As in work on the diffusion of innovations, a major finding of man-
agerial cognition research is that firms imitate the competitors they view
as most similar to themselves (Abrahamson and Fombrun 1994). Because
mental maps of the industry are similar across managers working in differ-
ent firms (Porac and Rosa 1996), the result is groups of firms that imitate
each other, leading to convergence of strategies within each group over
time (Fiegenbaum and Thomas 1995; Huff and Huff 1995; McKendrick
2001; Osborne, Stubbart, and Ramaprasad 2001; Reger and Huff 1993).
Groups converge internally and diverge from other groups (Cool and
Dierickx 1993), making it difficult for firms to move from one group to
another (Mascarenhas 1989). Still, clear differences in the performance
of different groups can cause groups to merge over time (McKendrick
2001; McKendrick, Doner, and Haggard 2000), so managers do not
completely ignore the world outside their strategic group.

Performance feedback theory can contribute to managerial cognition
theory by offering ideas on how performance relative to aspiration levels
moderates the link from mental maps to behaviors. The occasional jumps
between strategic groups seen in strategic group research are clearly inno-
vative, high-risk behaviors, and it seems likely that they are predicted by
performance below the aspiration level. A study of location strategies in
the hard-disk drive industry implicated low performance when explaining
why the US and Japanese firms, which initially formed different strate-
gic groups with an international and a domestic manufacturing strat-
egy, respectively, eventually converged to a strategy of manufacturing in
Southeast Asia (McKendrick, Doner, and Haggard 2000). Interestingly,
the convergence was not complete – most Japanese firms moved to the
Philippines instead of to the Singapore–Thailand locations favored by US
firms. It might also be worth exploring whether the movements towards
the center of the strategic group result from performance feedback. We
would expect that successful firms keep their current strategy, while firms
with performance below the aspiration level implement mimetic changes
(Greve 1998b).

Managerial cognition theory can contribute to performance feedback
theory by giving a more accurate model of how social aspiration levels
are made. The similarity judgments underlying strategic groups are most
likely also used in judging the relevance of other organizations for evalu-
ating performance, and thus are involved when managers construct social
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aspiration levels. There is already some evidence that a combination of
performance feedback and managerial cognition theory can give aspi-
ration levels that predict strategic change in organizations. Performance
relative to social aspiration levels within cognitive strategic groups in the
hospital industry predicted change in organizational technologies and
market niches (Ketchen and Palmer 1999). Research on heterogeneous
social aspiration levels would fit well into a larger set of research findings
on how social similarity judgments affect a wide range of organizational
behaviors, and deserves more attention than it has received so far.
Institutional theory. Institutional theory seeks to explain how elements

of organizations, such as structures, routines, and occupations, are cre-
ated and spread in society (Meyer and Rowan 1977; Scott 1995). These
elements are called institutions and “consist of cognitive, normative, and
regulative structures that provide stability and meaning to social behav-
ior” (Scott 1995: 33). As an example of an institution, consider personnel
management, which is a meaningful category of organizational behavior,
a concrete organizational structure, and a set of rules and norms on how
organizations should treat their employees. A given organization may have
many possible institutional configurations, and the benefits of any such
configuration are very difficult to establish. As a result, the design and
management of organizations is done under high uncertainty, and man-
agers often decide by following the examples of others or conforming
to demands by actors outside the organization (DiMaggio and Powell
1983). This lets institutions spread through diffusion or advocacy by oc-
cupations or powerful organizations such as the state.

Institutional theory shares important assumptions with performance
feedback theory. Uncertainty about the consequences of managerial
choices plays a role in both theories, as does observation of other organi-
zations. There are also important differences. Performance feedback em-
phasizes risk, but institutional theory does not. In the strategic decision-
making problems studied by performance feedback theory, a decision is
uncertain and consequential – after making a change, the organization
may experience significant changes of performance. In the decisions to
adopt institutions examined by institutional theory, the value of the deci-
sion is often unclear after it has been made as well. Many institutions have
small effects on the organizational performance measures that managers
tend to emphasize. Their effects on the organization’s conformity with
values and assumptions of societal actors may be large, but are difficult
to assess (Meyer and Rowan 1977).

Once the risk aspect is removed, the predictions are also different.
Institutions such as personnel management are thought to be impor-
tant to fulfill societal and legal requirements, and so they spread among
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organizations through imitation and influence from professionals
(Edelman 1990; Sutton and Dobbin 1996; Sutton et al. 1994). The ben-
efits of these practices are uncertain even after adoption, as some of the
alleged effects are to protect the organization against future lawsuits from
employees. As a result, personnel management practices are adopted
once and for all, with little chance of being re-evaluated and dropped.
By contrast, equally uncertain behaviors like the adoption of securities
for coverage by investment analysts also spread by imitation, but these
are re-evaluated based on their performance and quickly abandoned if
the analyst is disappointed (Rao, Greve, and Davis 2001). Institutions
have been argued to differ from the technical core of organizations (Scott
and Meyer 1983), which is similar to saying that they are different from
activities with consequences that are easily measured.

Low performance is not argued to be necessary for an organization
to adopt a new institution. Since having certain institutions is a per-
formance in and of itself (Berger and Luckmann 1967; Goffman 1990),
the spread of new institutions creates a kind of performance shortfall in
organizations that do not have them yet (Meyer and Rowan 1977). Per-
formance feedback theory and institutional theory thus discuss different
causal sequences. In performance feedback theory, the problem comes
first, and then managers search for a solution. In institutional theory,
the solution comes first, and its proponents search for problems that it
may solve (DiMaggio 1988). These do not have to be specific or cur-
rent problems, but can consist of claims that organizations without the
focal institution will be deficient in some sense or will face problems in
the future. New institutions are not solutions to problems, but solutions
searching for problems.

Researchers taking the perspective of performance feedback theory are
likely to believe that the reversed sequence of events will not eliminate the
role of performance in the adoption of institutions. Even if the solution
comes first, it is easier to argue that it should be adopted in organiza-
tions with performance below the aspiration level. From the viewpoint
of performance feedback theory, proponents of institutions act as “solu-
tion entrepreneurs” who use a problem of low performance to argue for
the adoption of their favorite institution. This would predict that orga-
nizations with performance below the aspiration level are most at risk of
adopting a new institution, an insight that could be applied to studies of
the spread of new institutions.

Performance feedback theory also offers a challenge to the suggestion
that institutions are kept over time or succeeded by a “new and improved”
institution thought to solve the same problem. Abandoning prevalent
institutions is a risky behavior that could be triggered by low performance
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of the organization overall or of the institution in question (when its effects
can be assessed) (Greenwood and Hinings 1996; Oliver 1992). It is thus
not clear whether institutions will be kept over time. Indeed, researchers
have noted that hallowed institutions such as liberal arts education have
been violated by colleges seeking to improve their performance (Kraatz
1998; Kraatz and Zajac 1996).

Performance feedback theory suggests a resolution to this theoretical
problem. To a given organization, a new institution is an innovation, but
established institutions are taken for granted (Meyer, Boli, and Thomas
1987).Deviating from established institutions is an innovation that entails
risk because other actors may fail to recognize or support the focal organi-
zation if it differs too much from the taken-for-granted form (Deephouse
1996; Oliver 1991). Thus, performance feedback theory predicts that or-
ganizations with low performance are quick to adopt new institutions and
abandon established ones. This prediction clearly deserves to become a
part of future research on institutions.

On the other hand, institutional theory brings a puzzle to research
on aspiration level decision making. The prediction that organizations
will do various contentious, strenuous, and risky strategic actions in re-
sponse to low performance seems to ignore the easy way out offered by
the diffusion of new institutionalized structures or faddish management
practices (Abrahamson 1991; Staw and Epstein 2000; Zeitz, Mittal, and
McAulay 1999). Surely managers suspect that some of these practices
have benign but small effects on the organizational performance. They
might use adoption of such practices to act as if they are solving prob-
lems without actually taking risks. A sufficiently cynical manager would
be tempted to stem criticism through this device, especially one who
suspects that the current performance shortfall is temporary. Perhaps
managers do adopt more new institutions when the performance is low –
performance relative to the aspiration level is rarely studied as a cause
of adopting institutions, so we cannot be sure. As the research reviewed
in chapter 4 suggests, however, they also engage in risky organizational
changes. Managers seem to be making serious effort to recover from low
performance, not just putting on a show.

A more fundamental challenge from institutional theory is the idea
that organizational goals are institutions that may differ across societies
and over time, so performance feedback theory is explaining organiza-
tional behavior by a variable that keeps changing. In the heyday of PIMS
and conglomerates, sales was king, then return on assets took over, and
now managers are accountable for the movement of stock prices (M. W.
Meyer 1994). How should this affect performance feedback theory and
research? It seems that the theory is not much affected, since it does not



Conclusion 175

make claims on what kind of goal managers will have. Still, it derives
much of its relevance for management practice from the fact that man-
agers have been paying attention to performance measures that have some
connection with organizational competitiveness. The conclusions on or-
ganizational adaptation reviewed in section 3.3 hinge on this connection,
and performance feedback would be unimportant for competitive ad-
vantage if managers were picking measures willy-nilly without worrying
about the relevance to organizational competitiveness. Though there is a
lively debate on the quality of various performance measures, we have not
yet seen measures that are so arbitrary that they suggest that managers are
willing to ignore their role in measuring organizational competitiveness.

Shifting attention among performance measures is a problem for em-
pirical research on performance because it complicates the task of finding
the right independent variable. To take a concrete example, the analyses
of Japanese shipbuilders reported in chapter 4 took return on assets as
the goal variable, as studies of US firms tend to do. This seems to ignore
that many practitioners and some researchers have argued that Japanese
firms pay more attention to market share than to profits. I think that this
specific argument is wrong, and chose ROA deliberately rather than by
reflex. Still, the question of generality and stability of performance mea-
sures is worth asking. Two arguments have been made. One is that there
has been an increasing homogenization of the world society and economy,
especially for corporate actors such as business firms (Meyer, Boli, and
Thomas 1987). This has partly been a process of cultural influence, but
dependence of firms on an increasingly international capital market has
also contributed (Useem 1996). This argument would predict uniformity
across society, but not necessarily stability over time.

The other argument is that local cultural influences are very strong,
and tend to modify the form and reduce the influence of imported insti-
tutions (Guillen 1994). This argument would predict differences across
societies but stability over time. The introduction of these issues into
the debate is too recent for us to have a good empirical answer to which
conception is right. They suggest that researchers need to be sensitive
to the institutional context in which organizations operate, as goals can
be created and modified through the processes that institutional theory
emphasizes.
Population ecology. A large body of theory and empirical research on

organizations has developed in the field of population ecology (Hannan
and Freeman 1977, 1989). Ecological research emphasizes organizational
demography – how the birth rates and life spans of organizations are
determined, and how this affects the diversity of organizational popula-
tions (Carroll and Hannan 2000). At least initially, the theory contained
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little managerial choice, as environmental forces such as competition and
institutionalization were the most-examined causes (Carroll and Hannan
1995b). Emphasizing the founding and failures of organizations as out-
comes and environmental forces as causes was controversial and led to
debates about the realism and usefulness of such research (Donaldson
1995; Perrow 1979). This is not surprising, as organizational theory is pe-
riodically drawn into debates on the primacy of environmental or internal
causes that resemble the philosophical debates on free will in individuals
(Astley and Van de Ven 1983; Hambrick and Finkelstein 1987; Hrebiniak
and Joyce 1985), but the debate had little impact on actual research.

An ecological theory of only founding and failure would be useful for
predicting the evolution of populations of relatively inert organizations,
which was its initial purpose, but would have had little relevance for per-
formance feedback theory. Population ecology has expanded its scope to
also involve organizational change (Barnett and Carroll 1995), however,
which brings it into closer contact with the theory of this volume. The
most important point of contact is the theory of organizational inertia,
which is both a theory of when organizations change and a theory of the
consequences of change (Hannan and Freeman 1984; Peli et al. 1994).

According to inertia theory, organizational change is usually detrimen-
tal. Changing core features of the organization such as its product-market
strategy or production technology weakens the organization’s internal co-
hesion and its adaptation to environmental actors. The internal argument
applies the learning-theory finding that organizational routines improve
through repeated change, and thus that organizational changes require
using new routines that are executed less efficiently (Amburgey, Kelly,
and Barnett 1993; Barnett and Freeman 2001). This loss of efficiency
causes increased operational costs and may lead to quality problems and
mis-steps in the organization’s relation with its resource environment.
The external argument notes that the market for resource exchange re-
lations is not fully efficient. Thus, replacing the content of exchanges
or exchange partners consumes time and resources. Old exchange part-
ners may resist changes in the content of exchange, and potential new
exchange partners do not immediately trust the organization enough to
trade with it on good terms (Barnett and Freeman 2001). The internal
and external weaknesses cause organizations that have just changed to
be more likely to fail (Amburgey, Kelly, and Barnett 1993; Barnett and
Carroll 1995). The argument on why inertia is a common feature of or-
ganizations is a simple extension of the argument on its effects. Since
change weakens organizations, organizational structures and procedures
that encourage change are “lethal genes” that will become scarce through
selection processes (Hannan and Freeman 1984; Peli et al. 1994).
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There is a clear conflict between inertia theory’s contention that organi-
zational change is rare and hazardous and performance feedback theory’s
contention that organizational change is a predictable and often beneficial
consequence of low performance. There is also some common ground
in these two theories. Performance feedback theory predicts that organi-
zations make fewer adjustments in the rate of change in response to low
performance than to high, and underpins this kinked curve with inertia
theory’s arguments for why routines that encourage change are scarce
in organizations. Simulations and empirical research from performance
feedback theory has suggested that the kinked-curve relation from perfor-
mance to change is a highly survivable behavioral rule because it lowers
the exposure to the hazards of change (Greve 2002b). Thus, both theo-
ries recognize that change is hazardous, but performance feedback theory
qualifies this with the argument that not changing is sometimes worse, so
correctly timed change can be adaptive. Similar arguments are also seen
in inertia theory and empirical work, suggesting that these theories will
converge in the future (Barnett and Carroll 1995; Haveman 1992).

What seems most important for population ecology to learn from per-
formance feedback theory is the contingent relation from current perfor-
mance to benefits of change. Organizations changing when performing
poorly have little to lose and may benefit from regression towards the
mean, so for them the temporary weakening due to change is less im-
portant than the long-term benefits. Already inertia studies have started
examining performance or competitive relations as a modifier of the ef-
fect of change on performance or survival (Greve 1999b; Ruef 1997),
and more such research should be expected. This suggests a modifica-
tion of the theory of inertia. The prediction from a selection perspective
is no longer that organizations will stay inert, but rather that the most sur-
vivable relation from performance to change will become more frequent
in organizational populations. As always when selection arguments are
applied to organizational populations, it is important to keep in mind
that the selection advantage of good routines may be too small to allow
the organizations with most survivable routines to become predominant
(Carroll and Harrison 1994). Simulations have suggested that the most
robust performance feedback routines can outcompete other routines
when failure rates are high or organizations that are founded mimic the
most successful firms in the population (Greve 2002b).

What seems most important for performance feedback theory to learn
from ecological theory is that organizations may select which parts to
change based on their centrality to organizational operations. According
to inertia theory, organizations have a core consisting of their (1) mission,
(2) forms of control, (3) core technology, and (4) product-market strategy
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(Hannan and Freeman 1984). These core parts are particularly central
to the organization’s operations, and are inert because changes to them
would greatly disrupt the organization. Other portions of the organiza-
tion are peripheral and can be changed with fewer adverse consequences.
As a result, managers are likely to change peripheral structures before
attempting change in core structures. This theory offers yet another an-
swer to the question of where organizations will make changes in times
of adversity: peripheral structures such as support units (e.g., personnel
department, staff) or parts of the value chain that are distant from the
customer (e.g., inbound logistics) are the most likely locations of change.

Theorists have thus made the following suggestions for where orga-
nizations will change when performance feedback indicates a problem:
(1) near the symptom (behavioral theory of the firm), (2) in organization-
ally vulnerable areas (behavioral theory of the firm), (3) in areas with low
organizational risk (risk theory), (4) in areas where changes have recently
been made (momentum theory), and (5) in peripheral areas (inertia the-
ory). This long list of candidates can be reduced somewhat by noting that
some of these suggestions overlap. Organizational risk is the likelihood
and seriousness of resistance to the proposed change, which is largely
a function of the power of the organizational unit to be changed. Since
organizationally vulnerable areas are defined to be units with low power,
they are the same as areas where changes lead to low organizational risk.
Similarly, the proposition that centrality in an interdependence structure
gives power (Thompson 1967) suggests that peripheral areas are the same
as organizationally vulnerable areas. What remains, then, are the sugges-
tions that changes will occur near the symptom, in units with low power,
and in units that have recently changed. These are competing theories of
where change will occur, and further research is needed to know which
are true. They may all be true in the sense that these are the areas where
an organization is most likely to make changes, but the specific area cho-
sen will vary depending on circumstances. For the time being, we know
too little to predict what circumstances will lead to what kind of change,
but we may soon be able to answer this question.
Agency theory. Agency theory is an economic theory of how one actor,

called the principal, can use rewards to control the behavior of another
actor, called the agent (Grossman and Hart 1982; Holmstrom 1979;
Milgrom and Roberts 1992; Mirrlees 1975). Applied to organizations, it
is used to argue which reward systems are best for making top managers
do the bidding of stockholders or making lower-level employees do the
bidding of their managers. The proposed reward systems almost invari-
ably involve rewards for high performance in order to spur maximum
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effort. As noted earlier, this means that agency theory uses performance
feedback to discipline organizational members rather than to help them
diagnose problems.

An important issue for future research is the extent to which agency
theory is compatible with performance feedback theory. There are impor-
tant differences between these theories, especially in the extent to which
they assume rational actors, but they share a concern with investigating
how goals can help managers make decisions that improve their orga-
nization. Regardless of whether performance feedback theorists like the
assumptions of full rationality underlying agency theory, it remains true
that managers are agents of the organization’s stakeholders and thus may
need some mechanism to align interests. Regardless of whether agency
theorists like the satisficing behavior of performance feedback theory, it
remains a superior model of decision-making behavior. Clearly these two
traditions should have a conversation in order to integrate the ideas of
the other.

Some advances have already been made. Organizations involve risk
taking at all levels, from the financial risks of owners to the career risks of
managers and non-managerial employees. In good governance structures,
individuals are allowed to control their own risk taking or can trust others
who control it to act in their interest (Garud and Shapira 1997). Difficul-
ties in achieving such alignment of risk and control include asymmetric
judgments of risk due to different proximity to the decision-making pro-
cess and asymmetric preference for risk due to different aspiration levels
(Garud and Shapira 1997). The result is that individuals may end up tak-
ing more risk than they believe they are doing because they are not fully
informed, or may be forced to take more risk than they prefer because
they do not control the risk taking. A good example is when employee
pension plans managed by the firm purchase the focal firm’s stock, which
gives the employees more concentrated risk than they would voluntarily
choose.

When designing compensation systems to align individual risk taking
with that of the organizational owners, additional difficulties arise from
the mental accounting processes that individuals use to set aspiration lev-
els for their own wealth (Heath 1995; Thaler 1985; Thaler and Johnson
1990). Payments that are conditional on organizational performance can
make individual decision makers cross their aspiration level for wealth,
leading to abrupt changes between risk aversion and risk taking (Wiseman
and Gomez-Mejia 1998). Managers seeking to avoid compensation below
the aspiration level may thus change organizational risk-taking patterns
more abruptly than the owners would like them to, in effect over-reacting
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to the contingency of their payment. This problem is amplified when com-
pensation is tied to volatile performance measures such as those track-
ing stock or product-market performance. Investors often prefer such
measures because they are harder to manipulate by managers than ac-
counting measures (Wiseman and Gomez-Mejia 1998). Risk theory sug-
gests that the gain of getting measures that are difficult to manipulate is
purchased by more volatile risk preferences. Thus, the performance feed-
back used to discipline often works at cross-purposes with performance
feedback used to diagnose and solve problems, suggesting that the two
uses of performance feedback will often need to be balanced against each
other. A new agency theory that takes into account bounded rationality
and performance feedback effects on behavior may have to be developed.

6.3 Future research

The review of research done so far has indicated that we know a great deal
about how performance feedback affects some organizational behaviors.
For other behaviors, we know little. The theoretical predictions that have
been studied so far have an impressive record, but empirical research has
only tested a limited set of predictions on how performance feedback
controls the rates of making various organizational changes. There are
many possible routes of advance from here. The theory could be used to
make additional predictions, either from the current set of propositions
or by adding others. We can strengthen the empirical evidence within the
current domain of the theory, extend the domain, delineate the scope
more precisely, and add theoretical propositions.

Let us start by defining some important concepts. Researchers working
on a specific problem leave behind a written record of theory and em-
pirical research and carry along a set of implicit or stated assumptions.
Both the written record and the implicit assumptions are elements of a
research program (Lakatos 1978), and often research programs can be
advanced significantly by questioning some of the implied assumptions
rather than just tinkering with problems in the written record. There are
several places where changes can be made.5 First is the theory, which is
a set of concepts linked by causal propositions. The theory is often the
easiest part of a research program to work with, because it is recorded
in papers and in theory chapters of books such as this (see March and
Simon, 1958 or 1993, for a particularly elegant example). Because it is

5 These three paragraphs borrow heavily from lecture notes of Morris Zeldich Jr.’s course
Basic Problems in Sociological Theory, which is still the best analysis of theory that I
have encountered.
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hard to change the core propositions of a theory without making a dif-
ferent theory, much theoretical work consists of adding propositions that
allow additional predictions or more precise predictions. Sometimes the-
oretical progress can be made by using formal logic to clarify ambiguities
in theory that have been expressed verbally (Peli et al. 1994). The core of
performance feedback theory was developed in A Behavioral Theory of the
Firm (Cyert and March 1963), and recent additions include the integra-
tion with risk theory (Bromiley 1991b) and the kinked-curve prediction
(Greve 1998b). It is a lean and effective theory, and propositions can be
added without making it unwieldy.

The second place where change can be made is the domain of the the-
ory, which is the set of outcomes that it seeks to explain. Domains are
difficult to identify without careful attention to omissions in the theoret-
ical and empirical record, because they are rarely made explicit. This is
because empirical researchers’ selections of outcomes to study determine
the domain, and they are guided by interest in the outcomes as much as by
a theoretical strategy. But a theory is not limited to affecting the outcomes
that happen to the interest of an empirical researcher, so systematically
testing theory calls for attention to which outcomes would be most diag-
nostic for examining the theoretical process in question (Berger, Zelditch,
and Anderson 1966). I have been very explicit about the current domain
of performance feedback theory as being strategically important organi-
zational changes determined by managers. This acknowledges my bias
and gives a clear target to researchers who are interested in extending
the domain. Performance feedback theory has the potential for affect-
ing other outcomes as well, giving plenty of opportunities for additional
empirical work.

The third place where change can be made is in the scope of the theory.
The scope is the conditions under which the theory holds. The difference
of scope and domain is that the scope concerns societal conditions that
allow the mechanism of the theory to function, while the domain is the
behaviors affected by the mechanism. Scope conditions are often implicit,
but in a different way than domain conditions. Whereas actual domain
conditions are often wider than researchers believe, that is, the theory
applies to more outcomes than expected; actual scope conditions are of-
ten narrower than researchers believe. There may be multiple conditions
that prevent an organization from making changes when the performance
is low or staying the same when the performance is high, starting with
general issues such as the extent of managerial discretion (Hambrick and
Finkelstein 1987). These are difficult to discover empirically because our
empirical methods are very good at extracting semi-spurious findings
from a population of actors where some display the predicted effect and
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others don’t.6 Careful theoretical analysis is needed for making sharper
delineation of the scope, and this is an important task in making theory
more precise.

The theory, domain, and scope of a research program are related to
each other, so changes in one can lead to changes in the other two. Cur-
rently, performance feedback research has a fairly narrowly delineated
domain, and it is likely that the theory will be applied to additional out-
comes. In doing so, researchers may discover scope conditions that they
have not previously encountered. For example, maybe changes conducted
by organizational subunits are not fully responsive to either top manage-
ment goals or subunit goals, but to some combination of these or to
other variables (Audia and Sorenson 2001). Such scope conditions can
be turned into theoretical propositions by, for example, adding theory on
when subunit managers will be attentive to top management goals or sub-
unit goals. Thus, the opportunities for additional empirical research that
are discussed in this section should be seen as opportunities to develop
the theory as well as to test it.

It follows that a good path of progress can be found by first reviewing
where in the current domain the evidence is thin. This will suggest areas
where additional research is needed to increase our confidence in the
findings. It will also suggest possible extensions of the domain to new
dependent variables, and analysis of these extensions requires considering
whether additions to the theory or scope conditions are necessary.
Current evidence. We know a lot about the risk taking of individuals,

and also some about the risk taking of organizations. The main gap in
our knowledge of risk taking is whether organizational inertia gives the
predicted kinked-curve relation from performance to organizational risk
taking. A second area where we are beginning to know much is in strat-
egy changes such as market-niche changes – many studies have found
an effect of performance feedback, and some also have shown a coun-
teracting effect of inertia. These are the outcomes that we know most
about, but their great importance for organizations suggests that further
research is needed to resolve the questions that remain. For example,
the kinked-curve relation has only been examined in a few studies, and
aspiration level updating is not well enough documented empirically to
allow firm conclusions on whether historical or social aspiration levels are
predominant in organizations.

6 This is a semi-spurious finding because the method makes an unbiased estimate of the
average effect on the study population. Such an estimate is useful for raw prediction in
a population with a similar mix of actors, but theoretically it misses an important point.
The theory applies only to some of the actors, and it is important to discover the scope
condition that determines which actors the theory applies to.
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Research and development expenditures have been studied a great deal,
and researchers often find the predicted decrease of such search activities
when the performance increases. This is one outcome where the theory
does not predict an effect of inertia, but naturally the absence of a kinked
curve is difficult to prove. So far there is no evidence suggesting that iner-
tia affects the adjustment of R&D expenditures according to performance
feedback.

Although we know a fair amount about R&D expenses, which are in-
puts to the innovation process, we have little systematic evidence on the
rate of making innovations. The research from the shipbuilding indus-
try reported in section 4.3 suggests that firms launch fewer innovations
when the performance is high, and that the increase in innovation when
performance falls below the aspiration level is counteracted by an inertia
effect. The result is a kinked-curve relation, consistent with the theory,
but more evidence on this issue is needed to be confident of this finding.
Innovation rates are important for the focal firm and the evolution of the
industry, so additional research would be extremely valuable. Similarly,
evidence on asset growth is very thin, but so far it is completely consistent
with the theory. Asset growth is an important part of firms’ buildups of
strategic capability, and it would be natural for researchers in strategic
management to investigate it further.
Extensions of domain. Future work should not just fill in evidence in

places where little has been done so far; it should also investigate ad-
ditional outcome variables. This will help explore how wide a domain
the theory has, and some outcome variables can help build the theory
by providing better understanding of the decision-making process. Re-
placement of the firm’s CEO, for example, is clearly a high-risk, strategi-
cally important change that performance feedback theory can help pre-
dict. It is important, however, to distinguish planned succession from
involuntary replacement. Planned succession is frequent, and is often
timed at the usual retirement age and combined with the promotion of
an heir-apparent who has been chosen and groomed for the job by the
CEO (Cannella and Shen 2001; Ocasio 1999; Vancil 1987). Involuntary
CEO replacement is an unplanned event that involves performance feed-
back along with boardroom politics and rivalry among executives (Boeker
1992; Fredrickson, Hambrick, and Baumrin 1988; Ocasio 1994; Puffer
and Weintrop 1991).

Involuntary CEO replacement differs from the outcomes discussed in
chapter 4 by being decided by the board of directors. It is a group deci-
sion rather than an individual one, and the group is composed of indi-
viduals who have a part-time relation with the organization and a highly
diverse set of other experiences. It is far from clear how uniform their
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goal variables and aspiration levels are, and thus the goal conflict issue
raised by group decision research is important to board-level decisions.
Research on CEO replacement can indicate how performance feedback
affects group decisions, and is thus important for developing performance
feedback theory. It is also important for corporate governance theory,
which has examined performance feedback effects on CEO replacement,
but has not given aspiration levels the attention they deserve (but see
Puffer and Weintrop 1991).

Multiple goals are also important when examining decisions involving
both the top management layer and lower-level functions and divisions.
This issue becomes prominent when researchers examine organizational
changes that fall under the purview of a given organizational function.
Organizational subunits have different goals than the top management
when their interests are different or the organization has a control system
that assigns subunit goals to their managers. Regardless of the reason for
having multiple goals, it is important to learn how organizations resolve
conflicts among goals held by different subunits, that is, horizontal goal
conflict, and among goals held by subunits and goals held by the top
management, that is, vertical goal conflict. Horizontal and vertical goal
conflicts result in influence and bargaining processes among managers,
and top managers may be unable to resolve the conflicts according to
their goal variables. This raises the question of how much other goals
than those held by top managers influence the decision-making processes
of organizations.

At the very least, the potential for goal conflict suggests that researchers
on performance feedback need to be alert to the possibility of multiple
goals and aspiration levels affecting the behaviors. It may be useful to ex-
amine various subunit goals in addition to the usual profit goals that top
managers often face. In addition to this, performance feedback theory
can become a tool for uncovering power relations inside organizations
through analysis of which goal variables are most important in explaining
organizational change. A classic definition of power states that “A has
power over B to the extent that he can get B to do something that B
would not otherwise do” (Dahl 1957: 202–203). Following this defini-
tion, powerful actors in organizations can be identified by whether they
affect organizational changes that would not otherwise have happened.
This idea has been viewed as empirically unproductive since it is difficult
to tell in retrospect whether A wanted the outcome that happened and
B did not want this outcome (March 1966), and thus power becomes
unclear because motives are unclear.

If we make two fairly stringent assumptions, performance feedback
theory offers a way out of this dilemma. If we assume that attempts to
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change organizations often meet resistance, and that we know which man-
agers care most about which organizational goals (Bower 1970; Fligstein
1990), it follows that the power of functional managers can be measured
by seeing whether performance on their favored goal variable affects orga-
nizational changes. This approach will still suffer from the unpredictabil-
ity that happens to all power models if individual power is allowed to be
affected by past power use (March 1966), but seems to be a promising
way to discover power relations.

Researchers can examine subunit behaviors as well as subunit goals.
Some lower-level decisions have already been investigated. The advertis-
ing behavior of a firm relates to overall product-market strategy, but is
usually viewed as a smaller decision that can be left to specialists, perhaps
in consultation with top management. The themes of advertising cam-
paigns can be altered, which changes the way the organization presents
itself to the outer world if not its internal behaviors. Advertising cam-
paigns can also involve risky behaviors such as attacks on competitors’
products. Analysis of advertising behavior has shown an effect of perfor-
mance feedback (West and Berthon 1997). More analysis is clearly pos-
sible, including an examination of whether inertia has an effect on how
advertising campaigns are changed in response to performance feedback.
The theory seems to imply that there is no inertial effect, since changes
of advertising campaigns carry financial risk but not organizational risk.

Performance feedback theory can be applied to the diffusion of non-
strategic behaviors among organizations. Many technologies, practices,
and structures are used in peripheral units of the organization where
changes can be done without great organizational risk. The organization
may adopt new information technology (Sandberg 2001), select an audit-
ing firm (Han 1994), or add an investor relations department (Rao and
Sivakumar 1999). These are all fairly minor changes compared with the
strategic changes that we have discussed earlier, but all have the potential
for affecting the organizational performance or social standing. The stud-
ies I just cited emphasize imitation as a driver of adoption, as I have also
done in earlier work (Greve 1996), but it may be useful to combine this
explanation with performance feedback. It seems reasonable that man-
agers who adopt an innovation learn it from other organizations and are
trying to improve organizational performance.

An additional theme for future research would be to examine what
performance feedback in the decision-making process looks like “on the
ground.” Qualitative work on organizational decision making has tended
to emphasize different aspects of the process depending on the specific
organizations studied and the theoretical frame of the researcher. Per-
formance feedback and aspiration-level processes might be rather subtle,
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since they are revealed mainly through whether managers look at a given
performance variable, and whether they view certain values of it as good
or bad. They may be difficult to discover for a researcher who is not
primed to look for behaviors predicted by performance feedback theory.
Researchers interested in aspiration levels have found that they played a
role in the Cuban missile crisis (Whyte and Levi 1994) and other policy
decisions (Vertzberger 2000), and experimental researchers have found
that subjects talk about aspiration levels when making decisions (Hennig-
Schmidt 1999). There are good opportunities for investigating perfor-
mance feedback effects through direct observation of decision-making
processes.

Qualitative work on decision-making processes has shown that contacts
across multiple levels of management are important for decisions involv-
ing risk such as investments (Maritan 2001) or innovations (Dougherty
1992; Dougherty and Hardy 1996). Lengthy search processes involv-
ing proposal development at lower level and approval at higher level is
common, suggesting that sustained attention to a problem or opportu-
nity is needed for organizational change to be implemented. The search
processes cut across horizontal functions and vertical levels in the organi-
zations, and thus activate multiple aspiration levels and goal variables. In
addition to qualitative work interpreting search processes from the view-
point of performance feedback theory, quantitative research measuring
variables such as the duration of the search process and the number of
actors involved would provide additional knowledge of how performance
feedback affects search. This is particularly useful because search and
risk taking often have joint effects in performance feedback predictions,
making it hard to distinguish which has the greater effect on the outcome.
More detailed work on the search process may help separate these effects.

Although it is conducted by scholars from multiple disciplines and ap-
pears in a diverse set of journals, research on performance feedback pro-
cesses in organizations is currently sharply focused on proving a basic set
of propositions concerning how low performance causes organizations
to change their strategic behaviors. These are important propositions,
because they have direct consequences for organizational adaptation to
the environment. Still, researchers can branch into other areas of inves-
tigation once they are satisfied with the basic findings, and performance
feedback research could potentially end up as a sprawling affair that seeks
to inform a wide range of managerial activities. It has little to lose from
such an expansion, and it could end up influencing many research pro-
grams on how organizations make changes.
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